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Background: Single-cell RNA sequencing is necessary to understand tumor heterogeneity, and the cell type heterogeneity of lung adenocarcinoma (LUAD) has not been fully studied.
Method: We first reduced the dimensionality of the GSE149655 single-cell data. Then, we statistically analysed the subpopulations obtained by cell annotation to find the subpopulations highly enriched in tumor tissues. Monocle was used to predict the development trajectory of five subpopulations; beam was used to find the regulatory genes of five branches; qval was used to screen the key genes; and cellchart was used to analyse cell communication. Next, we used the differentially expressed genes of TCGA-LUAD to screen for overlapping genes and established a prognostic risk model through univariate and multivariate analyses. To identify the independence of the model in clinical application, univariate and multivariate Cox regression were used to analyse the relevant HR, 95% CI of HR and p value. Finally, the novel biomarker genes were verified by qPCR and immunohistochemistry.
Results: The single-cell dataset GSE149655 was subjected to quality control, filtration and dimensionality reduction. Finally, 23 subpopulations were screened, and 11-cell subgroups were annotated in 23 subpopulations. Through the statistical analysis of 11 subgroups, five important subgroups were selected, including lung epithelial cells, macrophages, neuroendocrine cells, secret cells and T cells. From the analysis of cell trajectory and cell communication, it is found that the interaction of five subpopulations is very complex and that the communication between them is dense. We believe that these five subpopulations play a very important role in the occurrence and development of LUAD. Downloading the TCGA data, we screened the marker genes of these five subpopulations, which are also the differentially expressed genes in tumorigenesis, with a total of 462 genes, and constructed 10 gene prognostic risk models based on related genes. The 10-gene signature has strong robustness and can achieve stable prediction efficiency in datasets from different platforms. Two new molecular markers related to LUAD, HLA-DRB5 and CCDC50, were verified by qPCR and immunohistochemistry. The results showed that HLA-DRB5 expression was negatively correlated with the risk of LUAD, and CCDC50 expression was positively correlated with the risk of LUAD.
Conclusion: Therefore, we identified a prognostic risk model including CCL20, CP, HLA-DRB5, RHOV, CYP4B1, BASP1, ACSL4, GNG7, CCDC50 and SPATS2 as risk biomarkers and verified their predictive value for the prognosis of LUAD, which could serve as a new therapeutic target.
Keywords: lung adenocarcinoma, single-cell sequencing, tumor heterogeneity, tumor immunity, prognosis
INTRODUCTION
Lung cancer is still one of the main types of cancer, and its mortality is still the highest of all cancers (Siegel et al., 2021). Lung adenocarcinoma (LUAD) is the most common histological subtype of lung cancer, accounting for almost half of all lung cancer deaths (Kenfield et al., 2008; Houston et al., 2014). Because of the decline in smoking rates, the incidence and mortality of many other types of lung cancer, such as squamous cell lung cancer and small cell lung cancer, have been decreasing. The incidence rate and incidence rate of LUAD are increasing (Remen et al., 2018; Barta et al., 2019; Choi et al., 2019; Tseng et al., 2019). At present, the treatment of patients with advanced LUAD is still limited to targeted therapy and radiotherapy and chemotherapy, and the prognosis is still very poor. Therefore, finding accurate prognostic biomarkers and effective therapeutic targets is still of great significance to improve the poor prognosis of LUAD patients.
In recent decades, high-throughput sequencing technology has been widely used in various fields of biology and medicine, which has greatly promoted related research and applications. However, traditional transcriptome sequencing technology (bulkRNA-seq) is based on tissue samples or cell populations, which reflect the average expression level of genes in the cell population, but there is extensive heterogeneity between cells, which is of great significance for targeted therapy of tumors (Dagogo-Jack and Shaw, 2018). In recent years, single-cell RNA SEQ (scRNA-seq) technology has developed vigorously. ScRNA-seq can reveal the expression of all genes in the whole genome at the single-cell level and study cell heterogeneity more intuitively (Lavin et al., 2017). At present, scRNA-seq has been widely used in different types of tissues and cell lines of various species (especially human and mouse), including normal and diseased cells. Single-cell sequencing has been used in the study of pancreatic cancer, colon cancer, and so on, but (Moncada et al., 2020; Zhang L. et al., 2020; Liang et al., 2021) it has not been widely studied in lung cancer. We found and defined the cell subsets of LUAD by single-cell analysis and explored their predictive ability in the prognosis of LUAD.
This study screened cell types with significant differences in subpopulation abundance through single-cell analysis and screened cell types with different subpopulation abundance. At the same time, combined with LUAD bulkRNA-seq in TCGA data, the marker genes related to prognosis were screened, and the risk model was constructed accordingly. Finally, we identified a prognostic risk model and verified its predictive value for the prognosis of LUAD, which could serve as a new therapeutic target.
MATERIALS AND METHODS
Data acquisition and preprocessing
The single-cell sequencing data GSE149655 were downloaded from the GEO database. A total of four samples were detected, including two LUAD samples and two normal samples. The bulkRNA-seq data of LUAD were downloaded from the TCGA database and further processed and transformed into TPM data.
The clinical phenotype data of TCGA-LUAD were downloaded, and the samples lacking survival time and survival status were eliminated. GSE31210 of LUAD was downloaded from the GEO database. By transforming the probe into a gene symbol, multiple gene symbols corresponding to one probe were removed, and the average value of one symbol corresponding to the probe was taken.
Clustering dimensionality reduction of single-cell data
First, the single-cell data were filtered by setting each gene to be expressed in at least three cells and each cell to express at least 250 genes, calculating the proportion of mitochondria and rRNA through the percentagefeatureset function, and ensuring that the gene expressed by each cell was greater than 500 and the mitochondrial content was less than 35%. Then, we counted the number of cells in each sample before and after filtration. Then, the merged data are standardized through log normalization. Find highly variable genes through the findvariablefeatures function (identify variable characteristics based on variance stabilization transformation (“VST”) and then scale all genes by using the scaledata function and PCA dimensionality reduction to find anchor points. We selected dim = 40 and clustered the cells through the findneighbors and findclusters functions (set resolution = 0.5).
Subgroup definition
We downloaded the marker genes of human cells from the official website of CellMarker (http://biocc.hrbmu.edu.cn/CellMarker/). At the same time, the corresponding subgroups of cluster profilers are selected through the corresponding functions of cluster profilers.
Subgroup statistical analysis
A total of 11 subpopulations were obtained through cell annotation. We counted the number of cells in tumor samples and normal samples, constructed a 2 * 2 contingency table, calculated the p value using Fisher’s test (bilateral test), and calculated the corresponding difference multiple (TVSN). To define the development trajectories of the five cell subsets, we used Monocle to predict the development trajectories of the five subsets. Then, we used the BEAM (branched expression analysis modelling) method to find the regulatory genes of five branches, screened the key genes with qval (corrected P), screened the 100 genes with the smallest qval, drew the heatmap and enriched the pathway.
Screening of key genes and construction, evaluation and validation of the prognostic risk model
The expression profile data of FPKM of TCGA were downloaded and further transformed into TPM. The standard deviation of each gene expressed in all samples was greater than 0.5 for filtering. The expression profile matrix of LUAD was analysed by the limma package, and the differentially expressed genes were screened by | logfc | > 1 and FDR <0.05.
First, single-factor risk analysis is carried out. Using the expression profile data of TCGA, for the related genes and survival data, the univariate Cox proportional hazards regression model was carried out by using the R-package survival Cox function, and p < 0.01 was selected as the threshold for filtering.
Next, multivariate analysis is carried out. Lasso regression was used to further compress the genes to reduce the number of genes in the risk model. Next, 10-fold cross validation was used to build the model and analyse the confidence interval under each lambda.
The risk score of each sample was calculated according to the expression level of the sample, and the risk score distribution of the sample was drawn. ROC analysis of the prognostic classification of the risk score was carried out by using the R software package timeROC, and the prognostic prediction and classification efficiency at 1, 3 and 5 years were analysed. Finally, we calculated the z score for the risk score, divided the samples with risk scores greater than zero into a high-risk group and a low-risk group, and drew a KM curve. Lasso regression and the risk score were performed as previously described (Yu et al., 2021).
Finally, we used the GEO dataset (GSE31210) to verify the model.
Univariate and multivariate analysis of the 10-gene signature and its relationship with pathways.
To identify the independence of the 10-gene signature model in clinical application, the relevant HR, 95% CI of HR and p value were analysed by univariate and multivariate Cox regression in the clinical information carried by all TCGA data. The clinical information recorded by TCGA patients was systematically analysed, including sex, stage and risk type.
To further observe the relationship between the risk scores of different samples and biological functions, the expression profiles corresponding to TCGA samples were analysed by single-sample GSEA (ssGSEA) with the R software package GSVA, and the scores of each sample on different functions were calculated; that is, the ssGSEA scores of each sample corresponding to each function were obtained, and the correlation between these functions and risk scores was further calculated. A function with a correlation of no less than 0.3 was selected.
Tissue samples
Samples of LUAD and normal tissues were collected from 15 patients (all >16 years of age), immediately placed in liquid nitrogen and preserved at −80°C. None of the LUAD patients received preoperative antitumor therapies. Patients and their families in this study were fully informed, and informed consent was obtained from all participants. This study was approved by the Ethics Committee of Shanghai Pulmonary Hospital (K20-148Y).
RNA isolation and quantitative real-time PCR
Briefly, total RNA was isolated from tissues and cells by using TRIzol® reagent (Thermo Fisher Scientific, Inc.) and then reverse transcribed using a QuantiTect Reverse Transcription Kit (QIAGEN, Valencia, CA) according to the manufacturer’s specifications. qPCR amplification was performed by using SYBR-Green PCR mix (Takara), and the expression levels of target genes were normalized to the level of GAPDH. The primer sequences were as follows: HLA-DRB5 Forward Sequence-GAACAGCCAGAAGGACTTCCTG and Reverse Sequence-GCAGGATACACAGTCACCTTAGG. CCDC50 Forward Sequence-AGTGATGAACCTCACCATTCTAAG and Reverse Sequence-GAAATGCCGTGTGGAACTCTGC.
Immunohistochemistry
Each group of sarcoma samples was fixed in 10% formalin, embedded in paraffin, and processed into 5 µm continuous sections. Samples were incubated in rabbit anti-HLA-DRB5 (Origene, OTI4G7; 1:1,200) anti-CCDC50 (Abcam, ab127169; 1:1,200) overnight at 4°C, followed by incubation with horseradish peroxidase-coupled goat anti-rabbit secondary antibody at 37°C for 30 min. The experimental procedure was performed according to strict adherence to the manufacturers’ instructions. The IHC quantitation analysis was calculated by ImageJ software.
RESULTS
Screening and definition of single-cell subsets of LUAD
First, the genes were screened. Supplementary Figure S1 is the quality control chart before filtration, and Supplementary Figure S2 is the quality control chart after filtration. Then, we counted the number of cells in each sample before and after filtration, as shown in Supplementary Figure S3A.
Supplementary Figure S3B (left) shows the distribution of hypervariable genes and non-hypervariable genes, and the top 20 hypervariable genes are shown in Supplementary Figure S3B (right).
Then, all genes were scaled by using the scaledata function, and anchor points were found by PCA dimensionality reduction (Supplementary Figure S3C). Next, the cells were clustered, and 23 subpopulations were obtained. Then, we select the first 40 PCs and use umap to further reduce the dimension. The distribution of the four samples is shown in Figure 1A. Two of the four samples were tumor tissues, and two were normal tissues. The distribution of cells in tumor tissues and normal tissues is shown in Figure 1B, and Figure 1C shows the distribution of 23 cell subsets. At the same time, we counted the abundance of these 23 subpopulations in each sample (Figure 1D). Next, we used the findallmarkers function to screen marker genes of 23 subgroups by logfc = 0.5 (differential multiple), minpct = 0.3 (minimum expression ratio of differential genes) and screened them with corrected p < 0.05. Here, we only show the expression of the top 5 marker genes with the most prominent contribution in each subgroup (Figure 2A). The results of marker genes are shown in Supplementary Table S1.
[image: Figure 1]FIGURE 1 | Umap dimensionality reduction. (A) Cell distribution map of four tissue samples. (B) Cell distribution map of tumor tissue and normal tissue samples. (C) Cell distribution map of 23 subpopulations. (D) The abundance of each subgroup of the two tissue types is normal and Turkish from inside to outside.
[image: Figure 2]FIGURE 2 | The findallmarkers function to screen marker genes. (A) Expression of the top 5 marker genes in 23 subpopulations. (B) Umap diagram of the distribution of 11 subpopulations. (C) Pseudotime measures the degree of cell differentiation. (D) The five subgroups can be divided into five branches. (E) Track of differentiation of the five subgroups. (F) Cell trajectories of five different types of subpopulations.
We downloaded the marker genes of human cells from the official website of CellMarker (http://biocc.hrbmu.edu.cn/CellMarker/), selected the corresponding organization of the lung, and Supplementary Table S2 was the list of marker genes of cells. At the same time, through the enricher function of the clusterprofiler package, the definition of 23 subsets is finally completed. As shown in Table 1, 23 clusters are annotated to 11 subgroups. By merging these subgroups, 11 subgroups (ciliated cells, dendritic cells, endothelial cells, fibroblasts, monocyte cells, lung epithelial cells, macrophages, neuroendocrine cells, secretory cells, SLC16A7+ cells and T cells) were obtained. Figure 2B is the umap diagram of the distribution of these 11 subgroups.
TABLE1 | Subgroups define information.
[image: T1]Cell trajectory analysis of single-cell subsets in LUAD
A total of 11 subpopulations were obtained through cell annotation, which were counted according to the method. The statistical results are shown in Table 2. On the premise of p < 0.05, five subpopulations of lung epithelial cells, macrophages, neuroendocrine cells, secret cells and T cells were highly enriched in LUAD tissues. We used Monocle to predict the developmental trajectories of five subpopulations.
TABLE2 | Cell subpopulation statistics.
[image: T2]In previous studies, LUAD tumor samples contained 18.2% tumor cells and 53.4% T cells, while normal samples contained 10.4% epithelial cells and 44.1% T cells, indicating that T cells are the dominant cell type in tumor and normal samples. Tumor-associated macrophages have strong plasticity and, if reprogrammed, can clear tumor cells and regulate the adaptive immune system for cancer immunotherapy. These studies suggested that the five cell subpopulations obtained from our analysis are potentially valuable in identifying tumors from normal tissue and in tumor treatment.
First, pseudotime was used to measure the degree of cell differentiation (Figure 2C). Next, we show the trajectory of differentiation of the five subpopulations (Figure 2E). The five subpopulations could be divided into five branches and states (Figure 2D).
The seraut_cluster of the four subgroup trajectory diagrams. Figure 2F shows that lung epithelial cells were mainly in the 0 and 16 subgroups. In the trajectory diagram, these two subgroups are on the branches of state 4 and state 5. In these subgroups, macrostat1 and macrostat15 were mainly enriched. Neuroendocrine cells were mainly enriched in subgroup 22, which was mainly on the branch of State 2 in the trajectory diagram. Secret cells were mainly enriched in subgroups 2, 5, 6, 12 and 21. In the trajectory diagram, 2 and 12 are mainly on the branches of state 4, states 5, 5 and 6 are mainly on the branches of state 1 and state 2, and 21 is mainly on the branch of state 2. T cells were mainly enriched in subgroup 13. In the trajectory diagram, 13 is mainly on the State2 branch (Supplementary Figure S4A).
Then, we used branched expression analysis modelling (BEAM) to find the regulatory genes of five branches, screened the key genes with qval (corrected P), and screened the 100 genes with the smallest qval. Therefore, we used these 100 genes to draw the pedigree heatmap (of which 100 genes are listed as cells) (Figure 3A). Information on these 100 genes is shown in Supplementary Table S3.
[image: Figure 3]FIGURE 3 | The regulatory genes of five branches. (A) Pedigree heatmap of 100 genes. (B) Enrichment analysis results of five key subgroups. Left: Expression map of the first 50 specifically expressed genes in each cell type. The value of each gene is a Z score scaled by row. Right: A representative KEGG pathway. (C) The interaction of cell subsets predicts that the thickness of the line is the change in the number and intensity of ligand‒receptor interactions.
Pathway enrichment of subpopulations
To further study the functions of these five subpopulations, we extracted the marker genes of these five subpopulations, conducted KEGG enrichment analysis through the webgestalt package, and screened the key pathways with FDR <0.05. The enrichment results are shown in Supplementary Table S4. The first three pathways were screened by enrichment ratio, the first 50 marker genes were screened for each subgroup, and the expression heatmap was drawn (Figure 3B).
Communication analysis of cell subsets
Cell communication of 11-cell subsets was analysed by CellChart. Supplementary Table S5 shows the results of the cell communication analysis. From Figure 3C, it can be seen that the interaction of these 11 subsets changes in the number and intensity of ligand‒receptor interactions.
The predicted ligand receptor interactions of the five important subpopulations screened above were used to draw the interaction network between cell subpopulations and ligand receptors. Figure 4 shows that the cell communication of these five subpopulations is very complex, and many ligand receptors are involved, which also shows that the changes in the body microenvironment are very complex in the process of tumor occurrence and development. These five subpopulations may all play a very important role in tumorigenesis and development.
[image: Figure 4]FIGURE 4 | The cell communication of these five subpopulations is very complex, and there are many ligand receptors involved, which also shows that the changes in the body microenvironment are very complex in the process of tumor occurrence and development.
Screening of key genes and construction and validation of prognostic risk model
The expression profile data of FPKM of TCGA were downloaded and further converted into TPM. First, we filtered through the standard deviation of the expression of each gene in all samples greater than 0.5, used the limma package to analyse the difference in the expression profile matrix of LUAD, and screened the differentially expressed genes with | logfc | > 1 and FDR <0.05. A total of 2,812 differentially expressed genes were screened, of which 1,110 genes were upregulated and 1702 genes were downregulated. Supplementary Table S6 shows the results of all gene difference analyses. Through overlap analysis, we found that 462 differentially expressed genes were marker genes of these five subgroups (Supplementary Figure S4B).
Using the expression profile data of TCGA, for the relevant genes and survival data, the R package survival coxph was used to carry out the univariate Cox proportional hazards regression model, and p < 0.01 was selected as the threshold for filtering. Finally, there were 16 genes with differences. The univariate Cox analysis results are shown in Supplementary Table S7.
At present, 16 genes related to prognosis in TCGA have been identified, but the large number of these genes is not conducive to clinical detection, so we need to further narrow the range of immune genes under the condition of maintaining high accuracy. We further compressed these 16 genes using lasso regression to reduce the number of genes in the risk model. First, we analysed the change trajectory of each independent variable. It can be seen that with the gradual increase in lambda, the number of independent variable coefficients tending to 0 also gradually increases. We used 10-fold cross validation to build the model. Analyse the confidence interval under each lambda. Figure 5A,B shows that when lambda = 0.0198, the model reached the optimum. Therefore, we selected 10 genes when lambda = 0.0198 as the target genes in the next step.
[image: Figure 5]FIGURE 5 | The risk model constructed and evaluated. (A) The change track of each independent variable. The horizontal axis represents the log value of the independent variable lambda, and the vertical axis represents the coefficient of the independent variable. (B) Confidence intervals under each lambda. (C) Risk score, survival time, survival status and 10-gene expression in TCGA. ROC curve and AUC classified by the 10-gene signature. KM survival curve distribution of the 10-gene signature. The model has a high AUC offline area, and patients with a higher risk score had a poorer prognosis. (D) Risk score, survival time, survival status and expression of 10 genes in GSE31210; ROC curve and AUC classified by the 10-gene signature. KM survival curve distribution of the 10-gene signature. (E) Comparison of the distribution of the risk score of TCGA among clinical feature groups. We found that there were significant differences among N stage, stage and smoking. (F) Univariate Cox regression analysis found that the risk score was significantly correlated with survival, and the corresponding multivariate Cox regression analysis found that risk type was still significantly correlated with survival.
Finally, we obtained 10 genes: CCL20, CP, HLA-DRB5, RHOV, CYP4B1, BASP1, ACSL4, GNG7, CCDC50, and SPATS2. The final 10-gene signature formula is as follows:
[image: image]
We calculated the risk score of each sample according to the expression level of the sample and drew the risk score distribution of the sample (Figure 5C). We used the R software package timeroc to analyse the ROC curve of the prognostic classification of the risk score. We analysed the classification efficiency of prognosis prediction at 1, 3, and 5 years, from which we can see that the model has a high AUC offline area. Finally, we calculated the z score for the risk score, divided the samples with risk scores greater than zero into a high-risk group and a low-risk group, and drew Kaplan‒Meier survival curves, from which we can see that patients with a higher risk score had a poorer prognosis (p < 0.0001).
To better evaluate the risk model constructed in this study, we used GSE31210 for verification. We calculated the risk score of each sample according to the expression level of the sample and drew the risk score distribution of the sample (Figure 5D). Similarly, we used the R software package timeROC to analyse the ROC of prognosis classification of risk score. We analysed the classification efficiency of prognosis prediction at 1, 3, and 5 years, from which we can see that the model has a high AUC offline area. Finally, we calculated the z score for the risk score, divided the samples with risk scores greater than zero into a high-risk group and a low-risk group, and drew a KM curve, from which we can see that there was a very significant difference between them (p < 0.0001).
The risk score suggests that LUAD is related to smoking
By comparing the distribution of the risk score of TCGA among clinical feature groups, we found that there were significant differences among N stage, stage and smoking (p < 0.05) (Figure 5E).
Univariate and multivariate analysis of the 10-gene signature
To identify the independence of the 10-gene signature risk model in clinical application, we used univariate and multivariate Cox regression to analyse the relevant HR, 95% CI of HR and p value in the clinical information carried by all TCGA data. We systematically analysed the clinical information recorded by TCGA patients, including sex, stage and risk type. In the TCGA datasets, univariate Cox regression analysis found that the risk score was significantly correlated with survival, and the corresponding multivariate Cox regression analysis found that risk type (HR = 1.75, 95% CI = 1.23–2.5, p < 0.05) was still significantly correlated with survival (Figure 5F). The above situation shows that our model 10-gene signature risk model has good prediction performance in clinical application value.
Relationship between risk score and channel
To further observe the relationship between the risk scores of different samples and biological functions, we used the R software package GSVA for single-sample GSEA of the expression profile corresponding to TCGA samples, calculated the scores of each sample on different functions, obtained the ssGSEA score of each sample corresponding to each function (Supplementary Table S8), further calculated the correlation between these functions and the risk score (Supplementary Table S9), and selected the function with a correlation no less than 0.3, as shown in Figure 6A. It can be seen that 11 are negatively correlated with the sample risk score, and 10 channels are positively correlated with the sample risk score. KEGG P53 SIGNALING PATHWAY, KEGG_CELL CYCLE and KEGG_OOCYTE MEIOSIS were positively correlated with the risk score. KEGG_VALINE LEUCINE AND ISOLEUCINE DEGRADATION and KEGG FATTY ACID METABOLISM were negatively correlated with the risk score. Twenty-two KEGG pathways with correlations no less than 0.3 were identified, and cluster analysis was performed according to their enrichment scores (Figure 6B).
[image: Figure 6]FIGURE 6 | (A) Clustering of correlation coefficients between KEGG pathways and risk score with a correlation greater than 0.4. (B) For KEGG pathways with a correlation greater than 0.4 with the risk score, the change relationship of the ssGSEA score in each sample with the increase in risk score. The horizontal axis represents the sample, and the risk score increases from left to right.
Expression of the unreported signature genes HLA-DRB5 and CCDC50 in LUAD
CCL20, CP, RHOV, CYP4B1, BASP1, ACSL4, GNG7 and SPATS2 have been reported, and their dysregulation is associated with the prognosis of LUAD. However, the expression and function of HLA-DRB5 and CCDC50 have not yet been reported.
We applied immunohistochemistry and qRT‒PCR to detect the differences in the expression of HLA-DRB5 and CCDC50 between paired tumor tissues and normal tissues. The qRT‒PCR results revealed that the levels of HLA-DRB5 were lower and the levels of CCDC50 were higher in five high-risk tumor tissues (Figure 7A). The protein (Figure 7C) levels of HLA-DRB5 were lower and the levels of CCDC50 (Figures 7B,D) were higher in high-risk tumor tissues.
[image: Figure 7]FIGURE 7 | Expression of the unreported signature genes. The qRT‒PCR results revealed that the levels of (A) HLA-DRB5 were lower and the levels of (B) CCDC50 were higher in five high-risk tumor tissues. The protein levels of (C) HLA-DRB5 were lower and the levels of CCDC50 (D) were higher in high-risk tumor tissues.
DISCUSSION
At present, most studies on LUAD focus on the transcriptome level, and there are few studies on the single-cell level and tumor microenvironment (Guo et al., 2018; He et al., 2021; Spella and Stathopoulos, 2021). The heterogeneity between and within tumors is closely related to tumor progression and metastasis and will affect the response to targeted therapy and the final survival results (Chen Z. et al., 2021; Spella and Stathopoulos, 2021). Therefore, it is necessary to screen marker genes related to prognosis at the single-cell level of LUAD and construct a risk model accordingly.
First, we obtained bulkRNA-seq data for LUAD samples based on the TCGA database and downloaded the single-cell sequencing data GSE149655 from the GEO database. A total of four samples were detected, including two LUAD samples and two normal samples. The single-cell dataset GSE149655 was subjected to quality control, filtration and dimensionality reduction through the seraut package, and finally, 23 subsets were screened. Next, 23 subpopulations were annotated by the marker gene of cellmarkers, and a total of 11-cell types were annotated by 23 subpopulations. Through statistical analysis of 11 subpopulations of LUAD and normal samples, five important subpopulations were selected, namely, lung epithelial cells, macrophages, neuroendocrine cells, secret cells and T cells. Next, we screened the differentially expressed genes in TCGA-LUAD, constructed a prognostic risk model based on key genes by using univariate risk analysis and multivariate risk analysis, and verified it with the independent GSE31210 dataset. Finally, we verified the genes in the model through experiments. The above situation shows that our model 10 gene signature has good prediction performance in clinical application value.
A growing number of studies have shown that cancer usually becomes more heterogeneous in the process of disease. Due to this heterogeneity, large tumors may include a variety of cell collections, which have different molecular characteristics and different sensitivities to treatment. This heterogeneity may lead to an uneven distribution of tumor cell subsets with different genes between and within the disease site (spatial heterogeneity) or temporal changes in the molecular composition of cancer cells (temporal heterogeneity) (Dagogo-Jack and Shaw, 2018). ScRNA-seq can reveal the expression of all genes in the whole genome at the single-cell level and can study cell heterogeneity more intuitively (Navin et al., 2011; Francis et al., 2014). We screened the cell types with significant differences in subpopulation abundance between LUAD and normal tissues through single-cell analysis, screened the cell types with different subpopulation abundance during the occurrence and development of LUAD at the single-cell level, screened the marker genes of these key cell types, combined with TCGA data, screened the marker genes related to prognosis, and constructed the risk model accordingly.
The model we constructed includes 10 genes, including CCL20, CP, HLA-DRB5, RHOV, CYP4B1, BASP1, ACSL4, GNG7, CCDC50, and SPATS2. CCL20 is a member of the chemokine family (Chen et al., 2020). Recent studies have shown that high levels of CCL20 are associated with malignancies of various cancers (Kapur et al., 2016; Zhang et al., 2016). CCL20 can also recruit immune cells, such as DCs and Tregs, which further connect CCL20 with the tumor microenvironment. CCL20 upregulation can recruit CD8+ T cells to the immune microenvironment of LUAD, which is helpful for immunotherapy (Luo et al., 2017; Lyu et al., 2019; Ma et al., 2022). CP (ceruloplasmin) is a multi copper oxidase and a mammalian plasma ferrous oxidase (Hellman and Gitlin, 2002). Recent evidence suggests that ceruloplasmin is also associated with tumor development and progression. The expression of plasma ceruloplasmin in LUAD is significantly upregulated and significantly correlated with clinicopathological stage (Matsuoka et al., 2018). The expression of plasma ceruloplasmin was also significantly upregulated in high-grade clear cell renal cell carcinoma samples (Thibodeau et al., 2016). HLA-DRB5, whose expression products play a central role in the immune system by presenting peptides derived from extracellular proteins (Su et al., 2021). Studies have shown that HLA-DRB5 is associated with risk factors for cervical cancer (Bao et al., 2018). HLA-DRB5 was expressed at low levels in all patients with multiple myeloma, in a subgroup of patients with ulcerative mucositis and in a control group (Marcussen et al., 2017). RHOV has been shown to promote cell differentiation and act as an important regulator of neural crest induction (Guémar et al., 2007; Song et al., 2015). RHOV is highly expressed in many lung cancer cell lines and promotes the growth and metastasis of LUAD cells (Zhang Y. et al., 2020; Chen H. et al., 2021; Zhang et al., 2021). CYP4B1 belongs to the mammalian CYP4 enzyme family and is mainly expressed in human lungs (Wiek et al., 2015). Studies have suggested that CYP4B1 is a prognostic biomarker and potential therapeutic target of LUAD and can also be used as a target of cancer treatment (Lim et al., 2020; Liu et al., 2021). BASP1 can regulate many types of cell biological behavior, including proliferation, apoptosis and differentiation (Sanchez-Niño et al., 2010; Tang et al., 2017). High expression of BASP1 is associated with poor prognosis of human LUAD and head and neck squamous cell carcinoma and promotes tumor progression (Jaikumarr Ram et al., 2020; Wang et al., 2021). ACSL4 is mainly located in mitochondria, peroxisomes and the endoplasmic reticulum and plays a crucial regulatory role in ferroptosis (Quan et al., 2021). In most cases, ACSL4 plays a carcinogenic role. The high expression of ACSL4 indicates that the prognosis of patients with ovarian cancer is poor. In LUAD, ACSL4 plays a tumor suppressor role by inhibiting tumor survival/invasion and promoting ferroptosis (Ye et al., 2016; Ma et al., 2021; Yang et al., 2021). GNG7 belongs to the large G protein γ family (Shibata et al., 1998). Many studies have shown that GNG7 is a tumor suppressor gene in squamous cell carcinoma, pancreatic cancer, esophageal cancer, gastrointestinal cancer and clear cell renal cell carcinoma. In LUAD, GNG7 is significantly downregulated in LUAD tissues and cell lines. Low expression of GNG7 is related to poor prognosis in LUAD patients, and GNG7 overexpression inhibits the proliferation and invasion of LUAD cells. (Shibata et al., 1999; Demokan et al., 2013; Liu et al., 2019; Xu et al., 2019; Fang et al., 2022). CCDC50 is a tyrosine phosphorylated protein that mediates apoptosis through the NF-κB pathway (Bohgaki et al., 2008). However, research on CCDC50 in cancer is still insufficient. Some studies have shown that different splice variants of CCDC50 play opposite tumorigenic roles in vitro and in vivo. CCDC50-S promotes the metastasis of renal clear cell carcinoma, but CCDC50-FL and sh-CCDC50 inhibit the metastasis of renal clear cell carcinoma (Sun et al., 2020). SPATS2 is a cytoplasmic RNA-binding protein that plays an important role in spermatogenesis (Fang et al., 2022). In recent studies, the expression of SPATS2 was upregulated in HCC tissues. High expression of SPATS2 was associated with poor clinicopathological features and poor prognosis in HCC patients. SPATS2 knockdown significantly inhibited the growth and invasion of HCC cells and promoted apoptosis and G1 arrest of HCC cells in vitro (Senoo et al., 2002). SPATS2 is also highly expressed in liver cancer and may be a new diagnostic and prognostic biomarker of liver cancer. In recent studies, SPATS2 has also been used as a diagnostic biomarker of LUAD (Dong et al., 2020; Xing et al., 2020). The above reports of gene dysregulation associated with LUAD are consistent with our risk gene prediction results, which showed that the 10-gene signature can be used as an effective prognostic tool for LUAD patients. However, there are still some deficiencies: 1. We need to use more clinical samples for further verification in the follow-up. The biological functions of newly discovered HLA-DRB5 and CCDC50 risk genes in lung cancer were further explored.
CONCLUSION
By analysing the single-cell sequencing data of LUAD, we established a 10-gene signature related to the prognosis of LUAD. This 10-gene signature has strong robustness and can achieve stable prediction efficiency in datasets from different platforms. We also performed qPCR and immunohistochemical sample verification on CCDC50 and HLA-DRB5, two genes that have not been verified in LUAD. The results are consistent with our prediction. These findings will contribute to a more accurate diagnosis of LUAD, which is very important for the precise treatment of LUAD.
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Construction of a cancer-associated fibroblasts-related long non-coding RNA signature to predict prognosis and immune landscape in pancreatic adenocarcinoma
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Background: Cancer-associated fibroblasts (CAFs) are an essential cell population in the pancreatic cancer tumor microenvironment and are extensively involved in drug resistance and immune evasion mechanisms. Long non-coding RNAs (lncRNAs) are involved in pancreatic cancer evolution and regulate the biological behavior mediated by CAFs. However, there is a lack of understanding of the prognostic signatures of CAFs-associated lncRNAs in pancreatic cancer patients.
Methods: Transcriptomic and clinical data for pancreatic adenocarcinoma (PAAD) and the corresponding mutation data were obtained from The Cancer Genome Atlas database. lncRNAs associated with CAFs were obtained using co-expression analysis. lncRNAs were screened by Cox regression analysis using least absolute shrinkage and selection operator (LASSO) algorithm for constructing predictive signature. According to the prognostic model, PAAD patients were divided into high-risk and low-risk groups. Kaplan-Meier analysis was used for survival validation of the model in the training and validation groups. Clinicopathological parameter correlation analysis, univariate and multivariate Cox regression, time-dependent receiver operating characteristic (ROC) curves, and nomogram were performed to evaluate the model. The gene set variation analysis (GSVA) and gene ontology (GO) analyses were used to explore differences in the biological behavior of the risk groups. Furthermore, single-sample gene set enrichment analysis (ssGSEA), tumor mutation burden (TMB), ESTIMATE algorithm, and a series of immune correlation analyses were performed to investigate the relationship between predictive signature and the tumor immune microenvironment and screen for potential responders to immune checkpoint inhibitors. Finally, drug sensitivity analyses were used to explore potentially effective drugs in high- and low-risk groups.
Results: The signature was constructed with seven CAFs-related lncRNAs (AP005233.2, AC090114.2, DCST1-AS1, AC092171.5, AC002401.4, AC025048.4, and CASC8) that independently predicted the prognosis of PAAD patients. Additionally, the high-risk group of the model had higher TMB levels than the low-risk group. Immune correlation analysis showed that most immune cells, including CD8+ T cells, were negatively correlated with the model risk scores. ssGSEA and ESTIMATE analyses further indicated that the low-risk group had a higher status of immune cell infiltration. Meanwhile, the mRNA of most immune checkpoint genes, including PD1 and CTLA4, were highly expressed in the low-risk group, suggesting that this population may be “hot immune tumors” and have a higher sensitivity to immune checkpoint inhibitors (ICIs). Finally, the predicted half-maximal inhibitory concentrations of some chemical and targeted drugs differ between high- and low-risk groups, providing a basis for treatment selection.
Conclusion: Our findings provide promising insights into lncRNAs associated with CAFs in PAAD and provide a personalized tool for predicting patient prognosis and immune microenvironmental landscape.
Keywords: cancer-associated fibroblasts, pancreatic adenocarcinoma, lncRNA, prognostic, immune
INTRODUCTION
Pancreatic cancer is highly malignant with a poor prognosis, leading to almost as many deaths as cases of its incidence, and is the seventh leading cause of cancer death (Sung et al., 2021). Pancreatic adenocarcinoma (PAAD) is the most common type of pancreatic cancer. A study from 28 EU countries predicts that pancreatic cancer will be the third leading cause of cancer deaths by 2025 (Ferlay et al., 2016). Given this grim situation, it is imperative to identify the prognostic signatures of PAAD patients and stratify and precisely treat them to improve the accuracy of prognostic judgments and the efficacy of individualized treatment, and improve prognosis.
A large amount of stroma constituting dense mesenchyme is the main feature of the PAAD tumor microenvironment (TME). Cancer-associated fibroblasts (CAFs) are one of the essential stromal components involved in multiple stages of tumor development through different pathways (Hinshaw and Shevde, 2019; Joshi et al., 2021). CAFs-derived chemokines, cytokines, exosomes, and growth factors not only promote tumor proliferation but also alter the immune cell environment by recruiting immunosuppressive cells and inhibiting the activity of immune effector cells to induce immune evasion of cancer cells (Tang et al., 2012; Martinez-Outschoorn et al., 2014; Öhlund et al., 2017; Kobayashi et al., 2019). In addition, CAFs promote the expression of immune checkpoint molecules and extracellular matrix remodeling (Harper and Sainson, 2014; Sun et al., 2018), thus indirectly affecting the activity of immune cells in the tumor immune microenvironment (TIME). Therefore, the interaction between CAFs and immune cells is vital in regulating TIME in pancreatic cancer.
Long non-coding RNAs (lncRNAs) are non-coding RNAs with more than 200 nucleotides. They are used as cancer biomarkers for diagnosis and prognosis since they can be dynamically monitored at different disease phases and better represent various cancer features (Yan et al., 2015). Studies show that lncRNAs can regulate gene expression in different transcriptional states and epigenetic processes, mediating tumor angiogenesis and immune escape (Zhao et al., 2018; Dragomir et al., 2020). lncRNAs are also widely involved in the growth, invasion, migration, and prognosis of pancreatic cancer (Gong and Jiang, 2020; Ramya Devi et al., 2021; Takahashi et al., 2021). However, the application of CAFs-related lncRNAs in predicting prognosis and immune microenvironment of PAAD patients is yet to be understood.
This study constructed a CAFs-associated lncRNA signature to stratify PAAD patients by risk status to predict prognosis and TIME characteristics. It also provides a reference for selecting individualized treatment options such as immune checkpoint inhibitors (ICIs) and targeted drugs.
MATERIALS AND METHODS
Data collection
Transcriptome expression profiles, mutation data, and relevant clinical information of patients with PAAD were obtained from The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/repository). The data were then collated using Strawberry Perl (version 5.32.1.1) scripts to obtain mRNA and lncRNA data matrixes for subsequent studies. The 86 CAFs related genes used for the study were obtained from The Human Gene Database (https://www.genecards.org/), with a relevance score of >11 (Supplementary Appendix S1).
Identification of cancer-associated fibroblasts-related long non-coding RNAs
The mRNA expression data of 86 CAFs-related genes were extracted using the R package “limma.” The set of CAFs-related lncRNAs was obtained by co-expression analysis using a Pearson correlation coefficient >0.4 and a threshold of p < 0.001. The correlation data of CAFs-related genes and lncRNAs were constructed using the R packages “dplyr,” “ggalluvial,” and “ggplot2,” and correlation Sankey plots were generated. Subsequently, the “limma” package was used to merge the survival and lncRNA expression data of each PAAD patient.
Establishing a risk model based on the cancer-associated fibroblasts-related long non-coding RNAs signature
The R packages “caret,” “timeROC,” “survminer,” “survival,” and “glmnet”were used to establish the risk signature of CAFs-related LncRNAs in PAAD. Data of the patients obtained from the TCGA were randomly divided into training and validation groups by 1:1, and various clinical traits were analyzed in the two groups. Then the prognosis-associated lncRNAs in the training group were obtained using univariate Cox analysis, and the prognostic forest plots (p < 0.05) were plotted. Subsequently, the “pheatmap” package was used to plot the expression heat map of prognosis-related lncRNAs. The LASSO regression analysis was used to screen candidate lncRNAs to avoid overfitting. Risk scores for all patients were obtained by the following formula: risk score = (coefficient lncRNA1*lncRNA1 expression) + (coefficient lncRNA2*lncRNA2 expression) + …+ (coefficient lncRNAn* lncRNAn expression). Coefficient and expression represent the regression coefficient and expression values of the CAFs-related lncRNAs model, respectively. Based on the median risk score in the training cohort, patients in the validation and training cohorts were split into high- and low-risk groups. In addition, the R packages “tidyverse,” “ggplot2,” and “ggExtra” were used for expression correlation analysis of CAFs-related genes and model lncRNAs and to draw a correlation heat map. The “limma,” “survivor,” and “survminer” packages were used to plot Kaplan-Meier (KM) curves for the high- and low-expression groups of model lncRNAs.
Validation of the risk model
The R packages “pheatmap,” “survival,” and “survminer” were used for survival analysis of the training, validation, and entire cohorts. Risk curves, risk heat maps, and survival status maps were plotted for each cohort. In addition, overall survival (OS) and progression-free survival (PFS) survival curves were also plotted for the all cohort. Univariate and multivariate Cox regression analyses were used to assess whether the risk score and selected clinical characteristics were independent prognostic factors. Additionally, ROC curve analyses were performed using “survminer”, “survival”, and “timeROC” to assess the prognostic value of the developed signature by the area under the curve. Furthermore, the “survival,” “rms,” and “pec” packages were used to calculate the consistency index (c-index) to evaluate the best prediction of the model.
Correlation analysis of the signature with clinicopathological parameters
The R package “ComplexHeatmap” was used to plot the heat map of the relationship between the high- and low-risk groups of the model and different clinicopathological parameters. Meanwhile, “survminer” and “survival” were used to plot the survival curves of high- and low-risk groups to determine whether the constructed risk model applied to PAAD patients with different clinicopathological parameters.
Nomogram construction
Based on the results of the multivariate regression analysis, risk status and age were used to construct nomograms for 1-year, 3-years, and 5-years OS using the “regplot,” “survival,” and “rms” R packages. Hosmer-Lemeshow test calibration curve (method = “boot”, B = 1,000) was utilized to validate if the actual results correlate with the anticipated results.
Functional analysis and mechanism exploration
The Gene Set Variation Analysis (GSVA) computationally detects differences in pathway activity in a sample population (Hänzelmann et al., 2013). GSEA enrichment analysis by the R package “limma,” “GSEABase,” and “GSVA” to obtain the enrichment of the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway in the high-risk and low-risk groups. The R package “pheatmap” was used to plot the pathway enrichment heatmap. In addition, differentially expressed genes between high- and low-risk populations (A fold change >2 and FDR <0.05) were identified using the R package “limma.” Subsequently, “enrichplot,” “GOplot,” “ggplot2,” “org.Hs.eg.db,” and “clusterProfiler” packages were used to complete GO analysis and explore potential pathways.
Correlation between cancer-associated fibroblasts-related long non-coding RNAs signature and tumor mutation burden
The Strawberry Perl script collated the PAAD mutation data downloaded from the TCGA to obtain the tumor mutation burden (TMB) data for each patient. R packages “Limma” and “ggpubr” were used to analyze the TMB differences between the high- and low-risk groups of the model and generate violin plots. Meanwhile, “maftools” was used to map the mutation waterfall of the 15 genes with the highest mutation frequency in the high- and low-risk groups. In addition, the R software was used to obtain the optimal cutoff values of tumor mutation burden and classify patients into low-TMB and high-TMB groups. The “survivor” and “survminer” packages were used to plot the survival curves of patients in two risk groups and the survival curves of patients in the high- and low-TMB groups combined with the high- and low-risk groups.
Correlation between cancer-associated fibroblasts-related long non-coding RNAs signature and immune microenvironment
CAFs play an essential regulatory role in the tumor immune microenvironment. To further explore the correlation between risk models constructed by CAFs-related lncRNA signature and immune microenvironment, the R packages “ggtext,” “tidyverse,” “ggpubr,” “scales,” and “ggplot2” were used to analyze the correlation between immune cells and risk scores and generate correlation bubble plots. In addition, single sample GSEA (ssGSEA) was performed to classify gene sets with common physiological regulation and biological functions (Subramanian et al., 2005). The “GSEABase” and “GSVA” packages were utilized for ssGSEA analysis to calculate the immune cell and immune-related function scores of the samples. “reshape2,” “ggpubr”, “pheatmap,” and “reshape2” packages were used to obtain box plots for ssGSEA differential analysis and heat maps for immune function differences in high- and low-risk groups of the model.
The potential predictive value of CAFs-related lncRNA signature for immune checkpoint efficacy was explored by utilizing the “ggplot2” and “ggpubr” packages to analyze the differences of immune checkpoint-related genes between the high- and low-risk groups and generate box plots of differentially expressed genes. Immune checkpoint programmed death-ligand 1 (PD-L1) on cancer cells binds to programmed cell death-1 (PD-1) on immune cells and contributes to the immune escape of tumor cells (Yi et al., 2021). Furthermore, in some cases, tumor PD-L1 expression correlates with immunotherapy response (Yu et al., 2016; Yi et al., 2018). “ggpubr” and “limma” packages analyzed the correlation between PD-L1, PD1, and CTLA4 expression and seven model lncRNAs and “corrplot” package plotted the correlation.
ESTIMATE is a new algorithm for counting immune and stromal cells infiltrating tumor tissue (Yoshihara et al., 2013). Using the R packages “ESTIMATE” and “limma,” the amount of immune and stromal cells in the tumor tissue of each PAAD case was evaluated to determine the corresponding scores. The sum of the stromal and immune scores is the ESTIMATE score, which is inversely linked to tumor purity. Box plots illustrating the differences in stromal, immune, and ESTIMATE scores between high- and low-risk groups were generated using the “ggpubr” package.
Drug sensitivity analysis
The potential clinical significance of CAFs-related lncRNA signatures in chemotherapy and targeted therapies were explored using the half-maximal inhibitory concentrations (IC50) of different drugs in the high-risk and low-risk groups, obtained using the R packages “ggpubr” and “pRRophetic” (Geeleher et al., 2014). Drugs with different IC50s in the two groups were represented as box plots (p < 0.001).
RESULTS
Cancer-associated fibroblasts-related long non-coding RNAs in pancreatic adenocarcinoma
We obtained expression data from TCGA database for 179 PAAD tumor samples. By co-expression analysis of mRNAs of CAFs-related genes, we obtained 378 CAFs-associated lncRNAs (correlation coefficient >0.4, p < 0.001) (Figure 1A).
[image: Figure 1]FIGURE 1 | CAFs-associated lncRNAs in PAAD. (A) Sankey co-expression network plot of CAFs-associated genes and lncRNAs. (B) Prognostic forest plots showing the 72 CAFs-associated lncRNAs extracted by univariate Cox regression analysis. (C) Heat map of the 72 CAF-associated lncRNAs expression in normal and tumor samples.
Construction and validation of cancer-associated fibroblasts-related long non-coding RNAs signature
The TCGA cohort was divided into training and validation groups, and clinicopathological characteristics were compared (Table 1). Univariate Cox (uni-Cox) regression analysis obtained 72 CAFs-related lncRNAs in the training group that was significantly associated with the OS of patients (p < 0.05). Figures 1B,C show the prognostic forest plot and expression heat map of the 72 LncRNAs, respectively. We further performed lasso regression analysis (Figures 2A,B) and extracted seven of these LncRNAs for model construction (Table 2). Risk scores were calculated from lncRNAs screened by lasso regression to create the formula: Risk score = AP005233.2 × (0.257) + AC090114.2 × (−0.829) + DCST1-AS1 × (0.596) + AC092171.5 × (−0.561) + AC002401.4 × (0.215) + AC025048.4 × (−1.388) + CASC8 × (0.348). The correlation between the expression of seven lncRNAs and CAFs-related genes was demonstrated with a heat map (Figure 2C).
TABLE 1 | Comparison of clinicopathological features between the validation and training cohorts.
[image: Table 1][image: Figure 2]FIGURE 2 | Derivation and selection of the CAFs-associated lncRNAs signature in the training cohort. (A,B) LASSO coefficient and partial likelihood deviance of the prognostic signature. (C) Heat map showing the correlation between the expression of seven lncRNAs and CAFs-related genes. (D–J) Kaplan-Meier curves analyzed the correlation between the expression of the seven crucial lncRNAs and the prognosis of PAAD.
TABLE 2 | Long non-coding RNA signature models associated with CAFs.
[image: Table 2]Survival analysis showed that patients with high expression of AC090114.2, AC092171.5, and AC025048.4 had significantly better survival rates than the low expression group, while the remaining four genes showed the opposite effect (Figures 2D–J). The expression heat map showed that AC090114.2, AC092171.5, and AC025048.4 were low in both the training, validation, and entire cohorts in the high-risk group. Whereas consistent with the above results, the remaining four genes showed the opposite effect (Figures 3A–C). Subsequently, the survival status, risk score distribution, and OS survival curves of the low- and high-risk patients in the training, validation, and entire cohorts were assessed using the risk scores. All results showed that the prognosis of the low-risk group was significantly better than that of the high-risk group (Figures 3D–L). Similar results were obtained for the PFS survival curves of the training and entire TCGA cohorts. Although there was no statistical difference in PFS between the high- and low-risk groups in the validation group, a trend towards a separation of survival curves was observed (Figures 3M–O).
[image: Figure 3]FIGURE 3 | Prognostic values of the CAFs-associated lncRNAs signature. (A–C) Heat map showing expression levels of the seven lncRNAs in the training, validation, and entire cohorts. (D–F) Survival time and status in the training, validation, and entire cohorts. (G–I) Risk score distribution in the training, validation, and entire cohorts. (J–L) Kaplan-Meier curve for OS in the training, validation, and entire cohorts. (M–O) Kaplan-Meier curve for PFS in the training, validation, and entire cohorts.
Assessment of the cancer-associated fibroblasts-related long non-coding RNA signature
A heat map of clinicopathological parameters showed differences in tumor grade between high- and low-risk groups (Figure 4A). Survival analysis showed that PAAD patients with different gender, ages, tumor grades, and stages all survived significantly better in the low-risk group than in the high-risk group (Figures 4B–I), demonstrating the model’s applicability to PAAD patients with different clinicopathological parameters. Further, univariate Cox (uni-Cox) regression and multivariate Cox (multi-Cox) regression suggested the risk score as an independent prognostic factor with hazard ratios (HR) of 1.174 and 1.190, respectively, with 95% confidence intervals (CI) of 1.124–1.227 (p < 0.001) and 1.135–1.248 (p < 0.001) (Figures 5A,B). Also, the patient’s age was an independent prognostic parameter. In addition, the ROC curve was used to assess the sensitivity and specificity of the risk model to the prognosis of PAAD. The results showed that the model had a significantly higher predictive value than other clinicopathological parameters, with an area under the curve (AUC) of 0.811, 0.816, and 0.840 at 1, 3, and 5 years respectively (Figures 5C–F). Furthermore, the c-index of the risk score was also higher than that of the other clinical parameters (Figure 5G). Together, these results demonstrate the good performance of the risk model.
[image: Figure 4]FIGURE 4 | Correlation analysis of the risk signature with clinicopathological parameters. (A) Heat map of the distribution of clinicopathological parameters in the high- and low-risk groups. (B,C) Kaplan-Meier survival curves of low- and high-risk groups sorted by age. (D,E) Kaplan-Meier survival curves of low- and high-risk groups sorted by gender. (F,G) Kaplan-Meier survival curves of low- and high-risk groups sorted by grade. (H,I) Kaplan-Meier survival curves of low- and high-risk groups sorted by TNM stage.
[image: Figure 5]FIGURE 5 | Assessment of the predictive signature. (A,B) Forest plot for univariate Cox (A) and multivariate Cox regression analysis (B). (C) ROC curves of 1, 3, and 5 years survival for the predictive signature. (D–F) Comparison of the prediction accuracy of the risk model with age, gender, grade, and TNM stage at 1, 3, and 5 years. (G) The consistency index analysis curve. (H) Nomogram for predicting the 1, 3, and 5 years survival of patients with HCC. (I) The calibration curves for 1, 3, and 5 years OS.
Nomogram construction
We constructed a nomogram based on the patient’s age and risk status to facilitate prognosis prediction for PAAD patients (Figure 5H). The corresponding scores for the patient’s age and risk status were calculated in the nomogram, and the total score was used as a prognostic prediction tool. A calibration curve was also plotted (Figure 5I). The results showed a good agreement between the survival of the PAAD patients and the values predicted by the nomogram.
Gene set variation analysis and gene ontology analysis
To explore the differences in biological behavior between high- and low-risk groups, we used GSVA to investigate the differences in functional pathways between the groups. The pathways enriched in the high-risk group included the cell cycle, DNA replication, p53 signaling pathway, mismatch repair, and fatty acid metabolism, which were associated with tumor invasion. On the other hand, functions such as intestinal immune network, chemokine signaling pathway, and glycan degradation were enriched in the low-risk group (Figure 6A). We further analyzed the enrichment of differentially expressed genes (DEGs) in different risk groups in terms of biological functions by GO analysis. The results suggested that DEGs were enriched in functions such as cellular ion channels, membrane receptors, T-cell receptors, and transduction of signals (Figures 6B,C).
[image: Figure 6]FIGURE 6 | Gene set variation analysis and gene ontology analysis. (A) Heat map highlighting the differences in functional pathways in high-risk and low-risk groups. (B,C) Exploring the enrichment of differentially expressed genes between high- and low-risk groups in terms of biological function by GO analysis.
Correlation of risk model with tumor mutation burden in pancreatic adenocarcinoma
Tumor mutation burden (TMB) is defined as the number of somatic mutations per megabase. TMB is a crucial driver in generating immunogenic neopeptides in tumor cells and affecting the patient’s response to ICIs (Sha et al., 2020). We used the TGCA somatic mutation data to generate TMB scores. Further analysis revealed that TMB levels were significantly lower in the low-risk group than in the high-risk group (Figure 7A). Also, survival analysis showed that higher TMB in PAAD was associated with a poorer OS (Figure 7B). Given the prognostic role of the risk model and TMB in PAAD, we further explored the prognostic value of combining the two by dividing all samples into four groups: high-TMB/high-risk, low-TMB/low-risk, high-TMB/low-risk, and low-TMB/high-risk. The results showed a significant difference in survival between the four groups (p < 0.001), with patients with high-TMB/high-risk having the worst OS and those in the low-TMB/low-risk group having the best overall survival (Figure 7C). In addition, the frequency of mutations was higher in the high-risk group (96.88%) than in the low-risk group (62.12%) (Figures 7D,E). The highest mutation frequencies were found in KRAS (79%), TP53 (68%) and SMAD4 (24%) in the high-risk group, while the highest mutation frequencies in the low-risk group were in TP53 (39%), KRAS (35%) and SMAD4 (18%).
[image: Figure 7]FIGURE 7 | Correlation of risk model with tumor mutation burden in PAAD. (A) Violin plot of TMB status in the high- and low-risk groups (B) Kaplan Meier curve of high-TMB and low-TMB. (C) Kaplan-Meier curve of TMB + Risk. (D) Mutant gene waterfall plot in the high-risk group. (E) Mutant gene waterfall plot in the low-risk group.
Cancer-associated fibroblasts-related long non-coding RNAs signature for prediction of the immune microenvironment
The tumor immune microenvironment (TIME) is closely related to the prognosis of patients with tumors. There is growing evidence that CAFs can synergize with TIME components, particularly immune cells, to render the tumor microenvironment (TME) immunosuppressive (Barrett R. and Puré E., 2020; Barrett R. L. and Puré E., 2020). To further explore the correlation between the CAFs-related lncRNAs signature and TIME, we analyzed the association between immune cells and risk scores. The results indicated that most immune cells were negatively related with the risk scores. In contrast, regulatory T cells (Tregs) on the CIBERSORT platform and common lymphoid progenitor, CD4+ Th1/2 cells on the XCELL platform, were positively correlated with the risk scores (p < 0.05) (Figure 8A). In addition, ssGSEA analysis showed that CD8+ T cells, dendritic cells (DCs), plasmacytoid dendritic cells (pDCs), neutrophils, mast cells, helper T cells, and tumor-infiltrating lymphocytes (TIL) were significantly fewer in the high-risk group than in the low-risk group (Figure 8B). In terms of immune-related functions, T cell co-stimulation, T cell co-inhibition, type II interferon (IFN) responses, and cytolytic activity were significantly weaker in the high-risk group than in the low-risk. The opposite trend was seen with the major histocompatibility complex (MHC) class I and type I IFN response (Figures 8C,D). Further, we analyzed the relationship between risk groups and ESTIMATE scores. The results suggested that the ESTIMATE score, stromal score, and immune score were significantly higher in the low-risk group than in the high-risk group (Figures 8E–G), which corroborated with the above results and together indicated that the low-risk group had a higher immune cell infiltration status.
[image: Figure 8]FIGURE 8 | Correlation of the risk model with the immune microenvironment in PAAD. (A) Bubble plot of correlation coefficients between immune cells and risk scores. (B) Comparison of the enrichment scores of immune cells between high- and low-risk groups. (C) Comparison of the enrichment scores of immune-related functions between high- and low-risk groups. (D) Heat map depicting the status of immune-related functions in the high- and low-risk groups. (E–G) Correlation of high- and low-risk groups with immune cell score, stromal cell score, and ESTIMATE score. (H) Comparison of immune checkpoints in high- and low-risk groups. (I–K) Correlation between the expression of three immune checkpoints (PD-L1, PD-1, and CTLA4) and seven signature lncRNAs, respectively. *p < 0.05, **p < 0.01, and ***p < 0.001.
ICIs therapy offers a new tool for clinical cancer treatment by enhancing anti-tumor immune responses through a regulatory pathway of T cells (Sharma and Allison, 2015). However, immune checkpoint therapy benefits only a small proportion of patients with specific tumor types, and one of the main problems is the lack of validated prognostic biomarkers (Sharma et al., 2021). The current ICIs target the programmed death-1 (PD-1), programmed death-ligand 1 (PD-L1), and cytotoxic T-lymphocyte-associated protein 4 (CTLA-4) ((Sharma et al., 2021). Although the expression of PD-L1 did not differ in the high- and low-risk groups, the mRNAs of most other immune checkpoint-related genes, including PD1 and CTLA4, were highly expressed in the low-risk group (Figure 8H). Our results suggest that low-risk patients may benefit more from ICIs. Finally, we analyzed the correlation of the expression between the seven lncRNAs and the three immune checkpoints. The results showed that DCST1-AS and AC092171.5 were negatively correlated with the expression of all three immune checkpoints (p < 0.05, Figures 8I–K). Together, these results suggest that CAFs-related lncRNAs signature might better distinguish PAAD patients with different tumor immune microenvironment characteristics and provide a basis for selecting clinical immunotherapy.
The effect of risk score on the sensitivity of chemical compounds
Using the pRRophetic algorithm analysis, we found that the IC50 of some compounds differed between the high- and low-risk groups of the model (p < 0.001) (Figures 9A–P). Among them, the IC50 of mTOR inhibitor AZD8055, All-trans retinoic acid (ATRA), lestaurtinib (CEP-701), Bcl-2 family protein inhibitor navitoclax (ABT-263), and other drugs were higher in the high-risk group than in the low-risk group. The opposite effect was shown by drugs such as doxorubicin, gefitinib, and mitomycin C.
[image: Figure 9]FIGURE 9 | Investigation of drug sensitivity in risk groups. (A–P) Comparison of IC50 values for different agents in high- and low-risk groups.
DISCUSSION
Dense mesenchyme formed by excessive fibrosis is an essential feature of TME in pancreatic cancers (Erkan et al., 2012). At the same time, fibrosis exacerbates the lack of vascularity and hypoxia in TME, which not only promotes tumor proliferation, invasion, and migration but also makes it resistant to anti-tumor agents. In addition, the low infiltration of effector T cells and high infiltration of immune suppressor cells in the TME of most pancreatic cancers makes them exhibit an immune-desert phenotype, i.e., an immunosuppressive TME phenotype (Muller et al., 2022). In this process, CAFs can recruit immunosuppressive cells, including myeloid-derived suppressor cells (MDSCs) and, through the induction of cytokines such as IL-6 and IL-11, and participate in tumor immune evasion mechanisms (Tang et al., 2012; Mace et al., 2013; Pothula et al., 2020). Moreover, the fibrous proliferative mesenchyme produced by CAFs also impeded the infiltration of effector immune cells into PAAD tumor areas (Ene-Obong et al., 2013; Wu et al., 2020). Collectively, these findings suggest an important role for CAFs in suppressive TIME.
lncRNAs broadly regulate the biological behavior of pancreatic cancer, such as promoting tumor angiogenesis, metastasis, proliferation, immune escape, and metabolic reprogramming (Chen et al., 2018; Deng et al., 2018; Guo et al., 2020; Hu et al., 2020; Zhai et al., 2021). Moreover, studies suggest that CAFs can regulate the function of lncRNAs (Ren J. et al., 2018; Ren Y. et al., 2018). Although lncRNAs have been shown to have a good predictive capability in PAAD prognosis (Yu et al., 2021; Zhu et al., 2022), the prognostic and immune microenvironmental predictive value of CAFs-associated lncRNAs in PAAD remains unclear.
In this study, we generated a CAFs-related lncRNA signature to predict the prognosis and immune microenvironmental landscape of PAAD patients. The results suggest that the risk score of this signature is an independent predictor of PAAD patients, and is also applicable to patients with different clinicopathological parameters. Together with the assessment of ROC and nomogram, it suggests that the constructed CAFs-related lncRNA signature can accurately predict the prognosis of PAAD patients. Among the seven lncRNAs used to construct the signature, AC092171.5 has previously been reported as an immune- and m6A-related lncRNA in pancreatic cancer and is significantly associated with patient prognosis (Wei et al., 2019; Cao et al., 2022). CASC8 has been suggested as a marker to predict the prognosis of PAAD and as a potential target for treatment (Wang et al., 2020; Ping et al., 2022), which is consistent with our findings. AC090114.2 was reported to be a pyroptosis-related lncRNA and was associated with PAAD prognosis and tumor immune microenvironment (Zhao et al., 2022). However, there are no related studies on the remaining lncRNAs in PAAD. Of these, AP005233.2 is thought to be associated with metabolism and patient prognosis in intrahepatic cholangiocarcinoma (Zou et al., 2021). DCST1-AS1 can enhance chemoresistance in triple-negative breast cancer cells by promoting TGF-β-induced epithelial-mesenchymal transition (Tang et al., 2020). In addition, AC025048.4 was identified as a ferroptosis-related lncRNA in lung adenocarcinoma (Zheng et al., 2021). Together, the above results suggest that the same lncRNA can be involved in regulating different biological functions. Given the prognostic value of these CAFs-associated lncRNAs in PAAD, their regulatory mechanisms in PAAD deserve further exploration.
In recent years, the advent of immunotherapy, represented by immune checkpoint inhibitors, has changed the goal of intervention in anti-cancer therapy, attempting to achieve tumor control by enhancing the host’s immune response (Galon and Bruni, 2019). However, the low overall response rate to immune checkpoint inhibitor therapy is currently a clinical challenge. One of the main reasons for this situation is the insufficient infiltration of effector T cells in tumors, referred to as “cold immune tumors" (Bonaventura et al., 2019; Galon and Bruni, 2019). In contrast, immunoinflammatory cancers characterized by high infiltration of CD8+ T cells and immune checkpoint activation are “hot immune tumors” (Galon and Bruni, 2019; Liu and Sun, 2021). The latter, in turn, is often the population that benefits from ICIs. Therefore, tumor immunophenotyping is vital for predicting the efficacy of immunotherapy in patients. In the present study, most immune cells, including CD8+ T cells, were negatively correlated with the risk score. ssGSEA analysis also validated this finding at both the immune cell and immune function levels. Further, ESTIMATE analysis suggested that the low-risk group had a significantly higher immune score, stromal score, and ESTIMATE score than the high-risk group, which corroborated with the results above and together suggested that the low-risk group had a higher immune cell infiltration status. These results partly explain the better prognosis of the low-risk group. Most immune checkpoint genes, including PD1, CTLA4, and LAG3, are highly expressed in patients in the low-risk group. It is further suggested that low-risk patients are more in line with the characteristics of “hot immune tumors” and might benefit from ICIs therapy more than high-risk patients.
TMB is thought to have a significant role in producing immunogenic neopeptides that are expressed on the MHC on the tumor cell surface and affect the patients’ responses to ICIs (Sha et al., 2020). Interestingly, our study showed a higher TMB in the high-risk group than in the low-risk group. However, pancreatic cancer has a low mutational burden compared to high mutational burden tumors such as melanoma (Alexandrov et al., 2013). From this perspective, TMB does not appear to be a good predictor of efficacy in PAAD ICIs. However, it is worth noting that in this study, TMB was significantly associated with prognosis, and its combination with risk score could more accurately predict the prognosis of PAAD patients. Our results also showed that the mutation rate of KARS and TP53 was much higher in the high-risk than in the low-risk group. Mutations in KRAS can impair T cell recognition of pancreatic cancer cells, leading to immune evasion (Cullis et al., 2018). As a well-known tumor suppressor gene, TP53 mutations can affect the recruitment and activity of T cells, which can also lead to tumor immune evasion (Blagih et al., 2020). These results suggest a high degree of immunosuppression in the high-risk group, leading to poorer survival.
Currently, the treatment of advanced PAAD is still dominated by chemotherapy, and almost all advanced patients experience disease progression even after treatment. And patients are recommended to be enrolled in clinical trials after second-line treatment. A crucial direction to the clinical trials is understanding how to carry out individualized combination therapy for patients. The CAFs-related lncRNA signature in this study provides the basis for selecting some chemotherapeutic and targeted drugs. ATRA has previously been shown to limit connective tissue proliferation and inhibit tumor growth in a PAAD model (Froeling et al., 2011). Meanwhile, ATRA can reverse the process in PAAD by which pancreatic stellate cells (PSCs) hinder the infiltration of effector immune cells into the tumor microenvironment (Ene-Obong et al., 2013). A phase II clinical trial of ATRA as a stromal-targeting agent in combination with chemotherapy for pancreatic cancer is underway (Kocher et al., 2020). This study suggests that the low-risk group is more sensitive to ATRA than the high-risk group. Our results indicate that the low-risk group is more susceptible to ATRA than the high-risk group. Furthermore, in vitro activation and extracellular matrix buildup of PSCs are suppressed by the Hsp90 inhibitor 17AAG (Peng et al., 2021). The IC50 values indicated that high-risk patients were more sensitive to 17AAG. Our data also suggest that high-risk patients are more susceptible to the chemotherapy drugs Doxorubicin, Pyrimethamine, and Mitomycin C than low-risk patients.
Although the signature generated in this research was validated by different methods, there remain some limitations. First, we only used TCGA database data for internal validation, whereas we still need to validate the signature in the future with a prospective large sample clinical cohort to test the applicability of the predictive signature. In addition, the mechanism underlying lncRNA association with CAFs in PAAD needs further experimental validation.
CONCLUSION
In conclusion, the CAFs-associated lncRNAs signature identified in this study can effectively predict the prognosis and immune microenvironment profile of PAAD patients. It also provides a basis for understanding the possible mechanisms of the role of CAFs-related lncRNAs in PAAD and for clinical selection of ICIs, chemotherapeutic agents, and targeted drugs. Nevertheless, our findings require further validation in the future.
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Necroptosis, a type of necrotic cell death independent of caspase regulation, is mainly mediated by receptor interacting serine/threonine kinase 1 (RIPK1), receptor interacting serine/threonine kinase 3 (RIPK3) and mixed lineage kinase domain-like (MLKL). Necroptosis plays an essential role in many tumors. However, the potential roles of necroptosis in tumor microenvironment (TME) of sarcoma (SARC) remain unknown. This study analyzed the expression, prognosis, genetic alterations of necroptosis genes in SARC. We identified two subtypes (cluster A and B) by performing unsupervised consensus clustering. Cluster A and B greatly differed in prognosis and immune infiltration, with cluster A showing more favorable prognosis, higher immune infiltration and higher expression levels of necroptosis genes than cluster B. Based on the differentially expressed genes (DEGs) between two clusters, a necroptosis scoring system was developed for predicting overall survival of SARC patients. Patients with high necroptosis score had worse survival status, with a decreased infiltration level of most immune cells. Our findings demonstrated the potential role of necroptosis in regulating tumor microenvironment and the prognostic value of necroptosis-related genes for SARC patients.
Keywords: necroptosis, sarcoma, subtypes, immune infiltration, prognosis, bioinformatics analysis
INTRODUCTION
Tumor cells may occur in different organizations, usually from the epithelial tissue of the malignant tumor called cancer, from the mesenchymal tissue of origin and the malignant tumor called sarcoma. Soft tissue refers to the non-epithelial bone tissue of the body. Soft tissue sarcoma is a heterogeneous malignancy that includes more than 60 different diagnoses. Despite their wide variety, soft tissue sarcomas are rare, accounting for less than 1% of all adult cancers. Since the 1990s, improved surgery at specialized centers, combined with preoperative or postoperative radiotherapy or chemoradiotherapy, has improved outcomes for patients with localized disease. However, despite the success of initial treatment, about 50% of patients relapse, often with long-term failure (Karavasilis et al., 2008).
Apoptosis, which is an autonomous and orderly death of cells, involves the activation, expression and regulation of a series of genes, and is also known as programmed cell death (PCD). Typical apoptosis pathways include endogenous mitochondrial pathway, endoplasmic reticulum pathway and exogenous death receptor pathway (Cetraro et al., 2022) (D'Arcy, 2019). In recent years, necroptosis as a new type of PCD has been proposed, opening a novel field of apoptosis.
Necroptosis is a kind of PCD different from the typical apoptotic pathway (Gong et al., 2019). As we know, tumour necrosis factor (TNF)-α acts through a classical signaling pathway initiated by binding to its receptor TNFR1 (Wu et al., 2021). Classical apoptosis depends on the activation of caspase. When caspase is deficient or inhibited, and the classical apoptosis pathway is inhibited, necroptosis can be activated as a substitute for apoptosis (Gong et al., 2019) (Martens et al., 2021). In recent years, the mechanism of necroptosis is still controversial. Necroptosis is mainly mediated by receptor interacting serine/threonine kinase 1 (RIPK1), receptor interacting serine/threonine kinase 3 (RIPK3) and mixed lineage kinase domain-like (MLKL) (Zhu et al., 2019) (Qin et al., 2019). Evidence have revealed the important role of necroptosis in cancer development of various cancer types (Gong et al., 2019). For example, decreased RIPK3 expression was found to be associated with poor prognosis in breast cancer and colorectal cancer (Koo et al., 2015) (Moriwaki et al., 2015). Low expression level of MLKL was significantly correlated with shorter overall survival of gastric cancer (Ertao et al., 2016), ovarian cancer (He et al., 2013), and cervical squamous cell cancer (Ruan et al., 2015). Thus, MLKL was considered a potential prognostic biomarker. However, necroptosis is still not well studied in SARC currently. A study reported that a prognostic model based on necroptosis-related genes could predict immune characteristics and prognosis for soft tissue sarcomas (Qi et al., 2022). Binfeng Liu et al. comprehensively assessed the prediction value of necroptosis lncRNAs signature in soft tissue sarcomas (Liu et al., 2022).
In our study, we comprehensively evaluated the expression, genetic alteration, prognosis of necroptosis genes in SARC. Furthermore, based on the expression of necroptosis genes, we performed unsupervised clustering and identified two subtypes (cluater A and B) of SARC patients. Interestingly, the survival status of SARC patients in the two clusters were significantly different. We further explored the difference between the two clusters, including clinical features, differentially expressed genes (DEGs), pathways, and immune cell infiltration. We also constructed the necroptosis score, which could predict the overall survival of SARC patients. The correlation between necroptosis genes and the efficacy of anti-tumor drugs were also explored.
MATERIALS AND METHODS
Data collection
The expression and clinical data of TCGA-SARC (N = 265) were downloaded from UCSC-Xena database (https://xenabrowser.net/datapages/). The GSE21257 (N = 53) was obtained from Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/). R packages “limma” and “sva” were used to eliminate batch effect. The gene set of necroptosis were downloaded from Molecular Signature Database (MsigDB, http://www.gsea-msigdb.org/gsea/index.jsp), and eight genes (FADD, FAS, FASLG, MLKL, RIPK1, RIPK3, TLR3, TNF) were enrolled.
Online analysis

(1) The protein-protein interaction network (PPI) of necroptosis genes was constructed using STRING database (https://cn.string-db.org/). (Cetraro et al., 2022) The genetic alteration of necroptosis genes, including single nucleotide variant (SNV) and copy number variant (CNV), were analyzed using GSCA database (http://bioinfo.life.hust.edu.cn/GSCA/#/). (D'Arcy, 2019) The correlation of necroptosis genes with IC50 of anti-tumor drugs were explored using pRRophetic (Geeleher et al., 2014) in GSCA database.
Consensusclusterplus
Base on necroptosis genes associated with prognosis, molecular subtypes were performed separately for merged data samples via the Consensus Cluster Plus 1.52.0 (Wilkerson and Hayes, 2010). “Pam” arithmetic and “pearson” distance were utilized to complete 500 bootstraps with every bootstrap having specimens (≥80%) of merged data. Cluster number k was between 2 and 10, and the optimum k was identified as per cumulative distribution function (CDF) and CDF Delta area.
Enrichment analysis
The pathways used in Gene Set Variation Analysis (GSVA) were downloaded from MsigDB, including HALLMARY pathways, Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways and Reactome pathways. The ssGSEA function in R package “GSVA” was used to calculate the pathway score of each sample. The R package “clusterprofiler” was used to perform Gene Ontology (GO) and KEGG analysis of DEGs.
Assessment of immune cell infiltration
The ssGSEA function of R package “GSVA” was used to assess the infiltration level of 23 immune cells (Charoentong et al., 2017). The marker genes of each immune cells were shown in Supplementary Table S1. The immune cell level was further compared in the indicated groups.
Construction of necroptosis score
The 316 DEGs (|log2Fold Change (FC)| > 0.5, p < 0.05) between the two clusters were identified using R package “limma”. Further univariate regression analysis identified 173 DEGs related to overall survival (p < 0.05). Finally, 173 DEGs determined to conduct principal component analysis (PCA), and principal component 1 and 2 were extracted to develop the necroptosis score (Yang et al., 2021). The expression profiles of genes with significant prognosis were used as input data sets, and the R software package PRCOMP was used for PCA analysis to obtain the first and second principal components. Furthermore, the first and second principal components were used as independent variable coefficients to calculate the risk score of each patient. The surv_cutpoint function of R software package SurvMiner was used to obtain the best cut-off value, and the patients were divided into high risk and low risk groups.
Prognostic analysis
R (4.1.1) package “survival” and “survminer” were used to conduct Kaplan-Meier, univariate and multivariate regression analyses of necroptosis genes in SARC. Further nomogram model was established using R package “rms”.
Statistical analysis
Statistical analysis was performed in R software (4.1.1). R packages and tools used in the study were indicated. Statistical methods were described in the corresponding sections. p < 0.05 was considered as significant. ns, no significance. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
RESULTS
Genetic alteration of necroptosis genes
The research flow chart was showed in Figure 1. The PPI network displayed intensive connections among the eight necroptosis genes where RIPK3 served as a central gene tightly connected with all the rest seven necroptosis genes (Figure 2A). We firstly explored the gene alternations including SNVs and CNVs of the necroptosis genes. The SNV frequency of necroptosis genes were generally low, in which TNF had the highest SNV frequency of 3% (Figure 2B). Of the CNV distribution, FASLG showed the highest frequency of amplification CNV (about 35%), while MLKL and FAS had the most proportion of deletion CNV of more than 50% (Figure 2C). In addition, hetezygous deletion and amplification CNV consisted of the majority (Figure 2D; Supplementary Figure S1). The chromosome localization of necroptosis genes were shown in Figure 2E. Spearman correlation analysis demonstrated that mRNA expression of the five genes (RIPK1, FADD, TLR3, MLKL, and FAS) was positively correlated with CNV (p < 0.05, Figure 2F). The above results suggested that a positive correlation between the expression of necroptosis genes and CNV profile.
[image: Figure 1]FIGURE 1 | The diagrammatic sketch of necroptosis pathway.
[image: Figure 2]FIGURE 2 | The PPI network and genetic alteration of necroptosis genes. (A) The PPI network of the eight necroptosis genes. (B) The SNV frequency of necroptosis genes in 239 SARC samples. (C) Frequencies of gain and loss CNV of necroptosis genes. (D) Pie plots presenting CNV percentages of necroptosis genes. (E) Chromosome locations of necroptosis genes. (F) The correlation between mRNA expression of necroptosis genes and their CNV.
Identification of necroptosis subtypes based on the eight necroptosis genes
We merged the expression data of TCGA-SARC and GSE21257 datasets to analyze the correlation between the expression of necroptosis genes and the prognosis of SARC with correlation and univariate regression analysis. Apart from FADD, other seven necroptosis genes were all favorable factors, and RIPK3, TLR3, and TNF were significantly correlated with prognosis (p < 0.05, Supplementary Figure S2A). Kaplan-Meier survival analysis showed that SARC patients had longer overall survival with high expression of TNF, TLR3, PIPK3, PIPK1, MLKL, FASLG, and FAS (p < 0.05, Supplementary Figure S2B).
Next, we performed consensus clustering to cluster SARC patients based on the expression of necroptosis genes. SARC patients were clearly divided when cluster number was two in both consensus matrix and PCA visualization (Figures 3A–C). Two molecular subtypes (cluster A and cluster B) were determined and the prognosis of cluster A significantly outperformed that of cluster B (p = 0.022, Figure 3D). The distribution of expression of necroptosis genes grouped by clusters and clinical features revealed that cluster B had obviously lower expression than cluster A (Figure 3E), which was consistent with the result in Supplementary Figure S2B. Moreover, we analyzed the enriched pathways in the two subtypes using GSVA. In HALLMARK pathways, a number of immunity-related pathways such as interferon gamma response, interferon-alpha response, IL2-STAT5 signaling, IL6-JAK-STAT3 signaling, and inflammatory response, were significantly upregulated in cluster A (Figure 4A), those data imply that cluster A was more correlated with Tumorigenesis related pathways In Reactome pathways and KEGG pathways, we observed similar results (Supplementary Figure S3), suggesting that cluster A had a more active immune response than cluster B contributing to a favorable prognosis. We then estimated the infiltration level of 23 immune cells, and found that 21 of 23 immune cells, such as T cells, B cells, NK cells, Macrophage, Mast cell, and activated dendritic cells, were highly infiltrated in cluster A (p < 0.001, Figure 4B), which supported the above observation.
[image: Figure 3]FIGURE 3 | Identification of subtypes based on the eight necroptosis genes. (A) Cumulative distribution function (CDF) curve under different cluster number (K) (B) Consensus matrix heatmap defining different clusters (k = 2 and 3) and their correlation area. (C) PCA plot displaying the distribution of cluster A and (B,D) Kaplan-Meier survival analysis of SARC patients in two clusters. (E). Distributions of clinical features and expression levels of necroptosis genes between two clusters.
[image: Figure 4]FIGURE 4 | The different pathways (A) and immune infiltration (B) between cluster (A) and cluster (B) *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
Identification of necroptosis-related subtypes based on DEGs
As cluster A and B exhibited significant differences on overall survival, tumor microenvironment, and enriched pathways, we next screened DEGs between the two subtypes (Figure 5A). 316 DEGs were filtered using “limma” package. Enrichment analysis of GO revealed that these DEGs were enriched in T cell activation, leukocyte proliferation, and cellular response to interferon-gamma in Biological Process (BP), external side of plasma membrane, MHC protein complex, and MHC class II protein complex in Cellular Component (CC), and immune receptor activity, cytokine activity, and chemokine activity in Molecular Function (MF) (Figure 6A). For KEGG pathways, immunity-related pathways were mostly enriched such as phagosome, cytokine-cytokine receptor interaction, and antigen processing and presentation (Figure 6B). The top five KEGG pathways with detailed DEGs were displayed (Figure 6C).
[image: Figure 5]FIGURE 5 | Identification of subtypes based on DEGs. (A) Volcano plot of 316 DEGs. (B) Consensus matrix heatmap when cluster number k = 2. (C) Kaplan-Meier analysis of SARC patients in two geneClusters. (D) The expression of necroptosis genes in two geneClusters. (E) Kaplan-Meier analysis of necroptosis score in SARC. (F–G) The necroptosis score in two clusters (F) and two geneClusters (G). *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
[image: Figure 6]FIGURE 6 | Functional enrichment analysis. (A) GO enrichment analysis of DEGs, including BP, CC, and MF. (B) The top 20 terms of KEGG results. (C) The top five terms of KEGG results with detailed DEGs. (D) The normalized expression of 173 DEGs grouping by geneClusters and the distribution of corresponding clinical features. (E) The sankey diagram visualized the correlation between cluster, geneCluster, necroptosis score, and survival status of SARC patients.
Univariate Cox regression analysis was performed to analyze ;the prognostic value of 316 DEGs, and 173 genes were found to be related to overall survival (p < 0.05) (Supplementary Table S2). To verify the importance of necroptosis on regulating these prognostic DEGs, unsupervised clustering was performed to divide patients into another two subtypes (geneCluster A and B) based on 173 prognostic genes (Figure 5B). Most of prognostic genes were overexpressed in geneCluster A when compared to geneCluster B (Figure 6D). SARC patients in geneCluster A had a more favorable survival than those in geneCluster B (p = 0.001, Figure 5C). In addition, we also observed the six necroptosis genes differentially expressing between two gene Clusters (p < 0.01, Figure 5D), suggesting that these prognostic genes may be involved in the regulation of necroptosis genes.
Construction of necroptosis score
Given that two geneClusters had survival and expression differences, we then built a scoring system for predicting SARC prognosis. We established the necroptosis score based on the 173 prognostic genes using PCA algorithm. SARC patients were grouped into high- and low-necroptosis score groups according to PCA score. The patients with high necroptosis score had worse overall survival (p < 0.01, Figure 5E). In addition, cluster A and geneCluster A both had lower necroptosis score, which was in accordance with their prognosis (p < 0.0001, Figures 5F,G). The sankey diagram visualized the correlation between cluster, geneCluster, necroptosis score, and survival status (Figure 6E). Moreover, dead patients, metastatic patients, and female patients were more accumulated in the high-necroptosis score group, and they also showed a higher necroptosis score (Supplementary Figure S4).
We also assessed the correlation between necroptosis score and tumor microenvironment. The necroptosis score was negatively correlated with the most of immune cells, indicating that higher necroptosis score had a lower immune cell infiltration level (Figure 7A). We selected some important immune checkpoints, including CD274, CTLA4, LAG3, PDCD1, and TGFB1, and evaluated their expression level in high- and low-necroptosis score groups. The result showed that low-necroptosis score group had higher expression levels of all five immune checkpoints (Figures 7B–F), suggesting that they may have different response to immune checkpoint blockade.
[image: Figure 7]FIGURE 7 | Association of necroptosis score and tumor microenvironment. (A) The correlation between necroptosis score and immune cell infiltration. Red color represents positive correlation, Blue color represents negative correlation. (B–F) The expression of immune checkpoints in high- and low-necroptosis score groups.
Univariate and multivariate regression analysis showed that necroptosis score was an independent prognostic factor in SARC (Figures 8A,B). We further constructed a nomogram to predict the 1-, 3-, and 5-year overall survival of SARC patients (Figure 8C). The calibration of nomogram model was evaluated using calibration plots (Figures 8D–F).
[image: Figure 8]FIGURE 8 | The construction of a nomogram model. (A,B) The univariate and multivariate Cox regression analysis of necroptosis score and other clinical features. (C) A nomogram based on necroptosis score and clinical features for predicting 1-, 3-, and 5-year survival. (D–F) The calibration plots showing the performance of the nomogram of predicting 1-, 3-, and 5-year overall survival.
Drug resistance analysis of necroptosis genes
The essential role of necroptosis genes in SARC have been shown, and we next explored the correlation of necroptosis genes with the efficacy of anti-tumor drugs. For the results based on GDSC data, we found that various genes have different sensitivities to different drugs (Figure 9A). For example, patients with high TNF expression may be sensitive to AR-42, Belinostat, and CAY10603. For the results based on CTRP data, we observed that patients with high expression of TNF may be sensitive to most anti-tumor drugs, such as ISOX, BRD-K34222889, and NSC95397 (Figure 9B).
[image: Figure 9]FIGURE 9 | The association of necroptosis genes with efficiency of anti-tumor drugs. (A) The correlation between necroptosis score and IC50 of anti-tumor drugs based on GDSC database. (B) The correlation between necroptosis score and IC50 of anti-tumor drugs based on CTRP database.
DISCUSSION
The occurrence of cancer is closely related to cell death, and in addition to apoptosis, necroptosis is similarly associated with the development of cancer. However, studies have proven that necroptosis plays a dual role in cancer progression and progression (Wang et al., 2018). Among them, targeting necroptotic proteins has dual effects on tumor initiation and progression. Generally, studies agree that the dysfunction of necroptosis is associated with tumor initiation and progression. For example, RIPK3 expression is significantly down-regulated in patients with acute myeloid leukemia (AML). Reduction of RIPK3 decreases hematopoietic cell death, which is associated with the development of AML (Nugues et al., 2014). In addition, low expression of MLKL is related to decreased overall survival in colon cancer patients after surgery (Li et al., 2017). MLKL is also downregulated in pancreatic cancer and cervical squamous cell carcinoma, where low levels of MLKL in plasma predict poor prognosis in pancreatic and ovarian cancer (Ruan et al., 2015; Seldon et al., 2016). However, the role of necroptosis has not been comprehensively studied in SARC.
In our study, a total of eight necroptosis genes were enrolled. Based on the expression of necroptosis genes, we identified two subtypes (cluster A and cluster B) of SARC. The expression of necroptosis genes was significantly higher in cluster A than in cluster B. Compared to the patients with cluster B, the patients with cluster A had longer overall survival and reduced metastasis, suggesting that high expression of necroptosis genes may contribute to favorable prognosis. In addition, abundant genomic alternations including gain and loss of CNV were observed in the necroptosis genes. Especially, the mRNA expression of RIPK1 and FADD were positively associated with their CNVs. It could be speculated that CNV was one of factors resulting in the dysregulation of necroptosis in sarcoma.
To understand the potential mechanism of necroptosis in SARC, the enriched pathways of Reactome, HALLMARK and KEGG were all assessed in the two clusters. Immune-related pathways were obviously activated in cluster A, such as interferon gamma response, interferon alpha response, T cell receptor signaling pathway, and chemokine signaling pathway. Not surprisingly, higher immune cell infiltration was found in cluster A, indicating a close correlation between necroptosis and tumor microenvironment. Necroptosis is involved in immunogenic cell death in TME (Scarpitta et al., 2021). Manipulation of necroptosis opens a new way to induce tumor cell death and to trigger an efficient stimulation of adaptive anti-tumor T cells (Snyder et al., 2019). Furthermore, enrichment analysis on the DEGs between cluster A and B also illustrated that immune-related pathways, such as cytokine-cytokine receptor interaction, cell adhesion molecules, and antigen processing and presentation pathways, were significantly enriched, which supported the conclusion that necroptosis-induced tumor cell death was a promising strategy for cancer treatment.
Thus, we constructed a necroptosis score to evaluate the risk of patients. We performed univariate cox regression analysis to identify the prognostic value of 316 DEGs and filtered 173 genes related to overall survival (p < 0.05). The necroptosis score was established based on the 173 prognostic genes using PCA algorithm. Patients with high necroptosis score have worse survival status. The correlation of necroptosis score with immune cell infiltration indicated that necroptosis score was negatively associated with immune cell infiltration level.
Immune checkpoint is one of the predictors of the efficacy of immune checkpoint inhibitor (ICI) treatment (Pinato et al., 2019) (Liu et al., 2019). We found that immune checkpoints, such as CD274, CTLA4, LAG3, PDCD1, and TGFB1, were high-expressed in low-necroptosis score group. These results indicated that patients with high necroptosis score may be more resistant to ICI treatment.
In conclusion, we conducted a comprehensive analysis of necroptosis genes and revealed its extensive regulatory mechanisms affecting tumor immune microenvironment, clinical features and the prognosis of SARC patients. We also constructed a necroptosis score and determined its reliability in predicting SARC prognosis and ICI treatment efficacy. These findings highlighted the important clinical significance of necroptosis and provided a new idea for guiding the personalized treatment strategy of SARC patients.
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Background: Lung adenocarcinoma (LUAD) is a life-threatening malignant tumor, contributing for the largest cancer burden worldwide. Tumor microenvironment (TME) is composed of various immune cells, stromal cells and tumor cells, which is highly associated with the cancer prognosis and the response to immunotherapy, in which macrophages in TME have been revealing a potential target for cancer treatment. In this study, we sought to further explore the role of macrophages in LUAD progression and establish a risk model related to macrophages for LUAD.
Methods: We explored immune-related pathways that might be affected by counting positively associated genes in macrophages. Molecular typing was also constructed by mining macrophage-associated genes with prognostic value through COX regression and other analyses. RiskScore prognostic models were constructed using lasso regression and stepwise multifactorial regression analysis. The differences on clinical characteristics among three subtypes (C1, C2, and C3) and RiskScore subtypes were analyzed in TCGA dataset. Immunological algorithms such as TIMER, ssGSEA, MCP-Counter, ESTIMATE, and TIDE were used to calculate the level of difference in immune infiltration between the different subtypes. The TCGA mutation dataset processed by mutect2 was used to demonstrate the frequency of mutations between different molecular subtypes. Finally, nomograms, calibration curves, and decision curves were created to assess the predictive accuracy and reliability of the model.
Results: The C1 subtype demonstrated the best prognostic outcome, accompanied by higher levels of immune infiltration and lower mutation frequency, while the majority of patients in the C1 subtype were women under 65 years of age. Myeloid-derived suppressor cell (MDSC) scores were higher in the C3 subtype, suggesting a more severe immune escape, which may have contributed to the tumor evading the immune system resulting in a poorer prognosis for patients. In addition, our RiskScore prognostic model had good predictive accuracy and reliability.
Conclusion: This paper provides a study of macrophage-related pathways, immunosuppression, and their mechanisms of action in lung cancer, along with targets for future treatment to guide the optimal treatment of lung cancer.
Keywords: macrophages, lung adenocarcinoma, tumor microenvironment, prognostic model, molecular subtypes
INTRODUCTION
The incidence of lung cancer is currently on the rise worldwide, and as demonstrated by the latest epidemiological surveys, lung cancer is the most prevalent malignancy among men and its incidence is second only to breast cancer among women. However, it is still the most prevalent cause of cancer-related fatalities (Sung et al., 2021) as it accounts for more than 25% of all cancer-related deaths and is one of the most aggressive tumors (Siegel et al., 2020). Lung cancer is divided into two groups, distinguished by histological characteristics: small cell lung cancer, which makes up 15% of cases, and non-small cell lung cancer, which makes up 85% of all lung cancer cases (Sher et al., 2008). Non-small cell lung cancer comprises adenocarcinoma of the lung, squamous lung cancer, and large cell carcinoma, with adenocarcinoma of the lung being the predominant type, accounting for approximately 40% (Samson et al., 2007). Unfortunately, for the majority of patients with lung adenocarcinoma (LUAD), targeted therapy has not been successful, therefore, new early biomarkers and treatment options are urgently required.
Macrophages are specialized, long-lived, phagocytic immune cells that are derived from monocytes, which are in turn derived from bone marrow precursor cells. Along with neutrophils, they are the first line of defense in case of infection that take part in the identification, phagocytosis, and destruction of pathogens and cellular debris. Additionally, macrophages aid in antigen presentation to the T cells and the induction of costimulatory molecule production by other antigen-presenting cells, initiating adaptive immune responses (Rogler and Baumgart, 2017). In the early phases of inflammation, they contribute by releasing cytokines and chemokines, which in turn attract more immune cells to the area of inflammation. Based on their activation and function, macrophages can be broadly categorized into two subtypes: classically activated M1 macrophages and alternatively activated M2 macrophages. Several factors contribute to various phenotypes and macrophage activation states, including signaling molecules, epigenetics, transcription factors, growth factors, and post-transcriptional mechanisms and modifications, along with niche signals like cytokines, intercellular interactions, and metabolites (Chen and Zhang, 2017; T’Jonck et al., 2018; Collins et al., 2021). However, macrophage activation is important for inflammation, disease progression, and tissue homeostasis.
In addition to its regulatory function in combating diseases, macrophages also have a harmful role in chronic inflammation, autoimmune disorders, and cancer. In the conventional immune response, pro-inflammatory macrophages are suppressed, resulting in a reduction in their pro-inflammatory signaling. However, dysregulated macrophages continue to release inflammatory cytokines and signal in more immune cells during long-term damage which results in chronic inflammation and plays a fundamental part in the development and progression of tumors. After the development of the tumor, macrophages undergo a phase transition from an immune-active to an immune-suppressed state and are referred to as tumor-associated macrophages (TAMs). According to reports, the TAMs are present in high concentrations in lung adenocarcinoma and are associated with a poor patient prognosis (Zilionis et al., 2019; Qiao and Fu, 2022). Programmed cell death protein 1 (PD-1) has been reported to be expressed in a tumor-promoting isoform of tumor-associated macrophages that are formed during tumor progression from pre-invasive to invasive adenocarcinoma, controlling the lymphocyte-depleted microenvironment of invasive tumors, and protecting the tumor cells in the solid histological components of tumors (Garcia et al., 2022). Macrophages play a crucial role in the development of lung cancer, and their polarization status and severity of infiltration are closely related to patients’ prognosis. This study aimed to explore the construction of a clinical prediction model through macrophage-related genes that may help guide immunotherapy for lung adenocarcinoma patients and thus potentially improve their prognosis.
MATERIALS AND METHODS
Data acquisition and processing
The bioinformatics analysis in this study was supported by the Sangerbox platform (http://vip.sangerbox.com/) (Shen et al., 2022). The LUAD project’s clinical follow-up information and latest expression data were downloaded from The Cancer Genome Atlas (TCGA), which included sequencing data of expression profiles and SNV mutations identified by mutect2 processing (Colaprico et al., 2016). The final sample number of 500 TCGA datasets was achieved after scrutiny of the available data such as the exclusion of samples with missing clinical data, conversion of Ensembl to Gene symbols, and averaged when duplicate Gene symbols were encountered. The Gene Expression Omnibus (GEO) database was used to download four lung adenocarcinoma datasets with patient survival times. The accession numbers of the downloaded lung adenocarcinoma datasets were: GSE30219, GSE31210, GSE37745, and GSE50081. In addition to the same processing as the TCGA data, the removeBatchEffect function of the limma package was used (Ritchie et al., 2015) to remove batch effects between different GEO datasets (Supplementary Figure S1), and a final sample size of 300 GEO datasets was collected.
Calculate macrophage scores and obtain positively associated genes
The Macrophage Score of LUAD samples and normal samples was calculated by TIMER. The Pearson correlation coefficients were calculated between Macrophage Score and protein-coding genes (PCGs) in tumor samples and then filtered at a threshold R > 0.4 and p < 0.05 (Li et al., 2017).
Functional enrichment analysis
The functional enrichment analysis is used to enrich the biological functions involved in a large number of genes as a means of finding key pathways that influence the development of a disease. We used the clusterProfiler package and the org. Hs.eg.db package for the enrichment analysis (Yu et al., 2012). The species selected was Homo sapiens and the entries analyzed included all Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) entries, with p-values adjusted by False Discovery Rate (FDR).
Construction of molecular isoforms
By employing univariate cox analysis using the coxph function in survival R package, the prognostic genes positively related to Macrophage Score were obtained. ConsensusClusterPlus was utilized to cluster the TCGA samples and cumulative distribution function (CDF) was used to determine the optimal number of clusters. A more stable clustering result was achieved by selecting the optimal number of clusters by assessing the Delta area curve of the CDF (Wilkerson and Hayes, 2010).
Analysis of gene alterations
The SNVs of LUAD samples downloaded from TCGA were previously processed by mutect2 tool. The genomic characteristics including Number of Segments, Fraction Altered, Homologous Recombination Defects, and tumor mutation burden were obtained from previous research (Thorsson et al., 2018).
Differences in clinicopathological, immunological, and chemotherapeutic characteristics between molecular subtype
The genomic alteration differences between molecular subtypes were further explored in the TCGA dataset. The mutation dataset was downloaded and screened for mutated genes with a mutation frequency of more than 3, using TCGA’s mutect2 software. With a selection threshold of p < 0.05, the Fisher’s exact test was performed in each subtype to screen for genes with significantly high-frequency mutations. In order to comprehend the changes in the immune microenvironment of patients’ subtypes, we assessed the level of immune cell infiltration in our TCGA cohort using the expression levels of immune cell gene markers. For the functional analysis of the scores of 28 immune cells (Charoentong et al., 2017), we employed single sample gene set enrichment analysis (ssGSEA) of gene set enrichment analysis (GSEA). Additionally, by using MCP-Counter, the scores of 10 immune cells were analyzed and the overall immune microenvironment infiltration score was estimated using ESTIMATE (Yoshihara et al., 2013). We analyzed the differences between subtypes of immunotherapy and the expression differences between immune checkpoints of subtypes were compared from the HisgAtlas database (Liu et al., 2017). Simultaneously, the TIDE (http://tide.dfci.harvard.edu/) software was used to assess the potential clinical effects of immunotherapy in pre-defined high and low subtypes (Jiang et al., 2018). For patients with Higher TIDE prediction scores, immunotherapy is less likely to be effective for them because of a higher probability of immune escape. We also analyzed the extent to which subtypes in the TCGA dataset responded to conventional chemotherapeutic agents, including Cisplatin, Erlotinib, Sorafenib, Dasatinib, Lapatinib, and AKT inhibitor VIII.
Construction of prognostic models and validation
We further divided the GEO dataset into two parts according to the ratio Train: Test = 7:3 and performed the univariate COX regression analysis for Macrophage Score positive correlation gene to identify those with a greater prognostic impact (p < 0.001). Furthermore, lasso (least absolute shrinkage selection operator) regression was used in the TCGA dataset to further compress the risk model by reducing the number of genes. As the lambda grew, it was also noted that the number of independent variable coefficients increased and for model construction, 10-fold cross-validation was employed to investigate the confidence intervals at every respective lambda. Moreover, based on the screening genes in lasso analysis, stepwise multi-factor regression analysis by Akaike information criterion (stepAIC) was used, which considered the statistical fit degree of the model and the number of parameters used for fitting. In the MASS package, the stepAIC method was used which started from the most complex model and deleted one variable in turn to reduce AIC. A better model was obtained with a smaller value, which suggested that sufficient fitting degrees were obtained in the model with fewer parameters (Zhang, 2016).
Moreover, we calculated the RiskScore for each patient using the following formula: RiskScore = Σβi × Expi, where “Expi” refers to the level of gene expression of the prognosis-related gene signature and β is the Cox regression coefficient of the corresponding gene. Based on the median threshold, patients were distributed into two groups: high- and low-RiskScore groups. Employing the Kaplan-Meier technique, prognostic survival curves were produced and log-rank tests were performed to assess the significance of the differences.
Subsequently, a risk-related prognostic RiskScore was determined for each sample based on the formula defined by our sample risk score. Furthermore, using the R software package timeROC (Blanche et al., 2013), the receiver operating characteristic (ROC) analysis was performed of the prognostic RiskScore classification, where we studied the efficiency of prognostic classification of the training dataset for one, three, and 5 years respectively and the AUC line could be seen clearly in the area under of the model. The samples were divided into low- and high-risk groups by applying the median RiskScore as the cutoff and plotted KM curves. To confirm the robustness of the risk-associated genetic signature clinical prognostic model predictions, we performed validation on the TCGA lung adenocarcinoma validation dataset as well as the TCGA full dataset cohort and calculated the RiskScore for patients in the same way.
RiskScore on different clinicopathological, immunological and chemotherapeutic characteristics
We grouped samples with distinctive clinical characteristics by comparing the distribution of RiskScore between clinicopathological characteristics subtypes and performed KM curve analysis. The same methods and data were used to explore the association between RiskScore and immunotherapy versus chemotherapy as in the molecular subtypes. Additionally, by selecting gene expression profiles that correspond to lung adenocarcinoma samples in the TCGA cohort and utilizing the R software package GSVA (Hänzelmann et al., 2013) to perform ssGSEA, the correlation between RiskScore and biological features was studied in various samples. The correlation between these features and RiskScore was then calculated and features that correlated at 0.5 or more were selected.
RiskScore combined with clinicopathological features to further improve prognostic models
The most significant prognostic factors were analyzed based on univariate and multivariate Cox regression of RiskScore and clinicopathological characteristics in the TCGA cohort. For quantification of the risk assessment and probability of survival in patients with lung adenocarcinoma, we combined the RiskScore and other clinicopathological characteristics to create nomograms that identified the factors with the most significant impact on survival prediction from the model results. We further assessed the predictive accuracy of the model using calibration curves, and the reliability of the model was assessed using decision curve analysis (DCA).
RESULTS
Characterization of lung adenocarcinoma macrophages and identification of related genes
We used TIMER software to assess the Macrophage Score in lung adenocarcinoma samples in the TCGA dataset and compared the difference between the tumor samples and the normal samples. The Macrophage Score was found to be substantially higher in the normal samples than in the tumor samples (Figure 1A). The Pearson’s correlation coefficients were also calculated between Macrophage Score and PCGs in the tumor samples and filtered for a threshold of R > 0.4 and p < 0.05 to obtain 1,044 genes positively correlated with the Macrophage Score. We performed GO/KEGG enrichment analysis on these 1,044 genes, and the GO function analysis annotated 679 BP (biological process) terms (FDR < 0.05), 80 MF (molecular function) terms (FDR < 0.05), and 100 CC (cellular component) terms (FDR < 0.05). GO enrichment was used to obtain some immune-related pathways. The KEGG pathway of different genes was enriched to 52 significant items (FDR < 0.05). Immune pathways such as Th1, Th2, and Th17 cell differentiation, and B cell receptor signaling pathways were also significantly enriched (Supplementary Figure S2).
[image: Figure 1]FIGURE 1 | Construction of molecular subtypes using macrophage-associated prognostic genes (A) Comparison of Macrophage Score for normal and tumor samples; (B, C) TCGA cohort sample CDF curves and CDF Delta area curves and Delta area curve of consensus clustering, indicating the relative change in area under the cumulative distribution function (CDF) curve for each category number k compared with k- 1. The category number k is represented on the horizontal axis, and the relative change in the area under the CDF curve is shown on the vertical axis; (D) Sample clustering heat map at consensus k = 3; (E) Distribution of Macrophage Score among subtypes; (F) KM curves of the relationship between the prognosis of the three subtypes. ****p < 0.0001.
Molecular typing based on macrophage score positively related genes
We extracted 1,044 Macrophage Score for positively correlated genes from the TCGA expression profile matrix, and then performed univariate Cox analysis to obtain 65 genes associated with LUAD prognosis (p < 0.01), of which 1 gene was Risk gene (hazard ratio, HR > 1) and 64 were Protect genes (HR < 1) (Supplementary Figure S3A). The expressions of these 65 genes showed a significant positive correlation (Supplementary Figure S3B). We then clustered the TCGA samples by consistent clustering based on the 65 Macrophage Score for positively correlated genes and determined the optimal number of clusters based on the CDF. The analysis of the CDF Delta area curve revealed that stable clustering results were observed when the cluster is selected as 3. Finally, two molecular subtypes were obtained when we selected K = 3 (Figures 1B–D). The distribution of the macrophage scores of these three molecular subtypes was further analyzed and it was found that the C1 and C3 subtypes had the highest score and the lowest score respectively (Figure 1E). The prognostic characteristics of these three subtypes were also analyzed and significant differences in prognosis were observed, with C1 showing a better prognosis than the other two subtypes, whereas C3 had the worst prognosis (Figure 1F). In addition, we plotted the expression clustering heat map of 65 genes in different subtypes (Supplementary Figure S4). The C1 subtype exhibited significantly higher expression of these 65 genes and the C3 subtype displayed a low level of expression.
Clinicopathological features between molecular subtypes
The differences in clinicopathological features were further explored between the different molecular subtypes in the TCGA-LUAD cohort. Different clinical features were compared across the three molecular subtypes and observed that the distribution of all features differed across the three subtypes, except for the M Stage. The largest proportion of the C3 subtypes was found in male patients aged >65 (Supplementary Figure S5).
Mutational features between molecular subtypes
In the TCGA cohort, we further investigated the variations in genomic alterations between molecular subtypes. The mutation dataset was downloaded and processed by TCGA’s mutect2 software, and screened genes with a mutation frequency greater than 3. Within a total of 9,904 genes, 762 genes were identified to be significantly mutated in three subtypes (p < 0.05). The top 20 mutated genes were listed (Figure 2A). In addition, we compared the distribution of the Number of Segments, Fraction Altered, Homologous Recombination Defects, and tumor mutation burden between subtypes. These characteristics also differed among subtypes, suggesting a higher frequency of mutations in C3 and a worse prognosis for patients with more severe mutations (Figure 2B).
[image: Figure 2]FIGURE 2 | TCGA cohort data on the frequency of gene mutations and genomic changes in various subtypes. (A) Somatic mutation analysis (Fisher’s exact test) for different molecular subtypes; (B) Differences between different molecular subgroups in terms of homologous fraction altered, number of segments, recombination defects, and tumor mutation load. **p < 0.01, ****p < 0.0001.
Immunological characteristics between subtypes
By measuring the degree of immune cell infiltration in the TCGA cohort using the expression levels of immune cell gene markers, the variations in the immune microenvironment of patients in the subtype were further elucidated. We further assessed the immune microenvironment infiltration scores using MCP-Counter, GSEA, and ESTIMATE. The results found the same trend of higher immune scores for C1 among the 28 immune cell types analyzed by GSEA (Figure 3A). In the MCP-Counter analysis, the immune score was higher for the C1 subtype among the 10 immune cell types (Figure 3B). Three scores for the ESTIMATE are consistent with MCP-counter and ssGSEA (Figures 3C–E). These results suggested that Immunosuppression was prevalent in patients with the worse prognosis in the C3 subtype, which was consistent with our previous macrophage immune score. It also suggested that the occurrence of immunosuppression may be an important factor in the development of immune escape in lung adenocarcinoma.
[image: Figure 3]FIGURE 3 | Differences of immune microenvironment in different subtypes. (A) Subtype comparison of 28 immune cell scores assessed by ssGSEA; (B) Subtype comparison of 10 immune cell scores assessed by MCP-Counter; (C–E) Subtype comparison of StromalScore, ImmuneScore, and ESTIMATEScore assessed by ESTIMATE. **p < 0.01, ****p < 0.0001.
Differences in immunotherapy/chemotherapy between subtype subtypes
The differences in immunotherapy were analyzed and compared the differences in the expression of immune checkpoints between the subtypes. Most of the immune checkpoint genes were observed to be differentially expressed in each subtype (Figure 4A). The differences in immunotherapy between subtypes were studied by using the TIDE software, which evaluated the potential clinical effects of immunotherapy in the high and low subtypes. The highest TIDE scores in the TCGA-LUAD cohort were observed in the C2 and C3 groups, suggesting that these two subtypes are more likely to escape from immunotherapy. This is in line with our previous scenario of immunosuppression occurring in C2 and C3. Additionally, T cell exclusion scored highest in C3, suggesting that immune escape mechanisms were more active in the presence of low T cell infiltration. MDSC (myeloid-derived suppressor cell) and TAM. M2 were significantly enriched in the C3 subtype, indicating a high degree of tumor malignancy in C3 (Figure 4B). In addition, we also studied the subtypes’ response to conventional chemotherapeutic drugs in the TCGA dataset and observed that the C3 subtype was more sensitive to six drugs, Cisplatin, Erlotinib, Sorafenib, Dasatinib, Lapatinib, and AKT inhibitor VIII (Figure 4C).
[image: Figure 4]FIGURE 4 | Differences in immunotherapy and chemotherapy scores between subtypes. (A) Immune checkpoints differentially expressed between subtypes in the TCGA cohort; (B) Differences in TIDE analysis results between subtypes in the TCGA cohort; (C) The box plots of the estimated IC50 for Cisplatin, Erlotinib, Sorafenib, Dasatinib, Lapatinib, and AKT inhibitor VIII in TCGA cohort. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
Construction of a prognostic model for lung adenocarcinoma
We further divided the datasets from GEO into two parts according to the ratio Train: Test = 7:3. No significant difference on survival information was observed between two groups (Supplementary Table S1). Then the univariate Cox regression analysis was performed for the genes associated with macrophage score, a total of 22 genes with a high prognostic impact were identified (p < 0.001), including 10 “Risk” and 12 “Protective” genes (Supplementary Figure S6A). Using lasso regression in the GEO dataset, the 22 genes were further compressed to reduce the number of genes in the risk model. The 10-fold cross-validation was used for model construction and the confidence intervals analysis at each lambda. The model was optimized at lambda = 0.0193, therefore, we selected 16 genes at lambda = 0.0342 as the next target genes (Supplementary Figures S6A–C). Based on the 16 genes from the lasso analysis, we further used stepwise multivariate regression analysis. Ultimately, eight genes were identified as relevant genes affecting prognosis, namely CTTNBP2NL, CYP2U1, FAM13C, CDH23, EXOC5, CD300A, MRO, ARHGEF6 (Supplementary Figure S6E).
Development and validation of clinical prognostic models
For each sample, a risk-related prognostic risk score (RiskScore) was calculated on the basis of the formula defined by our sample risk score. The R software package timeROC was used to carry out the ROC analysis of the prognostic classification of the RiskScore. The prognostic classification efficiency of the training dataset was analyzed for one, three, and 5 years respectively, which revealed that the model had a high area under the AUC line. The samples were divided into two groups: high and low-risk groups using the median RiskScore as the cutoff and plotted KM curves, from which a significant difference was observed between the high- and low- RiskScore groups, with 190 samples classified as high-RiskScore and 189 samples as low-RiskScore groups. A low overall survival rate was observed in the patients with higher RiskScore in the training cohort (Figure 5A). The robustness of the risk-related gene signature clinical prognostic model was confirmed by performing validation on the GEO lung adenocarcinoma validation dataset as well as the GEO full dataset cohort, where we calculated the RiskScore scores of patients in the same way. We observed similar results as the training set in the validation cohort, with an unfavorable prognosis for high RiskScore and a better prognosis for low RiskScore (Figures 5B,C). We also performed validation on the independent dataset TCGA and observed similar results as the training set in the validation cohort, demonstrating the reliability of our results (Figure 5D).
[image: Figure 5]FIGURE 5 | Stability of the RiskScore prognostic model for different datasets. (A) ROC and KM survival curves for RiskScore in the GEO training data cohort; (B) ROC and KM survival curves for RiskScore in the GEO validation data cohort; (C) ROC and KM survival curves for RiskScore in the GEO cohort and KM survival curves in the GEO cohort; (D) ROC and KM survival curves for RiskScore in the TCGA cohort.
Performance of RiskScore scores on different clinicopathological features
The distribution comparison of RiskScores across clinicopathological characteristics revealed significant differences in the TCGA dataset for all clinical characteristics except M Stage, where RiskScores were not significantly different. In order to prove that our RiskScore grouping has a good survival effect in different clinical characteristics, we divided the samples with different clinical characteristics into groups and performed a KM curve analysis. The RiskScore was higher in males aged >65 and was positively correlated with TN and pathological stage, suggesting that the RiskScore has a meaningful effect on the extent of disease in patients with lung adenocarcinoma (Supplementary Figure S7). Furthermore, in the different subtype plots, the subtypes with higher RiskScore had a worse prognosis (Supplementary Figure S8).
Relationship between RiskScore and immunity and pathway characteristics
The analysis of a difference in immunotherapy between the RiskScore groups was performed as well. 28 different immune cell types were studied by ssGSEA, and the results revealed that the low groups had a higher score than the high groups. (Figure 6A). The MCP-Counter was employed to examine 10 immune cell scores and observed higher scores in the low group (Figure 6B). The three scores assessed by ESTIMATE were consistent with ssGSEA and MCP-Counter, which suggested that immunosuppression also occurred in the high RiskScore group (Figures 6C–E). We calculated the correlation between RiskScore and 28 kinds of immune cell scores to note the correlation between RiskScore and immune function in different samples, and it was revealed that the RiskScore showed a negative correlation with 28 kinds of immune cell scores (Supplementary Figure S9A). In order to establish our understanding of the relationship between RiskScore and biological functions in various types of samples, the correlation between biological pathways and RiskScore was calculated. The functions with a correlation greater than 0.5 were chosen and found that RiskScore showed a significant positive correlation with KEGG_CELL_CYCLE, KEGG_DNA_REPLICATION, and other pathways (Supplementary Figure S9B).
[image: Figure 6]FIGURE 6 |  Differences of immune infiltration in different RiskScore groups (A) Subtype comparison of ssGSEA assessment of 28 immune cell scores; (B) Subtype comparison of MCP-Counter assessment of 10 immune cell scores; (C) Subtype comparison of ESTIMATE assessment of StromalScore; (D) Subtype comparison of ESTIMATE assessment of ImmuneScore; (E) Subtype comparison of ESTIMATE assessment of ESTIMATEScore. ns, not significant. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
Differences in immunotherapy/chemotherapy between RiskScore subtypes
The differences between subtypes for immunotherapy were analyzed by comparing the expression of immune checkpoints which differed between subtypes (Figure 7A). Earlier, we found a negative correlation between RiskScore and the degree of T cell infiltration, while the Exclusion score demonstrates a higher Exclusion score in the group with a high RiskScore and at the same time a lower degree of T cell infiltration, indicating a more active occurrence of immune escape (Figure 7B). Moreover, the response of subtypes was analyzed in the TCGA dataset to conventional chemotherapeutic agents and observed that the high subtype was more sensitive to six drugs, Cisplatin, Erlotinib, Sorafenib, Dasatinib, Lapatinib, and AKT inhibitor VIII (Figure 7C).
[image: Figure 7]FIGURE 7 | Differences in immunotherapy and chemotherapy scores between RiskScore groups. (A) Immune checkpoints differentially expressed between two risk groups in the TCGA cohort; (B) Differences in TIDE analysis results between two risk groups in the TCGA cohort; (C) The box plots of the estimated IC50 for cisplatin, Erlotinib, Sunitinib, Paclitaxel, Sorafenib, Crizotinib in TCGA cohort. ns, not significant. **p < 0.01, ***p < 0.001, ****p < 0.0001.
RiskScore combined with clinicopathological features to further improve prognostic models
Univariate and multifactorial Cox regression analysis based on RiskScore and clinicopathological characteristics in the TCGA cohort showed RiskScore to be the most significant prognostic factor (Figures 8A,B). To quantify the risk assessment and probability of survival in patients with lung adenocarcinoma, we combined RiskScore and other clinicopathological characteristics to create a nomogram, and from the model results, we observed that RiskScore was the most impactful in survival prediction (Figure 8C). We further assessed the predictive accuracy of the model using calibration curves and observed that the predictive calibration curves at the 1, 3, and 5-year calibration points nearly overlapped with the standard curves, suggesting the good predictive performance of the nomogram (Figure 8D). Using DCA, the model’s reliability was also evaluated, and it was observed that the advantages of RiskScore and nomogram were considerably more than the extreme curves, with the nomogram showing the strongest predictive power for survival compared to other clinicopathological features (Figure 8E).
[image: Figure 8]FIGURE 8 | Validation of the predictive accuracy and reliability of the RiskScore prognostic model. (A, B) Univariate and multifactorial Cox analyses of RiskScore and clinicopathological features; (C) Nomogram model; (D) Calibration curves for 1, 3, and 5 years for the nomogram; (E) Decision curve (DCA) for the nomogram. *p < 0.05, **p < 0.01, ***p < 0.001.
DISCUSSION
The relationship between cancer cells and the tumor microenvironment is complex and further studies are needed to predict the prognosis and improve clinical outcomes more accurately in patients with LUAD (Charoentong et al., 2017). We first explored the differences in the levels of macrophage infiltration between LUAD samples and normal samples in this study and found that macrophage infiltration scores were significantly reduced in diseased tissues. Concurrently, we explored a large number of genes positively correlated with macrophage infiltration scores and performed GO/KEGG enrichment analysis, finding that a large number of immune-related pathways were enriched, such as immune response, leukocyte differentiation, and B cell receptor signaling pathway. The expression of 1,044 genes positively associated with Macrophage Score was extracted and a univariate Cox analysis was performed for the identification of macrophage-related genes associated with lung adenocarcinoma prognosis. The 65 macrophage-associated genes with prognostic relevance to lung adenocarcinoma were clustered into three different subtypes of TCGA samples, with survival analysis revealing that subtype C1 had the best prognosis while C3 had the worst prognosis. In order to explore the factors affecting prognosis between the different subtypes, we explored the clinicopathological features, mutational features, and immunotherapy/chemotherapy features between different molecular subtypes. It was found that the subtype with a worse prognosis was predominantly male and older than 65 years and the frequency of mutations was significantly higher in the C3 subtype, which was likely to contribute to the poor prognosis of patients in the C3 subtype. The differences in the immune microenvironment of patients in the different subtypes were also discussed, and by using different algorithms we demonstrated that the subtypes with a worse prognosis were accompanied by more pronounced immunosuppression. The Exclusion score indicated the degree of activity of the immune escape mechanism in the presence of low T cell infiltration. Simultaneously, MDSC inhibited the body’s immune cells from performing normal innate and adaptive immune functions, and the score was significantly higher in the C3 subtype.
The GEO dataset was divided into two parts according to the ratio Train: Test = 7:3, and univariate Cox regression analysis and Lasso regression were performed to identify eight genes (CTTNBP2NL, CYP2U1, FAM13C, CDH23, EXOC5, CD300A, MRO, ARHGEF6) that had a strong prognostic impact. According to previous reports, CDH23, as a cell migration inhibitor, relaxed the adhesion ability of lung cancer cells through competitive binding and was negatively correlated with cancer metastasis (Sannigrahi et al., 2019). The RiskScore was calculated by the RiskScore scoring formula and patients were categorized into high- and low-RiskScore groups. Moreover, our RiskScore model indicated that a higher RiskScore was associated with a worse prognostic outcome. The RiskScore was also negatively correlated with the level of immune infiltration, with the individual immune infiltration algorithms showing that the group with a lower RiskScore exhibited significant immunosuppression, in line with our findings in the molecular subtypes.
Depending on their origin, lung macrophages are divided into tissue-resident macrophages (TRMs) and monocyte-derived macrophages (MDMs). TRMs exist before birth, independently of the adult hematopoietic system, and are locally self-renewing, coordinating tissue remodeling, and maintaining tissue integrity (Perdiguero and Geissmann, 2016). These two classes of TAMs have also been studied in tumor microenvironments, but their functions are different. MDMs inhibit tumor growth in the tumor microenvironment, while TRMs play an important role in tissue homeostasis and host defense. Studies have shown that M1-type macrophages are predominant in the early stages of lung cancer, while M2-type macrophages predominate in the mid to late-stage stages, with a gradual conversion from M1 to M2 phenotype as the tumor progresses (Qian and Pollard, 2010). Epithelial-mesenchymal transition (EMT) refers to the loss of polarity of epithelial cells, which take on the characteristics of mesenchymal cells. TAMs release cytokines i.e., IL-6, IL-10, and TGF- β, all of which regulate EMT. In addition, IL-6 and IL-10 can also induce M2 macrophage differentiation in an IL-4-dependent manner through activation of JAK/STAT3 (Dehai et al., 2014; Fu et al., 2017).
In summary, macrophages play a critical role in the development of lung adenocarcinoma, as well as in the prognostic outcome of patients. Therefore, it is important to further explore the impact of macrophage expression and related signaling pathways in lung adenocarcinoma. The RiskScore model in this study may provide new ideas for immunotherapy of lung adenocarcinoma and provide an important theoretical basis for tumor immune microenvironment therapy.
CONCLUSION
Firstly, we identified significant macrophage suppression in lung adenocarcinoma, mined and enriched for macrophage-positive genes, constructed molecular subtypes based on prognostically relevant macrophage score positive genes, and analyzed the immunological and immunotherapeutic potential of the subtypes. In addition, we constructed the RiskScore clinical prognostic model, which is robust and independent of clinicopathological features and has stable predictive performance in independent datasets. Finally, we further improved the prognostic model by combining RiskScore with clinicopathological features, which had high predictive accuracy and survival prediction.
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Background: Hepatocellular carcinoma (HCC) is a malignant tumor with a highly aggressive and metastatic nature. Ultrasound remains a routine monitoring tool for screening, treatment and post-treatment recheck of HCC. Therefore, it is of great significance to explore the role of ultrasound therapy and related genes in prognosis prediction and clinical diagnosis and treatment of HCC.
Methods: Gene co-expression networks were developed utilizing the R package WGCNA as per the expression profiles and clinical features of TCGA HCC samples, key modules were identified by the correlation coefficients between clinical features and modules, and hub genes of modules were determined as per the GS and MM values. Ultrasound treatment differential expression genes were identified using R package limma, and univariate Cox analysis was conducted on the intersection genes of ultrasound differential expression genes and hub genes of key HCC modules to screen the signatures linked with HCC prognosis and construct a risk model. The median risk score was used as the threshold point to classify tumor samples into high- and low-risk groups, and the R package IOBR was used to assess the proportion of immune cells in high- and low-risk groups, R package maftools to assess the genomic mutation differences in high- and low-risk groups, R package GSVA’s ssgsea algorithm to assess the HALLMARK pathway enrichment analysis, and R package pRRophetic to analyze drug sensitivity in patients with HCC.
Results: WGCNA analysis based on the expression profiles and clinical data of the TCGA LIHC cohort identified three key modules with two major clinical features associated with HCC. The intersection of ultrasound-related differential genes and module hub genes was selected for univariate Cox analysis to identify prognostic factors significantly associated with HCC, and a risk score model consisting of six signatures was finally developed to analyze the prognosis of individuals with HCC. The risk model showed strength in the training set, overall set, and external validation set. The percentage of immune cell infiltration, genomic mutations, pathway enrichment scores, and chemotherapy drug resistance were significantly different between high- and low-risk groups according to the risk scores. Expression of model genes correlated with tumor immune microenvironment and clinical tumor characteristics while generally differentially expressed in pan-cancer tumor and healthy samples. In the immunotherapy dataset, patients in the high-risk group had a worse prognosis with immunotherapy, indicating that subjects in the low-risk group are more responsive to immunotherapy.
Conclusion: The 6-gene signature constructed by ultrasound treatment of HCC combined with WGCNA analysis can be used for prognosis prediction of HCC patients and may become a marker for immune response.
Keywords: hepatocellular carcinoma (HCC), ultrasound, WGCNA, prognosis, risk model
INTRODUCTION
Liver cancer is among the leading causes of fatalities resulting from malignancies around the globe, and hepatocellular carcinoma (HCC) is the most prevalent kind of primary HCC, covering 90% of all primary liver cancer (Jafri and Kamran, 2019). In China, the incidence and mortality of HCC rank fourth and third, respectively, among malignant tumors, with a very high degree of malignancy (Chen et al., 2016). Individuals with HCC have a poor prognosis, with a 5-year survival rate of fewer than 18% (Forner et al., 2018; Siegel et al., 2020). Currently, systemic chemotherapy is an important treatment for patients with advanced HCC who have not undergone surgical resection, local radiofrequency ablation, or selective arterial chemoembolization. However, chemotherapeutic drugs are often associated with greater drug resistance and serious systemic toxic adverse effects. Therefore, developing a safe and effective drug delivery system is crucial.
Ultrasound is a routine monitoring tool for screening and post-treatment re-examination of HCC (Chen et al., 2019). With the advancement of ultrasound molecular imaging technology and its application in the clinic, people are now able to use this technology to diagnose and treat patients more accurately, which is expected to break through the treatment failure caused by chemotherapy resistance. Studies have shown that ultrasound microbubbles can not only enhance imaging but also serve as a novel drug delivery vehicle to achieve local targeted drug delivery by breaking microbubbles through local ultrasound irradiation, resulting in increased local drug concentrations and reducing systemic toxic adverse effects of drugs (Jang et al., 2020; Omata et al., 2020; Tian et al., 2021). The cavitation and acoustic pore effects generated during the breakdown of microbubbles by ultrasound irradiation can directly affect tumor tissues and destroy tumor blood vessels, leading to apoptosis of tumor cells and inhibiting tumor growth (Fan et al., 2016; Jing et al., 2016; Chowdhury et al., 2020). Therefore, exploring the rationale and biological significance of ultrasound technology in HCC to affect prognostic survival can further exploit the role of this technology in tumor treatment.
In this study, we obtained a collection of co-expressed ultrasound differential genes that correlate clinical features and survival in HCC by collecting expression data from HCC samples in TCGA and GEO datasets, facilitating WGCNA analysis and differential expression analysis. The association between this gene collection’s expression perturbation and the prognosis for HCC prognosis was investigated at multiple levels. Subsequently, a risk score model for evaluating the prognosis of HCC was developed, and the stable efficacy of the model for prognostic assessment was confirmed.
MATERIALS AND METHODS
Dataset source and preprocessing
Expression profile data (FPKM values) and clinical data of Liver Hepatocellular Carcinoma (LIHC) from The Cancer Genome Atlas database (TCGA) were downloaded using the R package TCGAbiolinks. The FPKM values underwent log2 transformation, while a uniform unit of survival time: “days”, was used to process the survival information.
We downloaded the expression profile and ultrasound grouping information of GSE178573, expression data, as well as clinical information of GSE14520, GSE76427 and LIRI-JP from GEO (https://www.ncbi.nlm.nih.gov/geo/) database and subsequently, proceeded with the following steps: 1) Removed the samples with no data on clinical follow-up; 2) removed the samples with unknown survival time, less than 0 days, or no survival status, and unified the survival time unit as days; 3) converted the probes to Gene Symbol; 4) removed one probe corresponding to multiple genes; 5) took the median value for expression cases with multiple Gene Symbols. Expression profiles and survival and response information for the IMvigor210 immunotherapy cohort (bladder cancer) were downloaded using the R package IMvigor210CoreBiologies.
The immunotherapy dataset for clear cell carcinoma was downloaded from published literature (Braun et al., 2020).
WGCNA analysis
Weighted gene co-expression network analysis (WGCNA) separates the gene co-expression network of complex biological processes into highly linked signature modules, which represent various sets of highly synergistic gene sets. This technique enables the association of modules with particular clinical characteristics for finding genes that have important roles, assisting in the identification of potential mechanisms underlying certain specific biological processes as well as exploring candidate biomarkers. Gene co-expression networks were developed with the help of the R package WGCNA as per the expression profiles and clinical features of TCGA HCC samples, and key modules were identified by the correlation coefficients between clinical features and modules. The hub genes of the modules were then identified based on GS and MM values, after which the co-expression network maps of the hub genes were constructed using cytoscape software.
Differential expression analysis
Using the R package limma, differential expression analysis was carried out. The Benjamini–Hochberg (FDR) corrected p-value adj. p value<0.05 and |log2FC|> 0.585 were used as thresholds to identify differentially expressed genes.
Prognostic risk modeling and survival difference analysis
The intersection of ultrasound differentially expressed genes and hub genes of key modules of HCC was subjected to univariate cox analysis to screen (p < 0.05) signatures associated with HCC prognosis. Meanwhile, LIHC samples were split into groups with high and low expressions of signature expressions using the median expression of each signature as the cutoff point. Survival curves for prognostic analysis were then generated using the Kaplan-Meier method, and the significance of differences was assessed utilizing the log-rank test. In order to build a prognostic model, the main prognosis-related genes were then further evaluated using the LASSO regression method of the R package glmnet. The tumor samples were categorized into high and low-risk groups by means of the median risk score as the cutoff point. Kaplan-Meier survival curves were then created for prognostic analysis, and the significance of the differences was observed using the log-rank test. The receiver operating characteristic (ROC) curves were then plotted using the R package timeROC for evaluating the prediction of scoring by the perturbation scoring model; the R package ggplot2 was employed for creating the scatter plot of survival time versus survival status, and the scatter plot of sample scores; the R package pheatmap was utilized for plotting the expression thermographic of model genes, where the risk value of the model is the summation of individual candidate gene expression value multiplied by the weight, with the following equation.
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Immune infiltrating cell proportion estimation and immune scoring
Four algorithms from the R package IOBR, TIMER, ESTIMATE, xCell, and CIBERSORT, were used to determine the proportion of immune infiltrating cells based on the expression patterns of the TCGA LIHC dataset. The CIBERSORT algorithm (Newman et al., 2015) is a method to describe the cell composition of complex tissues according to their gene expression patterns. The identification of 22 immune cell types, including myeloid subpopulations, natural killer (NK) cells, plasma cells, naïve and memory B cells, and seven different types of T cells, was done using the leukocyte signature gene matrix LM22, which consists of 547 genes. CIBERSORT combined with the LM22 signature matrix was used for estimation of the proportion of the 22 kinds of cell phenotypes in the samples, with the sum of all immune cell types’ proportions in individual samples being equal to 1.
The ESTIMATE algorithm was employed to determine the immune score, tumor purity, matrix score and ESTIMATE score for tumors. xCell conducts cell type enrichment analysis using data on the 64 immune and stromal cell types’ gene expression. In order to minimize the correlation between closely linked cell types, xCell employs machine learning based on gene signatures from thousands of different cell types. By validating extensive computer simulations of signature and cellular immunophenotyping, xCell is able to reliably map the cellular heterogeneity of tissue expression profileslandscape. TIMER uses an inverse convolution approach for estimating the proportion of six immune cell types in 32 cancers (neutrophils, CD4+ T cells, CD8+ T cells, B cells, dendritic cells, and macrophages). Online gene searches were also used to investigate the relationship between the expression of model genes (TPM) and the proportion of immune infiltrating cells, as well as the differences between the expression of model genes in pan-cancerous tumors and normal tissue.
Genomic mutation analysis
Waterfall plots were drawn using the R package maftools combined with clinical grouping information to demonstrate the distribution of mutations in genes with high somatic mutation frequencies in HCC samples, and waterfall plots were also drawn with model grouping information to classify the samples.
HALLMARK pathway enrichment analysis
The ssgsea algorithm of R package GSVA was utilized for calculating 50 HALLMARK pathway enrichment scores for each sample on the basis of gene expression of HCC samples. The correlation between the riskscore and the enrichment score was measured using the cor function and visualized with the R package corrplot. Enrichment score differences between model subgroups were then calculated using statistical tests, and enrichment score thermographics were plotted by the R package pheatmap along with the clinical characteristics of the samples. Drug sensitivity analysis was done utilizing the R package pRRophetic, combined with expression data of model genes, for predicting the sensitivity (IC50 values) of 138 drugs in the GDSC database and the sensitivity of HCC patients to drug treatment was assessed by IC50 values. The differences in IC50 values between the risk groups were compared by the Wilcoxon test, and drugs with major variations in the two groups were screened.
Statistical tests
For significance labeling, the Wilcoxon test was employed for comparison of variations between two groups of samples, while Kruskal–Wallis was employed for comparison of the variations between multiple groups of samples. Where ns denotes p > 0.05, * denotes p <= 0.05, ** denotes p <= 0.01, *** denotes p <= 0.001, and **** denotes p <= 0.0001. Among which p < 0.05 shows a significant difference.
RESULTS
WGCNA identification of key traits and modules in HCC
The genes with the top 5,000 variants in the expression profile of the TCGA LIHC cohort were selected for WGCNA analysis. Initially, 363 HCC samples were clustered, and the results are shown in Figure 1A. Afterward, the cutHeight was set to 28,000 to eliminate the outlier samples, and finally, 247 samples were obtained for subsequent analysis, and the clustering tree after eliminating the outlier samples is shown in Figure 1B. When the correlation coefficient is >0.8, the optimal soft threshold is set as 7 (Figure 1C). Furthermore, the memory network was checked to see if it approximates scale free with the chosen β value. From Figure 1D, we can see that k is negatively linked with p (k) (correlation coefficient = 0.84), suggesting that the chosen β value is capable of establishing a gene-free scale network. Then the minimum gene number within the module was set to 30, and the maximum module distance was 0.25. Subsequently, the Pearson correlation method was used to calculate the co-expression correlation and the module trait correlation and construct the co-expression network. From the module clustering tree, we can see that yellow and blue are important modules (Figure 1E). Then the eigenvector gene clustering tree and thermographic were plotted, and the results showed modules with correlation coefficients >0.8 (dissimilarity coefficient <0.2) (Figure 1F), which were merged in the subsequent analysis. The module-trait correlation thermographic is shown in Figure 1G, which shows the key traits (grade and family history) and the key modules (yellow, turquoise, and blue). Scatter plots are then drawn to show the linear relationship between GS and MM within modules, and the results are shown in Figures 1H–K: the correlation coefficients are 0.68, 0.54, 0.5, and 0.6.
[image: Figure 1]FIGURE 1 | The plot of the results of weighted gene co-expression network analysis. (A,B) Clustering tree of samples before and after outlier subjects removal; (C) Soft threshold distribution scatter plot, Soft Threshold (power) indicates the weight, vertical coordinate indicates the correlation of connectivity k with p(k) and average connectivity; (D) Soft Threshold test plot; (E) Clustering tree of genes within modules, the top half of the plot is the clustering tree of genes, the bottom half is the modules clustered according to similarity; (F) Eigenvector gene clustering tree and module correlation thermographic; (G) Module trait correlation thermographic; (H–K) Scatter plots of GS and MM value distribution within modules, rows represent modules, columns are traits, and values are correlation coefficients.
Co-expression network and enrichment analysis of hub genes in key modules
In accordance with the distribution of GS and MM values of genes in the modules, a threshold value of GS > 0.2 and MM > 0.6 was set to identify hub genes for key modules of each key trait Moreover, the three key modules of grade trait and the blue module of family history were screened to obtain 467 hub genes and 200 hub genes, respectively. Then the hub genes were screened based on the edge and node files obtained from the exportNetworkToCytoscape function in WGCNA and imported into Cytoscape to construct the module hub gene co-expression network maps for the key traits; the outcomes are illustrated in Figure 2A and Figure 2C. Then the GO function enrichment analysis and KEGG enrichment analysis were performed for the two hub gene sets, respectively, and the TOP 10 entries of the enrichment outcomes were chosen to draw bubble plots that are illustrated in Figure 2B and Figure 2D.
[image: Figure 2]FIGURE 2 | Hub gene co-expression network and hub gene enrichment analysis. (A,C) Co-expression network of hub genes for key traits grade and family_history, respectively, and the nodes of both FromNode and ToNode are selected for hub genes; (B,D) Functional enrichment analysis and KEGG pathway enrichment for key traits Grade and family_history, respectively. The dot’s size demonstrates the number of enriched hub genes and the color demonstrates the significance of enrichment.
Ultrasound-associated prognostic signature construction and validation
Screening of ultrasound-associated hub genes for HCC
Differential expression analysis was performed on ultrasound and non-ultrasound samples from the GSE178573 dataset to screen ultrasound-related differentially expressed genes. Subsequently, 340 significantly differentially expressed genes were obtained, including 229 up-regulated genes and 111 down-regulated genes, and volcanic plots and thermographics were drawn to demonstrate the expression distribution of differentially expressed genes among subtypes; the outcomes are illustrated in Figure 3A, B. Subsequently, KEGG enrichment analysis and GO functional enrichment analysis were performed on the identified differentially expressed genes, and the outcomes are demonstrated in Figure 3C–F: the TOP 10 entries with significant enrichment outcomes were chosen to draw bubble plots, and the size of the dots demonstrate the number of enriched differentially expressed genes, and the color highlights the significance of enrichment. Then the hub genes of key modules of HCC obtained from WGCNA analysis were intersected with the ultrasound differentially expressed genes, and a total of 14 intersected genes were obtained, called the Module DEGs.
[image: Figure 3]FIGURE 3 | Results of differential expression analysis and functional enrichment analysis of GSE178573 dataset. (A) volcanic plot of differentially expressed genes in ultrasound and non-ultrasound groups; (B) thermographic of differentially expressed genes, red highlights high expression, blue highlights low expression; (C–F) Enrichment of differentially expressed genes for KEGG, BP (biological process), CC (cellular component), MF (molecular function) Pathway bubble plots, where the dot’s size demonstrates the number of enriched differentially expressed genes, and the color demonstrates the significance of the enrichment results.
Module DEGs prognosis signature construction
Subsequently, 2/3 of the overall TCGA_LIHC set (n = 363) was selected as the training set (n = 242) by random sampling, and 14 Module DEGs were screened in training set by means of univariate Cox analysis. p < 0.05 was set as the threshold to finally obtain ten genes associated with prognosis, and then the median expression of each gene was taken as the cutoff value for high and low grouping and to plot Kaplan-Meier survival curves, as illustrated in Figure 4A: major variations were observed in KM curves for 7 of these genes. Based on these ten prognosis-related signatures, set seed = 212,110, and using LASSO linear regression, redundant genes were removed, and a risk model was constructed; the results are shown in Figures 4B–D: 6 prognosis-related signatures were finally screened. The outcomes of Cox and Lasso analyses.
[image: Figure 4]FIGURE 4 | Results of TCGA training set cox analysis and Lasso regression analysis. (A) KM curves of prognostic signatures obtained from COX analysis; (B) Trajectories of the independent variables of LASSO regression, the horizontal coordinates indicate the logarithm of the independent variable Lambda, and the vertical coordinates indicate the coefficients of the independent variables; (C) LASSO regression under each Lambda confidence interval; (D) LASSO regression coefficients of key prognostic genes.
Internal validation set to check the strength of the risk model
To further determine the impact of the model scores constructed from the six signatures on the overall survival of the training set. Initially, the median of RiskScore was used as the threshold value, the samples were sorted into high and low-risk groups, and KM curves were plotted, and the results showed that there was a major variation in prognosis between the high- and low-risk groups with a worse prognosis in the samples of high-risk group (Figure 5A). According to the constructed risk model, the ROC curves of prognostic signature were plotted, and the respective AUC values at 1, 3, and 5 years were 0.768, 0.686 and 0.751, indicating the good predictive accuracy of the model scores (Figure 5B). Moreover, scatter plots of survival time and status (Figure 5C) and scatter plots of sample risk scores (Figure 5D) were plotted, and the relationship between survival and RiskScore could be observed by combining these two scatter plots. Subsequently, the expression thermographic of model genes shows that model genes are highly expressed in the high-risk group of the training set (Figure 5E).
[image: Figure 5]FIGURE 5 | TCGA training set for the validation of the model’s prognostic efficacy. (A) KM curve of TCGA training set; (B) ROC curve; (C–E) Risk triple-plot, including scatter plot of risk score, scatter plot of survival time and thermographic of model gene expression in risk score grouping, red highlights high-risk group and blue highlights the low-risk group.
Subsequently, the overall set of TCGA_LIHC was used to test the predictive ability of RiskScore for overall survival. Based on the same method as the TCGA training set, the overall set samples were sorted into high and low-risk groups, with a worse prognosis observed in the high-risk group, and the prognosis of both groups varied substantially (Figure 6A). In the overall dataset of TCGA_LIHC, its respective AUCs at 1, 3, and 5 years were 0.742, 0.688 and 0.662 (Figure 6B). The scatter plots of the sample risk scores and the scatter plots of survival time and status for the two datasets are shown in Figures 6C, D, which highlight the risk score distribution among the samples. The expression thermographic of model genes in the corresponding dataset is shown in Figure 6E; therefore, it is clear that the distribution of gene expression in the samples of the dataset is consistent with the trend of expression in the validation set. The validation results of the overall TCGA set indicate that the model score has good and stable efficacy for survival prediction.
[image: Figure 6]FIGURE 6 | Prognostic efficacy of TCGA holistic set validation model. (A) KM curves of TCGA holistic set; (B) ROC curves of TCGA holistic set at 1, 3 and 5 years; (C–E) risk triple-plot plots with risk score scatter plot, survival time scatter plot and heat plot of model gene expression in risk score grouping, red highlights the high-risk group and blue highlights the low-risk group, respectively.
External validation sets to verify model prognostic efficacy
For further validation of the model score’s strength in predicting the overall survival of individuals with HCC, three GEO external datasets were selected to proceed with the same analytical validation in this study. For the validation set GSE76427, the KM curve results showed major variations in prognosis between the two risk groups, with a worse prognosis in the high-risk group (Figure 7A). The ROC curve results showed the respective AUCs of 0.636, 0.595, and 0.733 at 1, 2, and 3 years (Figure 7B). The scatter plots of the sample risk scores, and the scatter plots of survival time and status are shown in Figures 7C,D. The thermographic of model gene expression in the validation set GSE76427 is illustrated in Figure 7E. For the validation set GSE14502, the KM curve outcomes highlighted major variations in prognosis between both risk groups, with a worse prognosis in the high-risk group (Figure 7F). The ROC curve results highlighted the respective AUCs of 0.602, 0.595 and 0.613 at 1, 2 and 3 years (Figure 7G). The scatter plots of the sample risk scores and the scatter plots of survival time, and survival status are shown in Figures 7H,I. The expression thermographic of model genes in the validation set GSE14502 is shown in Figure 7J. For the validation set LIRI-JP, the KM curve results showed significant differences in prognosis between the two risk groups, with a worse prognosis in the high-risk group (Figure 7K). The ROC curve results showed the respective AUCs of 0.622, 0.587 and 0.636 at 1, 2 and 3 years (Figure 7L). The scatter plots of the sample risk scores, and the scatter plots of survival time and survival status are shown in Figures 7M,N. The thermographic of model gene expression in the validation set LIRI-JP is shown in Figure 7O. The prognostic efficacy of the model performed well in the three GEO external validation sets, and the expression trends of the model genes were identical to those of the TCGA dataset.
[image: Figure 7]FIGURE 7 | Prognostic efficacy of the validation model for the GEO dataset. (A,B) KM curves and ROC curves for validation set GSE76427; (C–E) Risk triple-plot for validation set GSE76427; (F,G) KM curves and ROC curves for validation set GSE14502; (H–J) risk triple-plot for the validation set GSE14502; (K, L) risk triple-plot for the validation set KM curves and ROC curves of LIRI-JP; (M–O) risk triple-plot diagrams of the validation set LIRI-JP.
Prognostic risk model correlated with multiple characteristics of HCC
Clinical characteristics linked with risk scores
Based on the clinical characteristics the TCGA_LIHC dataset, we explored the differences in Riskscore distribution among different subgroups of clinical characteristics; the outcomes highlighted that Riskscore was considerably varied in the subgroups of age, stage, grade, and family history (Figures 8A–E). In addition, based on the grouping information of age, gender, stage, and grade, the TCGA dataset was divided into two sub-datasets, and the KM curves of the sub-datasets were plotted separately according to the grouping of median Riskscore; the results showed that the KM curves of each sub-dataset were significantly different, with a worse prognosis in the high-risk group (Figures 8F–M).
[image: Figure 8]FIGURE 8 | Clinical characteristics correlated with model scores. (A–E) show the distributions of Riskscore in the clinical characteristics grouping, corresponding to age, gender, stage, grade and family history, respectively. (F–M) show the subgroups of Age, Gender, Grade and Stage characteristics, respectively. In the KM curves of the dataset, red highlights the high-risk group and blue highlights the low-risk group.
RiskScore as an independent prognostic factor
The constructed risk model showed good prognostic efficacy in the TCGA dataset and the GEO external validation set. The complex thermographic of Figure 9A shows major variations in the distribution of clinical features of stage, grade, family history, and OS of the samples in the two risk groups, indicating that these clinical factors are correlated with the model groupings. In addition, to verify whether RiskScore has the ability to act as an independent prognostic factor, a single-multivariate cox regression analysis was performed combining age, gender, clinicopathological stage, clinical grade, and family genetic history of liver disease in LIHC. In the single-multivariate cox regression, both prognostic model grouping and clinical staging were significantly different relative to the reference, demonstrating that they were independent prognostic factors (Figure 9B). In addition, a nomogram based on survival time and survival status, along with clinical indicators, showed stage and riskscore as contributing clinical factors (Figure 9C). Further calibration curve plots were drawn to assess the accuracy of the nomograms, and the outcomes revealed that the predictive accuracy of the model was high at 1 and 3 years (Figure 9D). Furthermore, DCA decision curve plots for different categorical features were used to assess the prediction accuracy of multiple clinical features; the outcomes are illustrated in Figure 9E.
[image: Figure 9]FIGURE 9 | Independence of model scores in clinical characteristics. (A) Thermographic of clinical characteristics distribution in LIHC sample, the p-value is the significance of the difference between characteristics grouping compared to riskgroup grouping; (B) Forest plot of single-multivariate cox analysis of clinical factors in TCGA cohort; (C) Nomogram of the predictive model, the square plus line segment represents the size of the contribution of the clinical factor to the outcome event. Total Points represents the total score of all variables taken after the corresponding individual scores are added together, and the bottom three lines represent the probability of survival at 1, 3, and 5 years corresponding to each taken point; (D) Calibration curve, the horizontal coordinate is the predicted probability, the vertical coordinate is the actual probability, the closer to the middle gray line represents the more accurate predicted risk probability, below the gray line represents the underestimated risk, above The lower part of the gray line represents an underestimation of risk and the upper part represents an overestimation of risk. (E) Decision Curve Analysis for nomogram and other variables.
Correlation of model grouping with the proportion of immune cell infiltration
In the tumor microenvironment, immune cells and matrix cells are the two main types of non-tumor components and have been shown to be valuable in the diagnostic and prognostic assessment of tumors. In this study, we calculated the immune, matrix, and ESTIMATE scores along with tumor purity; the outcomes highlighted that the matrix score was considerably reduced in the high-risk group in comparison with the low-risk group (Figure 10A). We also calculated the difference in immune cell infiltration ratio in the two risk groups using TIMER and xCell algorithms, respectively; the results are shown in Figures 10B,C. Figure 10B demonstrates the results of the TIMER algorithm for immune infiltration, in which there are five major cell types with significant differences in the percentage of immune infiltration in both risk groups and the percentage of infiltration in the high-risk group was high. The proportion of HSC cell infiltration in the high-risk group was considerably lower in comparison with that in the low-risk group.
[image: Figure 10]FIGURE 10 | Variations in the proportion of immune infiltrating cells between model subgroups. (A) Box line plots of matrix score, immune score, ESTIMATE score and tumor purity for high and low-risk groups, respectively, red for high-risk group and blue for the low-risk group; (B) Box line plots of the proportion of immune infiltrating cells for high and low-risk groups in TIMER algorithm, red for high-risk group and blue for the low-risk group; (C) Thermographic of the variation in the abundance of immune infiltrating high and low-risk groups in the xCell algorithm.
Expression of model genes correlates with the proportion of immune cell infiltration
The grouping information of the risk model is closely linked with the expression of model genes, and we can explore how the expression of genes affects the prognosis of cancer by investigating the linkage between the expression of model genes and the immune microenvironment. The results of the immune cell infiltration ratio were calculated according to the cibersort algorithm, and the significance of gene expression in clinical immunology was represented by calculating the correlation coefficient between the expression of model genes and each immune cell infiltration ratio in LIHC samples. Six model genes and 23 immune cell infiltration ratio correlation coefficient plots are shown in Figure 11A. Moreover, we assessed the link of gene expression (TPM) with six immune cell infiltration ratios and tumor purity in TCGA data through the TIMER website, and we selected two of the model genes for presentation (Figures 11B,C); other results are shown in the Appendix.
[image: Figure 11]FIGURE 11 | Correlation between the expression of model genes and the proportion of immune cell infiltration. (A) Bar graph of the correlation between model gene expression and the proportion of immune cell infiltration, the length of the bars demonstrate the size of the correlation, and the color represents the significant p-value of the correlation; (B,C) Scatter plots of correlation coefficients between the expression values of model genes B4GALT3 and MCM6 (TPM) and the proportion of immune cell infiltration obtained from TIMER online website analysis.
Expression and clinical significance of model genes
To confirm the correlation between model genes and cancer, we analyzed and visualized the expression differences of each model gene in pan-cancer samples through the TIMER website. The box plot of CCT3 gene expression in pan-cancer is shown in Figure 12A, which is commonly up-regulated in tumor samples, and the analysis graphs of other genes are shown in the Appendix. Immune checkpoints are a series of molecules expressed in immune cells that control the degree of immune activation, and they are crucially involved in the development of human autoimmune effects. In this analysis, we selected 22 immune checkpoints expressed in this dataset for analysis and calculated the correlation coefficients between model genes and their expression; the results of the thermographic display are shown in Figure 12B. Subsequently, we observed the link between the expression of model genes and clinical properties by plotting box line plots of model gene expression in different groupings based on clinical characteristics and the expression differences of 6 model genes in the age group and grade group shown in Figures 12C,D. The outcomes highlighted major variations in the expression of 5 model genes in the age group, and all model genes in the grade group were highly expressed in the G3/4 group.
[image: Figure 12]FIGURE 12 | Expression and clinical significance of model genes. (A) Box line plot of model gene expression in pan-cancer, if Normal samples are present in the TCGA cohort for that cancer, they are also plotted simultaneously and expressed in blue; (B) Thermographic of the correlation coefficient between model gene and immune checkpoint expression, the color of the dot represents high correlation and * represents significance; (C) Box line plot of model gene expression difference in Age grouping, where blue is Age<60 and yellow is Age>=60; (D) Box line plot of expression differences of model genes in Grade grouping, where blue is G1/2 and yellow is G3/4.
Genomic mutational differences
Genetic mutations can stimulate cancer progression or malignant growth, and studying them at the molecular level is crucial for developing tumor-targeted drugs and novel therapies to treat cancer. To demonstrate the distribution of somatic variants between both risk groups across samples and to demonstrate the distribution of gene mutations between samples with different clinical characteristics, the 20 genes with the highest mutation frequencies in the two risk groups were selected to draw a waterfall plot, and the results highlighted that the TP53 gene had a considerably enhanced mutation frequency in the high-risk group when compared with the low-risk group (Figures 13A,B).
[image: Figure 13]FIGURE 13 | Genomic mutation differences between model subgroups. (A). SNV waterfall plot of TOP20 (mutation frequency) genes in the high-risk group; (B). SNV waterfall plot of TOP20 (mutation frequency) genes in the low-risk group.
Correlation between model scores and HALLMARKER pathway enrichment
The results of HALLMARKER pathway enrichment scores were measured as per the expression profiles of HCC samples. Combined with the model score information, the correlation between Riskscore and enrichment score and the variation in pathway enrichment between the two risk groups are discovered, which is helpful in investigating the link between cancer characteristic pathways and prognosis. The outcomes revealed that Riskscore was considerably positively linked with five HALLMARK pathways, and six HALLMARK pathways were significantly negatively correlated (Figure 14A). Thirty pathway enrichment scores in B-plot had significant differences between model subgroups (Figure 14B).
[image: Figure 14]FIGURE 14 | Enrichment analysis results of the HALLMARKER pathway. (A) Thermographic of correlation between Riskscore and HALLMARK pathway enrichment analysis, red highlights positive correlation, blue highlights negative correlation, shade represents high correlation, * sign represents significance; (B) thermographic of enrichment score of HALLMARK pathway, * sign represents the enrichment score of this pathway in high and low-risk groups. Enrichment score difference significance.
Model scores to predict patients’ treatment efficacy
In accordance with the expression profile data of TCGA_LIHC, the sensitivity IC50 values of 138 drugs in the GDSC database were predicted. Among them, 117 drugs had major variations in IC50 values between the two risk groups (Figure 15A). In addition, to investigate whether the model genes could be used as markers of immunotherapy response, the NIHMS1611472 dataset was used to categorize the dataset into high and low-risk groups in accordance with the model risk score and plot KM curves to compare the survival differences (Figure 15B). Grouping by response information after receiving immunotherapy and comparing differences in model scores between immunotherapy response subgroups suggested that the risk scores were higher in the immunotherapy non-response group (PD) than in the response group, but the differences were not significant (Figure 15C). The thermographic of model gene expression in the immunotherapy cohort is demonstrated in Figure 15D, which indicates that the model genes are expressed increasingly in the high-risk group.
[image: Figure 15]FIGURE 15 | Differences in drug sensitivity between model subgroups. (A) Thermographic of IC50 values between high and low-risk subgroups in the TCGA LIHC cohort, red highlights high drug sensitivity and blue highlights low sensitivity; (B) KM curves in the immunotherapy cohort; (C) Box plot of risk score distribution between immunotherapy response subgroups in the immunotherapy cohort, red highlights non-response group and blue highlights response group; (D) Thermographic of the expression distribution of model genes in the immunotherapy cohort.
DISCUSSION
Surgery is currently the first choice for the treatment of primary HCC. Although surgery can remove diseased tissues, it is more invasive to operate on liver tissues adjacent to the main blood vessels, which can easily damage the important surrounding tissues and blood vessels. Moreover, most people are diagnosed in the middle or advanced stage of cancer when the surgery is most effective. Ultrasound helps significantly in the early diagnosis of individuals with HCC, and in recent years, with the promotion of minimally invasive surgery, the application of percutaneous ultrasound-guided radiofrequency ablation in the local HCC therapy has improved with time (Parizadeh et al., 2019; Selby et al., 2020). Improved microwave ablation guided by ultrasound can locate the ablation area with the assistance of ultrasound and more accurately block the arterial blood supply of tumors, thus shrinking tumors and killing tumor cells quickly (Peng et al., 2022). With less trauma, fewer complications and high reproducibility, it helps greatly in the treatment of early-stage HCC and mid- to late-stage HCC patients. In addition, recently the ultrasound medicine has broken through the limitations of traditional ultrasound imaging and has entered the “nanometer” era. For example, sonodynamic therapy (SDT) is an ultrasound-targeted activation of reactive oxygen species produced by acoustic sensitizers to kill tumors and produce immunocidal effects simultaneously (Song et al., 2018). Ultrasound-targeted microbubble destruction (UTMD), mediated by microbubbles, enables targeted delivery and tumor suppression (Tay and Xu, 2017), providing more possibilities for the treatment of HCC. Therefore, exploring the possible prognostic markers and risk models of HCC during ultrasound therapy is important for prognosis prediction and treatment of individuals with HCC.
In this study, we first performed WGCNA analysis according to the expression profile and clinical data of the TCGA LIHC cohort to identify three key modules with two major clinical features associated with HCC. The ultrasound-associated differentially expressed genes and module hub gene intersection were selected for univariate Cox analysis to identify prognostic factors significantly associated with HCC, and finally, a 6-gene signature model consisting of SYNCRIP, B4GALT3, MCM6, CCT3, SNRPG, and HNRNPC was constructed to assess HCC patient prognosis. Synaptic binding protein-binding cytoplasmic RNA interaction protein (SYNCRIP) is an RNA-binding protein that is involved in regulating biological processes such as translation regulation, mRNA stabilization, pri-miRNAs processing, variable splicing, and miRNAs compartmentalization (Mourelatos et al., 2001; Weidensdorfer et al., 2009; Geuens et al., 2016; Chen et al., 2020). Studies have shown that SYNCRIP expression can indicate a poor prognosis of HCC (Uhlen et al., 2017), and SYNCRIP can stimulate the progression of HCC by controlling the epithelial-mesenchymal transition of HCC (Riccioni et al., 2022). β-1,4-galactosyltransferase III (B4GALT3) belongs to the B4GALT family, and B4GALTs are capable of transferring galactose moieties from uridine diphosphate to oligosaccharides at the N-terminal end of acetylamino-glucose, which in turn forms acetylamino-lactose (Guo et al., 2001). Aberrant glycosylation is associated with tumor characteristics, including differentiation, adhesion, proliferation, transformation, metastasis, and tumor immunosurveillance (Brockhausen, 1999). Research has highlighted the involvement of B4GALT3 in the proliferation, invasion and metastasis of cervical cancer (Sun et al., 2016), neuroblastoma (Chang et al., 2013; Wu et al., 2020), and colon cancer (Chen et al., 2014) cells. In contrast, in HCC, highly metastatic HCC cells secrete exosomes that directly target B4GALT3, resulting in the activation of β1-integrin-NF-κB signaling in fibroblasts which in turn promotes HCC lung metastasis (Fang et al., 2018). Micro-chromosome maintenance protein 6 (MCM6) is an important factor that plays a role in initiating the replication of DNA, and it can do so after forming polymers with five other members of the MCM protein family, thus participating in the proliferation of tumor cells, and higher MCM6 expression suggests active proliferation (Zeng et al., 2021). It has been demonstrated that MCM6 has cancer-promoting effects in HCC (Liu et al., 2018a; Liu et al., 2018b). The TCPl-containing chaperone protein subunit 3 (CCT3), an important member of the chaperone protein family, is involved in protein folding and refolding (Gruber et al., 2017). It has been demonstrated that CCT3 expression is up-regulated in HCC, which in turn affects tumor progression and prognosis (Qian et al., 2016; Zhang et al., 2016; Liu et al., 2019). HNRNPC acts as an RNA binding protein and is involved in RNA splicing (Konig et al., 2010; Zarnack et al., 2013), nonspecific RNA export (McCloskey et al., 2012), RNA expression (Brunner et al., 2005), stability, and translation (Shetty, 2005). HNRNPC is up-regulated in HCC (Liang et al., 2005) and has cancer-promoting effects (Liu et al., 2022). However, there are no studies on SNRPG in HCC.
Subsequently, we validated the efficacy of the model in the TCGA training set, the overall set, and three GEO external validation sets and confirmed the risk model as an independent prognostic factor among multiple clinical indicators of HCC by single multifactor cox analysis. As per the risk score of each sample, we sorted them into high and low-risk groups, and to explore the clinical application value of the risk model, we further evaluated the percentage of immune cell infiltration, genomic mutations, pathway enrichment scores, and chemotherapeutic drug resistance differences between both groups, and the outcomes highlighted that there were major variations. For example, the frequency of TP53 gene mutations was significantly higher in the high-risk group in comparison with the low-risk group, and it has been demonstrated that in most TP53 mutant tumors, other tumor suppressor genes are similarly inactivated, and oncogenes that allow cancer progression are amplified (Donehower et al., 2019), resulting in poor prognosis, which is consistent with the worse prognosis of patients in our high-risk group. Furthermore, the poorer prognosis of patients in the high-risk group in the immunotherapy cohort suggests that immunotherapy is more effective in low-risk patients.
CONCLUSION
The four key module hub genes of two major clinical features associated with HCC were identified by WGCNA analysis and intersected with ultrasound-associated differentially expressed genes to construct a six-gene signature and a risk model that can be used for prognosis prediction and immunotherapy response marker in HCC patients.
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Combining bulk RNA-sequencing and single-cell RNA-sequencing data to reveal the immune microenvironment and metabolic pattern of osteosarcoma
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Background: Osteosarcoma (OS) is a kind of solid tumor with high heterogeneity at tumor microenvironment (TME), genome and transcriptome level. In view of the regulatory effect of metabolism on TME, this study was based on four metabolic models to explore the intertumoral heterogeneity of OS at the RNA sequencing (RNA-seq) level and the intratumoral heterogeneity of OS at the bulk RNA-seq and single cell RNA-seq (scRNA-seq) level.
Methods: The GSVA package was used for single-sample gene set enrichment analysis (ssGSEA) analysis to obtain a glycolysis, pentose phosphate pathway (PPP), fatty acid oxidation (FAO) and glutaminolysis gene sets score. ConsensusClusterPlus was employed to cluster OS samples downloaded from the Target database. The scRNA-seq and bulk RNA-seq data of immune cells from GSE162454 dataset were analyzed to identify the subsets and types of immune cells in OS. Malignant cells and non-malignant cells were distinguished by large-scale chromosomal copy number variation. The correlations of metabolic molecular subtypes and immune cell types with four metabolic patterns, hypoxia and angiogenesis were determined by Pearson correlation analysis.
Results: Two metabolism-related molecular subtypes of OS, cluster 1 and cluster 2, were identified. Cluster 2 was associated with poor prognosis of OS, active glycolysis, FAO, glutaminolysis, and bad TME. The identified 28608 immune cells were divided into 15 separate clusters covering 6 types of immune cells. The enrichment scores of 5 kinds of immune cells in cluster-1 and cluster-2 were significantly different. And five kinds of immune cells were significantly correlated with four metabolic modes, hypoxia and angiogenesis. Of the 28,608 immune cells, 7617 were malignant cells. The four metabolic patterns of malignant cells were significantly positively correlated with hypoxia and negatively correlated with angiogenesis.
Conclusion: We used RNA-seq to reveal two molecular subtypes of OS with prognosis, metabolic pattern and TME, and determined the composition and metabolic heterogeneity of immune cells in OS tumor by bulk RNA-seq and single-cell RNA-seq.
Keywords: osteosarcoma, metabolism, bulk RNA sequencing, single cell RNA sequencing, tumor microenvironment
INTRODUCTION
Osteosarcoma (OS) is an aggressive osteoid-producing tumor of mesenchymal origin, characterized by a complex and, frequently, uncertain etiology (Mercatelli et al., 2018). It is widely believed that the etiology of OS contains epidemiologic factors, genetic impairments and environmental factors. Presently, recognized risk factors related to the progress of osteosarcoma consist of Paget’s disease, hereditary retinoblastoma, other chromosomal abnormalities, ionizing radiation, and alkylating agents (Jafari et al., 2020). Chemotherapy, followed by total surgical resection and then post-operative adjuvant chemotherapy as well as radiotherapy, is currently the standard treatment strategy for OS (Xie et al., 2022). Whereas, traditional surgical resection combined with chemotherapy has many limitations, such as drug resistance and systemic side effects of chemotherapeutic drugs, postoperative recurrence, bone defect and so on (Wu et al., 2022). The overall survival rate of local OS is more than 70%, while the survival rate of metastatic, refractory and recurrent osteosarcoma is low (Yang et al., 2021). Especially metastatic OS, the proportion of patients with long-term survivors is 20–30% (Leite et al., 2021). It is reported that for patients with metastatic diseases, especially those with chemotherapy-resistant/refractory diseases, DNA and RNA analysis are generally considered to provide information about further potential therapeutic targets (Smrke et al., 2021). And because osteosarcoma is one of the most heterogeneous cancer entities in human beings. This heterogeneity occurs not only at the macro and micro levels with heterogeneous microenvironmental components, but also at the genome, transcriptome and epigenetic levels (Schiavone et al., 2019). Therefore, from these aspects to understand the heterogeneity amongst osteosarcomas may be key to improve patient outcomes.
Recent studies have shown that metabolic abnormalities are a major marker of cancer. Tumor metabolism shows unique behavior and plays an important role in tumor growth and metastasis, making it an attractive potential target for new therapy (Leite et al., 2021). Similar to genetic heterogeneity, the metabolic phenotype of cancer is highly heterogeneous. Abnormal metabolic phenotypes of cancer, such as aerobic glycolysis, pentose phosphate pathway (PPP), increased glutamine metabolism and fatty acid oxidation (FAO), are important factors leading to tumor malignancy, metastasis and drug resistance, which are significantly affected by cancer subtypes and specific tumor microenvironment (TME) (Park et al., 2020). Unraveling the complexity of how genetics, microenvironment and genes interact to produce metabolic dependence will be a challenge, but may provide a path to exploit metabolism in a way that could be transformative for patients (Luengo et al., 2017).
Sequencing technology provides tools for revealing the complex interactions of tumor metabolism, microenvironment and genes. Bulk RNA sequencing (bulk RNA-seq) and single-cell RNA sequencing (scRNA-seq) are the application of mainstream sequencing technology at present (Li et al., 2021). Bulk RNA-seq is the most widely used genomic technique for studying the transcriptional landscape and altered molecular pathways in human cancers, which only provides the average gene expression profiles in different cell clusters and cannot capture the transcriptional heterogeneity prevalent in cell populations (Wang et al., 2020). Compared with bulk RNA-seq, scRNA-seq provides high-throughput and high-resolution transcriptome profiling of individual cells, generating much noisier and more variable data (Chen et al., 2019). ScRNA-seq can reveal the state and function of single cells by isolating single cells, capturing their transcripts, and generating sequencing libraries at the single-cell level (Ding et al., 2020). In this study, combined with these two sequencing techniques and RNA-seq, we aimed to classify OS based on metabolism-related genes and revealed the TME and metabolic heterogeneity of OS at the single cell level. This will help to understand the interaction among gene, TME and metabolism, and is expected to provide a meaningful theoretical basis for targeted metabolic therapy in patients with OS.
MATERIALS AND METHODS
Clinical data processing of osteosarcoma samples obtained from public data sets
The transcriptome and public clinical phenotypic data of osteosarcoma were downloaded from Target database, and a total of 79 tumor samples were obtained. The expression information of 24998 genes from 45 tumor samples, 20818 genes from 36 tumor samples and 13515 genes from 28 tumor samples were downloaded from Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo/) database with GSE21257, GSE3905 and GSE16091 as entry numbers, respectively.
Download of metabolism-related pathways and single-sample gene set enrichment analysis
To investigate the metabolism-related molecular characteristics and pathways, a total of 76 genes related to the glycolysis, PPP and FAO and glutaminolysis processes were downloaded from Molecular Signatures Database (MSigDB, https://www.gsea-msigdb.org/gsea/index.jsp). There were 36 genes in glycolysis gene set, 22 genes related to PPP, 11 genes belong to FAO gene set, and 7 genes belong to glutaminolysis gene set. The removeBatchEffect function of limma and sva package was employed to remove the osteosarcoma data in batches, and the normalizeBetweenArrays function was utilized to correct the data set after the batch was removed. Single sample GSEA (ssGSEA) analysis was performed using GSVA software package to obtain the scores of the samples in four gene sets.
ConsensusClusterPlus was conducted to identify metabolic subtypes
We used the “ConsensusClusterPlus” program to cluster osteosarcoma samples based on the sample scores of the four selected metabolic pathways. In this program, “hc” algorithm was employed to perform unsupervised clustering with “pearman” as the metric distance, which was performed 500 times with 80% of the total samples taken each time. The most suitable number of clusters was determined by cumulative distribution function (CDF) and consensus matrices.
Evaluation of immune cell infiltration and important immune scores
The scores of 22 immune cells in osteosarcoma samples were estimated based on CIBERSORT algorithm. Important TME scores between different metabolic subtypes, including stomal score, immune score, ESTIMATE score, Toll-like receptor score, natural killer (NK) cytotoxicity score, antigen processing and presentation score, interferon-gamma (IFN-γ) score, cytolytic (CYT) activity score. Among them, stomal score, immune score and ESTIMATE score were calculated by the ESTIMATE algorithm. Toll-like receptor score, NK cytotoxicity score, antigen processing and presentation score were calculated using ssGSEA method based on the relevant genes of toll-like receptor signaling pathway, NK cell mediated cytotoxicity, and antigen processing and presentation pathway downloaded from MSigDB of GSEA.
Analysis of differentially expressed genes of metabolic subtypes
The differentially expressed genes between metabolic subtypes were analyzed by limma toolkit, and the genes satisfying the requirements of | log2 (Fold Change) | > log2 (1.2) and p < 0.05 were defined as differentially expressed genes (DEGs) among metabolic subtypes. The intersections of DEGs between all data sets were taken, and the protein-protein interaction (PPI) network was analyzed by STRING (https://cn.string-db.org/), and the internal relationship between DEGs was visualized using Cytoscape. The Analyze Network of Cytoscape was used to calculate the degree in PPI network, and degree was used as the identification index of key nodes.
Clustering dimension reduction of scRNA-seq data
In this study, the sequencing data of 50,174 cells from 6 tumor tissues from GSE162454 data sets were obtained, and the cell cluster analysis was carried out by Seurat package. The PercentageFeatureSet function in the Seurat package was applied to calculate the percentage of mitochondria and rRNA. Single cells with more than 35% mitochondria and less than 1000 UMI were removed. We normalized the data using log-normalization and identified top 2000 highly variable genes using FindVariableFeatures function. The principal component analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) methods were used to reduce dimension and identify clustering.
Estimation of cell proportion
The cell proportions were estimated using MuSiC((Wang et al., 2019)), which used a deconvolution method based on marker genes of cell types and gene expression matrices of both scRNA-seq and bulk RNA-seq to estimate the cell proportions of bulk RNA-seq data. The count-based expression data of both scRNA-seq and bulk RNA-seq was applied to this analysis.
Functional enrichment analysis
The FindAllMarkers function identified significant marker genes using the threshold of log2 [Foldchange (FC)] = 0.5 and p < 0.05 adjusted by Minpct = 0.35 and Benjamini-Hochbergch procedure. And the significant marker genes were loaded onto the clusterProfiler for Encyclopedia of genes and Genomes pathway enrichment analysis.
Statistical analysis
All the statistical analyses of this study were performed in R (version 4.1.0). Wilcoxon rank sum test was exploited to test the relationship of continuous variables between the two groups. p-value < 0.05 was defined as statistically significant.
RESULTS
Identification of different metabolic molecular subtypes in osteosarcoma
Because of clustering and batch effect removal are interrelated, the ideal batch effect removal method should be performed together with clustering (Li et al., 2020). Therefore, we first eliminated the batch effect in the three osteosarcoma data sets. It could be observed from PCA that the clusters of different databases were clustered more closer than after removal before the batch effect was removed (Figure 1). Then consensus clustering analysis was performed according to the scores of the four metabolic pathways. The obtained CDF and delta area curve of consensus clustering showed that the CDF value was the most stable and achieved adequate selection when k = 2 (Figures 2A–C). And PCA based on four metabolic pathways supported metabolic heterogeneity among tumors and the reliability of classifying OS into two metabolic subtypes (Supplementary Figure S1). Whether in the Target dataset or the merged GSE dataset, the prognosis of cluster 1 was significantly better than that of cluster 2 (Figures 2D,E). In addition, several clinicopathological features between cluster1 and cluster2 were compared. Different sex ratio, age distribution, survival status and metastasis ratio were observed in the two subtypes, but the differences were only observed in survival status, and the mortality rate in cluster 2 was significantly higher than that in cluster 1 (Figure 2F).
[image: Figure 1]FIGURE 1 | Osteosarcoma samples before eliminating the batch effect (A), the clusters of different databases were clustered more closer than after removal (B).
[image: Figure 2]FIGURE 2 | Identification of different metabolic molecular subtypes in osteosarcoma. (A): The CDF curves of k at 2–10:00, respectively. (B): Delta area curve of consensus clustering. (C): consensus matrices for k = 2. (D): The Kaplan Meier (KM) curve of cluster 1 and cluster 2 in the Target dataset. (E): Survival analysis of two metabolic subtypes in merged GSE. (F): Comparisons of clinicopathological features between cluster1 and cluster 2.
Potential metabolic patterns of two subtypes
To explore the metabolic patterns of the two subtypes in the Target dataset and the merged GSE dataset, the expression of genes in four selected metabolic pathways in the two subtypes was analyzed. Among the FAO and PPP related genes, ACAA1, ACAD8, ACADM, HADH and PGLS, TALDO1 and TKT had significant differences between the two subtypes. In all selected glycolytic pathway-and glutaminolysis-associated genes, ALDOC, GLS, HK3, LDHA and PKLR showed significant differences in expression between cluster 1 and cluster 2 (Figure 3A). The expression trends of ACAA1, H6PD, PGD, TKTL1, ALDOC, ENO1, ENO2, GLS, GLS2, HK2, PFKFB3, PFKFB, PFKL, PFKM, PFKP, PGK1, SLC2A1 and SLC2A3 and SLC2A5 between the two subtypes in the merged GSE dataset were significantly different, most of which were up-regulated in cluster 2 (Figure 3B). The heat map showed that cluster 2 scored significantly higher in glycolysis, FAO and glutaminolysis pathways than cluster 1 (Figures 3C,D).
[image: Figure 3]FIGURE 3 | Potential metabolic patterns of two subtypes. (A): The expression levels of genes in the four selected metabolic pathways between the two subtypes of the Target dataset. (B): The differential expression analysis of four metabolism-related genes between cluster1 and cluster2 in the combined GSE dataset. (C): The heat map shows the scores of different clusters of the Target dataset in the four metabolic pathways. (D): Heat map of score trends of the two subtypes in four metabolic pathways in the combined GSE dataset. For this figure, the asterisks idicated the statistical p value, *p < 0.05, **p < 0.01, ***p < 0.001, ****p <0.0001.
TME characteristics of two metabolic subtypes
The TME features of the two metabolic subtypes of osteosarcoma were described by immune cell infiltration, stromal score, immune score, ESTIMATE score, Toll-like receptor score, NK cytotoxicity score, antigen processing and presentation score, IFN- γ score and CYT score. There were significant differences in the infiltration ratio of CD8 T cells, naive CD4 T cells, activated memory CD4 T cells, helper follicular T cells, M0 macrophages and M1 macrophages and M2 macrophages between the two subtypes (Figure 4A). And all the important TME scores evaluated, including stromal score, immune score, ESTIMATE score, toll-like receptor score, NK cytotoxicity score, antigen processing and presentation score, IFN-γ score and CYT score, showed significantly higher levels in cluster 1 than in cluster 2 (Figures 4B–G). Therefore, the TME of cluster1 may show high immune activity.
[image: Figure 4]FIGURE 4 | Immune cell infiltration and TME-related scores of two metabolic subtypes. (A): CIBERSORT determined the relative infiltration levels of 22 immune cells between the two metabolic subtypes in Target. (B): ESTIMATE analyzed stromal score and immune score and ESTIMATE score of two metabolic subtypes. (C): Toll-like receptor score comparison between Cluster 1 and cluster 2. (D): NK cytotoxicity score differences between the two metabolic subtypes in Target. (E): The score of antigen processing and presentation in cluster 1 and cluster 2. (F, G): The difference of IFN- γ score and CYT score between the two metabolic subtypes. For this figure, the asterisks idicated the statistical p value, *p < 0.05, **p < 0.01, ***p < 0.001, ****p <0.0001.
PPI of DEGs between metabolic subtypes
To distinguish the expression characteristics of the two metabolic subtypes, the differential expression of the two subtypes in Target and merged GSE datasets was analyzed by limma. The results showed that there were 960 up-regulated genes and 1826 down-regulated genes in cluster 2 compared with cluster1 in Target data set (Figure 5A). In the combined GSE dataset, the expression of 301 genes in cluster 2 was significantly higher than that in cluster 1, and the expression of 675 genes in cluster 2 was significantly lower than that in cluster 1 (Figure 5B). The intersection of DEGs in two datasets were taken, 192 common DEGs were obtained (Figure 5C). Based on the score given by STRING, it was considered that there were interactions between genes with score >0.4. Among the 192 DEGs, a total of 140 genes met this condition, and the PPI network between them was shown in Figure 5D. According to degree, we listed 28 genes with the highest status (Supplementary Table S1). The enrichment analysis of GO and KEGG pathway showed that these 140 DEGs were enriched in a wide range of biological processes, involving autophagy and viral carcinogenicity (Supplementary Figure S2).
[image: Figure 5]FIGURE 5 | PPI of DEGs between metabolic subtypes. (A): The volcano map of differentially expressed genes in cluster-1 and cluster-2 in Target data, red dots are up-regulated DEGs and blue dots are down-regulated DEGs. (B): Differential expression analysis of two metabolic subtypes in merged GSE data sets. (C): The Venn diagram shows the intersection of the Targets dataset and three GSE queues. (D): The PPI network of 140 genes, the red ellipse represents the up-regulated DEGs and purple ellipse and the down-regulated DEGs.
Construction and validation of a risk model based on the key DEGs between metabolic subtypes
In Figrue 4C, we obtained 192 DEGs between the two metabolic subtypes, of which 19 were up-regulated and 106 were down-regulated in both datasets. We screened the genes with the greatest impact on the prognosis of OS from these genes with consistent expression in the two datasets to construct a prognostic risk model. First, univariate Cox regression analysis was performed in the Target dataset using “survival” package, and 14 genes were eligible for p <0.05 (Supplementary Figure S3A). Then, “glmnet” package performed Least absolute shrinkage and selection operator (Lasso) penalty regression analysis for 14 genes. Lambda = 0.0380 was used to select the best variable and obtain 11 genes (Supplementary Figure S3B). The stepAIC method in “MASS” package finally selected 8 genes from the 11 genes, including STC2, MEF2C, PPFIA4, ITGA10, LILRA6, RNF130, RAB3GAP1, TMEM33. And multivariate Cox regression analysis gave the Cox cofficients of these 8 genes (Supplementary Figure S3C). The value of the product of the expression of each of the eight genes and Cox Cofficient was added to evaluate the risk score of OS samples. Time-dependent receiver operating characteristic curve (ROC) and K-M curve were used to evaluate the prediction accuracy of the risk score model in the Target dataset and the dataset integrating three GSE cohorts. In the former data set, the area under the ROC curve (AUC) value was 0.82, 0.89 and 0.85 at 1 year, 3 years and 5 years, respectively. In addition, a higher risk score indicated a worse prognosis (Supplementary Figure S3D). In the latter dataset, the values of AUC in 1–5 years were 0.65, 0.6, 0.6, 0.7, 0.7, 0.69 respectively. Survival trends in the sample were consistent with those in the Target dataset, with higher risk scores also showing shorter survival times and lower survival rates (Supplementary Figure S3E).
ScRNA-seq revealed cellular diversity and heterogeneity of osteosarcoma
Transcripts of 44,516 cells were obtained by quality control of 50,174 cells from six tumor tissues in the GSE162454 dataset (Supplementary Figure S4B–4C). Correlation analysis showed that there was a significant positive correlation between sequencing depth and the number of mRNA, but no significant correlation with mitochondrial gene sequences (Supplementary Figure S4A). Preliminary PCA dimensionality reduction identified 35 clusters of 44,516 cells. A further 28608 immune cells were recognized from 44516 cells using the marker PTPRC (CD45) (Supplementary Figure S4D). PCA was performed on 28,608 immune cells identified by highly variable genes (Supplementary Figure S4E). After t-SNE analysis, 28608 immune cells from 6 osteosarcoma samples were classified into 16 clusters. It is worth noting that cluster 6 does not belong to immune cells (Figures 6A,B). Based on the annotation of 15 clusters of characteristic genes of immune cells, 6 types of immune cells were obtained: B cell (cluster 10, 15), CD 8 T cells (cluster 1, 8, 9, 12), macrophage (cluster 0, 2, 4, 5, 7), mast cell (cluster 3), mesenchymal stromal cell (cluster 13), plasmacytoid dendritic cells (pDC, cluster 11, 14) (Figure 6C, Supplementary Figure S5). Then the marker genes of each type of immune cells were identified by FindMarkers (Figure 6D). It also showed the distribution of six types of immune cells in each sample, and the proportion of six kinds of immune cells in different samples was different, indicating that there was heterogeneity in the distribution of immune cells among patients (Figure 6E). KEGG enrichment analysis based on the marker genes of each type of immune cells showed that immune-related pathways, such as rheumatoid arthritis, allograft rejection and intestinal immune network for IgA production, were significantly up-regulated in macrophage and pDC. The enriched signal pathways and their trends in mast cell and mesenchymal stromal cell were the same. In addition, coronavirus disease-COVID-19 and ribosome were significantly activated in CD 8 T cell and B cell. Therefore, six types of immune cells regulated a wide range of biological functions.
[image: Figure 6]FIGURE 6 | ScRNA-seq reveals cellular diversity and heterogeneity of osteosarcoma (A–C): t-SNE plot of all the single cells, with each color coded for sample source (A), cluster (B), and immune cell type (C). (D): The bubble diagram showed the average expression of top5 marker genes in 6 kinds of immune cells. (E): The distribution of 6 types of immune cells in each sample. (F): KEGG enrichment analysis bubble map for the marker genes of each type of immune cells.
Composition and metabolism of malignant cells
To further verify the malignant traits of the two metabolic subtypes obtained by bulk RNA-seq analysis, copycat (Dietz et al., 2021) was used to calculate the large-scale chromosomal copy number variation (CNV) in each fine cell type based on the scRNA-seq data of six kinds of immune cells, so as to distinguish malignant cells from non-malignant cells in each sample. There was an obvious difference in the proportion of malignant cells and non-malignant cells between cluster 1 and cluster 2. The proportion of non-malignant cells in cluster 1 was much higher than that in malignant cells, while the proportion of non-malignant cells in Cluster 2 was the opposite (Figure 7A). Next, the composition of 7617 malignant cells were analyzed. Of the 7617 malignant cells, CD8 T cell accounted for the majority (Supplementary Table S2). The genes in hallmark hypoxia pathway were selected and ssGSEA was used to calculate the hypoxia score of malignant cells. According to the same method, the angiogenesis score of malignant cells was obtained according to the expression of 24 angiogenic genes (Masiero et al., 2013). Pearson correlation analysis showed that there was a significant positive correlation between hypoxia score and the expression of HIF-1α, the main molecular mediator of hypoxia adaptation in tumor cells, with correlation coefficient R = 0.313 (Supplementary Figure S6). And hypoxia score was also significantly positively correlated with the four metabolic scores, while angiogenesis score was significantly negatively correlated with the four metabolic scores. (Figure 7B). The enrichment scores of all six immune cells in cluster 2 were higher than those in cluster 1, and except for mesenchymal stromal cell, the enrichment scores of the other five immune cells showed significant differences between the two subtypes (Figure 7C). Finally, comprehensive Pearson correlation analysis showed the relation between 5 kinds of immune cells/15 subgroups in cluster 1 and cluster 2 and 4 metabolic patterns, hypoxia and angiogenesis, respectively (Figure 7D).
[image: Figure 7]FIGURE 7 | Composition and metabolism of malignant cells. (A): The heat map shows the proportion of malignant and non-malignant cells between clusters 1 and cluster 2. (B): The correlation between hypoxia score/angiogenesis score and four metabolic scores for malignant cells. (C): The difference between the enrichment scores of six kinds of immune cells in cluster 2 and in cluster 1. (D): Pearson correlation analysis showed the relation between 5 kinds of immune cells/15 subgroups in cluster 1 and cluster 2 and 4 metabolic patterns, hypoxia and angiogenesis, respectively. For this figure, the asterisks idicated the statistical p value, *p < 0.05, **p < 0.01, ***p < 0.001, ****p <0.0001.
DISCUSSION
Cancer metabolism, as with all processes in life, is comprised of both genetic and environmental components (Bose et al., 2020). Cancer metabolism has gained substantial research interest over recent years (Weber, 2016). We are just beginning to understand the heterogeneity of metabolic phenotypes. It is likely that metabolic phenotypes may differ due to several factors: primary or metastatic tumor, tumor location, tumor microenvironment and mutation (Kubicka et al., 2021). Multiple metabolic subtypes related to the prognosis of different cancers have been reported (Liu et al., 2021a; Liu et al., 2021b; Gao et al., 2021; Lin et al., 2021). Different from these studies, we not only used metabolism-related genes to define OS subtypes to characterize inter-tumor heterogeneity, but also revealed intra-tumor heterogeneity through bulkRNA-seq and scRNA-seq data analysis, and explored the relationship between metabolism and tumor malignancy and TME.
Based on genes associated with four abnormal metabolic phenotypes of cancer, we revealed two metabolic subtypes that showed different prognosis. The enrichment scores of glycolysis, FAO and glutaminolysis pathways in cluster 2 with worse prognosis were significantly higher than those in cluster 1, indicating that these metabolisms in cluster 2 were more active. OSs, grow in the bone microenvironment, a very specialized, complex, and highly dynamic environment composed of bone cells (osteoclasts, osteoblasts, osteocytes), stromal cells (MSCs, fibroblasts), vascular cells (endothelial cells and pericytes), immune cells (macrophages, lymphocytes), and a mineralized extracellular matrix (ECM) (Corre et al., 2020). The core characteristics of establishing metabolic phenotypes include unfavorable TME (Kubicka et al., 2021). In this paper, the TME of the identified metabolic subtypes was detected, and it was found that the TME of the two metabolic subtypes had significantly different characteristics. Cluster 2 showed low levels of TME, stromal score, immune score, ETIMATE score, toll-like receptor, NK cytotoxicity, antigen processing and presentation and IFN- γ and CYT scores. These results indirectly support the reliability of the identified metabolic subtypes and their association with TME.
We constructed a 8-gene siganture based on the DEGs between the two metabolic subtypes with consistent expression trend in two datasets, and the effects of some of these genes on tumor development have been explored and reported. One study has found that STC2 promotes the development and progression of OS by enhancing glycolysis (Yu et al., 2021). The regulatory effect of MEF2C on a variety of malignancies has been widely studied, including its role in the regulation of iron death in meningioma (Bao et al., 2021) and its involvement in brain metastases of human breast cancer (Galego et al., 2021). High expression of PPFIA4 is associated with poor prognosis in colon cancer patients and promotes cancer cell metastasis by enhancing tumor glycolysis (Huang et al., 2021). TMEM33 expression is increased in cervical cancer and can be used as an independent prognostic marker (Chen et al., 2022). The effect of the combination of these genes and the remaining four genes on osteosarcoma is unknown. In this study, the survival and ROC curves of 8-gene siganture in the two datasets showed that the 8-gene siganture had moderate predictive performance for the prognosis of OS.
Immune cells are the key components of TME. There is intra-tumor heterogeneity among immune cells in OS(26). We also analyzed the immune cells of OS at the single cell level and identified 15 single immune clusters, which were annotated to B cell, CD 8 T cells, macrophage, mast cell, mesenchymal stromal cell, plasmacytoid dendritic cells. In OS, the distribution of six kinds of immune cells was heterogeneous and regulated a wide range of biological pathways.
Tumors are composed of complex environments of malignant and non-malignant cell types with different metabolic preferences (Lasche et al., 2020). Here, we distinguish between malignant and non-malignant cells in all immune cells by calculating the large-scale CNV in each cell type. CD8 T cell accounted for a high proportion of malignant cells. TME, determined by abnormal metabolism of cancer cells, is characterized by the hypoxia and induction of angiogenesis (Roma-Rodrigues et al., 2019). In this study, the scores of glycolysis, PPP, FAO and glutaminolysis of malignant cells were positively correlated with hypoxia scores and negatively correlated with angiogenesis score. The results also confirmed the relationship between the metabolism of malignant cells and TME.
Overall, we defined two molecular subtypes of OS with unique metabolic patterns and TME based on metabolism-related genes, and constructed a 8-gene siganture based on the DEGs between the two metabolic subtypes with consistent expression trend in two datasets, as well as revealed 16 separate clusters and 6 immune cell types based on bulkRNA-seq and scRNA-seq. We focus on the malignant cells of the immune cell group, which were characterized by hypoxia and exuberant angiogenesis and were closely related to metabolism. Our work provides important insights into the malignant and immune cell maps and their effects on metabolic patterns in OS.
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Background: Homologous recombination is an important DNA repair mechanism, which deficiency is a common feature of many cancers. Defining homologous recombination deficiency (HRD) status can provide information for treatment decisions of cancer patients. HRD score is a widely accepted method to evaluate HRD status. This study aimed to explored HRD in gastric cancer (GC) patients’ clinical outcomes with genes related to HRD score and HRD components score [HRD-loss of heterozygosity (LOH), large-scale state transitions (LST), and telomeric allelic imbalance (NtAI)].
Methods: Based on LOH, NtAI scores, LST, and integrated HRD scores-related genes, a risk model for stratifying 346 TCGA GC cases were developed by Cox regression analysis and LASSO Cox regression. The risk scores of 33 cancers in TCGA were calculated to analyze the relationship between risk scores of each cancer and HRD scores and 3 HRD component scores. Relationship between the risk model and patient survival, BRCA1, BRCA2 mutation, response to Cisplatin and Talazoparib treatment was analyzed by generating Kaplan-Meier curve, mutations waterfall map and conducting Pearson correlation analysis.
Results: An gene signature was constructed based on 11 HRD scores-related gene (BEX2, C1QL2, DKK1, DRC1, GLUD2, HCAR1, IGFBP1, NXPH1, PROC, SERPINA5, and SLCA1A2). Risk groups were stratified by risk score. Prognosis of the high-risk score group was worse than the low-risk ones. Risk score was associated with BRCA2 mutation, and patients grouped according to BRCA2 mutation status had distinguishable risk score, NtAI score, HRD-LOH, LST, and HRD scores. The low-score group showed higher sensitivity to Cisplatin and Talazoparib. The risk score of adrenocortical carcinoma (ACC), stomach adenocarcinoma (STAD), uterine corpus endometrial carcinoma (UCEC), kidney renal clear cell carcinoma (KIRC), sarcoma (SARC), prostate adenocarcinoma (PRAD), breast invasive carcinoma (BRCA) was significantly positively correlated with HRD score.
Conclusion: We developed an 11 HRD scores-related genes risk model and revealed the potential association between HRD status and GC prognosis, gene mutations, patients’ sensitivity to therapeutic drugs.
Keywords: homologous recombination deficiency, gastric cancer, HRD scores, prognosis, Talazoparib
INTRODUCTION
Gastric cancer (GC) is one of the most common and deadly cancers, with the fifth morbidity and the fourth mortality among all cancers. In 2020, more than 1 million new cases and nearly 769,000 deaths have been reported (Sung et al., 2021). Most GC are adenocarcinomas, originating from glands in the outermost layer of the stomach or mucosa (Cann and Ciombor, 2022). Helicobacter pylori infection, diets low in fruits and vegetables, high salt intake, age are Risk factors for the disease (Smyth et al., 2020). Although surgical resection, radiotherapy and chemotherapy, pressurized intraperitoneal aerosol chemotherapy (PIPAC), hyperthermic intraperitoneal chemotherapy (HIPEC) and other treatments have significantly improved the average 5-year survival rate of clinical patients, the average 5-year survival rate has reached 32%, which is still not ideal. The risk of residual lesions, micrometastases and disease recurrence is still very high. Once distant metastasis occurs, the survival rate of patients is very low, only 6% (Machlowska et al., 2020; Otaegi-Ugartemendia et al., 2022). GC is still an important focus of clinical, epidemiological and transformational research. Previous studies have identified several environmental and genetic risk factors as well as some susceptibility conditions (Karimi et al., 2014). However, there are still many gaps in our understanding of the drivers and pathological mechanisms of GC at the molecular level. The comprehensive characterization of GC molecular spectrum is very important for risk stratification, screening and personalized decision-making.
Gene mutations, chromosomal aberrations and epigenetic alterations are some of the genetic/epigenetic influences on GC pathogenesis (Chia and Tan, 2016). The emergence of genomic instability resulted from genetic mutations due to endogenously or exogenously caused DNA failures or damage during DNA damage repair may be a possible mechanism underlying cancer development. Normal cells protect cells from genomic instability by initiating a highly accurate DNA repair mechanism, thus preventing the accumulation of transformational mutations (Ali et al., 2021). In cancer, defects in DNA repair system could lead to the accumulation of genetic changes, causing genomic instability. Among them, homologous recombination deficiency (HRD), which results in impaired DNA double strand break repair, is considered to be the deadliest of all DNA repair defects (Wagener-Ryczek et al., 2021). HRD status plays an important role in driving the progression of cancer and leaves scars throughout the genome, grouped as telomeric allelic imbalance (TAI), large-scale state transitions (LST), HRD-loss of heterozygosity (LOH) (Ngoi and Tan, 2021). Defining HRD status can facilitate decision-making in treatment and help predict the clinical outcomes for some cancer patients (Stewart et al., 2022). At present, HRD score detection is a recognized method to evaluate the status of HRD (Shen et al., 2022), but there is no universally accepted gold standard. Myriad Genetic’s myChoice HRD has developed a HRD status assessment system based on the overall situation of the above three scars. FDA has approved it as a concomitant diagnosis of poly-adenosine diphosphate ribose polymerase (PARP) inhibitor nilapalil in the treatment of ovarian cancer (Jenner et al., 2016; Telli et al., 2016). Given the fact that the pattern of genomic instability caused by HRD may seem different in different tissue types, it is necessary to study the utility of this HRD score in other cancer types.
In this study, we defined the HRD state of GC based on the sum scores of LOH score, LST score, number of TAI (NtAI) score and three HRD components, identified important HRD-related genes by analyzing the prognosis and clinical correlation of HRD status-related genes, and developed a risk model to reveal the potential association between HRD status and GC prognosis, gene mutations and patients’ sensitivity to therapeutic drugs.
MATERIALS AND METHODS
Collection and preprocessing of clinical data
The latest stomach adenocarcinoma (STAD) data set was extracted from TCGA platform (https://tcga-data.nci.nih.gov/), and the cases with clinicopathological stage, survival time, status and mutation information were sorted out, and a total of 346 cases were obtained. And clinical sample data for an additional 32 cancer types were also downloaded from TCGA, and Table S1 listed the sample sizes included in each cancer. The RNA-seq of the case was standardized as Fragments Per Kilobase Million (FPKM) format. The RNA-seq and clinical data of GC cases from GSE66229 and GSE84437 datasets were from Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/). After sorting out, GSE66229 and GSE84437 included 330 and 431 cases respectively.
Acquisition and screening of HRD score-related genes
The combined HRD score and HRD component scores, including LOH, LST, and NtAI scores, were obtained by referring to the studies by Knijnenburg et al. (2018). The protein-coding genes (PCGs) were sorted out using gencode.v32.annotation.gff3.gz gene annotation information provided on GENCODE website (https://www.gencodegenes.org/#). The correlation between HRD score or HRD Component scores and PCG was calculated in the PCG expression profile of TCGA and the intersection was obtained to screen HRD-related genes.
Enrichment analysis of HRD scores related genes by GO and KEGG
The R package WedGestaltR (v0.4.2) were performed to analyze the Gene Ontology and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways enriched by HRD score-related genes. The p-value adjusted by The Benjamini-Hochbergch procedure was regarded as the cutoff threshold. The results of the top 10 GO terms and top 5 KEGG pathways showed a bubble diagram.
Screening of key HRD score related genes and construction of prognostic signature
To screen the genes significantly associated with overall survival (OS) from HRD-related genes, univariate Cox regression analysis was performed. Least absolute shrinkage and selection operator (LASSO) regression was performed to reduce dimensionality utilizing the “glmnet” package, and random forest regression was analyzed utilizing the “randomForestSRC” package. The HRD score-related genes screened by these analyses were used to construct the survival risk score model. The specificity and accuracy of survival prediction were evaluated by Kaplan-Meier (KM) curve and receiver operating characteristic (ROC) curve.
Clinical correlation and mutation of prognostic signature
We investigated the relationship between risk score, HRD score, HRD component scores and clinical pathological features. First, the cases were stratified based on different clinical parameters (N stage, grade, T stage, AJCC stage, and M stage), and then the differences of risk score, HRD score and HRD component scores between groups under each clinical parameter were compared by Kruskal–Wallis test and Wilcox test. Additionally, a gene mutation waterfall map varying with risks score was generated according to the mutation data processed by mutect2 in TCGA.
Drug correlation analysis of risk score
The sensitivity of Cisplatin and PARP inhibitor Talazoparib was predicted by “pRRophetic” R package, and the correlation between the sensitivity of the two drugs and risk score, HRD score, HRD component scores was determined by Pearson correlation analysis. In addition, Cisplatin and Talazoparib responses of cases based on risk score, HRD score and HRD component scores stratification were analyzed.
Statistical analysis
All the statistical analyses of this study were performed by R software (version 4.0.2, https://www.rproject.org/). Evaluation of survival outcome by Log-rank test and Kaplan-Meier methods. The area under the curve (AUC) was calculated by receiver operating characteristic (ROC) curve. The relationship of continuous variables between the two groups was examined by non-parameter Wilcoxon rank-sum test, and the relationship among three or more groups was examined by Kruskal−Wallis test. Statistical significance was reached when the value of p was less than 0.05.
RESULTS
Identification and functional analysis of HRD and HRD components related genes in GC
The genes whose correlation with HRD score and HRD component scores were more than 0.2 and p < 0.05 were identified by correlation analysis. 2231 HRD score-related genes, 1651 HRD-LOH score-related genes, 1660 LST score-related genes and 2,377 NtAI score-related genes were screened in TCGA. There were 1,264 common genes among all four types of HRD related genes (Supplementary Figure S1A). GO analysis showed that the 1,264 genes were associated with homologous recombination, reciprocal meiotic recombination, chromatin assembly and other GO biological processes (BP), but there was no statistically significant correlation (Supplementary Figure S1B). KEGG enrichment analysis showed that 1,264 HRD related genes were enriched in glycosylphosphatidylinositol (GPI)−anchor biosynthesis, complement and coagulation cascades, systemic lupus erythematosus, alcoholism, viral carcinogenesis, however, the enrichment of these HRD related genes in these KEGG pathways did not show statistical significance (Supplementary Figure S1C).
Prognostic value of HRD score and HRD component scores in GC
Four indicators, overall survival (GC), disease-specific survival (DSS), disease-free interval (DFI), and progression-free interval (PFI), were employed to investigate the relationship between HRD score/HRD component scores and GC prognosis. Kaplan-Meier curve showed that patients with different scores could be distinguished according to HRD score and HRD component scores, but there was no significant difference in overall survival between high score group and low score group (Supplementary Figure S2). Kaplan-Meier analysis of the association between HRD score and HRD component scores and DSS showed that HRD score, HRD-LOH score, LST score and NtAI score were significantly correlated with bad DSS and PFI, respectively (Supplementary Figure S3, S5). Moreover, individuals with high LST had significantly shorter DFI than individuals with low LST (Supplementary Figure S4).
Development of prognostic signature composed of key HRD score-related genes
Univariate Cox regression analysis showed that 176 of 1264 HRD score related genes were significantly associated with the survival of GC. Eleven genes were identified by Lasso regression analysis (Figure 1A). The regression coefficients of 11 genes were determined by multivariate Cox regression analysis (Figure 1B). The risk score of each GC case in TCGA was calculated by summing the product of regression coefficient and gene expression, the formula was: 
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[image: Figure 1]FIGURE 1 | Development of prognostic signature composed of key HRD score-related genes. (A) The key genes were screened from 176 HRD score related genes by Lasso regression analysis. (B) Forest map of multivariate Cox regression analysis of 11 genes. (C) Kaplan-Meier survival analysis of for the high- and low-risk group in TCGA with 346 GC cases. (D) The ROC curve of the risk score of GC in TCGA.
We standardized the risk score by Z-score, and classified the samples into high-risk group and low-risk group with 0 as the boundary. And Survival analysis showed that the high-risk group had a worse prognosis than the low-risk individuals (Figure 1C). The ROC curve showed that the risk formula composed of 11 genes had a certain accuracy in predicting the survival of GC, with AUC of 0.71 and 0.68 in 1 year and 3 years, respectively (Figure 1D).
Correlation between risk score and HRD score, HRD component scores and clinical features
Through the Pearson correlation analysis to explore the relationship between risk score and HRD score, HRD component scores. The results showed that risk score was positively correlated with HRD score and three kinds of HRD component scores (Supplementary Figure S6). Then the relationship between risk score/HRD score/HRD component scores and several clinical stages and grade was analyzed. There was no significant difference in risk score between each clinical stage and grade group (Figure 2A). There was no significant correlation between NtAI score and T stage, N stage, M stage, and AJCC stage, but there were significant differences among the three grades (Figure 2B). The same situation was also found in the association analysis between LST score/HRD score and T, N, M stage, AJCC stage, and grade (Figures 2D,E). For LOH score, no correlation was found between it and the clinical parameters tested (Figure 2C). These results showed that NtAI score, LST score, and HRD score were significantly correlated with tumor grade.
[image: Figure 2]FIGURE 2 | Association between risk score and different clinical stages and grade. (A) The risk score of the cases stratified by T stage, N stage, M stage, AJCC stage and grade. (B) The NtAI score of individuals stratified by T stage, N stage, M stage, AJCC stage and grade, respectively. (C) The correlation between LOH score and T stage, N stage, M stage, AJCC stage and grade. (D) LST score distribution in different T stage, N stage, M stage, AJCC stage and grade groups. (E) The association of HRD score with different T stage, N stage, M stage, AJCC stage and grade.
Gene mutation in prognostic signature
By plotting mutation waterfall maps of BRCA1, BRCA2, and 11 HRD-related genes in signature under different risk scores, the relationship between risk score and mutations of these genes was intuitively observed. Among all the genes displayed, the frequency of BRCA2 mutation was the highest, and mainly occurred in cases with lower risk score. With the increased of risk score, the frequency of mutation decreased gradually. In addition, HRD score and three HRD component scores also showed an increasing trend with the increase of risk score (Figure 3). The patients were divided into wild combination mutation group according to whether BRCA1 or BRCA2 was mutated. After analysis, it was found that risk score, NtAI score, HRD-LOH score, LST score, and HRD score did not show significant differences between BRCA1 wild type and mutant samples (Supplementary Figure S7A). Significant differences in risk score, NtAI score, HRD-LOH score, LST score, and HRD score were observed between BRCA2 wild type and mutant cases, specifically described as risk score, NtAI score, HRD-LOH, LST, and HRD score in BRCA2 mutant cases were significantly higher than those in BRCA2 wild type cases (Supplementary Figure S7B).
[image: Figure 3]FIGURE 3 | Mutation trend of BRCA1, BRCA2 and 11 HRD related genes under different risk score.
Association between risk score/HRD score and drug sensitivity of GC therapy
To understand the relationship between risk score or HRD score and chemotherapy and targeted therapy, chemotherapeutic drug Cisplatin and targeted drug Talazoparib were selected to analyze their correlation with risk score/HRD score/HRD component scores. The results showed that Cisplatin and Talazoparib were positively correlated with risk score, NtAI score, HRD-LOH score, LST score, and HRD score, respectively (Figures 4A,B). No matter the cases were divided into risk groups according to risk score or cases grouped according to NtAI score, HRD-LOH score, LST score, and HRD score respectively, Cisplatin and Talazoparib always showed higher sensitivity than high score group in low score group (Figures 4C,D).
[image: Figure 4]FIGURE 4 | Association between risk score/HRD score and drug sensitivity of GC therapy. (A) The correlation between Cisplatin and risk score, HRD score, and HRD component scores was analyzed. (B) Pearson correlation analysis between Talazoparib and risk score, NtAI score, HRD-LOH score, LST score, and HRD score respectively. (C) Sensitivity to Cisplatin in GC cases grouped according to risk score, NtAI score, HRD-LOH score, LST score, and HRD score. (D) The IC50 values of Talazoparib in GC disease cases were divided into risk score, NtAI score, HRD-LOH score, LST score, and HRD score groups respectively.
The performance of prognostic signature was evaluated in the validation set
For the signature constructed in TCGA based on 11 HRD-related genes, we evaluated its performance in two verification sets, GSE66229 and GSE84437. First of all, in two independent verification sets, the risk score of each case were generated and standardized by Z-score. Case with a risk score >0 was considered as a high-risk case, and with a risk score < 0 was defined as a high-risk case. The survival analysis showed that the survival time of high-risk cases in two independent verification sets was significantly shorter than that of low-risk patients (Figures 5A,D). The results of Pearson correlation analysis also showed that there was a significant positive correlation between risk score and Cisplatin and Talazoparib in each verification set (Figures 5B,E). The analysis of Cisplatin and Talazoparib sensitivity of patients in different risk groups in GSE66229 showed that the low-risk group was more sensitive to these two drugs (Figure 5C). In another verification set, both drugs had lower IC50 in the low-risk group, but there was no significant difference in the sensitivity of Talazoparib between the high-risk and low-risk groups (Figure 5F).
[image: Figure 5]FIGURE 5 | The performance of prognostic signature was evaluated in the validation set. (A) The survival curve of high-risk and low-risk groups in GSE66229 dataset. (B) Correlation between risk score and Cisplatin and Talazoparib in GSE66229 dataset. (C) Sensitivity of Cisplatin and Talazoparib in two risk groups of GSE66229 dataset. (D) Survival results of high-risk and low-risk groups in GSE84437 dataset. (E) Pearson correlation between risk score and Cisplatin and Talazoparib in GSE84437 datasets. (F) Response analysis of high-risk and low-risk groups to Cisplatin and Talazoparib in GSE84437 dataset.
Pan-cancer analysis of risk score
To explore the performance of risk score in different tumors, the risk score of solid tumors in TCGA was calculated according to the risk model. Figure 6A showed the distribution of risk score in each type of cancer tissue. In addition, the correlation between risk score and HRD score and three kinds of HRD component scores in each kind of cancer was studied. According to the results of Pearson correlation analysis, the risk score of ACC, STAD, UCEC, KIRC, SARC, PRAD, and BRC were significantly positively correlated with HRD score and three kinds of HRD component scores, indicating that the risk model may have a potential effect on the HRD of these cancers (Figure 6B).
[image: Figure 6]FIGURE 6 | Pan-cancer analysis of risk score. (A) Risk score was distributed in each type of cancer tissue. (B) The correlation between risk score and HRD score and three kinds of HRD component scores in each kind of cancer. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
DISCUSSION
HRD has been regarded as a marker of many cancers (Hoppe et al., 2018). Improved responses to platinum-based chemotherapy and PARP inhibitors have been observed in patients with HRD (da Cunha Colombo Bonadio et al., 2018). The analysis, verification and clinical identification of stratified biomarkers are essential for the use of these drugs to provide accurate patient care (Mateo et al., 2019). FDA-approved companion HRD assays could be applied for PARP inhibitor use, however, current HRD assays could not consistently filter a patient subgroup who could not gain benefit from PARP inhibitors, which might as well lead to potential resistance to PARP inhibitor therapy (Chiang et al., 2021). Here, we described a classifier based on HRDscore-related genes, which can classify GC patients by risk stratification, detect GC prognosis, HRD-related gene mutations, and help identify GC patients who benefit from PARP inhibitor Talazoparib therapy. Through the pan-cancer analysis of this tool, we reveal its potential for HRD prediction of different cancers.
The combination of multiple biomarkers challenges some traditional concepts of biomarker verification in the development of anticancer drugs (Mateo et al., 2019). The risk model developed in this study was based on the combination of 11 HRD score and HRD components score related genes. Brain -expressed X-linked gene 2(BEX2) has been found to repair dormant cancer stem cells in liver cancer (Tamai et al., 2020; Fukushi et al., 2021), and has shown cancer-promoting activity in several cancers (Naderi et al., 2007; Tan et al., 2020). As an inhibitor of Wnt signal pathway, dickkopf-1 (DKK1) has been proved to be an independent risk factor in ESCA, LUAD, MESO and STAD (Gao et al., 2021). The expression of glutamate dehydrogenase 2 (GLUD2) is associated with the histopathological classification, prognosis and survival of patients with glioblastoma. Up-regulation of its expression resulted in the inhibition of glioblastoma cell growth (Franceschi et al., 2018). Hydroxycarboxylic acid receptor 1 (HCAR1) was previously reported to be involved in the enhancement of DNA repair in cervical cancer cells related to lactic acid. The expression of lactic acid receptor/HCAR1 helps to regulate the mechanism of DNA repair in cervical cancer cells (Wagner et al., 2017). Study reported that Insulin-like growth factor binding protein-1 (IGFBP-1) encodes a secretory protein associated with the risk of a variety of tumors, including in breast cancer, liver cancer, gastrointestinal cancer and endometrial cancer (Lin et al., 2021). An immunohistochemical study based on pancreatic ductal adenocarcinoma showed a negative correlation between neurexophillin-1 (NXPH1) and T stage of the tumor. The detection of NXPH1 may be help delineate appropriate surgical margins, and identify lymph node metastasis in imaging studies (Jin and Tsai, 2016). The expression level of SERPINA5 was negatively correlated with the malignant progression of HCC, and this gene can regulate metastasis potential of hepatoma cells in vitro and in vivo (Jing et al., 2014). In triple negative breast cancer, SLCO1A2 encodes organic anion-transporting polypeptide 1A2 (OA TP1A2), and the expression of OATP1A2 and organic cation transporter 6 was predicted to be an indicator of response to neoadjuvant chemotherapy (Hashimoto et al., 2014). Although the role of these genes in different types of cancer has been studied, the association between their risk models and HRD has not been reported.
We confirmed the positive correlation between risk model and HRD score and three kinds of HRD component scores, and analyzed the relationship between risk score, HRD score, three kinds of HRD components and clinical stage and stage respectively. In DNA repair-defective tumors, genetic alterations have been shown to be able to reflect the scars resulted from using backup DNA repair mechanisms, but this needs to maintain cellular viability (Setton et al., 2021). Mutations of BRCA2 or BRCA1 genes are considered to be the most common signs of HRD (Gulhan et al., 2019). In addition to the harmful mutations of HRD -related genes such as BRCA1/2, we also explored the mutations of HRD score-related genes in risk models. In GC, the frequency of BRCA2 mutation was very high, and significant differences in risk score, NtAI score, HRD-LOH score, LST score, and HRD score were observed between wild type and mutant cases of BRCA2. More importantly, risk score could help identify patients who benefit from Cisplatin and Talazoparib treatment. And risk score also had a significant positive correlation with ACC, STAD, UCEC, KIRC, SARC, PRAD, and BRC, indicating its potential effect on the HRD of these cancers.
In summary, we developed a risk model based on HRD score-related genes, which can predict the prognosis of GC patients through risk stratification and help identify GC patients who benefit from PARP inhibitor Talazoparib therapy. Through the pan-cancer analysis of this tool, we provided new insights into the potential HRD status in different types of cancer.
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Background: The natural history of patients with low-grade glioma (LGG) varies widely, but most patients eventually deteriorate, leading to poor prognostic outcomes. We aim to develop biological models that can accurately predict the outcome of LGG prognosis.
Methods: Prognostic genes for glutamine metabolism were searched by univariate Cox regression, and molecular typing was constructed. Functional enrichment analysis was done to evaluate potential prognostic-related pathways by analyzing differential genes in different subtypes. Enrichment scores of specific gene sets in different subtypes were measured by gene set enrichment analysis. Different immune infiltration levels among subtypes were calculated using algorithms such as CIBERSORT and ESTIMATE. Gene expression levels of prognostic-related gene signatures of glutamine metabolism phenotypes were used to construct a RiskScore model. Receiver operating characteristic curve, decision curve and calibration curve analyses were used to evaluate the reliability and validity of the risk model. The decision tree model was used to determine the best predictor variable ultimately.
Results: We found that C1 had the worst prognosis and the highest level of immune infiltration, among which the highest macrophage infiltration can be found in the M2 stage. Moreover, most of the pathways associated with tumor development, such as MYC_TARGETS_V1 and EPITHELIAL_MESENCHYMAL_TRANSITION, were significantly enriched in C1. The wild-type IDH and MGMT hypermethylation were the most abundant in C1. A five-gene risk model related to glutamine metabolism phenotype was established with good performance in both training and validation datasets. The final decision tree demonstrated the RiskScore model as the most significant predictor of prognostic outcomes in individuals with LGG.
Conclusion: The RiskScore model related to glutamine metabolism can be an exceedingly accurate predictor for LGG patients, providing valuable suggestions for personalized treatment.
Keywords: glutamine, molecular typing, low-grade glioma, prognostic model, decision tree
INTRODUCTION
Low-grade glioma (LGG) is a rare group of primary central nervous system tumors categorized by WHO as grades I and II, including diffuse astrocytomas and oligodendrogliomas (Louis et al., 2016). Usually, in an inactive state, while many tumors eventually evolve into fatal high-grade gliomas (Sanai et al., 2011). Due to the long asymptomatic natural history of these tumors, there is no certainty whether to give aggressive or delayed treatment. In addition, the timing of chemotherapy and radiotherapy after surgery to those individuals with few symptoms and limited lesions is not specified (Shaw et al., 2008; van den Bent et al., 2005). Most individuals with LGG express mutated isocitrate dehydrogenase (IDH) 1 or 2, which produce 2-hydroxyglutaric acid (2-HG), inducing glioma development and immunosuppressive effects in the tumor microenvironment (Kohanbash et al., 2017; Bunse et al., 2018).
The most prevalent amino acid in the human body, glutamine, is a precursor with numerous uses that contributes to several metabolic and biosynthetic processes (Altman et al., 2016). In 1955, cancer cells were shown to obtain glutamine from the local microenvironment to promote tumor growth (Eagle, 1955; Jin et al., 2016). Glutamine is not considered among the classically essential amino acids since glutamine synthase can synthesize it from glutamate and ammonia, certain tumors break down proteins by means of autophagy to release amino acids such as glutamine (Seo et al., 2016). Gamma (γ) (amide) nitrogen from glutamine is added to the synthesis of ribonucleic acid and hexosamine in the cytoplasm, producing glutamate. By generation of glutathione (GSH), cytoplasmic glutamate is essential for redox homeostasis and preventing oxidative stress in cells (Conrad and Sato, 2012). In addition to glutamine being an oncogene-dependent addiction for many cancer cells, it also promotes proliferative signaling. For instance, the glutamine influx molecule through SLC1A5 is closely associated with the efflux molecule through the SLC7A5/LAT1 transport protein (Dolgodilina et al., 2016). The SLC7A5/LAT1 transfer protein also allows leucine to enter cells and induces MTORC1-mediated cell growth. Moreover, the Warburg effect is triggered by the signal transduction molecules Akt, Ras, and AMPK to activate glycolytic enzymes, which causes the production of lactate, forcing cancer cells to switch to glutamine metabolism and satisfy the heightened energy needs. Through the activation of the glutaminase (GLS) and SLC1A5 genes during transcription, the proto-oncogene c-Myc increases glutamine catabolism (Hensley et al., 2013; Kim and Kim, 2013; Chen and Cui, 2015; Jin et al., 2016). Moreover, glutamine may be considered a conditionally essential amino acid for lymphocytes and numerous tumors because these cells require environmental absorption to survive because they consume more glutamine than they can produce (Lacey and Wilmore, 1990; Cluntun et al., 2017). Glutamine is also a key immunomodulator in the initiation and development of T-cell-mediated immunity (Pacheco et al., 2007). Tumors show characteristics related to elevated glutamine metabolism possibly limiting glutamine utilization by the immune system, resulting in a low overall survival of patients. Therefore, understanding the potential relationship between glutamine metabolism and cancer progression is a fundamental goal of cancer research.
In this study, prognostic genes of the glutamine metabolic pathway were used to identify stable molecular subtypes by consistent clustering and further compared clinical features, pathway and immune characteristics among subtypes. Finally, we identified glutamine metabolism phenotype-related genes by expression difference analysis and least absolute shrinkage and selection operator (LASSO) regression analysis. Furthermore, a risk model and a clinical prognostic model were constructed, to assist in the personalized treatment of individuals with LGG.
METHODS
Data collection and processing
The analysis of this research was supported by the Sangerbox platform (Shen et al., 2022). We obtained RNA-Seq data of TCGA-LGG using The Cancer Genome Atlas (TCGA) and performed the preprocessing, including removing samples without clinical data and converting Ensembl to Gene symbol. The average of the expression values was achieved when multiple identical Gene Symbols existed. After preprocessing, 506 samples were remained. In addition, we downloaded "mRNAseq_693 (batch 1)" and " mRNAseq_325 (batch 2)" datasets from Chinese Glioma Genome Atlas (CGGA) database (http://www.cgga.org.cn/). The samples with histological type of Glioblastoma (GBM) were excluded. ComBat” function in the Sva R package was conducted to remove the batch effects of "mRNAseq_693 (batch 1)" and " mRNAseq_325 (batch 2)" (named as CGGA dataset), and 408 samples were finally included.
Source of glutamine metabolism-related genes
Genes related to glutamine metabolism were obtained from the “GOBP_GLUTAMINE_FAMILY_AMINO_ACID_METABOLIC_PROCESS” in Molecular Signatures Database (MSigDB) (https://www.gsea-msigdb.org/gsea/msigdb/human/geneset/GOBP_GLUTAMINE_FAMILY_AMINO_ACID_METABOLIC_PROCESS, Supplementary Table S1) (Liberzon et al., 2015).
Identification of molecular subtypes of glutamine metabolism-related genes
The consensus matrix was constructed by ConsensusClusterPlus, and cluster typing of the processed TCGA samples was done (Wilkerson and Hayes, 2010). The expression data of glutamine metabolism-related genes were used to obtain the molecular subtypes of the samples. We did 500 bootstraps using the "km" algorithm and "1—Pearson correlation" as the metric distance, with each bootstrap having 80% of the individuals in the training set. The number of clusters was set from 2 to 10, and the molecular subtypes of the samples were obtained by measuring the consistency matrix and consistency cumulative distribution function. In the TCGA dataset, we also explored the genomic alterations in these three molecular subtypes. In this study, we obtained data on the molecular properties of the TCGA dataset from the previous pan-cancer studies (Thorsson et al., 2018).
Construction of risk model
The identified molecular subtypes recognized differentially expressed genes (DEGs) among subtypes, and then DEGs (|log2FC|>1 & p < 0.01) were selected. Finally, the following equation was used to determine the risk scores for individual patients: RiskScore = Σ βi × Expi, Expi refers to the gene expression level of the prognostic-related gene signature of the glutamine metabolism phenotype, and β is the Cox regression coefficient of the relevant gene. The z-score was then performed, and individuals were sorted into high- and low-risk groups keeping the threshold at "0", and for prognostic analysis, we plotted survival curves following the Kaplan-Meier method. The significance of variations was determined by the log-rank test.
Gene set enrichment analysis (GSEA)
Gene set enrichment analysis (GSEA) was done and all candidate gene sets from the Hallmark database were utilized to assess the pathways of various biological activities in various molecular subtypes (Liberzon et al., 2015). Both inflammatory signature-related gene sets and angiogenesis-related gene sets were obtained from literature reports (Masiero et al., 2013; Liu et al., 2020). Considering that interferon (IFN)-γ is a cytokine essential in immunomodulation and anti-cancer immunity, we downloaded the GOBP_RESPONSE_TO_INTERFERON_GAMMA gene set from the Gene Ontology (GO) database. Single sample Gene set enrichment analysis (ssGSEA) was used to calculate the enrichment fraction of a specific gene set.
Calculation of tumor microenvironment cell invasion abundance
We determined the relative abundance of 22 types of immune cells in LGG using the CIBERSORT method (https://cibersort.stanford.edu/). We also used ESTIMATE software to measure the proportion of immune cells (Yoshihara et al., 2013). T-cell inflammatory gene expression profile (GEP), programmed death ligand 1 (PD-L1) expression, and tumor mutational burden (TMB) are three biomarkers whose responses to anti-programmed cell death 1 (PD-1) treatment may be predicted by the T-Cell-Inflamed Gene-Expression Profile score (Ott et al., 2019). Cytolytic activity score (CYT) was used to report the level of cytotoxic T cell activation (Takahashi et al., 2020).
Correlation analysis of risk score and drug sensitivity
We used the R package "pRRophetic" for drug IC50 prediction (Geeleher et al., 2014). Drug response prediction was performed against the expression matrix.
Differential gene acquisition between subtypes and GO/KEGG functional enrichment analysis
Genes with differential expression between C1, C2, and C3 vs. others in the TCGA-LGG cohort were computed using the R package "limma" (Ritchie et al., 2015). The R package "clusterProfiler" conducted a functional enrichment analysis (Yu et al., 2012). Species were set to Homo sapiens, and the entries analyzed contained all GO and Kyoto Encyclopedia of Genes and Genomes (KEGG) entries with the p-value adjustment method False Discovery Rate (FDR).
Protein interaction network and key protein module
We created a protein-protein interaction (PPI) network with the help of STRING online tool (https://string-db.org/) and Cytoscape 3.9.1 to study essential proteins of differential genes in the subtypes. We used the MCODE plug-in in Cytoscape in this network to discover network modules.
Prognostic gene correlation analysis
With the help of univariate COX regression, prognostically significant genes were identified. Further, using the R package "glmnet" (Friedman et al., 2010), LASSO regression was conducted to lower the number of genes in order to obtain prognostically significant genes linked to the glutamine metabolism phenotype. Additionally, DEGs were further compressed to lower the genes’ number for the risk model (Friedman et al., 2010). Stepwise multi-factor regression analysis was then performed utilizing the Akaike Information Criterion (AIC) Information Criterion, which considers the model’s statistical fit and the number of parameters that were appropriate for it. The stepAIC strategy in R package "MASS" starts with the most complicated model and sequentially removes each variable to lower the AIC (Zhang, 2016). A smaller value indicated better performance of the model, which indicates that the model obtained an eligible fitting degree with less number of parameters. The R package "timeROC" was employed to plot the receiver operating characteristic (ROC) to determine the model’s strength (Heagerty et al., 2000). Decision trees were constructed for different variables to determine the best indicator. Calibration curve and decision curve analysis (DCA) were utilized to assess the model’s predictive reliability and accuracy.
Statistical analysis
The R platform was employed to conduct all statistical analyses. Log-rank test was done in both Cox regression and Kaplan-Meier survival analyses. Kruskal–Wallis test was employed to determine the variation among the three groups, and for determining the difference between the two groups, the Wilcoxon test was done. ANOVA was conducted to evaluate the distribution of the clinicopathological feature in different subtypes (ns, p ≥ 0.05; *p < 0.05; **p < 0.01; ***p < 0.001).
RESULTS
Molecular typing based on genes linked with glutamine metabolism
In order to assess the expression patterns of genes linked with glutamine metabolism, a univariate Cox regression analysis was done using LGG samples from the TCGA-LGG and CGGA datasets containing clinical information. The results showed that 36 glutamine metabolism genes were prognostically associated with LGG in the TCGA-LGG dataset (p < 0.05) and 32 glutamine metabolism genes with significant prognoses in the CGGA dataset. Further, we selected glutamine metabolism genes with significant prognosis in both TCGA and CGGA, and 17 glutamine metabolism genes were selected (Figures 1A, B). Subsequently, consistent clustering was utilized to sort the TCGA data set in accordance with the 17 prognostically significant glutamine metabolism gene expression data, determined the optimal number of clusters based on the cumulative distribution function (CDF), and observed the CDF Delta area curve from which we could see that the Cluster selection of three had more stable clustering results (Figures 1C, D). At the end, k = 3 was chosen to get three molecular subtypes (Figure 1E).
[image: Figure 1]FIGURE 1 | Molecular typing in accordance with the glutamine metabolism genes (A) Forest plot of glutamine metabolism crossover genes in TCGA dataset; (B) Forest plot of glutamine metabolism crossover genes in CGGA cohort. (C) CDF curve of TCGA dataset samples. (D) CDF Delta area curve of TCGA dataset samples. Delta area curve of consensus clustering, indicating the relative change in area under the CDF curve for each category number k in comparison with k – 1. The horizontal axis is for the category number k, and the vertical axis is for the relative change in area under the CDF curve. (E) Heat map of sample clustering at consensus k = 3. (F) KM curves of the relationship between the prognosis of the three subtypes in the TCGA dataset. (G) KM curves of the relationship between the prognosis of the three subtypes in the CGGA dataset. (H) Differences in glutamine metabolism scores between different molecular subtypes in the TCGA-LGG cohort. (I) Differences in glutamine metabolism scores in different molecular subtypes in the CGGA dataset. (J) Heat map of expression of prognostically significant glutamine metabolism-related genes in different subtypes in the TCGA dataset. (K) Heat map of expression of prognostically significant glutamine metabolism-related genes in different subtypes in the CGGA dataset.
Moreover, to assess the prognostic properties of these three molecular subtypes, considerable prognostic variations among them were noted (Figure 1F). Overall, C3 had an improved prognosis, while a worse prognosis was observed in the C1 subtype. Additionally, we classified patients in the CGGA dataset and finally identified three subtypes, and the prognostic outcomes differed significantly among the subtypes (Figure 1G). In addition, we also calculated the ssGSEA scores of glutamate metabolism for every individual with LGG in the TCGA dataset. A high glutamate metabolism score was found in the C1 subtype and C3 had the lowest glutamate metabolism score (Figure 1H). Similar phenomenon was observed in the CGGA cohort (Figure 1I, Supplementary Table S2). We also compared the differential expression of 17 glutamine metabolism genes in the distinct molecular subtypes that we defined and found that in two independent datasets, enhanced expression of the overall Risk genes was seen in the C1 subtype. In contrast, protective genes were expressed increasingly in the C3 subtype (Figures 1J,K).
Clinicopathological features among molecular subtypes
In the TCGA and CGGA datasets, a comparison was made regarding the distribution of various clinical properties in the three molecular subtypes to find the difference in clinical properties among them (Figure 2). No major variation was observed in the gender among the three subtypes, while in terms of grade, patients with the C1 subtype were more likely to be Grade 3 (G3) and more likely to be G2 in C2 and C3 subtypes. We discovered that the frequency of IDH mutations was much higher in the C1 subtype, which had a poor prognosis in comparison with the other two subtypes. Additionally, different IDH mutation types more reduced in the C1 subtype. In terms of 1p19q association deletion, the C3 subtype had significantly higher 1p19q association deletion than the C1 and C2 molecular subtypes.
[image: Figure 2]FIGURE 2 | Distribution characteristics of different molecular subtypes in each clinical variable (A) Clinicopathological characteristics of molecular subtypes in the TCGA dataset. (B) Clinicopathological characteristics of molecular subtypes in the CGGA cohort; therein, the lower half shows the proportion, and the upper half shows the statistical significance of the difference in distribution between the two -log10 (p-value).
Regarding MGMT promoter methylation, C2 and C3 subtypes had significantly higher MGMT promoter methylation than C1 subtypes (Figure 2A). We also compared the differences in age, sex, Grade, IDH mutation, 1p19q association deletion, and MGMT promoter methylation in CGGA. We found that age and gender were also not significantly different in CGGA. IDH mutation and 1p19q association deletion was significantly higher in C2 and C3 than in C1, these outcomes are similar to the phenomenon observed in TCGA (Figure 2B).
Genomic landscape among molecular subtypes
It can be seen that C1 subtypes show higher TMB, aneuploidy score, homologous recombination defects, intratumor heterogeneity, and loss of heterozygosity (LOH) (Figure 3A). Moreover, extra molecular subtypes were also given in this study, and we also compared these six molecular subtypes with our three molecular subtypes and found more "Codel" molecular subtypes in the C3 and more "G-CIMP-high" molecular subtypes in the C2 (Figure 3B). In addition, a comparison of the variations in the mutations among different molecular subtypes was made, and the outcomes revealed that the top 20 genes with significant differences, from which we could see that the mutation frequencies of IDH1, TP53, and other genes were significantly different between the three molecular subtypes (Figure 3C).
[image: Figure 3]FIGURE 3 | Mutation load in different molecular subtypes: genomic alterations in molecular subtypes of TCGA cohort. (A) Comparison of Tumor mutation burden, Aneuploidy Score, Homologous Recombination Defects, Intratumor Heterogeneity,LOH,purity, ploidy. (B) Comparison of the three molecular subtypes with immune molecular subtypes. (C) Somatic mutations in the three molecular subtypes (chi-square test). *p < 0.05; **p < 0.01; ***p < 0.001; and ****p < 0.0001.
Pathway characteristics among various molecular subtypes
It is observed that the TCGA dataset is significantly enriched to 29 pathways in the C1 subtype, and overall, the activated pathways mainly contain some pathways linked with the cell cycle such as E2F_TARGETS, G2M_CHECKPOINT, MYC_TARGETS_V1, which can also be observed in the CGGA cohort (Figure 4A). Additionally, a comparison of the TCGA dataset was made to identify the pathways that differed among the C1 and C2, C1 and C3, and C2 and C3 subtypes (Figure 4B). The outcomes highlighted that the cell cycle pathway and immune-related pathways were activated in C1 patients. Therefore, we inferred that the glutamine metabolism genes used for molecular typing might exert critical effects on the cell cycle pathway and tumor microenvironment. We then used radar plots to show the pathways that were consistently and significantly activated in C1vsC2 and C2vsC3. The results showed that pathways such as G2M_CHECKPOINT and IL6_JAK_STAT3_SIGNALING were significantly activated in both the TCGA dataset and CGGA dataset (Figures 4C, D).
[image: Figure 4]FIGURE 4 | Significantly activated pathways in various molecular subtypes (A) Bubble chart of GSEA results for C1 vs. C3 subtypes in two LGG cohorts. (B) Bubble chart of GSEA results for various molecular subtypes compared in the TCGA-LGG cohort. (C) Radar chart of C1 vs. C2, C2 vs. C3 consistently activated pathways in the TCGA-LGG dataset. (D) Radar chart of C1vsC2, and C2vsC3 consistent activation pathways in the CGGA dataset.
Immune characteristics among molecular subtypes and their different reactions to immunotherapy/chemotherapy
To search deeper for the variations in the immune microenvironment of affected individuals between molecular subtypes, we assessed the immune cell infiltration level in LGG patients by targeting expression profile data using different immune cell infiltration algorithms. CIBERSORT revealed considerable variations between subtypes for almost all immune cell types, and most of the immune cell infiltration was enhanced in the C1 subtype, with Macrophages_M2 being most significantly enriched in the C1 subtype (Figure 5A). At the same time, the ESTIMATE assessment of immune cell infiltration showed that the ImmuneScore was considerably increased in the C1 subtype in comparison with the other two subtypes, indicating that C1 has a higher immune cell infiltration (Figure 5B). The same result was found in the CGGA dataset (Figures 5C, D). In addition, the inflammatory activity of the three molecular subtypes was analyzed, and the enrichment scores of seven gene sets regarding inflammation were demonstrated in the three molecular subtypes, with major variations in all six inflammatory gene sets except IgG, indicating a higher inflammatory activity in the overall C1 subtype, a phenomenon also observed in the CGGA cohort (Figures 5E, F). Low tumor purity and high enrichment of immune cells and stromal cells have been revealed to be associated with reduced overall survival in gliomas (Haddad et al., 2022). The above findings suggest that the immune infiltration level in C1 is substantially increased, and it promotes inflammation, predicting that the development of immune inflammation is likely to be responsible for the deterioration of LGG patients.
[image: Figure 5]FIGURE 5 | Level of immune cell infiltration in various molecular subtypes. (A) Differences in 22 immune cell scores between various molecular subtypes in the TCGA-LGG cohort. (B) Differences in 22 immune cell scores between different molecular subtypes in the CGGA cohort. (C) Variations in ESTIMATE immune infiltration among different molecular subtypes in the TCGA-LGG cohort. (D) Differences in ESTIMATE immune infiltration between different molecular subtypes in the CGGA cohort differences in ESTIMATE immune infiltration between different molecular subtypes. (E) TCGA-LGG cohort differences in seven inflammation-associated gene cluster scores between different molecular subtypes. (F) CGGA cohort variations in seven inflammation-associated gene cluster scores in various molecular subtypes.
Immune/chemotherapy treatment differences between molecular subtypes
Given the acknowledgment that immune checkpoint blockade (ICB) cancer immunotherapy in accordance with the inhibition of key immune checkpoints, we assessed some representative molecules and discovered that PD-1, PD-L1, and CTLA4 were significantly increasingly expressed in the C1 group (Figure 6A). On the other hand, the T-cell-inflamed gene expression profile (GEP) score was considerably enhanced in the C1 subtype (Figure 5B). In addition, we performed ssGSEA analysis for the GOBP_RESPONSE_TO_INTERFERON_GAMMA gene set and discovered that the IFN-γ response was remarkably increased in the C1 subtype (Figure 6C). In addition, we found that CYT scores, used to reflect cytotoxic effects, were remarkably higher in C1 subtypes than in other subtypes (Figure 6D). In addition, the response level of various molecular subtypes was assessed in the TCGA dataset to the conventional chemotherapeutic drugs Temozolomide, Bleomycin, Cisplatin, Cyclopamine, A-443654, AZD6482, GDC0941, and Bleomycin, and found that the C1 response to Temozolomide, Cisplatin, A-443654, and Bleomycin was more sensitive in general (Figure 6E).
[image: Figure 6]FIGURE 6 | Immune characteristic scores reflecting the effect of immunotherapy for different subtypes. (A) Differences in T cell inflamed GEP score in molecular subtypes. (B) Variations in response to IFN-γ in different molecular subtypes. (C) Differences in expression of immune checkpoint genes between molecular subtypes. (D) Variations in cytolytic activity between molecular subtypes. Cytolytic activity variations. (E) The box plots of the estimated IC50 for Temozolomide, Bleomycin, Cisplatin, Cyclopamine, A-443654, AZD6482, GDC0941, and Bleomycin in TCGA-LGG.
Differential expression analysis between molecular subtypes
In the previous analysis, we classified LGG samples of two independent datasets into three molecular subtypes (C1, C2, and C3). Then we identified for differentially expressed genes (DEGs) in the three different molecular subtypes by comparing C1 vs. other, C2 vs. other, and C3 vs. other. Finally, a total of 517 DEGs were discovered in C1, including 272 up-regulated genes and 245 down-regulated genes. A total of 24 DEGs were identified in C2, including eight up-regulated genes and 15 down-regulated genes. Four hundred twenty-four DEGs in total were discovered in C3, among which 260 genes were up-regulated, and 164 were down-regulated. We used the same approach to measure DEGs in different molecular subtypes in the CGGA cohort. The differential genes obtained from the two independent data sets were intersected. Further, we selected genes that differed in both data sets for functional enrichment analysis, where there were 332 co-expressed genes in C1, 317 co-expressed genes in C3 subtypes, and only ten co-expressed genes in C2 subtypes. Moreover, functional enrichment analysis of DEGs was done separately, and the enrichment outcomes of GO and KEGG pathways of genes co-expressed in C1 showed that Cell adhesion molecules, Phagosome, and Focal adhesion pathways were considerably enriched in C1. The enrichment of GO and KEGG pathways of DEGs in C3 showed that most of the pathways were not as significantly activated as in C1, which may be a key factor for the different prognostic outcomes of the two subtypes in C1 and C3 (Figures 7A, B). A PPI network was created to assess the interactions between these DEGs clearly. In this network, we used the MCODE plug-in for network module discovery and identified a total of two essential modules, and these proteins may be the key gene clusters affecting glutamine metabolism (Figures 7C–F).
[image: Figure 7]FIGURE 7 | Construction of protein interaction network and key module mining (A) Results of GO and KEGG functional enrichment analysis of DEGs in C1 subtype; (B) Results of GO and KEGG functional enrichment analysis of DEGs in C3 subtype; (C) PPI network of differentially up-regulated genes in C1 subtype; (D) MCODE in PPI network of differentially up-regulated genes in C3 subtype key clusters identified by the plug-in; (E) PPI network of differentially down-regulated genes in C1 subtype; (F) Key clusters identified by the MCODE plug-in in PPI network of differentially down-regulated genes in C3 subtype.
Identification of key genes for glutamine metabolism phenotype
In the previous analysis, we obtained 494 DEGs after removing the duplicate genes, and next, a univariate Cox regression analysis was done to assess the DEGs; as a result, a total of 343 DEGs with high prognostic impact were identified (p < 0.001), including 176 Risk and 167 Protective genes (Figure 8A). Furthermore, lasso regression was utilized for further compressing these 343 DEGs to lower the genes present in the risk model. In this study, we first analyzed the independent trajectory variables individually, which highlighted that with the gradual increase in lambda, the number of independent variable coefficients tending to zero also increases gradually (Figure 8B). 10-fold cross-validation was utilized for making the model, and we analyzed the confidence intervals for each lambda, which revealed that the model was optimal at lambda = 0.058, for which we chose nine genes at lambda = 0.058 as the target genes for the subsequent step (Figure 8C). Further, based on the nine genes in the lasso analysis results, we finally identified five genes as glutamate metabolism-related genes affecting prognosis: WEE1, SFRP2, FXYD6, EMP3, and CRTAC1 (Figure 8D). The glutamate metabolism-related risk model was defined as: Risk Score = 0.626*WEE1 + 0.133*EMP3 - 0.322*CRTAC1 - 0.121*SFRP2 -0.225*FXYD6.
[image: Figure 8]FIGURE 8 | Lasso screening of key genes to construct prognostic models. (A) A total of 343 promising candidates were identified among the DEGs. (B) Trajectory of each independent variable changing along with lambda. (C) Confidence interval under lambda. (D). Distribution of LASSO coefficients of the glutamine metabolism-related prognostic gene signature: Distribution of LASSO coefficients of the glutamine metabolism-related prognostic gene signature.
Clinical prognostic modeling and validation
We measured the individual risk scores (RiskScore) for samples, and the z-score transformation was performed according to the formula defined in our risk model. The RiskScore distribution of individuals in the TCGA training set suggested that samples having enhanced RiskScore demonstrated a worse prognosis (Figure 9A). Furthermore, we performed a ROC analysis for sorting the samples based on their RiskScore corresponding to their prognosis by means of the R software package time OC. The division of prognostic prediction efficiency was assessed at one, three, and 5 years, from which we can see that the AUC of the model is greater than 0.9, highlighting the model’s favorable reliability (Figure 9B). Finally, we classified those with RiskScore more than 0 as high-risk and those less than or equal to 0 as low-risk, in which 165 samples were sorted into a high-risk group and 341 samples into a low-risk group. Subsequently, we plotted Kaplan-Meier (KM) curves that highlighted a highly substantial variation between the prognosis of high and low RiskScore groups (Figure 9C). To confirm the robustness of the prediction of the clinical prognostic model for glutamine metabolism-related gene signatures, we performed validation in the CGGA LGG cohort, where we calculated the RiskScore of patients using the risk model of the CGGA dataset and also plotted ROC curves and survival curves, the results highlighted that the validation cohort gave us similar results as in the training set (Figures 9D–F).
[image: Figure 9]FIGURE 9 | Calculation of RiskScore and determination of its robustness in two independent datasets. (A) RiskScore in TCGA dataset, survival time vs. survival status, and expression of the glutamine metabolism-related prognostic genes. (B) ROC curve of RiskScore classification in TCGA dataset. (C) KM survival curves of two risk groups in TCGA dataset. (D) RiskScore in CCGA dataset, survival time vs. survival status, and expression of the glutamine metabolism-related prognostic genes. (E) ROC curve of RiskScore classification in CCGA dataset. (F) KM survival curves of two risk groups in CGGA dataset.
Performance of RiskScore on different clinicopathological features as well as different molecular subtypes
To assess the correlation of RiskScore with the clinical properties of LGGs, we analyzed the variations in the RiskScore scores in different TNM grades and stage clinical grades in the TCGA dataset. The outcomes highlighted that the RiskScore score enhanced with the increase in clinical grade. Therefore, samples with increased clinical grades had increased RiskScore scores. Patients aged above 40 possessed worse prognostic outcomes. IDH wild-type and MGMT hypermethylation also demonstrated their riskiness (Figure 10A). Moreover, we compared the differences in RiskScore across molecular subtypes and found that C1 had the worst prognostic outcome while also having the highest RiskScore, and the Sankey diagram also demonstrated a higher proportion of patients with RiskScore-High in C1 (Figure 10B). We also replicated the results in the CGGA dataset (Figures 10C, D).
[image: Figure 10]FIGURE 10 | Distribution characteristics of RiskScore subgroups across clinical variables (A) Differences between RiskScore between different clinicopathology subgroups in the TCGA-LGG cohort. (B) Variations in RiskScore among different molecular subtypes and variations between molecular and RiskScore subgroups in the TCGA-LUAD cohort. (C) Differences between RiskScore between different clinicopathological subgroups in the CGGA cohort. (D) Differences between RiskScore between different molecular subtypes and differences between molecular subtypes and RiskScore subgroups in the CGGA cohort.
Immune infiltration/pathway characteristics between RiskScore subgroups
To highlight the variations in the immune microenvironment of individuals in the RiskScore subgroups, the relative abundance of 22 immune cell types was compared in the high and low RiskScore subgroups by expression profiling in the TCGA dataset, and it could be observed that some of the immune cells were substantially varied in the high and low RiskScore subgroups (Figure 11A). Additionally, we assessed the link of RiskScore with 22 immune cell components and could see that RiskScore showed a positive correlation with most immune cells, such as M2 phase macrophages (Figure 11B). In addition, ESTIMATE was employed to analyze immune cell infiltration, and it was observed that ImmuneScore was remarkably increased in the RiskScore-High group in comparison with the RiskScore-Low group, with higher immune cell infiltration (Figure 11C). These results are identical to those of C1, which has higher immune infiltration and a worse prognostic outcome than other subtypes. Furthermore, the pathways for the variations between RiskScore-high and RiskScore-low groups were compared, and it was observed that RiskScore-high was significantly enriched in some cancer-related pathways such as HALLMARK_ GLYCOLYSIS, HALLMARK_PI3K_AKT_MTOR_SIGNALING, HALLMARK_EPITHELIAL_MESENCHYMAL_TRANSITION, etc. (Figure 11D).
[image: Figure 11]FIGURE 11 | Different immune cells with different infiltration levels in the RiskScore grouping. (A) Proportion of immune cell components in the TCGA cohort. (B) Correlation analysis between 22 immune cell components and RiskScore in the TCGA cohort. (C) Proportion of immune cell components calculated by ESTIMATE software in the TCGA cohort. (D) Top10 pathways with the most major variations between RiskScore-High and RiskScore-Low. (E) Results of correlation analysis between KEGG pathways with RiskScore correlations greater than 0.5 and RiskScore.
Therefore, the correlation between the enrichment scores of these pathways and the RiskScore was measured, and the pathways with a correlation greater than 0.5 were chosen, as illustrated in Figure 11E, from which it can be seen that the RiskScore showed a positive correlation with cancer-related pathways such as HALLMARK_HYPOXIA, HALLMARK_GLYCOLYSIS, HALLMARK_ EPITHELIAL_MESENCHYMAL_TRANSITION, etc. (Figure 11E).
Differences in reaction to immunotherapy/chemotherapy among RiskScore subgroups
A series of immune signature scores were employed to assess the immunotherapy response in the RiskScore subgroups. The T-cell-inflamed GEP score was considerably enhanced in the RiskScore-High group (Figure 12A). The IFN-γ response was elevated considerably in the RiskScore-High subgroup (Figure 12B). In addition, we found that CYT scores, which are used to reflect cytotoxic effects, were substantially increased in the RiskScore-High group than in other subtypes (Figure 12C). Considering that ICB cancer immunotherapy works by inhibiting key immune checkpoints, we assessed certain representative molecules and discovered that PD-1, PD-L1, and CTLA4 were significantly more increasingly expressed in the high RiskScore group (Figure 12D). The response of various molecular subtypes was assessed in the TCGA dataset to the traditional chemotherapeutic agents, Temozolomide, Bleomycin, Cisplatin, Cyclopamine, A-443654, AZD6482, GDC0941, and Bleomycin and found that overall RiskScore-High was more sensitive to A-443654 and Bleomycin (Figure 12E).
[image: Figure 12]FIGURE 12 | Immune characteristic scores reflect the effect of immunotherapy in different RiskScore subgroups. (A) Differences in T cell inflamed GEP scores between different molecular subtypes. (B) Variations in response to IFN-γ between different molecular subtypes. (C) Variations in cytolytic activity between different molecular subtypes. (D) Differences in expression of immune checkpoint genes in various molecular subtypes. (E) The box plots of the estimated IC50 for Temozolomide, Bleomycin, Cisplatin, Cyclopamine, A- 443654, AZD6482, and GDC0941 in TCGA-LGG.
RiskScore combined with clinicopathological properties for further improvement of prognostic models and survival prediction
In this research, a decision tree was built according to the patient’s age, gender, TNM Stage pathology information, and RiskScore in the TCGA dataset, which showed that only RiskType, Age, and IDH Mutation were a part of the decision tree identifying four distinct risk subgroups; and RiskType was the most powerful parameter among them (Figure 13A). There was a significant difference in overall survival among the four risk subgroups (Figure 13B). Among the risk subgroups, including Mediate, High, and Highest, all patients were shown to be RiskScore-High. Moreover, variations in the distribution of our defined molecular subtypes were found in the various risk subgroups, with the Highest risk subgroup being more occupied by our defined molecular subtype C1 subtype (Figures 13C, D). Univariate and multivariate Cox regression analysis of RiskScore and clinicopathological properties revealed RiskScore as the most significant prognostic factor. The HRs of 3.56 and 3.72 in the two datasets were significantly greater than 1, respectively, predicting that RiskScore is a risk factor for individuals with LGG (Figures 13E, F). For risk assessment quantification and survival probability of individuals with LGG, RiskScores and other clinicopathological features were taken collectively to create a column line plot, and the model outcomes highlighted that RiskScore had the most significant impact on survival prediction (Figure 13G). We further analyzed the model’s prediction accuracy using the calibration curve and observed that the prediction calibration curves at the three calibration points of 1, 3, and 5 years nearly overlapped with the standard curve, which suggested that the column line plot had favorable predictive performance (Figure 13H). The model’s reliability was also assessed using DCA, and the outcomes highlighted that both RiskScore and Nomogram benefits were significantly higher than the extreme curves, and both nomogram and RiskScore showed the strongest survival prediction ability compared to other clinicopathological features (Figure 13I). In addition, our risk model also showed higher C-index compared with other models in the previous studies (He et al., 2020; Tang et al., 2020; Wu et al., 2021) (Figure 13J).
[image: Figure 13]FIGURE 13 | Determining optimal prognostic factors and determining their reliability by decision tree (A) Individuals with full-scale annotations including RiskScore, age, gender, and TNM stage were employed to develop a survival decision tree for optimizing risk stratification. (B) Major variations of overall survival were observed among the four risk subgroups. (C,D) Comparative analysis among different subgroups. (E,F) Univariate and multivariate Cox analysis of RiskScore and clinicopathological properties. (G) Columnar line plot model. (H) Calibration curves for 1, 3, and 5 years for columnar line plots. (I) Decision curves for columnar line plots. (J) C-index of our risk model and other previously reported risk models.
DISCUSSION
In this research, we explored the prognostic significance of glutamine metabolism genes in LGG using univariate COX regression in two independent datasets and furthermore selected genes that were significant in both datasets, with glutamate--cysteine ligase regulatory subunit (GCLM) having the highest risk ratio and glutamate dehydrogenase 1 (GLUD1) having the lowest risk ratio. Although in LGG, these two genes have not been reported frequently, other studies have reported them coding for enzyme classes associated with glutamine metabolism. GCLM is the first rate-limiting enzyme of glutathione synthesis with an amino-cysteine ligase activity (Diaz-Hernandez et al., 2005). GLUD1 acts as glutamate dehydrogenase, catalyzing the oxidative deamination of glutamate to α-ketoglutarate and ammonia (Fang et al., 2002). For the 17 prognostically significant glutamine metabolism genes, the data set was divided into three subtypes, of which the C1 subtype had the worst prognosis and the lowest glutamine metabolism enrichment score. Among the different clinical variables, the predominance of C1 patients was older than 40, indicating that increasing age is also a risk factor for patient prognosis. In contrast, among the gender variables, there was no difference between the three subtypes, suggesting that gender does not affect the prognosis of LGG patients. Patients with MGMT hypermethylation were more predominant in the C1 subtype, and in combination with previous work, we know that MGMT methylation levels are significantly associated with patient prognosis. The IDH mutation patient group had a prolonged overall survival (OS) of 9.4 years and the OS being 5.7 years for patients receiving radiotherapy alone, while in the wild-type IDH patient group, the median survival of patients on the radiotherapy alone regimen was 1.8 years (Cairncross et al., 2014); this is in line with our best prognosis for the C3 subtype. Moreover, in C1, LGG patients had a higher frequency of mutations, with significantly higher scores for TMB, Aneuploidy Score, and Homologous Recombination Defects than for other subtypes. In C1, quite a few pathways are linked with cell cycle and metastatic invasions, such as E2F_TARGETS, G2M_CHECKPOINT, MYC_TARGETS_V1, and EPITHELIAL_MESENCHYMAL_TRANSITION. This indicates that in C1, the patients are more malignant and more prone to invasion. These indicate a possible association of glutamine with these differentially activated pathways. It is known from previous reports in the literature that inhibition of ASCT2 in prostate cancer is accompanied by decreased glutamine uptake, which significantly inhibits tumor growth and metastasis in vivo through the cell cycle progression of E2F transcription factors (Wang et al., 2015). The literature reports that cell-intrinsic programs can drive preferential access to glucose and glutamine for immune and cancer cells, respectively, providing substantial energy for the tumor microenvironment and cancer cell proliferation development (Reinfeld et al., 2021).
To explore the tumor microenvironment of C1, we assessed the infiltration level of different immune cells in different subtypes; both ImmuneScores and matrix scores were found to be significantly elevated in C1, most notably in M2 stage macrophages, indicating that these particular immune cells are prominently involved in promoting the progression of LGG progression. Immune checkpoints such as PD-1 and PD-L1 were significantly highly expressed in C1 subtypes, while T-cell-inflamed GEP score and response to IFN-γ response were significantly elevated in C1 subtype, suggesting that ICB-based cancer immunotherapy regimens may be effective in LGG patients. In addition, we found that C1 was more sensitive to Temozolomide, Cisplatin, A-443654, and Bleomycin, but not to several other conventional drugs, suggesting that physicians could improve their regimens when using conventional drugs for LGG.
Following differential analysis of different subtypes and functional enrichment analysis of common differential genes, we found that most of the pathway activation, such as Cell adhesion molecules and Focal adhesion, were not as significant as C1, which may be one of the key factors for the different prognostic outcomes of the two subtypes C1 and C3. Based on the protein interaction data, two gene expression patterns with different prognostic outcomes could be seen. We constructed the prognostic model and then determined its robustness and reliability by ROC and calculated the RiskScore for each patient. By examining the distribution of RiskScore among different clinical variables, it can be found that RiskScore is strongly associated with age, Grade, IDH mutation status, and MGMT methylation level. Most of the immune cell infiltration degrees and cancer-related pathways also have a significant correlation with RiskScore. Moreover, patients in the RiskScore-High group were more responsive to two traditional drugs, A-443654 and Bleomycin.
Finally, we determined the most significant prognostic factors by constructing a decision tree, which showed that patients with RiskType of HIGH, age over 40, and no mutation in IDH had the worst prognosis. Afterward, we found that RiskScore had the greatest effect on survival prediction by column line plot and plotted the calibration curve and DCA to ensure the reliability and accuracy of the model.
CONCLUSION
Initially, we used glutamine metabolism-related genes to identify stable molecular subtes by consistent clustering, and these three molecular subtypes have different prognostic, pathological, pathway, and immunological characteristics. Afterward, we screened a total of five key genes related to glutamine metabolism phenotype by DEGs between molecular subtypes and lasso, then we constructed a clinical prognostic model based on the key genes associated with glutamine metabolism phenotypes which was robust and independent of clinicopathological features and showed stable predictive efficacy in independent datasets.
Finally, we combined RiskScore with clinicopathological features using a decision tree model to improve the prognostic model and survival prediction ability.
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A Wnt-related gene expression signature to improve the prediction of prognosis and tumor microenvironment in gastric cancer
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Background: Most gastric cancer (GC) patients were diagnosed in the advanced stages without obvious symptoms, which resulted in the increased risk of death. Although the combination therapies have showed survival benefit of patients, there is still urgent need to explore the underlying mechanisms of GC development and potential novel targets for clinical applications. Numerous studies have reported the upregulation of Wnt signaling pathway in human GC, which play important role during GC development and progression. However, the current understanding of Wnt signaling pathway is still limited due to its complexity and contradictory effect on different stages of GC tumor microenvironment.
Method: We used The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) dataset to screen Wnt signaling pathway-associated genes by ssGSEA and correlation analysis. Three molecular subtypes were constructed based on a consistent clustering analysis. The key Wnt-related genes were screened through univariate cox analysis, lasso, and stepwise regression. In addition, the Gene Set Enrichment Analysis (GSEA) were performed to explore potential molecular pathways regulated by the Wnt-related gene signatures. ESTIMATE was utilized for evaluating the immune cell populations in GC tumor microenvironment.
Results: Three molecular subtypes associated to Wnt were identified, and 7 key Wnt-related genes were screened to establish a predictive RiskScore model. These three molecular subtypes showed significant prognostic differences and distinct functional signaling pathways. We also found the downregulated immune checkpoint expression in the clust1 with good prognosis. The RiskScore model was successfully validated in GSE26942 dataset. Nomogram based on RiskScore and Gender had better prognostic predictive ability.
Conclusion: In summary, our study showed that the Wnt-related genes could be used to predict prognosis of GC patients. The risk model we established showed high accuracy and survival prediction capability.
Keywords: Wnt signaling pathway, mutation, tumor microenvironment, prognosis, gastric cancer
INTRODUCTION
Gastric cancer (GC) is the major cause of cancer-related mortality worldwide (Takechi et al., 2020), which is induced by genetic predisposition and environmental factors (González et al., 2002). According to the previous reports, the main risk factor for most GC patients is Helicobacter pylori infection (Conteduca et al., 2013). Other factors such as Epstein-Barr virus infection, geographical location, smoking, and abnormal diet were also reported to be associated with GC development and progression (Shokal and Sharma, 2012; Correale and Gaitan, 2015; Spence et al., 2017). Early diagnostic rate of GC has been improved by the use of gastroscopy (Eusebi et al., 2020). In the early stage of GC, gastrectomy is the prioritized strategy for the radical cure of patients. However, most patients with GC progressing to advanced stages without obvious symptoms, which results in the increased risk of death. Although the combination treatments have showed survival benefit of patients, it is still urgent to explore the underlying mechanisms of GC development and potential novel targets for clinical applications.
The Wnt signaling pathway functions most commonly in biological processes including embryonic development and self-renewal of tissues (Yang et al., 2016; Gavert and Ben-Ze’ev, 2007). Specifically, it is a complex signaling pathway related to multiple downstream channels activated upon the binding of Wnt ligands to its membrane receptor (Komiya and Habas, 2008). Abundant preclinical and clinical studies have demonstrated that the Wnt signaling pathway could progress the malignant transformation, tumor progression, and resistance to conventional cancer treatments (Sullivan et al., 2010; Anastas and Moon, 2013; Galluzzi et al., 2019). Growing evidence indicates that aberrant Wnt signaling may also induce immunosuppressive signals in the tumor microenvironment, thereby promoting resistance to various anti-cancer therapies including immune checkpoint blockade therapy (Galluzzi et al., 2019; Zhou et al., 2022). Numerous studies have reported the upregulation of Wnt signaling pathway in human GC due to the oncogenetic mutation or overexpression of Wnt ligand and its receptors, which linked alterations of Wnt signaling to GC development and progression (Yang et al., 2018; Nie et al., 2022). Although great progress has been made in exploring the mechanism of this pathway for the treatment and prediction of GC, the current understanding of Wnt signaling pathway is still limited due to its complexity and contradictory effect on different stages of GC tumor microenvironment.
Herein, in this study, we collected GC patient samples from The Cancer Genome Atlas (TCGA) dataset and screened Wnt signaling pathway-associated genes by single sample gene set enrichment analysis (ssGSEA) and correlation analysis. Three gene-related molecular subtypes were constructed to explore their functions in GC tumor immune microenvironment by analyzing different immune cell scores. The 7 key Wnt-related genes were screened through univariate cox analysis, lasso, and stepwise regression. Then, we established a stable predictive RiskScore model for clinical outcome. The model was further improved by the decision tree model, which showed high prediction accuracy and survival prediction capability.
MATERIALS AND METHODS
Data collection and sources
The mutation data, copy number variation data, and RNA-seq data for GC patients were downloaded through the TCGA GDC API. We then removed the samples without survival time and survival status. The expression profile data and survival data of the GSE26942 dataset were downloaded from NCBI’s Gene Expression Omnibus (GEO) official website (https://www.ncbi.nlm.nih.gov/geo/).
The KEGG_WNT_SIGNALING_PATHWAY data was downloaded from the Molecular Signatures Database (https://www.gsea-msigdb.org/gsea/index.jsp) to obtain gene information of the related pathways.
RNA-seq data preprocessing
For the TCGA RNA-seq data, we first removed samples without clinical follow-up information such as the loss of survival time and status. After screening, a total of 333 primary tumor samples were included. Then, the ensemble was converted to gene symbol and the average expression was taken when multiple probes correspond to a gene name We then took base 2 logarithm of the expression file of fragments per kilobase of transcript per million fragments mapped (FPKM) for further analysis.
For the GEO data, we removed normal tissue samples and the samples without clinical follow-up information and ensured that the survival time of all samples is greater than 0. 93 tumor tissues and 25,127 genes were finally obtained. Then, the probes were converted into gene symbols through the platform annotation file. We also removed the mean of multiple gene names corresponding to one probe. The average expression was taken when multiple probes correspond to a gene name.
Construction of molecular subtypes of related genes
Consensus clustering was used to construct a consistency matrix and cluster the samples (Wilkerson and Hayes, 2010). Using the expression data of Wnt-related genes, the molecular subtypes of the samples were obtained. The “pam” algorithm and “pearson” were utilized as the metric distance and we performed 500 bootstraps. Each bootstrap process included 80% of the training set patients. The number of clusters was set from 2 to 10, and the optimal classification was determined by calculating the cumulative distribution function (CDF) to obtain the molecular subtypes of the sample.
Risk model
We first identified the genes associated with differences among the subtypes and selected differentially expressed genes with significant prognosis (|LogFC|>1; FDR<0.05). Further, the number of genes was reduced by lasso regression to obtain phenotype-related prognostic genes. We then calculated the risk score for each patient using the following formula: RiskScore = Σβi×Expi, where Expi refers to the gene expression level of the phenotypic prognosis-related genes, and β is the lasso Cox regression coefficient of the corresponding gene. After zscore for risk score, and according to the threshold “0,” the patients were divided into RiskScore high and low risk groups. Kaplan-Meier method was utilized for prognostic analysis and the log-rank test was used to evaluate the significant difference.
Gene set enrichment analysis
We performed GSEA to investigate signaling pathways regulated by the different molecular subtypes by using all candidate gene sets in the HALLMARK database (Liberzon et al., 2015). The Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis on the 2,443 genes were performed by the WebGestaltR package (Liao et al., 2019; Wang et al., 2021a). The p values smaller than 0.05 was determined as statistically significant. The correlation coefficients were also calculated by R package.
Calculation of immune cell abundance in tumor microenvironment
The characteristic genes of 28 immune cells were obtained from the previous study (Charoentong et al., 2017) and the scores of these immune cells were calculated by using the ssGSEA algorithm (Finotello and Trajanoski, 2018). At the same time, we also used the ESTIMATE software to calculate the proportion of immune cells between low- and high-risk groups (Luo et al., 2020; Fan et al., 2021).
Decision tree
Recursive partitioning analysis was performed to construct a survival decision tree for risk stratification with R package “rpart”.
RESULTS
Screening of genes related to Wnt signaling pathway in GC
We first calculated the correlation score of Wnt signaling pathway from each patient based on the 151 relevant genes. Here, we screened a total of 2,443 genes that were associated with the Wnt correlation score (cor>0.4 and p < 0.001). Next, GO and KEGG enrichment analysis were performed on the 2,443 genes. For GO functional annotations, 960 of which were annotated with significant differences in biological process (BP) (Supplementary Figure S1A). There are 169 genes annotated with significant differences in cellular component (CC) and 116 genes were annotated with significant differences in molecular function (MF) (Supplementary Figures S1B, C). Additionally, 73 genes were observed with significant differences in KEGG enrichment analysis (Supplementary Figure S1D). Among these genes, the top signaling pathways were most related to the extracellular structure, extracellular matrix (ECM), and ECM-receptor interaction.
Construction of molecular subtypes based on genes correlated with Wnt score
We then performed univariate cox analysis on the 2,443 genes correlated with the Wnt score and found that a total of 41 genes were highly related to prognosis, of which 0 genes were protective genes (Protect, HR < 1), and 41 were risk genes (Risk, HR > 1). We aggregated the positively correlated genes by consensus class on TCGA data and determined the optimal number of clusters and observed the CDF Delta area curve. As shown in Figures 1A,B, when cluster was selected as 3, it showed a relatively stable clustering result. Finally, we chose k = 3 to obtain three molecular subtypes (Figure 1C). Further prognosis analysis of these three molecular subtypes showed significant prognostic differences (Figure 1D). Compared to clust2 and clust3, clust1 showed the best survival benefit. In addition, we performed molecular typing on the GSE26942 data by using the same method and the significant differences in the prognosis of different molecular types were observed (Figure 1E), which was consistent with the TCGA dataset.
[image: Figure 1]FIGURE 1 | Construction of molecular subtypes based on genes positively correlated with Wnt score. (A) CDF curve of TCGA cohort sample; (B) CDF Delta area curve of TCGA cohort sample. The horizontal axis represents the category number k and the vertical axis represents the relative change in area under CDF curve; (C) Sample clustering heat map when consensus k = 3; (D) KM curve of the relationship between the prognosis of three subtypes in the TCGA cohort; (E) KM curves for the prognosis of the three subtypes in the GSE26942 cohort.
We further analyzed the differences in clinicopathological characteristics among different molecular subtypes in the TCGA cohort and compared their distribution of different clinical characteristics. As shown in Supplementary Figure S2 the significant differences were found in T stage, Stage, and patient survival status among the three subtypes. We also explored differences in genomic alterations among different molecular subtypes. The mutation characteristics of the top 20 genes in each subtype were shown in Figure 2A. We compared the distribution of Homologous Recombination Defects, Fraction Altered, Number of Segments, and tumor mutation burden between subtypes. Compared to clust2 and clust3, clust1 showed significant increase of Fraction Altered, Number of Segments, and tumor mutation burden (Figure 2B).
[image: Figure 2]FIGURE 2 | Genomic alterations in molecular subtypes of the TCGA cohort. (A) Somatic mutation analysis of different molecular subtypes in the TCGA cohort (Fisher’s exact test); (B) Comparison of Homologous Recombination Defects, Fraction Altered, Number of Segments and Tumor mutation burden among different molecular subtypes in the TCGA cohort.
Pathway analysis and immune characterization of molecular subtypes
To investigate pathways of different biological processes among these three subtypes, we performed the GSEA enrichment analysis. As shown in Figure 3A, clust1 had 20 inhibited pathways in the TCGA cohort, while 17 inhibited pathways were found in the GSE26942 cohort. For clust2, no inhibited pathways were observed in the TCGA cohort, and 5 pathways were inhibited in the GSE26942 cohort. Compared with no_clust3, 1 pathway was inhibited in clust3 in the TCGA cohort, and 16 pathways were inhibited in the GSE26942 cohort. To further elucidate differences in the tumor immune microenvironment of GC patients between different molecular subtypes, we assessed the extent of immune cell infiltration in TCGA cohort by using the expression levels of genes in immune cells. As shown in Figure 3B, we found significant differences in some immune cells such as CD4 T, CD8 T, natural killer (NK) cells, macrophages and MDSCs among these three subtypes. The immune score was also evaluated by the ESTIMATE method (Figure 3C). However, the immune score of clust1 with good prognosis was lower than that of the clust2 and clust3 subtypes, which might be induced by other immunosuppressive factors such as ECM that could form the second physical barrier and attenuate the penetration of immune cells inside the tumor tissue.
[image: Figure 3]FIGURE 3 | Pathway analysis and immune characterization of molecular subtypes. (A) A heatmap demonstrating normalized enrichment scores (NESs) of Hallmark pathways calculated by comparing clust1 with clust2 (with a false discovery rate (FDR) < 0.05); (B) Comparison of 28 immune cell scores between different subtypes; (C) Comparison of immune scores in different subtypes; (D) Comparison of immune checkpoint genes between different subtypes. Kruskal. Test, *p < 0.05; **p < 0.01; ***p < 0.001; and ****p < 0.0001.
We therefore examined the expression of immune checkpoint genes in the three subtypes. Compared to clust2 and clust3, we found that most of the immune checkpoint genes were sharply downregulated in clust1 (Figure 3D), indicating that immune checkpoint inhibition mainly contributed to good prognosis of clust1. Our findings indicated that the prognosis of GC patients among the tree Wnt-related molecular subtypes was highly associated with tumor immune microenvironment and their related signaling pathways.
Identification of key genes and construction of Wnt-related risk model
In the previous analysis, we identified three distinct molecular subtypes through the Wnt signaling pathway score-related genes, and found differences between the subtypes through clinical phenotype, mutation, immune signature, and pathway analysis. Then, we performed differential analysis on clust1 vs. no_clust1 subtypes, clust2 vs. no_clust2, clust3 vs. no_clust3 subtypes to screen differential genes. In clust1 vs. no_clust1, we screened 379 up-regulated genes and 603 downregulated genes, while 441 upregulated genes and 10 downregulated genes in clust2 vs. no_clust2. There were 84 genes with upregulated expression and 8 genes with downregulated expression in clust3 vs. no_clust3. The volcano plots of difference analysis were shown in Figures 4A–C. We finally screened a total of 773 differential genes for further analysis. Next, we performed univariate cox analysis on the 773 differential genes and screened 259 genes related to prognosis. As shown in Figure 4D, there were 258 risk genes and 1 protective gene. To reduce the number of genes, these 259 genes were further compressed by using lasso regression for the risk model construction. The change trajectory of each independent variable was analyzed as shown in Figure 4E, from which with the gradual increase of lambda, the coefficient of the independent variable tends to 0. The penalty parameter was established through 10-fold cross validation to build the model and analyze the confidence interval under each lambda (Figure 4F). The model tended to be optimal when lambda was 0.0368. We therefore selected 12 genes as the target genes and used stepwise multivariate regression analysis. As shown in Figure 4G, 7 genes including CHRD, BHLHE41, GRP, GPC3, PAX5, S100A2, and DKK1 were identified as correlated genes affecting prognosis. The formula was as follows:
[image: image]
[image: Figure 4]FIGURE 4 | Differential analysis among three subtypes for the identification of key genes. (A) Volcano plot of differential analysis of clust1 vs. no_clust1 in TCGA cohort; (B) Volcano plot of differential analysis of clust2 vs. no_clust2 in TCGA cohort; (C) Volcano plot of differential analysis of clust3 vs. no_clust3 in TCGA cohort; (D) A total of 774 promising candidates were identified among the DEGs; (E) Trajectory of each independent variable with lambda; (F) Confidence interval under lambda; (G) Multivariate cox analysis, coefficients of prognostic-related genes.
We then used the TCGA data as the training data set and calculated the RiskScore of each sample through the 7 gene expression levels. The receiver operation characteristic (ROC) curve analysis of the prognostic classification on the RiskScore were performed and analyzed. As shown in Figure 5A, the prognostic prediction classification efficiency was analyzed in 1, 2, and 3 years, respectively, of which the area under the time-dependent ROC curves (AUC) reached 0.7 in 1–3 years, indicating the predictive ability of this model.
[image: Figure 5]FIGURE 5 | Risk model construction. (A) ROC curve and KM curve of risk model constructed by 7 genes in TCGA dataset; (B) ROC curve and KM curve of risk model constructed by 7 genes in GSE26942 dataset.
Furthermore, zscore was also performed on the RiskScore and the samples were divided into high-risk group when the Riskscore greater than zero and those with less than zero as low-risk group. High-risk group showed poor survival benefit compared to low-risk group (Figure 5A). To better verify the robustness of the model, we used the GSE26942 dataset for validation and the risk model established was applied to perform prognostic classification on RiskScore. Similar results were obtained compared with that under TCGA dataset, indicating excellent predictive capability of this model (Figure 5B).
To examine the relationship between the RiskScore and tumor clinical characteristics, we analyzed the differences in RiskScore between different clinical phenotypes in the TCGA dataset. The results showed that the risk score increased with deepening of the clinical grade (Figure 6A). We also compared the differences in clinicopathological characteristics between the RiskScore groups in the TCGA cohort and found similar results (Figure 6B), indicating the good performance of the model to predict the clinical stage of GC progression.
[image: Figure 6]FIGURE 6 | The relationship between the RiskScore and tumor clinical characteristics. (A) Differences in RiskScore of different phenotypes in the TCGA cohort (Wilcox. Test, *p < 0.05; **p < 0.01; ***p < 0.001; and ****p < 0.0001); (B) Comparison of clinical phenotypes between RiskScore groups in the TCGA cohort.
Mutation characteristics of high- and low-risk groups
We further explored differences in genomic alterations between high- and low-risk groups in the TCGA cohort. We screened out 9,922 genes and used the fisher test to screen for significant high-frequency mutations in each subtype. Finally, 1892 genes were obtained and the mutation characteristics of the top 20 genes in each subtype were shown in Supplementary Figure S3. In addition, we compared the distribution of Homologous Recombination Defects, Fraction Altered, Number of Segments, and tumor mutation burden between subtypes. Compared to low-risk group, the Homologous Recombination Defects increased, while tumor mutation burden sharply decreased in the high-risk group (Supplementary Figure S3B), which was consistent with the observations in the clust1 with best prognosis. These results indicated that the risk model we established could predict the clinical outcome according to the mutation burden in GC patients.
Pathway characteristics between two risk groups
To observe the relationship between the RiskScore of different samples and their biological functions, gene expression profiles corresponding to the tumor samples were selected in the TCGA cohort and calculated the scores of each sample on different biological functions. The ssGSEA score of each function corresponding to each sample was obtained, and the correlation between these functions and RiskScore was further calculated. As shown in Figure 7A, the function with a correlation greater than 0.3 was selected, from which the RiskScore showed a positive correlation between these pathways and GC samples. We next analyzed the differentially enriched pathways in GC samples. As shown in Figure 7B, 20 pathways were activated, and no inhibited pathways were observed in the TCGA cohort. Additionally, 13 activated pathways and 16 inhibited pathways were found in the GSE26942 cohort. Particularly, the pro-tumor signals including KRAS, TGF-β, and hypoxia pathways showed significant positive relationship with GC progression. These results suggested that RiskScore was related to the biological functions and tumor-enriched signaling pathways. The seven genes in the model might be involved in signaling pathway regulation and the RiskScore had biological support for predicting prognosis.
[image: Figure 7]FIGURE 7 | Pathway characteristics between RiskScore grouping. (A) Correlation analysis between HALLMARK pathways with RiskScore correlations greater than 0.3 and RiskScore; (B) A heatmap demonstrating normalized enrichment scores (NESs) of Hallmark pathways calculated by comparing High with Low (with a false discovery rate (FDR) < 0.05).
RiskScore combined with clinicopathological features to further improve prognostic model and survival prediction
Here, we constructed a decision tree based on patient age, gender, stage, grade, and RiskScore in the TCGA cohort. The results showed that only RiskScore and gender remained in the decision tree, and three distinct risk subgroups were identified (Figure 8A). Among them, gender and RiskScore were the most powerful parameters. There were significant differences in overall survival between the three risk subgroups (Figure 8B). We found RiskScore as the most significant prognostic factor by univariate and multivariate Cox regression analysis of RiskScore and clinical characteristics (Figures 8C,D). To verify the risk assessment and survival benefit of patients, we combined RiskScore and other clinicopathological features to build a nomogram as shown in Figure 8E. From the model results, RiskScore showed the greatest influence on the prediction of survival rate. Further, we evaluated the prediction accuracy of the model by using the calibration curve (Figure 8F). The predicted curves from the calibration points in 1, 2, and 3 years were nearly coincident with the standard curve, suggesting that the nomogram showed a good predictive performance. Moreover, decision curve analysis (DCA) was also used to evaluate the reliability of the risk model (Figure 8G). Both RiskScore and nomogram had significantly higher benefits than extreme curves. Moreover, compared with other clinicopathological features, nomogram and RiskScore showed the strongest survival predictive capability (Figure 8H).
[image: Figure 8]FIGURE 8 | RiskScore combined with clinicopathological features to further improve prognostic model and survival prediction. (A) Patients with full-scale annotations including RiskScore, stage, gender and age were used to build a survival decision tree to optimize risk stratification; (B) Significant differences of overall survival were observed among the three risk subgroup; (C) Univariate cox analysis of RiskScore and clinical characteristics; (D) Multivariate Cox analysis of RiskScore and clinical characteristics; (E) Nomogram model; (F) Calibration curves for 1, 2, and 3 years of nomogram; (G) Nomogram decision curve; (H) Compared with other clinicopathological features, the nomogram exhibited the most powerful capacity for survival prediction.
DISCUSSION
Numerous studies have proved that various factors such as genetic predisposition and environmental factors were associated with GC development (González et al., 2002; Shokal and Sharma, 2012; Conteduca et al., 2013; Correale and Gaitan, 2015; Spence et al., 2017). Although improved diagnosis and prioritized gastrectomy strategy for early stage of GC patients have been achieved during the past decades, most GC patients were diagnosed to advanced stages without obvious symptoms, which induced poor prognosis. The preclinical and clinical studies have demonstrated that the Wnt signaling pathway could progress the GC malignant transformation, progression, and resistance to conventional cancer treatments (Sullivan et al., 2010; Anastas and Moon, 2013; Galluzzi et al., 2019). Growing evidence demonstrated the upregulation of Wnt signaling pathway in human GC (Yang et al., 2018; Nie et al., 2022). Although great progress has been made in exploring the mechanism of the Wnt pathways for the treatment and prediction of GC, the current understanding of this pathway is still limited. The next-generation sequencing data analysis from human patient samples has been demonstrated as a powerful tool to explore the mechanisms of cancer development and progression, which could execute the predictive risk model establishment for clinical outcome. In this study, we used RNA-seq data generated from GC patient samples to screen Wnt signaling pathway-associated genes. Then, we constructed three gene-related molecular subtypes to explore their functions in GC tumor immune microenvironment and established a risk prediction model for clinical applications.
Herein, we screened a total of 2,443 genes that were positively associated with Wnt signaling pathways. Most top Wnt-related genes were found to be responsible for ECM construction and remodeling to induce the tumor immunosuppressive microenvironment, which was consistent with previous reports (Sathe et al., 2020; Liu et al., 2021). We constructed three molecular subtypes and found that compared to clust2 and clust3, clust1 showed the best prognosis. However, the immune score and the levels of some immune cells such as CD4 T, CD8 T, and NK cells in clust1 were lower than those in clust2 and clust3. As reported, the T cell and NK cell infiltration inside the tumor microenvironment will drive the antitumor immunity by inducing the innate and adaptive immune response (Wang et al., 2018; Hu et al., 2019). The low level of immune cell infiltration in clust1 might result from other immunosuppressive factors such as fibroblast and M2-polarized macrophage that could form the second physical barrier and inhibit the penetration of immune cells inside the tumor tissue (Wang et al., 2021b). We also evaluated the expression level of immune checkpoint genes in the three subtypes. Interestingly, compared to clust2 and clust3, most of the immune checkpoint genes were significantly suppressed in clust1. These findings suggested that immune checkpoint inhibition instead of immune cell infiltration contributed to the good prognosis of clust1. Moreover, we found that Fraction Altered, Number of Segments, and tumor mutation burden had significance in three subtypes, which may also be responsible for the prognosis difference of three subtypes.
By screening of gene signatures, we identified seven significant genes including CHRD, BHLHE41, GRP, GPC3, PAX5, S100A2, and DKK1 as correlated genes with GC development. Among these genes, dickkopf-1 (DKK1) was reported as a secretory glycoprotein that can inhibit the activation of Wnt singling pathway, which should be considered as a therapeutic target and further explore its function in antitumor immunity (Liu et al., 2016; Jiang et al., 2021). Some studies have found paired box gene 5 (PAX5) promoter methylation in GC cells and tumor tissues that was significantly associated with the survival of GC patients, which is consistent with our findings of PAX5 and its related Wnt signaling pathway in GC (Otani et al., 2013; Deng et al., 2014). The correlation between these selected genes and GC prognosis might provide potential targets for the GC treatment.
We further established a prognostic risk model for clinical outcome prediction and performed validation studies. Collectively, the model we established has been evaluated that showed high accuracy and survival prediction capability. The findings here provide a potential future research direction in the effect of Wnt signaling pathway on GC development and migration. Additionally, the comprehensive Wnt signaling pathway in the various immune cell types and ECM-related cells in the tumor microenvironment could be further explored for the clinical diagnosis and treatment of GC patients.
CONCLUSION
In this study, we screened Wnt signaling pathway-related genes by ssGSEA and correlation analysis from GC patient samples. Three molecular subtypes related to prognosis were constructed by Wnt-related genes and analyzed their function and immune-related pathways in GC. The 7 key Wnt-related genes were screened through univariate cox analysis, lasso, and stepwise regression. Then, we established the RiskScore clinical prognostic model, which is robust and independent of clinicopathological features, and has stable predictive performance in independent datasets. Finally, the prognostic model and survival prediction were further improved by the decision tree model, which showed high prediction accuracy and survival prediction capability.
CONTRIBUTION TO THE FIELD STATEMENT
Three gene-related molecular subtypes were constructed, and 7 key Wnt-related genes were screened to establish a predictive RiskScore model. These three molecular subtypes showed significant prognostic differences and distinct functional signaling pathways. We also found the downregulated immune checkpoint expression in the clust1 with good prognosis.
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Background: Hepatocellular carcinoma (HCC) is a malignancy with a poor prognosis. This study aimed to distinguish patients with HCC having distinct tumour immune microenvironment (TIME) features and construct an immune-related gene signature (IRGs) to assess prognosis and provide a basis for personalised therapies.
Methods: Transcriptomic data of patients with HCC were downloaded from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) databases. We assessed the immune cell infiltration in each HCC specimen using single sample gene set enrichment analysis (ssGSEA) and classified all patients with HCC into high- and low-immune clusters using a hierarchical clustering algorithm. The ESTIMATE and CIBERSORT computational methods were employed to verify the stability and effectiveness of the immune clusters. Subsequently, the differentially expressed genes (DEGs) of the high- and low-immune clusters and the immune-related genes intersected to obtain the immune-related DEGs. The least absolute shrinkage and selection operator (LASSO) was then employed to screen the optimal genes for the construction of a prognostic predictive signature and to divide patients into high- and low-risk subgroups. The predictive efficacy of the IRGs was further confirmed using Kaplan–Meier survival curves, univariate and multifactorial Cox regression and time-dependent ROC curves in the TCGA and GSE14520 validation cohorts. Furthermore, we developed a nomogram to predict the prognosis. Tumour mutation burden (TMB) was also analysed in the risk groups. Additionally, gene ontology and gene set variation analysis were used for biological function and pathway exploration. Lastly, drug sensitivity analyses were employed to investigate prospective therapeutics in the two risk populations.
Results: Immune cluster analysis based on ssGSEA could well distinguish the TIME characteristics of patients with HCC. The stromal score, immune score and ESTIMATE score were all lower in the low-immune cluster. Meanwhile, most of the immune checkpoint-related genes and HLA family genes were overexpressed in the high-immune cluster, suggesting that this cluster could be a beneficial population for immune checkpoint inhibitors therapy. There were 1,617 DEGs between the two immune clusters, of which 414 genes intersected with immune-associated genes. Furthermore, Cox regression analysis revealed 49 DEGs that were associated with survival. Then, 19 DEGs were screened using the LASSO algorithm for IRGs construction and patients were classified into high- and low-risk groups. Both the constructed signature and nomogram had good prognostic predictive efficacy. The signature-based risk score was an independent prognostic predictor in both the TCGA and GSE14520 cohorts. Additionally, there was no significant difference in TMB between the two risk populations. Lastly, the half-maximal inhibitory concentrations of certain chemotherapeutic and targeted therapeutic agents differed between the two risk groups.
Conclusion: Our study provides a personalized tool for predicting the prognosis and TIME landscape of HCC and a basis for developing personalised treatment regimens.
Keywords: immune-related gene, hepatocellular carcinoma, single sample gene set enrichment analysis, prognosis, immune infiltration
INTRODUCTION
According to the GLOBOCAN 2020 report (Sung et al., 2021), hepatocellular carcinoma (HCC) accounts for 90% of all primary liver cancer and is one of the most common cancers in humans, characterized by insidious onset, poor prognosis and high mortality (Huang et al., 2020; Llovet et al., 2021). Despite advancements in diagnostic and therapeutic approaches for HCC, the prognosis for individuals with HCC remains poor, with an estimated 5-year survival rate of only 18% (Craig et al., 2020). Current systemic treatments, such as tyrosine kinase inhibitors (TKIs) and immune checkpoint inhibitors (ICIs), provide patients with more therapeutic choices; however, the high heterogeneity of HCC limits their efficacy and compromises the precision of prognostic prediction (Liu et al., 2016). Hence, sensitive and reliable indicators are needed to assess individualized differences and prognosis, thereby providing a reliable basis for the development of personalised patient treatment strategies.
With the rapid development of tumour immunology, ICI-based immunological therapies have achieved significant progress in the management of various tumours, providing novel options for the treatment of HCC (Jácome et al., 2021; Mamdani et al., 2022; Teixeira Farinha et al., 2022). The main advantage of immunotherapy is its relatively long-lasting effect; however, ICIs are only 12–20% effective compared to monotherapy (Abd El Aziz et al., 2020). In the CheckMate 459 (Yau et al., 2022) and KEYNOTE-240 (Finn et al., 2020b) clinical trials, ICSs monotherapy failed to meet the pre-defined clinical trial endpoints. In terms of combination therapy, the phase II study of nivolumab plus ipilimumab achieved results. The Investigator-assessed objective response rate (ORR) was 32% (Yau et al., 2020). In the phase III clinical trial (IMbrave150), the median OS was 19.2 months with atezolizumab plus bevacizumab and 13.4 months with sorafenib (Cheng et al., 2022). In addition, the combination of Pembrolizumab with Lenvatinib also showed efficacy in phase I clinical trials. The ORR was 36% and the median OS was 22 months (Finn et al., 2020a). Together, the above studies suggest the potential of immunotherapy in HCC.
The evolution of tumours is closely linked to the tumour immune microenvironment (TIME), which contains a variety of immune cells, stromal cells and cytokines, all of which can interact with tumour cells to form a highly complex system. Increasingly, studies have demonstrated that the regulation of immune system networks in TIME and tumour interactions have a significant impact on tumour prognosis and response to immunotherapy (Pitt et al., 2016; Binnewies et al., 2018; Galon and Bruni, 2019). In addition, TIME is a heterogeneous environment, and the TIME characteristics of individuals are often the result of randomisation across factors. Therefore, the development of novel and effective immune-related predictive biomarkers to analyse the correlation between TIME and HCC can help to determine the prognosis and TIME features of patients with HCC, allowing for the personalised selection of therapeutic strategies for ICIs.
The present study uses single sample gene set enrichment analysis (ssGSEA) and cluster analysis to classify patients with HCC into high- and low-immune clusters, whereas ESTIMATE and CIBERSORT analyses verify the stability and validity of the immune clusters. Furthermore, LASSO regression analysis establishes an immune-related gene signature (IRGs) to further validate the prognostic value of the IRGs in The Cancer Genome Atlas (TCGA) and GSE14520 independent cohorts. Additionally, we construct a nomogram to predict the prognosis of patients with HCC. Furthermore, Tumour mutation burden (TMB) also analyses the high- and low-risk groups. Gene set variation analysis (GSVA) and Gene Ontology (GO) analysis were also used for biological function and pathway exploration in this study. Finally, the IC50 of certain chemotherapeutic and targeted therapeutic agents were also analysed in high- and low-risk populations. Our results will not only help to determine the prognosis of clinical patient with HCC, but also provide a basis for the selection of personalized clinical treatment regimens. However, the conclusions need to be further validated in real-world prospective clinical trials.
MATERIALS AND METHODS
Data sources
The transcriptome expression data, mutation data and relevant clinicopathological parameters of patients with HCC in the TCGA-LIHC cohort were downloaded from the TCGA repository (https://portal.gdc.cancer.gov/). Strawberry Perl was used for transcriptomic and clinical data collation. Transcriptome data and relevant clinicopathological data of the independent validation cohort (GSE14520) were obtained from the Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/). Additionally, immune-related genes were obtained from the ImmPort database (https://www.immport.org/shared/home).
Immune cluster analysis of HCC based on ssGSEA
Gene set enrichment analysis (GSEA) is a computational method that classifies sets of genes with common functions (Subramanian et al., 2005), whereas ssGSEA analyses the absolute enrichment of one gene set per sample within a given data set (Barbie et al., 2009). In the present study, ssGSEA was used to generate the enrichment fraction of 29 immune cells in each sample (Chen et al., 2022). The patients in the TCGA cohort were further classified into low- and high-immune clusters using cluster analysis. In this process R packages ‘GSVA’, ‘limma’, ‘GSEABase’, ‘sparcl’ for cluster analysis, ‘Rtsne’ package for principal component analysis (PCA) and ‘ggplot2’ for the visualisation of the results were used.
Correlation analysis of immune clusters and TIME
ESTIMATE is an expression data-based tumour purity determination algorithm that predicts the level of infiltrating stromal cells and immune cells (Yoshihara et al., 2013). First, the R package ‘ESTIMATE’ was used to calculate the number of stromal and immune cells in the tumour tissue of each HCC case in the TCGA cohort. The total of the immune and stromal scores is the ESTIMATE scores were inversely related to tumour purity. Furthermore, the R package ‘reshape2’ was utilised to reconstruct the data, and the ‘pheatmap’ and ‘ggpubr’ packages were used to draw heat maps and violin maps, respectively, of stromal cells, immune cells and ESTIMATE scores in the high- and low-immune clusters.
CIBERSORT implements a machine-learning algorithm for the high-throughput characterization of different cell types (Newman et al., 2015). The fractions of the 22 tumor-infiltrating immune cells were determined by the R packages “CIBERSORT”, “preprocessCore”, “e1071” and “parallel” and further analyzed for differences in tumour-infiltrating immune cells (TIICs) in the two immune clusters.
Moreover, we further analysed the status of human leukocyte antigen (HLA) and immune checkpoint-related genes in the high- and low-immune typing groups, and the packages ‘ggplot2’ and ‘ggpubr’ were employed to visualize the results.
Identification of differentially expressed immune-related genes in the two immune clusters
The ‘limma’ package identified differentially expressed genes (DEGs) between different immunophenotypes of HCC tumours (fold change (FC) > 1.5, false discovery rate (FDR) < 0.05). The ‘ggplot2’ and ‘pheatmap’ packages were used to generate volcano maps and expression heat maps of DEGs, respectively. The ‘venn’ package was used to map Venn diagrams to identify shared genes between DEGs and immune-related genes.
Additionally, gene ontology (GO) analysis of DEGs was performed using the R package ‘clusterProfiler’, ‘org.Hs.eg.db’ and ‘DOSE’. Furthermore, the ‘ggplot2’, ‘circlize’, ‘RColorBrewer’, ‘ggpubr’ and ‘ComplexHeatmap’ packages were employed to map enrichment outcomes and explore the enrichment of DEGs in cellular components, molecular function and biological processes.
Construction of an IRGs in HCC
The R packages ‘glmnet’, ‘timeROC’, ‘survival’, ‘survminer’ and ‘caret’ were employed to obtain prognosis-related genes and construct IRGs. First, univariate Cox regression analysis screened DEGs associated with survival (p < 0.05) for further analysis. The LASSO algorithm was performed on the univariate prognostic genes to screen the optimal genes to construct the model. Risk scores for all cases were calculated using the following formula: [image: image]. Expression(i) and Coefficient(i) indicate the expression values and regression coefficient for each signature gene, respectively. Patients with HCC in the TCGA training cohort and GEO independent validation cohort were categorised into low- and high-risk groups based on the median risk scores.
Evaluation of the IRGs in HCC
Survival analysis was performed using the ‘survivor’ and ‘survminer’ packages for the high- and low-risk groups. Moreover, risk curves, risk heat maps, survival curves and survival status plots were created for patients in the TCGA and GEO cohorts. Univariate and multivariate Cox regression analyses were used to determine the prognostic potential of the risk score of the signature. Time-dependent receiver operating characteristics (ROC) analyses were performed using the ‘survminer’, ‘survivor’ and ‘timeROC’ packages, which assessed the prognostic predictive value of the developed signatures. Additionally, Kaplan–Meier (KM) curves were used to analyse survival differences between the high- and low-risk subgroups based on different clinical characteristics (age, gender, tumour stage and tumour grade), thereby determining whether the developed IRGs applied to patients with HCC with different clinicopathological parameters. The ‘ComplexHeatmap’ was employed to draw the status heat map for high- and low-risk groups and clinicopathological parameters. The ‘ggpubr’ package was used to draw box plots of risk scores for different clinical subgroups to identify the correlation of the developed IRGs with different clinicopathological parameters.
Correlation between signature and TMB
The downloaded mutation data were collated using the Strawberry Perl script to generate TMB data for each HCC sample. The package ‘Limma’ was used to analyse the TMB differences between the different risk groups, and the results were plotted using ‘ggpubr’. Additionally, the optimal cut-off values of TMB were obtained using the R software, and patients were further divided into low- and high-TMB groups. Furthermore, the ‘survivor’ and ‘survminer’ were employed to generate the K-M curves of patients in the high- and low-TMB groups combined with the high- and low-risk groups. Finally, the ‘maftools’ package was employed to plot the mutation waterfalls of the 20 genes with the most frequent mutations.
GSVA
GSVA is a computational method used to detect pathway activity in a sample population (Hänzelmann et al., 2013). The GSVA analysis based on R software provides the enrichment of the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway in different risk groups and analyses the correlation between the KEGG pathway and signature gene mRNA expression. Accordingly, R packages ‘limma’, ‘reshape2’, ‘ggplot2’, ‘GSVA’, ‘GSEABase’ and ‘pheatmap’ were used.
Nomogram construction
Tumour stage and risk scores were used to construct nomograms for 1-, three- and 5-year overall survival (OS) based on independent prognostic analysis results. Calibration curves for Hosmer–Lemeshow test were drawn (method = ‘boot’, B = 1,000) to evaluate if the predicted outcomes of the nomogram were in good agreement with the reality. This process utilised the ‘survival’, ‘regplot’ and ‘rms’ packages.
Drug sensitivity analysis
To explore the potential clinical significance of the IRGs in drug therapy, the ‘pRRophetic’ package was employed to obtain the IC50 of different therapeutic agents in the high- and low-risk groups (Chen et al., 2021), and box plots were drawn using the ‘ggpubr’ for drugs with differences in IC50 (p < 0.001).
Statistical analysis
R software was used to perform all statistical analyses. The significance of differences between K-M survival curves was determined using the log-rank test. Additionally, two-tailed p-values <0.05 were considered significant.
RESULTS
Construction of HCC clustering based on ssGSEA
A total of 374 HCC tumour samples were obtained from the TCGA database for transcriptomic data. The level of infiltration of 29 immune cells in each HCC sample was obtained using ssGSEA. Patients were further divided into low- (n = 296) and high-immune clusters (n = 78) using a hierarchical clustering algorithm (Figures 1A,B). The heat map suggested that most immune cells infiltrate at higher levels in the high-immune cluster than in the low-immune cluster (Figure 1C). Furthermore, violin plots showed that all three scores were lower in the low-immune cluster than in the high-immune cluster (p < 0.001) (Figure 1D), which was consistent with the results of ssGSEA. This also reflected the low level of tumour purity in the high-immune cluster. Additionally, CIBERSORT analysis showed that the proportion of CD8+ T Cells, activated memory CD4+ T Cells, T follicular helper cells, resting dendritic cells and regulatory cells (Tregs) were higher in the high-immune cluster than in the low-immune cluster (p < 0.05) (Figure 1E). Box plots revealed that the expression of most immune checkpoint-related genes and HLA family-related genes were also significantly higher in the high-immune cluster than in the low-immune cluster (Figures 1F,G). Thus, the above results highlight the reliability of the ssGSEA-based immune clusters.
[image: Figure 1]FIGURE 1 | Single sample gene set enrichment analysis -based immune cluster analysis. (A) The hepatocellular carcinoma samples from The Cancer Genome Atlas cohort were divided into a high immune cell infiltration cluster (orange) and a low immune cell infiltration cluster (green). (B) The principal component analysis plot of the distribution status of the high- and low-immune clusters. (C) Enrichment levels of different types of immune cells in the high- and low-immune clusters. Tumour purity, ESTIMATE score, immune score and stromal score are displayed for each sample in combination with clustering information. (D) Violin plots of ESTIMATE score, immune score and stromal score in different immune clusters. (E) The box plot shows the difference in immune cell infiltration between the two clusters based on the CIBERSORT algorithm. (F,G) Box plots show the differences in the expression of immune checkpoint-related genes and HLA family genes in the two clusters, respectively. *p < 0.05, **p < 0.01 and ***p < 0.001.,
Exploration of DEGs between the high- and low-immune clusters
Using differential analysis, we obtained 1,617 DEGs between the high- and low-immune clusters, of which 246 were down-regulated and the remaining 1,371 were up-regulated in the high-immune cluster (Figure 2A). After intersecting the DEGs with the 1793 immune-related genes derived from the ImmPort database, we obtained 414 immune-related DEGs (Figure 2B). The heat map displays the expression of the immune-related DEGs in the high- and low-immune clusters (Figure 2C).
[image: Figure 2]FIGURE 2 | Differentially expressed genes between the high and low-immune clusters. (A) Volcano map of differentially expressed genes between the high- and low-immune clusters. (B) The Venn diagram shows the 414 intersecting genes that were obtained after intersecting the differentially expressed genes and immune-related genes. (C) Heat map of the expression of 414 intersecting genes in different immune clusters. (D,E) Enrichment of differentially expressed genes between the high- and low-immune clusters in terms of biological function via GO analysis.
Additionally, we also explored the biological functions of DEGs in the different immune clusters using GO analysis. In terms of biological processes, the DEGs were enriched in antigen binding, extracellular matrix structural constituent, glycosaminoglycan binding, immunoglobulin receptor binding, immune receptor activity and other processes. Regarding cellular components, the DEGs were enriched in the external side of the plasma membrane, immunoglobulin complex, MHC protein complex and MHC class II protein complex. Additionally, DEGs were also enriched in the positive regulation of leukocyte activation, positive regulation of lymphocyte activation, leukocyte-mediated immunity, activation of immune response and other molecular functions (Figures 2D, E).
Construction of the IRGs in HCC
We extracted 49 genes significantly associated with survival (p < 0.05) using Cox regression analysis of the 414 immune-related DEGs, of which nine were favourable prognosis genes (Figure 3A). The heat map displays the expression of 49 prognosis-related genes in HCC tumour samples and normal samples (Figure 3D). Furthermore, LASSO regression analysis on prognosis-related DEGs revealed 19 genes for signature construction (Figures 3B,C). We calculated risk scores for each patient with HCC based on the risk coefficients and expression of the 19 genes screened (Table 1). All patients were divided into high-risk and low-risk groups based on risk scores.
[image: Figure 3]FIGURE 3 | Identification of immune-related differentially expressed genes (DEGs) associated with prognosis for signature construction. (A) Forest plot of 49 immune-related DEGs significantly associated with overall survival in patients with hepatocellular carcinoma (HCC). (B,C) LASSO coefficient and partial likelihood deviance of the prognostic signature. (D) Heat map of 49 prognosis-related genes expressed in HCC tumour samples and normal samples.
TABLE 1 | Immune-associated signature genes.
[image: Table 1]Validation of the IRGs in HCC
We first evaluated the prognostic predictive value of the signature in the TCGA training cohort. The heat map shows the expression status of the 19 genes in the risk groups (Figure 4A). K-M survival curves suggested that patients in the low-risk group had significantly better survival than those in the high-risk group (p < 0.001) (Figure 4B). Correlation analysis suggested a negative correlation between risk scores and OS (correlation coefficient = -0.33, p < 0.001) (Figure 4C). Further evaluation of the survival status and risk score distribution of patients revealed that the low-risk group had a better prognosis than the high-risk group (Figures 4D, E).
[image: Figure 4]FIGURE 4 | Prognostic values of the immune-related gene signature in The Cancer Genome Atlas (TCGA) cohort. (A) Heat map showing expression levels of the 19 immune-related genes in the TCGA cohort. (B) Kaplan–Meier curve for overall survival (OS) in the TCGA cohort. (C) Scatter plot of correlation between risk score and OS in the TCGA cohort. (D) Risk score distribution in the TCGA cohort. (E) Survival time and status in the TCGA cohort.
In the GSE14520 validation cohort, we also observed a trend in the expression of the 19 risk model genes in the risk groups (Figure 5A). K-M survival curves suggested that patients in the low-risk group had significantly better survival than those in the high-risk group (p < 0.001) (Figure 5B). The correlation analysis suggested a negative correlation between risk scores and OS (correlation coefficient = -0.28, p < 0.001) (Figure 5C). Furthermore, the survival status and risk score distribution of patients in the different risk groups in the validation cohort also suggested that the patients with HCC in the low-risk group had a better prognosis than those in the high-risk group (Figures 5D, E). These findings highlight the validity and stability of the IRGs constructed based on the LASSO algorithm.
[image: Figure 5]FIGURE 5 | Prognostic values of the immune-related gene signature in the GSE14520 validation cohort. (A) Heat map showing expression levels of the 19 immune-related genes in the validation cohort. (B) Kaplan–Meier curve for overall survival (OS) in the validation cohort. (C) Scatter plot of correlation between risk score and OS in the validation cohort. (D) Risk score distribution in the validation cohort. (E) Survival time and status in the validation cohort.
We further assessed the prognostic predictive efficacy of the IRGs using COX regression analyses and ROC curves, which revealed that the risk score was an independent prognostic indicator, with a hazard ratio (HR) of 3.771 and 3.451 in the univariate and multifactorial Cox analyses, respectively (p < 0.001) (Figures 6A,B). Additionally, the tumour stage was considered an independent prognostic factor with an HR of 1.680 (p < 0.001) and 1.419 (p = 0.002). The area under the ROC curve for risk score at 1-, three- and 5-year was 0.813, 0.752 and 0.737, respectively (Figure 6C), and the calibration curves suggested a good agreement between the survival prediction results of risk score and the actual outcome (Figure 6D). In the GSE14520 cohort, risk score and tumour stage were also independent prognostic predictors (Figures 6E, F). The area under the ROC curve at 1-, three- and 5-year was 0.642, 0.645 and 0.665, respectively (Figure 6G). Moreover, the calibration curve suggested good prognostic predictive efficacy of risk score (Figure 6H).
[image: Figure 6]FIGURE 6 | Assessment of the immune-related gene signature. (A) Forest plot for univariate Cox and (B) multivariate Cox regression analysis in The Cancer Genome Atlas (TCGA) cohort. (C) Receiver operating characteristic (ROC) curves of 1-, three- and 5-year survival for the predictive signature in the TCGA cohort. (D) The calibration curves for 1-, three- and 5-year OS in the TCGA cohort. (E) Forest plot for univariate Cox and (F) multivariate Cox regression analysis in the validation cohort. (G) ROC curves of 1-, three- and 5-year survival for the predictive signature in the validation cohort. (H) The calibration curves for 1-, three- and 5-year overall survival in the validation cohort.
Correlation of the IRGs with clinicopathological parameters in HCC
The heat map illustrates the status of different clinicopathological parameters in the risk groups (Figure 7A). Stratified K-M curves suggested that patients with HCC having different gender, age, tumour stage and grade had worse survival in the high-risk group than in the low-risk group (Figures 7B–I), demonstrating the stability and wide applicability of the IRGs. Moreover, analysis of risk scores in different clinicopathological parameters revealed lower risk scores in tumour Stage I + II and grade G1+2 than in Stage III + IV and grade G3+4, without significant differences in age and gender (Figure 7J–M).
[image: Figure 7]FIGURE 7 | Correlation analysis of the immune-related gene signature with clinicopathological parameters in The Cancer Genome Atlas cohort. (A) Heat map of the distribution of clinicopathological parameters in the high- and low-risk groups. (B,C) Kaplan–Meier survival curves of low- and high-risk groups sorted by gender, (D,E) age, (F,G) TNM stage and (H,I) tumour grade. Different levels of risk scores in patients with hepatocellular carcinoma were stratified by (J) gender, (K) age, (L) TNM stage and (M) tumour grade.
Nomogram construction and validation in HCC
Based on the outcomes of Cox regression, risk scores and tumour stage were used to construct a nomogram to predict the prognosis of patients with HCC (Figure 8A). The corresponding scores of tumour stage and risk score in the nomogram were calculated and the sum of the two was used as a predictive tool for prognosis. The area under the ROC curve for the 1-, three- and 5-year OS was 0.805, 0.831 and 0.829, respectively (Figure 8B). The calibration curves indicated the good predictive efficacy of the nomogram (Figure 8C).
[image: Figure 8]FIGURE 8 | Nomogram construction and assessment. (A) Nomogram for predicting the 1-, three- and 5- years survival of patients with hepatocellular carcinoma. (B) Receiver operating characteristic curves of 1-, three- and 5-year survival for the predictive Nomogram. (C) The calibration curves for 1-, three- and 5-year overall survival. *p < 0.05, **p < 0.01 and ***p < 0.001.
Correlation of the IRGs with TMB in HCC
TMB is the number of somatic non-synonymous mutations in a given genomic region and can indirectly reflect the capacity and extent of neoantigen generated by tumours and predict the effectiveness of immunotherapy for some tumours (Chan et al., 2019). Box plots revealed no significant difference in TMB levels between the high- and low-risk groups (Figure 9A). KM curves showed that higher TMB in HCC was associated with a poorer OS (Figure 9B). Notably, survival analysis showed significant differences between the four groups of high-risk/high-TMB, low-risk/low-TMB, high-risk/low-TMB and low-risk/high-TMB (p < 0.001), with the worst OS observed in the high-TMB/high-risk group and the best OS observed in the low-TMB/low-risk group (Figure 9C). Additionally, the mutation frequency in the high-risk group was 88.83% compared to 82.97% in the low-risk group (Figures 9D, E). In the high-risk group, the genes with the highest mutation frequencies were TP53 (40%), TTN (25%) and CTNNB1 (24%), whereas CTNNB1 (27%), TTN (23%) and MUC16 (16%) were observed in the low-risk group.
[image: Figure 9]FIGURE 9 | Correlation of the immune-related gene signature with tumour mutation burden (TMB) in hepatocellular carcinoma. (A) Violin plot of TMB in the high- and low-risk groups. (B) Kaplan–Meier curve of high-TMB and low-TMB. (C) Kaplan–Meier curve of the patients in the high- and low-TMB groups combined with the high- and low-risk groups. (D) Mutant gene waterfall plot in the high- and (E) low-risk groups.
GSVA of the IRGs in HCC
GSVA was used to explore the differences in biological behaviour between the two risk groups. The high-risk group was enriched in pathways related to ubiquitin-mediated protein hydrolysis, cell cycle, protein export, RNA polymerase, DNA replication, homologous recombination, mismatch repair and nucleotide excision repair, which are associated with tumour biological behaviour. Moreover, functions such as nitrogen metabolism, fatty acid metabolism and multiple amino acid metabolisms were enriched in the low-risk group (Figure 10A). Additionally, we analysed the correlation between the 19 genes in the signature and different signalling pathways. Furthermore, a broad correlation between the expression of the IRGs and tumour-related signalling pathways was observed (Figure 10B).
[image: Figure 10]FIGURE 10 | The Gene Set Variation Analysis. (A) Heat map highlighting the differences in functional pathways in the high- and low-risk groups. (B) The correlation between the KEGG pathway and signature gene mRNA expression.
Drug sensitivity in the risk groups
Drug sensitivity analysis showed differences in IC50 values between the different chemical and targeted agents in the different risk groups (p < 0.001) (Figure 11A-P). Notably, the IC50 values of the targeted therapeutics axitinib, bosutinib, erlotinib, nilotinib and gefitinib were lower in the low-risk group than in the high-risk group, suggesting that patients with HCC in the low-risk group may be more sensitive to small molecule targeted therapeutics. However, contrary results were observed for most chemotherapeutic agents including doxorubicin, bleomycin, etoposide, gemcitabine and paclitaxel, suggesting that high-risk patients may benefit more from chemotherapy.
[image: Figure 11]FIGURE 11 | Investigation of drug sensitivity in risk groups. (A–P) Comparison of IC50 values for different agents in the high- and low-risk groups.
DISCUSSION
HCC is one of the most common malignancies and is characterized by high aggressiveness, a tendency to metastasis and frequent recurrence (Llovet et al., 2021; Sung et al., 2021). Although recent improvements and optimizations of comprehensive treatment modalities, including surgery, interventional therapy, radiotherapy, chemotherapy, targeted therapy and immunotherapy, have been reported, the high degree of heterogeneity and poor prognosis of HCC remains an insurmountable problem.
Increasingly studies report that TIME has a significant impact on the occurrence, progression, treatment response and long-term prognosis of patients with HCC (Kurebayashi et al., 2018; Llovet et al., 2022). Additionally, with the rapid development of immunotherapy in the treatment of solid tumours, its use in HCC has garnered increasing attention. However, due to the low overall efficiency and response rate of immunotherapy, the superior population or prediction system for immunotherapy requires further exploration. Although the predictive value of PD-L1 expression, a classical efficacy prediction marker for ICIs, has been extensively evaluated in many tumour types (Reck et al., 2019; Paz-Ares et al., 2020), its predictive value for patients with HCC treated with ICIs remains unexplored (Macek Jilkova et al., 2019). TMB has also been reported as a potential predictor of the efficacy of ICIs in non-small cell lung cancer, melanoma and other malignancies (Chan et al., 2019; Samstein et al., 2019). However, it is unclear whether TMB in HCC can influence the response to ICIs owing to limited data (Shrestha et al., 2018; Rizzo and Ricci, 2022). Microsatellite instability (MSI) degree is another potential predictor of ICIs treatment (Chang et al., 2018). Theoretically, MSI-high degree (MSI-H) increases neoantigens, leads to effector lymphocyte activation and increases tumour sensitivity to ICIs (Svrcek et al., 2019). Non-etheless, data on the value of this predictor in HCC are scarce, with MSI-H being reported in less than 3% of patients (Goumard et al., 2017; Rizzo and Ricci, 2022). As TIME is constructed by tumour cells in conjunction with immune cells in the tumour microenvironment, it may be theoretically difficult for individual indicators to accurately predict patient prognosis and immunotherapy efficacy. Therefore, understanding the characteristics of TIME and immune cell infiltration in HCC is essential for the development of novel and accurate prognostic and therapeutic efficacy predictive biomarkers.
In this study, an unsupervised hierarchical clustering method based on ssGSEA was employed to analyse the immune clusters of patients with HCC and classify them into high- and low-immune clusters, thereby identifying patients with HCC patients having different TIME characteristics and inferring their response to immunotherapy. The ESTIMATE and CIBERSORT algorithms further validated these findings, suggesting that stromal cells, immune cells and ESTIMATE scores were significantly higher in the high-immune cluster than in the low-immune cluster. Studies have shown that tumours characterised by high infiltration of effector immune cells such as CD8+ T Cells and activation of immune checkpoints are considered to be ‘hot immune tumours’, which benefit highly from ICI treatments (Galon and Bruni, 2019; Liu and Sun, 2021). Notably, most of the immune checkpoint-related genes, including PD-L1, PD-1, CTLA-4 and LAG3, are more highly expressed in the high-immune clusters than in the low-immune clusters, suggesting that patients with HCC in the high-immune cluster fit the basic profile of an ‘immune hot tumour’ and are potential beneficiaries of treatment with ICIs. Additionally, polymorphisms in the HLA genes are speculated to be involved in biological behaviours such as the immune escape of tumours (Sabbatino et al., 2020). HLA class I has been reported to be highly expressed in cancer cells, which may contribute to the antitumour effects of cytotoxic T lymphocyte-based cancer immunotherapy (Akazawa et al., 2019). In this study, most of the HLA genes were also highly expressed in the high-immune cluster, supporting the conclusion that the high-immune cluster is more likely to benefit from treatment with ICIs than those in the low-immune cluster.
To further explore the predictive value of immune-related genes in the prognosis of HCC, we extracted 19 of these DEGs for the construction of IRGs based on the LASSO algorithm and classified all patients into high- and low-risk groups. We further validated this signature in the TCGA and GSE14520 cohorts via K-M survival curves, univariate and multivariate Cox regression analysis and ROC curves. The results indicated that the signature had a reliable and good prognostic predictive power and could be applied to patients with HCC having different clinicopathological parameters.
Currently, advanced HCC is treated systemically with chemotherapy, targeted therapies and immunotherapy; however, the survival benefit remains poor. Precise individualized treatment and a combination of different systemic therapies are the future trends in the management of advanced HCC. The IRGs constructed in this study provide the basis for the selection of some chemotherapeutic agents and targeted drugs. In a recent study, ICI avelumab in combination with the TKI axitinib showed antitumour activity with controlled toxicity in patients with advanced HCC (Kudo et al., 2021). Our results suggested that the low-risk group was more sensitive to axitinib than the high-risk group. Moreover, bevacizumab in combination with erlotinib was found to be effective in patients with sorafenib-resistant HCC (He et al., 2019). Similarly, in this study, the low-risk group benefited more from erlotinib-targeted therapy. Notably, consistent results were observed with small-molecule targeted therapeutics such as bosutinib, nilotinib and gefitinib. However, most chemotherapeutic agents, including doxorubicin, bleomycin, etoposide, gemcitabine and paclitaxel, had lower IC50 values in the high-risk group, suggesting that high-risk patients could be more sensitive to chemotherapeutic agents.
Although the IRGs was validated by different methods, there remain some limitations. First, in retrospective studies, there may be some bias in the included cases. Second, we only used GSE14520 cohort for external validation, whereas we still need data from our own clinical cohort of patients with HCC for prospective analysis to test the applicability of the predictive signature.
CONCLUSION
The immune cluster analysis based on the ssGSEA algorithm could effectively predict the immune microenvironment characteristics of patients with HCC and distinguish between ‘hot immune tumours’ and ‘cold immune tumours’, which could provide a basis for the selection of treatment for ICIs. Additionally, the IRGs constructed based on the LASSO algorithm was a good predictor of prognosis for patients with HCC, which could guide the selection of personalised treatment regimens. In the future, we will conduct prospective studies to further validate our results in clinical patients with HCC.
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Background: Hepatocellular carcinoma (HCC) is a main cause of malignancy-related death all over the world with a poor prognosis. The current research is focused on developing novel prognostic and diagnostic models of Hepatocellular carcinoma from the perspective of hepatitis B virus (HBV)-related genes, and predicting its prognostic characteristics and potential reliable biomarkers for Hepatocellular carcinoma diagnosis.
Methods: As per the information related to Hepatocellular carcinoma expression profile and the clinical data in multiple public databases, we utilized limma for assessing the differentially expressed genes (DEGs) in HBV vs non- hepatitis B virus groups, and the gene set was enriched, analyzed and annotated by WebGestaltR package. Then, STRING was employed to investigate the protein interactions. A risk model for evaluating Hepatocellular carcinoma prognosis was built with Lasso Cox regression analysis. The effect patients receiving immunotherapy was predicted using Tumor Immune Dysfunction and Exclusion (TIDE). Additionally, pRRophetic was used to investigate the drug sensitivity. Lastly, the Support Vector Machine (SVM) approach was utilized for building the diagnostic model.
Results: The Hepatocellular Carcinoma Molecular Atlas 18 (HCCDB18) data set was utilized for the identification of 1344 HBV-related differentially expressed genes, mainly associated with cell division activities. Five functional modules were established and then we built a prognostic model in accordance with the protein-protein interaction (PPI) network. Five HBV-related genes affecting prognosis were identified for constructing a prognostic model. Then, the samples were assigned into RS-high and -low groups as per their relevant prognostic risk score (RS). High-risk group showed worse prognosis, higher mutation rate of TP53, lower sensitivity to immunotherapy but higher response to chemotherapeutic drugs than low-risk group. Finally, the hepatitis B virus diagnostic model of Hepatocellular carcinoma was established.
Conclusion: In conclusion, the prognostic and diagnostic models of hepatitis B virus gene-related Hepatocellular carcinoma were constructed. ABCB6, IPO7, TIMM9, FZD7, and ACAT1, the five HBV-related genes that affect the prognosis, can work as reliable biomarkers for the diagnosis of Hepatocellular carcinoma, giving a new insight for improving the prognosis, diagnosis, and treatment outcomes of HBV-type Hepatocellular carcinoma.
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INTRODUCTION
Incidence of hepatocellular carcinoma (HCC) is the sixth highest among some other frequently known cancers, with mortality ranking the fourth highest. HCC makes up 80–90% of the global primary liver cancer (Bray et al., 2018). The majority of patients diagnosed with HCC have local progression or distant metastasis because of a lack of identifiable symptoms at the early stages (Ranganathan et al., 2020). Despite significant advancements in medical and surgical procedures (Forner et al., 2018), 5-year survival rate of HCC is only about 18% (Villanueva, 2019), with a poor prognosis (Hartke et al., 2017; Jiang et al., 2017; Nishida and Kudo, 2017). Hence, finding new therapeutic targets for HCC treatment has crucial significance. Moreover, when evaluating the survival prognosis of individuals, it is also necessary to coordinate the clinical-pathological characteristics of the genome.
Primary risk factors of inducing HCC are Hepatitis B (HBV) and C (HCV), followed by exposure to aflatoxin B1, alcohol, and obesity (de Martel et al., 2015; Bray et al., 2018). Integration of HBV DNA into hepatocytes for persistent viral infection, which could result in chronic hepatitis B infection, ultimately causing HCC. Evidence has shown that HBV proteins directly affect multiple cellular biological processes, and that some of the proteins could stimulate malignant transformation of hepatocytes (Ayub et al., 2013). Chronic hepatitis B-related HCC makes up for more than 80% of all HCC cases (Villanueva, 2019). Despite the progress made in the early diagnosis, prevention, and standard treatment interventions (such as surgery, radiotherapy, chemotherapy, or tailored treatment strategies) in the past decade, total 5-year overall survival of HCC is unfavorable, which may be resulted from its aggressive behaviors as well as the histopathological and molecular heterogeneity of molecular characterization and targeted treatment strategies. Moreover, most HCC patients are diagnosed at a more advanced stage of the disease, which often leads to a worse prognosis. Therefore, to better construct a prognosis and diagnostic model of HBV-induced HCC still has crucial significance for a timely diagnosis of HCC.
In the current research, data of patients with HBV-related HCC from the Cancer Genome Atlas (TCGA), HCCDB18, and GSE14520 were collected for the identification of DEGs between non-HBV-infected and HBV-infected people. We highlighted the biological role and identified interacted modules of differentially expressed genes (DEGs). Finally, a prognostic and diagnostic model was developed using the HBV gene in HCC and validated for its reliability and effectiveness. In conclusion, this report offered a potential indicator for assessing the molecular mechanism of HCC progression and development and helped study the effect of immunotherapy in detail, providing new insight for timely diagnosis, prognosis prediction, and immunotherapy of HCC.
METHODS
Data collection and pretreatment
Sangerbox platform (http://vip.sangerbox.com/) supported the current research analyses (Shen et al., 2022). We took the latest clinical follow-up, expression data, and mutation data of HCC patients’ tissues from the TCGA (http://cancergenome.nih.gov/abouttcga) in 30 April 2022 (Tomczak et al., 2015). After excluding the samples having no data on clinical follow-up, survival time, and status, the RNA-sequencing (RNA-Seq) data contained 365 samples after preliminary identification. Next, the data Ensembl ID was transformed into gene symbol, with the median expression value of a gene corresponding to numerous gene symbols being taken.
The TCGA mutect2 software’s mutation data set were obtained. 2564 genes, those with a mutation frequency of more than three were chosen. The genes with substantial high-frequency mutations were chosen using the Fisher test from each subtype, and the threshold for selection was p < 0.05.
HCCDB18 data was collected online from the website (http://lifeome.net/database/hccdb/home.html) on 30 April 2022. Similarly, we eliminated the samples without data on expression profile, survival time, status, clinical follow-up. After identification, 203 samples in total were selected for this study.
Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/) gave us the GSE14520 data, and the HCC patients’ chip data set with survival time was chosen. The download time was 30 April 2022. The data set excluded the samples having no data on clinical follow-up, survival time, and status. After identification, it finally contained 221 samples. Then, the median expression of multiple Gene symbols was considered after transforming the Ensembl in the data into a Gene symbol. See Table1 for the clinical statistical information sample after the pretreatment of the three groups of data.
TABLE 1 | The clinical information of three datasets.
[image: Table 1]DEGs and functional enrichment analysis
The DEGs were analyzed using limma (Ritchie et al., 2015) and filtered using the criteria of |Fold Change (FC)| > 1.2 and p < 0.05. Using the ‘WEB-based Gene Set Analysis Toolkit (WebGestaltR)’ R package, we carried out the Gene Set Enrichment Analysis (GSEA) on different gene sets (Liao et al., 2019). In order to study the pathways of numerous biological activities in different groups, the GSEA for pathway analysis was conducted. Here, all candidate gene sets in the Hallmark database (Liberzon et al., 2015) were subjected to gene set enrichment analysis, with false Discovery Rate (FDR) < 0.05 being considered as a significant enrichment. In addition, the ‘Gene Set Variation Analysis (GSVA)’ R package was introduced for performing single sample GSEA (ssGSEA) on the gene expression profile of HCC samples in the TCGA cohorts (Hänzelmann et al., 2013). Each sample’s score for various functions was equal to its matching ssGSEA score for each function.
Creating a protein-protein interaction network
The Search Tool for the Retrieval of Interaction Gene/Proteins (STRING) (https://string-db.org/) database was employed to search for protein-protein interaction (PPI) among predicted and known proteins. STRING is a database with the largest number of species and interaction information data, including 2031 species, 13.8 million protein interactions, and 9.6 million proteins. Studying the interaction network between proteins helps in finding the core regulatory genes. After building the PPI network, the Cytoscape was used for visualization (Su et al., 2014).
Construction of a risk model
The TCGA data set was categorized into two groups according to the ratio of Train: Test = 1:1. The differences of clinical features between train and test sets were examined by Fisher’s exact test. Then the genes in the train data set were subjected to the univariate Cox regression analysis. The least absolute shrinkage and selection operator (Lasso) is a compression estimation [15] that creates a penalty function to shape an advanced model through compressing coefficients and setting some coefficients to zero. This study used the ‘glmnet’ R package (Friedman et al., 2010) for performing the Lasso Cox regression. In addition, the stepwise multivariate regression analysis was used. The stepwise regression employed the Akaike information criterion (AIC). The stepAIC approach in the Modern Applied Statistics with S (MASS) package (Zhang, 2016) begins with a complicated model and successively eliminates a variable to decrease the AIC, with a smaller value indicating a better model, which highlights a high fitting of the model with fewer parameters.
The risk-related prognostic risk score (RS) of each sample was calculated with the following formula: RS = Σβi × Expi, Expi is the expression level of gene characteristics, and βi represents the Lasso Cox regression coefficient of the corresponding gene. RS-high and -low groups of patients were divided under the median value of the threshold. Prognosis analysis and significant difference was determined by Kaplan-Meier (KM) method and the Log-rank test, respectively. In addition, we employed the ‘timeROC’ R package (Blanche et al., 2013) for performing receiver operating characteristic (ROC) analysis on RS prognosis classification.
Prediction of immunotherapy effect
The Tumor Immune Dysfunction and Exclusion (TIDE) algorithm (http://tide.dfci.harvard.edu/) (Jiang et al., 2018) verified the efficacy of immune microenvironment score (IMS) on predicting clinical response of HCC patients to immune checkpoint inhibitors (ICIs). TIDE algorithm uses gene expression profiles to estimate the reactivity of immune checkpoint blockade (ICB) based on 3 cell types that limit T cell infiltration in tumors, specifically, myeloid-derived suppressor cells (MDSCs), the M2 subtype of tumor-associated macrophages (TAM), two varied tumor immune escape strategies, including tumor-infiltrating cytotoxic T lymphocyte (CTL) dysfunction score and CTL immunosuppressive factor rejection score and tumor-associated fibroblasts (TAF). Higher TIDE score pointed to a greater immune escape probability, suggesting less benefits of HCC with such a status from taking immunotherapy. Subclass mapping method (Roh et al., 2017) was used to compare the similarity of the expression profiles between the test group and the immunotherapy group for estimating the sensitivity of the test group to immunotherapy.
Drug sensitivity analysis
For estimating the RS of predicting molecular drug response, the half-maximal inhibitory concentration (IC50) of drugs was evaluated by using the “pRRophetic” R package (Geeleher et al., 2014) in accordance with the expression profile in different data sets.
RESULTS
Identification and functional analysis of the genes associated with HBV-related HCC
In order to identify the DEGs in HBV-related HCC, we analyzed the variations between HBV and non-HBV patients in the HCCDB18 data set. Finally, 1344 DEGs were obtained, with 1168 of them upregulated and 176 genes downregulated in HBV patients. Then, these 1344 DEGs were assessed by the KEGG pathway and GO functional enrichment. 577 items with considerable differences in Biological Process (BP) were annotated for GO function of DEGs (Figure 1A, p < 0.05), including the processes of regulation of mitotic cell cycle phase, mitotic nuclear division, nuclear division, transition, mediation of cell cycle phase transition, and other items related to cell division. 144 items with significant difference in Cellular Component (CC) were annotated (Figure 1B, p < 0.05), including centromeric region, condensed chromosome, kinetochore, centromeric region, chromosome, and other chromosome-related items. We annotated 125 items with major differences in Molecular Function (MF) (Figure 1C, p < 0.05), including helicase activity, single-stranded DNA-dependent ATPase activity, catalytic activity, DNA-dependent ATPase activity, acting on DNA, and other ATPase enzymes. For the enrichment of the KEGG pathway of DEGs, 32 items were significantly annotated (Figure 1D, p < 0.05). Among them, homologous recombination, cell cycle, mismatch repair, DNA replication, microRNAs in cancer, and other pathways were also significant.
[image: Figure 1]FIGURE 1 | The results of functional enrichment analysis of HCCDB18. (A) BP annotation map of DEGs between HBV and non-HBV patients; (B) CC annotation map of DEGs between HBV and non-HBV patients; (C) MF annotation map of DEGs between HBV infected and non-HBV infected patients; (D) KEGG annotation map of DEGs between HBV and non-HBV patients.
PPI analysis of HBV gene in HCC
PPI analysis was carried out based on 1344 DEGs in the above HCCDB18 data set, and MCODE was used to find network function modules. Modules containing at least 10 genes were retained, including Cluster 1 (Figure 2A), Cluster 2 (Figure 2B), Cluster 3 (Figure 2C), Cluster 10 (Figure 2D), and Cluster 11 (Figure 2E).
[image: Figure 2]FIGURE 2 | PPI network module results. (A) Cluster one network PPI analysis; (B) Cluster two network PPI analysis; (C) Cluster three network PPI analysis; (D) Cluster 10 network PPI analysis; (E) Cluster 11 network PPI analysis.
The genes in the clusters were performed with KEGG pathway analysis and GO function enrichment analysis. Specifically, Cluster one was closely associated with the FoxO signaling pathway, Human T-cell leukemia virus one infection, p53 signaling pathway, and other pathways (Supplementary Figure S1); Cluster two was closely related to DNA replication, Mismatch repair, Homologous recombination, Base excision repair, and other pathways (Supplementary Figure S2); Cluster three was closely related to RNA transport, structural constituent nuclear pore and other pathways (Supplementary Figure S3); Cluster 10 was closely related to Homologous recombination, Fanconi anemia pathway, Cell cycle and other pathways (Supplementary Figure S4); Cluster 11 was closely related to homologous recombination, mismatch repair, DNA replication, cell cycle and other pathways (Supplementary Figure S5);
Construction of a prognostic model related to HBV in HCC
We randomly divided TCGA dataset into train and test data sets and there was no significant difference of their clinical features between two data sets (Supplementary Table S1). For 472 HBV-related DEGs in the PPI network, univariate Cox regression analysis was conducted using the Train data set in the TCGA data set. Finally, a total of 222 genes, including 219 “Risk” and 3 “Protective” genes (p < 0.01) with great impact on prognosis, were identified (Figure 3A). The 222 genes in the Train data set were further compressed by Lasso regression to reduce the genes in the risk model. We assessed the change trajectory of individual independent variables and discovered that a mutual increase between number of independent variable coefficients tending to 0 and lambda. The model reached its optimum efficiency at a lambda value of 0.0628 (Figure 3B). Then, a model was developed by performing 10-fold cross-validation, and confidence interval under each lambda was analyzed (Figure 3C). Finally, 14 genes with lambda = 0.0628 were chosen as the target genes. Based on the 14 genes in Lasso analysis, five genes (ABCB6, IPO7, TIMM9, FZD7, and ACAT1) were identified as HBV-related genes affecting prognosis by stepwise multivariate regression analysis (Figure 3D). The prognostic model was defined as risk score = 0.494*ABCB6 + 0.355*TIMM9 + 0.201*FZD7 + 0.415*IPO7—0.338*ACAT1.
[image: Figure 3]FIGURE 3 | Construction of HBV gene prognostic model for HCC. (A) Analysis results of DEGs; (B) The locus of each independent variable changing with lambda; (C) CI under lambda; (D) Lasso coefficient distribution of HBV-related gene characteristics.
Development and validation of the clinical prognostic model
The genes of the above clinical prognostic models were analyzed by multivariate analysis (Figure 4A). Moreover, ROC analysis of prognosis classification was carried out based on the RS of each sample. We assessed the grouping efficiency of one-, three- and 5-year prognosis prediction of the training data set (Figure 4B). The area under the ROC curve (AUC) values were 0.81, 0.75, and 0.76, respectively. Finally, with the median value as the cutoff, we sorted the samples into RS-high and -low groups and drew the KM curve. It can be observed that there is a substantial variation between RS-low and -high groups (p < 0.0001). Number of samples in both the RS-high group and RS-low group was 91. Patients with higher RS showed worse overall survival in the training cohorts. To confirm the robustness of risk-related genes in the prediction of the clinical prognostic model, we verified them in the TCGA validation data set (Figure 4C) and TCGA all data set cohort (Figure 4D). Patients’ RS was similarly measured. The validation cohorts showed similar results to the training sets. High RS had a poor prognosis, while low RS was the opposite. Simultaneously, we performed verification in the independent data sets HCCDB18 (Figure 4E) and GSE14520 (Figure 4F). The validation cohorts showed the same outcomes as the training set, proving the reliability of our results. Compared with other prognostic models of HCC from Zheng et al. (4-gene signature) (Zheng et al., 2018), Hu et al. (7-gene signature) (Hu et al., 2020), Ke et al. (6-gene signature) (Ke et al., 2018), and Liu et al. (3-gene signature) (Liu et al., 2019), our model showed a relatively higher AUC in predicting 1-year and 3-year survival (Supplementary Figure S6).
[image: Figure 4]FIGURE 4 | Construction and validation of the clinical prognostic model. (A) Multivariate Cox forest map of model genes; (B) ROC curve and KM survival curve of RS in TCGA training data cohort; (C) ROC curve and KM survival curve of RS in the TCGA validation data cohort; (D) ROC curve and KM survival curve of RS in TCGA cohort; (E) ROC curve and KM survival curve of RS in HCCDB18 cohort; (F) ROC curve and KM survival curve of RS in GSE14520 cohort.
Comparison of the RS distribution among clinical-pathological features groups demonstrated a major variation in RS among T stage, stage, grade, etc. In TCGA data set (Figures 5A, B, C). In T Stage, the RS of the T1 Stage was the lowest (Figure 5A). No major variations were observed in RS in relation to virus, gender, or age (Figures 5D, E, F).
[image: Figure 5]FIGURE 5 | Differences in RSs among different clinicopathological groups in the TCGA cohort. (A) T Stage; (B) Stage; (C) Grade; (D) Virus; (E) Gender; (F) Age. (ns, p > 0.05; * * *, p < 0.001; * *, p < 0.01; *, p < 0.05).
Mutation characteristics between RS groups
The differences in genome changes among different RS groups in the TCGA cohort were discussed. Therefore, we analyzed the mutation characteristics of 37 high-frequency mutant genes in different groups. It has been found that the mutation frequency of TP53 in the RS-low group (41%) was increased than the RS-high group (17%), and that the mutation frequency of SPEG in the RS-low group (7%) was increased than the RS-high group (2%), while that of LRRC7 in the RS-low group (1%) was lower when compared than the RS-high group (4%) (Figure 6A). Further distribution comparison of fraction altered, tumor mutation burden, homologous recombination defects, and the number of segments among different groups demonstrated that fraction altered and homologous recombination defects scored considerably higher in the RS-high group than those in the RS-low group (Figure 6B).
[image: Figure 6]FIGURE 6 | Genome changes of RS groups in TCGA cohort. (A) Somatic mutation analysis of various RS groups in TCGA cohort (fisher’s exact test); (B) Differences in Homologous Recombination Defects, Fraction Altered, Number of Segments, and Tumor mutation burden in different RS groups of TCGA cohort. (ns, p > 0.05; * * *, p < 0.001; * *, p < 0.01; *, p < 0.05).
Pathways characteristics between RS groups
To investigate the association of RS with the biological role of different samples, we further investigated the correlation between these functions and RS and determined functional pathways with a correlation greater than 0.35 (Figure 7A). These pathways were positively correlated with RS of samples and were mainly tumor-related (KEGG_HOMOLOGOUS_RECOMBINATION, KEGG_DNA_REPLICATION, KEGG_P53_SIGNALING_PATHWAY, KEGG_BLADDER_CANCER). Simultaneously, it was negatively correlated with metabolic pathways, such as KEGG_FATTY_ACID_METABOLISM, KEGG_HISTIDINE_METABOLISM, KEGG_TRYPTOPHAN_METABOLISM, etc.
[image: Figure 7]FIGURE 7 | Pathway characteristics between RS groups. (A) The correlation analysis results between the KEGG pathway and RS whose correlation with RS in TCGA cohort is greater than 0.35; (B) RS-high and RS-low enrichment fractional heat maps.
Next, we analyzed whether there were differentially activated pathways in different RS groups. Compared with the RS-low group in TCGA cohort, 26 pathways in the RS-high group were activated, 12 pathways in the GSE14510 cohort were activated, nine pathways were inhibited, and 11 pathways in the HCCDB18 cohort were activated. On the whole, the activated pathways in the RS-high group were mainly tumor-related pathways such as EPITHELIAL_MESENCHYMAL_TRANSITION, MYC_TARGETS_V1, TNFA_SIGNALING_VIA_NFKB, and G2M_CHECKPOINT, etc. (Figure 7B, False Discovery Rate (FDR) < 0.05).
The difference in immunotherapy/chemotherapy among groups
First, the differences in immunotherapy in different groups were analyzed, and TIDE was employed for analyzing clinical effect of immunotherapy in our described RS-low and -high groups. In the TCGA (Figure 8A), HCCDB18 (Figure 8B), and GSE14520 (Figure 8C) cohorts, the TIDE score in the RS-high group was much higher than that in the RS-low group, and was consistent in different data sets, suggesting that the RS-high group had increased possibility of immune escape and less benefit from taking immunotherapy. In addition, comparison on the expression of immune checkpoints among groups was conducted. Here, our immune checkpoints were provided by HisgAtlas (Liu et al., 2017). It could be seen that some immune checkpoint genes were differentially expressed in TCGA data set (Figure 8D).
[image: Figure 8]FIGURE 8 | Difference analysis of immunotherapy. (A) Differences in the results of TIDE analysis among different groups in TCGA cohort; (B) Differences in TIDE analysis results among different groups in HCCDB18 queue; (C) Differences in TIDE analysis results among different groups in GSE14520 queue; (D) Immune checkpoints differentially expressed between different groups in the TCGA cohort. (ns, p > 0.05; * * *, p < 0.001; * *, p < 0.01; *, p < 0.05).
The differences between chemotherapy and immunotherapy in different immune molecular subtypes were analyzed. Here, we employed the subclass mapping method (Roh et al., 2017) for comparing the similarity between the risk groups in our defined data sets and the immunotherapy patients in IMvigor210 data sets. A reduced p-value indicated increased similarity. The results showed that in TCGA (Figure 9A), HCCDB18 (Figure 9C), and GSE14520 (Figure 9E) data sets, the RS-low group was more sensitive to programmed cell death-Ligand 1 (PD-L1) treatment, while the RS-high group might not be sensitive to the treatment of PD-L1. This was consistent with the result of TIDE.
[image: Figure 9]FIGURE 9 | Immunotherapy mapping and drug sensitivity analysis. (A) Immunotherapy mapping of different risk groups of TCGA; (B) Estimated IC50 box diagram of cisplatin, rapamycin, pyrimethamine, salubrinal, vinorelbine, and midostaurin in TCGA; (C) Immunotherapy mapping of different risk groups of HCCDB18; (D) Estimated IC50 box diagram of cisplatin, rapamycin, pyrimethamine, salubrinal, vinorelbine and midostaurin in HCCDB18; (E) Immunotherapy mapping of different risk groups of GSE14520; (F) Estimated IC50 box diagram of cisplatin, rapamycin, pyrimethamine, salubrinal, vinorelbine and midostaurin in GSE14520. (ns, p > 0.05; * * *, p < 0.001; * *, p < 0.01; *, p < 0.05).
In addition, the analysis of the responsiveness of the TCGA (Figure 9B), HCCDB18 (Figure 9D), and GSE14520 (Figure 9F) cohorts to the traditional chemotherapy drugs cisplatin, rapamycin, pyrimethamine, salubrinal, vinorelbine, and midostaurin showed that the RS-high group was more sensitive to the mentioned drugs.
Improvement of a prognostic model and survival prediction by RS combined with clinicopathological characteristics
According to the sex, T Stage, Stage, grade, age, stage, and RS of HCC patients in the TCGA cohort, a decision tree was generated. The outcomes revealed that only RS and Stage were left in the decision tree, and four different risk subgroups were identified (Figure 10A). Stage and RS were the most powerful parameters. Major variations were observed in the overall survival among the four risk subgroups, of which C1 had the highest survival rate and C4 had the lowest (Figure 10B). Risk subgroups C2 and C4 were RS-high patients, while patients in groups C1 and C3 were RS-low patients (Figure 10C). Moreover, the survival status of patients in different risk subgroups was different (Figure 10D). Univariate and multivariate Cox regression analysis of clinicopathological properties and RS confirmed the later one as the most significant prognostic factor (Figures 10E, F). In univariate Cox regression analysis, the hazard ratio (HR) value of RS was 2.3, the 95% confidence interval (CI) was 1.6–3.2, and the p-value was 7.8e-06 (Figure 10E), while in multivariate regression analysis, the HR value of RS was 2.3, 95%CI was 1.6–3.3, and p-value was 2.2e-05 (Figure 10F). A nomogram (Figure 10G) was established in combination with RS and other clinicopathological characteristics to quantify the risk assessment and survival probability of patients with HCC. From the model results, RS impacted the survival prediction the most. The calibration curve was applied for evaluating the model’s prediction accuracy (Figure 10H). The nomogram had strong prediction performance because the anticipated calibration curve for the three calibration points in 1, 3, and 5 years was near to the standard curve. In addition, to investigate the model’s reliability, decision curve analysis (DCA) was utilized. And we found that the accuracy of using RS and nomogram was considerably higher in comparison with those of the extreme curve. The nomogram and RS showed the strongest ability to predict survival (Figures 10I, J) in compared with other clinicopathological characteristics.
[image: Figure 10]FIGURE 10 | Improvement of a prognostic model and survival prediction. (A) The survival decision tree was constructed by using all annotations of patients, including RS, stage, gender, and age, to optimize risk stratification; (B) Overall survival analysis of three risk subgroups; (C–D): Comparative analysis between different groups; E–F: univariate and multivariate Cox analysis of RS and clinicopathological characteristics; (G) Nomograph model; (H) Calibration curve of nomograph in 1, 3 and 5 years; (I) ROC curves of different clinicopathological characteristics at different times; (J) Decision curve of nomograph.
Construction of a diagnostic model of HBV gene in HCC
TCGA was used as the training data set, and for the validation dataset we used HCCDB18. In the training data set, five genes of the prognostic model were characterized to obtain their corresponding expression profiles. A support vector machine (SVM) was constructed to distinguish HBV patients from non-HBV patients. The classification accuracy was 100%, and 181 samples were classified appropriately. The model’s sensitivity and specificity were 100%, and the value of AUC was 1 (Figure 11A). The HCCDB18 data set was used to verify that 78 of 82 samples could be classified accurately. The model’s sensitivity was 100%, its specificity was 86.2%, and its AUC was 0.993. The classification accuracy was 95.12% (Figure 11B). These findings demonstrated that the diagnostic and prognostic models developed in this study were capable of accurately differentiating HBV patients from non-HBV patients with HCC, and that the five genes identified here can serve as reliable biomarkers for the diagnosis of HCC.
[image: Figure 11]FIGURE 11 | Construction of a diagnostic model of HBV gene in HCC. (A) The classification outcomes and ROC curves of samples in TCGA by diagnostic model; (B) The classification outcomes and ROC curves of samples in HCCDB18 samples by diagnostic model.
DISCUSSION
Although the clinical therapy of HCC and our understanding of its pathophysiology have been significantly advanced, the incidence rate and mortality of this malignant tumor remain noticeably high. In China and other parts of Asia, chronic hepatitis B is the major cause of HCC (Yang et al., 2012). Thus, it is important to construct the prognostic and diagnostic models of HBV gene-related HCC. Public databases such as TCGA and GEO store massive data sets of high-throughput sequencing technologies, for instance, chips and RNA-seq, which enable us to carry out integrated data mining and overcome the limitations of small sample size in a single cohort and heterogeneity among samples. In this report, firstly, 1344 DEGs in total were identified between HBV and non-HBV patients in tumor patients, including 1168 high-expressed genes and 176 down-regulated genes. These 1344 DEGs were considerably enriched in cell division activities, according to GO analysis (such as nuclear division, regulation of mitotic cell cycle transition, regulation of nuclear division, and cell cycle transition). KEGG pathway analysis showed that mismatch repair, DNA replication, homologous recombination, cell cycle, microRNA, and other pathways were significant in tumors. These enrichment analysis results confirmed the mentioned outcomes were consistent with prior research, in which that HBV-related genes in HCC were found to be related to cell division, DNA replication, and other functions (Zeng et al., 2019; Wu et al., 2021).
After that, five HBV-related genes, ABCB6, IPO7, TIMM9, FZD7, and ACAT1, which affect the prognosis, were identified by multiple strategy combinations. It has been reported that ABCB6 is one of the biomarker genes capable of effectively predicting the clinical diagnosis, prognosis, and immune microenvironment of HCC with ferroptosis and iron metabolism characteristics (Tang et al., 2020). Furthermore, it has been found that the biomarkers ABCB6 DNA methylation and mRNA levels can be utilized for predicting the early intrahepatic recurrence of HCC caused by the hepatitis C virus (Tsunedomi et al., 2013). Meanwhile, it has been reported that IPO7 can combine with MTBP to participate in the regulatory mechanism of HCC metastasis (Ranjan et al., 2018). In addition, research has shown that FZD7 is up-regulated in gastric cancer, esophageal cancer, and HCC (Katoh and Katoh, 2005), and is the target gene of tumor-suppressive miRNA miR-504. FZD7 can stimulate the proliferation and invasion of HCC cells through Wnt/β-catenin signal transduction (Quan et al., 2018). Other reports have highlighted that the down-regulation of ACAT1 is substantially linked with a poor prognosis of HCC patients who have elevated HbA1c (Bi et al., 2021). And some literature has shown that ACAT1-mediated acetylation of GNPAT to stabilize FASN plays a key role in hepatocarcinogenesis (Gu et al., 2020). Four of these five genes were reported previously as oncogenes, therapeutic targets, or useful biomarkers in HCC, which fully confirmed the reliability of our analysis results.
In addition, it has been reported that FZD7 can promote the tumor development of HCC cells in vivo via Wnt/β-catenin signal transduction in HBV-induced HCC (Kim et al., 2008). The other four prognostic genes have not been shown to be associated with HBV in reports. Therefore, this study was the first proposed the relationship between ABCB6, IPO7, TIMM9, and ACAT1 and HBV, and they may be related to tumor progression in HBV-induced HCC as FZD7. In addition, this study has established a clinical prognostic model and categorized RS-high and -low groups. We continued to focus on whether the efficacy of immunotherapy was different among groups. Previous research has demonstrated that HCC can cause an immunosuppressive tumor immune milieu and accelerate the growth and spread of tumors in various ways (Shuai et al., 2016). Immunotherapies, like immune checkpoint inhibitors, have been reported to have efficacious antitumor activity. Although only a few patients respond to immunotherapy (Ruiz de Galarreta et al., 2019; Wang and Wang, 2019), our analysis showed that some immune checkpoint genes were differentially expressed. Because PD-L1 can mediate immune escape of hepatoma tumor cells (Gao et al., 2018; Yan et al., 2020), follow-up analysis was also conducted. The analysis of immunotherapy and chemotherapy showed that the RS-low group was more sensitive to PD-L1 treatment, while the RS-high group may not show sensitivity to PD-L1 treatment. Therefore, patients having low RSs may be more responsive to immunotherapy.
HBV infection will have complex biological impacts on the tumor microenvironment, which could partially reduce the effectiveness of immunotherapy (Li et al., 2020). HCC is known to be a highly heterogeneous disease that has different immune microenvironments between tumors and surrounding tissues (Chen et al., 2016). Chronic inflammation is usually known to be the continuous expression of different cytokines and the adding of immune cells to the diseased areas (Makarova-Rusher et al., 2015). Immunosuppression is stimulated by HBV infection and then peripheral immune tolerance develops with the progress of chronic infection. Finally, it mediates tumorigenesis as a result of compromised immune surveillance (Vandeven and Nghiem, 2014). Immunosuppressive checkpoints, such as programmed death 1 (PD-1)/PD-L1, T cell immunoglobulin domain and mucin domain-3 (TIM-3), CTLA-4, play a significant role in immunosuppression in chronic viral hepatitis by suppressing T cell responses (Makarova-Rusher et al., 2015). HBV promotes some signaling pathways composed of PD-1/PD-L1. This explains to some extent that patients with low RSs may be more responsive to immunotherapy through the PD-L1 signaling pathway. Although this paper has performed sufficient analysis, our research still has several limitations. First, a larger cohort is needed for further validation of these outcomes. Secondly, a detailed study is required to further analyze the specific role of the chosen five HBV-related genes in affecting the prognosis in HCC through in vitro and in vivo tests. Thirdly, the particular interaction and regulation mechanism of related genes in the prognostic and diagnostic model should be studied in detail. To overcome the limitations of this study, we will re-collect and expand clinical samples in the follow-up work, and try to verify the accuracy of the models with more external experiments. For the verification of the effectiveness of the models in the timely diagnosis and treatment of HCC, large-scale independent research is required in the future.
The independent assessment of TCGA, HCCDB18, and GSE14520 data sets confirmed the reliability and effectiveness of our immunophenotypic analysis model. Through a series of analyses, we developed a prognostic and diagnostic model of HCC, contributing to the understanding of the prognostic characteristics of HBV-related HCC patients and providing novel insight and foundation for detailed investigation of individual differences in immunotherapy.
CONCLUSION
The RS clinical prognostic model was constructed using to HBV-related genes. The model showed a strong robustness and was independent of clinical-pathological characteristics. In conclusion, this prognostic model had a high prediction accuracy and survival prediction ability. Finally, a diagnostic model was constructed based on the prognostic model.
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Background: IGSF10 is a member of the immunoglobulin superfamily. Over the previous decade, growing proof has validated definitive correlations between individuals of the immunoglobulin superfamily and human diseases. However, the function of IGSF10 in pan-cancer stays unclear. We aimed to analyze the immunological and prognostic value of IGSF10 in pan-cancer.
Methods: We utilized a vary of bioinformatic ways to inspect the function of IGSF10 in pan-cancer, including its correlation with prognosis, immune cell infiltration, tumor mutational burden (TMB), microsatellite instability (MSI), mismatch repair (MMR), DNA methyltransferases, genetic alteration, drug sensitivity, etc.
Results: We noticed low expression of IGSF10 in most cancer types. IGSF10 expression in tumor samples correlates with prognosis in most cancers. In most cancer types, IGSF10 expression was strongly related to immune cells infiltration, immune checkpoints, immune modulators, TMB, MSI, MMR, and DNA methyltransferases, among others. Functional enrichment analyses indicated that IGSF10 expression was involved in lymphocyte differentiation, cell molecules adhesion, etc. Furthermore, low IGSF10 expression could increase the drug sensitivity of many drugs.
Conclusion: IGSF10 could serve as a novel prognostic marker and attainable immunotherapy target for several malignancies.
Keywords: IGSF10, pan-cancer, prognosis, immune infiltration, TMB, MSI, drug sensitivity
1 INTRODUCTION
Cancer has grown to be one of the principal causes of human death in every country around the world and a vital obstacle for countries in the world to increase human life expectancy (Sung et al., 2021). In 2020, greater than 19 million humans have been recognized with cancer, and almost 10 million human beings have died from cancer in countries around the world. Some researchers predict that by 2040, there will be about 28 million new instances of cancer and 16 million deaths due to cancer, respectively (Mao et al., 2022). Molecular profiling of tumor tissues from patients in various cancer types has been notably and intensively studied over the previous few years, and these studies have driven rapid advances in “personalized” or “precision” medicine (El-Deiry et al., 2019). As the attentions and efforts in precision care increase, there is a recognition not only of the importance of biomarkers, but also how they can be used for targeted therapies in clinical research is critical (Park et al., 2020).
Immunoglobulin superfamily (IgSF) proteins include many members, which are widely present in most types of cells, and this family of proteins is a class of cell surface proteins with multiple functions (Wojtowicz et al., 2020). IGSF10 is a member of IGSF with multiple biological functions, and its gene mutation affects the migration of gonadotropin-releasing hormone neuronal, which can lead to delayed puberty (Howard et al., 2016). To date, little has been reported about the role of IGSF10 in tumors. Previous study reported that significantly reduced expression of IGSF10 was detected in a radiation-induced rat osteosarcoma model (Daino et al., 2009). A recent study investigated that IGSF10 expression was considerably reduced in lung cancer, and knockdown of IGSF10 promoted malignant progression of lung cancer cells (Ling et al., 2020). Furthermore, another research determined that the expression of IGSF10 was down-regulated in breast cancer tissues, and IGSF10 expression was related to good prognosis (Wu et al., 2021). Although researchers have conducted multiple studies on IGSF10, until now, the role of IGSF10 in most cancers has remained largely unknown.
To this end, our research is the first to perform a pan-cancer analysis of IGSF10 based on multiple databases to comprehensively understand the function of IGSF10 in pan-cancer. We analyzed the IGSF10 expression in different tumor tissues and normal tissues. We further investigated the prognostic value of IGSF10 and the correlations between IGSF10 and immune cells infiltration, immune-related genes, TMB, MSI, MMR, and drug sensitivity. Furthermore, we performed functional enrichment analysis of IGSF10-related genes to expose the potential molecular pathogenesis of various cancers. Taken together, the results of our study suggest that IGSF10 can act as a novel prognostic marker and potential immunotherapy target for several malignancies.
2 MATERIALS AND METHODS
2.1 Data processing and differential expression analysis
Firstly, we downloaded gene expression information of different normal tissues from the GTEx database. We obtained gene expression information for various tumor cell lines in 29 tissues from the CCLE database. Gene expression information from 33 different tumor tissues in the TCGA database were analyzed using online software UALCAN. We obtained the RNA-seq information of different tumor and paired normal specimens of TCGA dataset uniformly processed by the UCSC XENA database through the Xian Tao academic tools (https://www.xiantao.love/). We also obtained the RNA-seq information of different tumor and normal specimens of TCGA and GTEx datasets uniformly processed by the UCSC XENA database through the Xian Tao academic tools. RNA-seq information in TPM format were log2 transformed and then analyzed. Data analysis was performed using R software (version 3.6.3), and the R package “ggplot2 (version 3.3.3)” was utilized for visualization. We analyzed the expression differences of IGSF10 gene in pan-cancer tissues of different cancer stages and normal tissues by using the online software UALCAN.
2.2 Survival prognosis analysis
We acquired RNA-seq information from the TCGA database through Xian Tao academic tools. RNA-seq information in FPKM format was transformed to TPM format and log2 transformation was conducted, while retaining samples with clinical information. We selected overall survival (OS), disease-specific survival (DSS) and progression-free interval (PFI) to examine the relationships between IGSF10 expression and prognostic information in cancer patients. Survival analyses were performed for patients with different tumor types by utilizing univariate Cox regression analysis. Data were analyzed by utilizing R software (version 3.6.3), R package “survival (version 3.2–10)” was utilized for statistical analysis of survival data, and R package “survminer (version 0.4.9)” was utilized for visualization. Furthermore, we additionally analyzed the relationships between IGSF10 expression and OS in a vary of cancers using Kaplan-Meier online tool. Long-term Outcome and Gene Expression Profiling Database of pan-cancers (LOGpc) was used to study the relationships between IGSF10 expression and prognosis in GSE13507, GSE31684, GSE20685, GSE31448, GSE31210, GSE3141, GSE41271, GSE62254, GSE29623, and GSE40967.
2.3 Immune-related analysis
We obtained data on the correlations between expression of IGSF10 and immune cell infiltration in pan-cancer from the TCGA database through Assistant for Clinical Bioinformatics platform. The R software package “immunedeconv” and the TIMER algorithm were used to estimate immune cell infiltration levels. The expression data of eight common immune checkpoint-related genes have been extracted, and correlations between IGSF10 expression and the expression of immune checkpoint-related genes have been noticed. R software program (version 4.0.3) was utilized to operate statistical analysis on obtained data. RNA-seq information for different tumors from the TCGA database have been downloaded through the Xian Tao academic tools. The stromal score, immune score and ESTIMATE score of multiple cancers have been obtained via R package “estimate (version 1.0.13)”.
In addition, we downloaded data on correlations between expression of IGSF10 and expression of immune-related genes from the TIMER 2.0 online website, particularly involving genes encoding immune stimulators, immune inhibitors, and major histocompatibility complex (MHC) molecules. The visualization results have been presented via R package “ggplot2 (version 3.3.3)”.
Finally, we downloaded data on correlations between expression of IGSF10 and TMB, MSI through Assistant for Clinical Bioinformatics platform. The correlations between expression of IGSF10 and TMB, MSI have been assessed by Spearman correlation analysis. The visualization results were presented by the R package “ggradar (version 0.2)” and “ggplot2 (version 3.3.3)”.
2.4 DNA MMR genes and methyltransferases analysis
We downloaded the information on the correlations between IGSF10 expression and five DNA repair genes (MLH1, MSH2, MSH6, PMS2, EPCAM), four methyltransferases genes (DNMT1, DNMT3L, DNMT3A, DNMT3B) from the TIMER 2.0 online website. The correlations between IGSF10 expression and five DNA repair genes, four methyltransferases genes were assessed by way of Spearman correlation analysis. The visualization outcomes have been presented by R package “ggplot2 (version 3.3.3)”.
2.5 Genetic alteration analysis
GSCA is an integrated platform, which integrates over 10,000 multi-dimensional genomic information across 33 kinds of tumors from TCGA. We used the GSCA online platform to analyze IGSF10 mutations in different cancers, such as Single Nucleotide Variation (SNV), Copy Number Variation (CNV), and Methylation. Moreover, we also analyzed the relationships between IGSF10 gene alterations and prognosis in different tumors using the GSCA.
2.6 Drug sensitivity analysis
We performed drug sensitivity analysis using the GSCA database, which integrated the gene expression profile and drug sensitivity information in Genomics of Drug Sensitivity in Cancer (GDSC) and The Cancer Therapeutics Response Portal (CTRP) for investigation. The correlations between IGSF10 expression and drug IC50 were assessed by Pearson correlation analysis.
2.7 IGSF10-related gene enrichment analysis
We used the GeneMANIA database to analyze IGSF10 interacting proteins and obtained 20 IGSF10-binding proteins. Furthermore, we obtained the top 1000 IGSF10-related genes based on TCGA data through the GEPIA2 database. We utilized GEPIA2 to examine correlations between IGSF10 expression and the top five IGSF10-related genes, and correlations between IGSF10 expression and the top five IGSF10-related genes was assessed by Pearson correlation analysis. Two datasets were combined to operate GO enrichment and KEGG pathway analysis. The R package “clusterProfiler (version 3.14.3)” was utilized to operate GO enrichment and KEGG pathway analysis. The R package “org.Hs.eg.db (version 3.10.0)” was utilized to operate ID conversion.
3 RESULTS
3.1 IGSF10 is differentially expressed in normal and tumor tissues
To elucidate the physiological expression of IGSF10 in normal specimens, we explored expression levels of IGSF10 in different normal specimens using the GTEx database and ranked them from high to low. The results showed that IGSF10 expression was highest in ovarian tissue, and the lowest in whole blood (Figure 1A). Subsequently, we obtained and analyzed expression data for every tumor cell line from the CCLE database, and there have been variations in expression amongst the cell lines for 29 tumors (Figure 1B). Next, we analyzed IGSF10 expression in a range of tumor tissues from the TCGA database. IGSF10 was expressed differently in 33 tumor tissues, with the highest expression in Acute myeloid leukemia (LAML) (Figure 1C). Furthermore, we analyzed and compared the IGSF10 expression levels between different tumors and paired normal specimens. Significant variations in IGSF10 expression between tumors and paired normal specimens were detected in 14 tumors, except for these tumors without paired normal specimen data. Most tumor tissues had lower IGSF10 expression than paired normal tissues, such as Bladder urothelial carcinoma (BLCA), Breast invasive carcinoma (BRCA), Colon adenocarcinoma (COAD), Head and neck squamous cell carcinoma (HNSC), Kidney chromophobe (KICH), Kidney renal clear cell carcinoma (KIRC), Kidney renal papillary cell carcinoma (KIRP), Liver hepatocellular carcinoma (LIHC), Lung adenocarcinoma (LUAD), Lung squamous cell carcinoma (LUSC), Prostate adenocarcinoma (PRAD), Stomach adenocarcinoma (STAD), Thyroid carcinoma (THCA) and Uterine corpus endometrial carcinoma (UCEC). The Cholangiocarcinoma (CHOL), Esophageal carcinoma (ESCA), Pancreatic adenocarcinoma (PAAD) and Rectum adenocarcinoma (READ) cohorts had similar IGSF10 expression in contrast to paired normal specimens (Figure 1D).
[image: Figure 1]FIGURE 1 | Differential expression of IGSF10. (A) Expression of IGSF10 in normal specimens. (B) Expression of IGSF10 in a vary of cancer cell lines. (C) Expression of IGSF10 in 33 kinds of cancer. (D) Comparison of IGSF10 expression between tumor and paired normal specimens. (E) Comparison of IGSF10 expression between tumor and normal specimens. ns, p ≥ 0.05, *p < 0.05, **p < 0.01, ***p < 0.001.
Finally, we integrated RNA-seq information to analyze the IGSF10 expression in a vary of cancer and normal samples (Figure 1E). Thereinto, IGSF10 levels were downregulated in Adrenocortical carcinoma (ACC), BLCA, BRCA, Cervical squamous cell carcinoma and endocervical adenocarcinoma (CESC), COAD, ESCA, HNSC, KICH, KIRC, KIRP, LIHC, LUAD, LUSC, Ovarian serous cystadenocarcinoma (OV), PRAD, READ, Skin cutaneous melanoma (SKCM), STAD, Testicular germ cell tumors (TGCT), THCA, and UCEC. In contrast, IGSF10 had higher expression levels in tumors relative to normal samples in Lymphoid neoplasm diffuse large B-cell lymphoma (DLBC), Glioblastoma multiforme (GBM), LAML, Brain lower grade glioma (LGG), PAAD and Thymoma (THYM). However, there was no notable change in the expression level of IGSF10 between CHOL, Pheochromocytoma and paraganglioma (PCPG), Uterine carcinosarcoma (UCS), and non-tumor tissues.
To study IGSF10 expression levels across various tumor stages, we used the UALCAN online tool to compare IGSF10 expression in tumor samples from patients at various tumor stages. We observed that the IGSF10 was significantly reduced in the early tumor stages of 14 cancers (Figure 2), inclusive of BLCA, BRCA, COAD, HNSC, KICH, KIRC, KIRP, LIHC, LUAD, LUSC, READ, STAD, THCA, and UCEC, suggesting that IGSF10 may have vital guiding magnitude for the early diagnosis of sufferers with these kinds of tumors.
[image: Figure 2]FIGURE 2 | (Continued). Correlations between the IGSF10 expression and tumor stage. ns, p ≥ 0.05, *p < 0.05, **p < 0.01, ***p < 0.001.
3.2 Prognostic value of IGSF10 in human pan-cancer
To understand the prognostic value of IGSF10 in a vary of cancers, we investigated correlations between IGSF10 expression and OS of tumor sufferers by single variate Cox regression analysis. Our outcomes confirmed that IGSF10 expression were drastically associated with OS in BLCA, BRCA, LUAD, KICH, LAML, LGG, CESC, Osteosarcoma (OS), SARC, STAD, THCA, and UCEC. Furthermore, IGSF10 was a low-risk gene in BRCA, LUAD, and Osteosarcoma (OS), while it was a high-risk gene in BLCA, KICH, LAML, LGG, CESC, SARC, STAD, THCA, and UCEC (Figure 3).
[image: Figure 3]FIGURE 3 | Correlations between the IGSF10 expression and overall survival (OS). (A) Forest plot of results from the univariate survival analysis in pan-cancer for OS. (B–M) Kaplan-Meier survival curves showed associations between the IGSF10 expression and OS.
Furthermore, we additionally examined correlations between IGSF10 expression and DSS in a vary of cancers. Our findings confirmed that excessive IGSF10 expression was a perilous factor for DSS in BLCA, LGG, SARC, STAD and UCEC. Interestingly, it was a beneficial factor in BRCA, LUAD and LUSC (Figure 4).
[image: Figure 4]FIGURE 4 | Correlations between the IGSF10 expression and disease-specific survival (DSS). (A) Forest plot of results from the univariate survival analysis in pan-cancer for DSS. (B–I) Kaplan-Meier survival curves showed associations between the IGSF10 expression and DSS.
Next, correlations between IGSF10 expression and PFI were also analyzed by Cox regression analysis. Our findings confirmed that excessive IGSF10 expression was correlated with terrible PFI of cancer sufferers in BLCA, COAD and KICH, while low IGSF10 expression was correlated with bad PFI of cancer sufferers in BRCA, LUAD, LUSC, and TGCT (Figure 5).
[image: Figure 5]FIGURE 5 | Correlations between the IGSF10 expression and progression-free interval (PFI). (A) Forest plot of results from the univariate survival analysis in pan-cancer for PFI. (B–H) Kaplan-Meier survival curves showed associations between the IGSF10 expression and PFI.
According to the Kaplan-Meier Plotter database, we further analyzed the correlations of IGSF10 expression with OS. Our outcomes suggested that IGSF10 expression performed a detrimental function in six kinds of cancer including BLCA, CESC, SARC, STAD, THCA, and UCEC. On the contrary, IGSF10 expression owed a significant protective role in BRCA and LUAD (Figure 6). In addition, we also validated the relationships between IGSF10 expression and prognosis using the GEO dataset. We found that IGSF10 was a low-risk gene in BRCA, LUAD, and LUSC, while it was a high-risk gene in BLCA, Gastric cancer (GC), and Colorectal cancer (CRC) (Supplementary Figure S1).
[image: Figure 6]FIGURE 6 | Associations between IGSF10 expression and OS. (A–I) Correlations between the IGSF10 expression and OS based on Kaplan-Meier Plotter database.
Overall, the above consequences confirmed that IGSF10 could function as a prognostic predictor for several types of cancer.
3.3 Correlations between IGSF10 expression and immune infiltration in pan-cancer
Immunotherapy has become another effective cancer treatment method besides chemotherapy, surgery, radiation therapy and targeted drug therapy (Murciano-Goroff et al., 2020). Notably development has been made in the application of immune checkpoint blockade in cancer therapy in latest years (Morad et al., 2021), but research showed that the proportion of sufferers who responded to checkpoint inhibitor drugs was estimated at 0.14% in 2011, and the percentage was estimated at 12.46% in 2018 (Haslam and Prasad, 2019). Based on this status quo, the search for novel predictive biomarkers is crucial to increase the proportion of individual patients who respond to immune checkpoint inhibitor. Therefore, we investigated the correlations between IGSF10 expression and immune cell infiltration in a vary of cancers via the usage of the TIMER online database. The consequences confirmed that the IGSF10 expression was notably related to CD8+ T cell infiltration in 12 kinds of tumors, CD4+ T cell infiltration in 20 tumors, neutrophils infiltration in 19 tumors, myeloid dendritic cells infiltration in 17 tumors, macrophages infiltration in 22 tumors and B cells infiltration in 15 tumors (Figure 7A). As IGSF10 was found to show prognostic value in BLCA, BRCA, CESC, COAD, KICH, LAML, LGG, LUAD, LUSC, OS, SARC, STAD, TGCT, THCA, and UCEC, we examined stromal score, immune score and ESTIMATE score to evaluate the correlations between IGSF10 expression levels and immune infiltration in a vary of cancers. The consequences confirmed that IGSF10 expression was positively associated with the stromal score in BLCA, BRCA, COAD, KICH, LGG, LUAD, SARC, STAD, TGCT, and THCA. IGSF10 expression was negatively associated with the immune score in CESC, LUSC, and UCEC. However, it was positively associated with the immune score in BLCA, BRCA, LGG, LUAD, STAD, and THCA. Furthermore, the IGSF10 expression was notably negatively associated with ESTIMATE score in CESC, LUSC, and UCEC, while positively in BLCA, BRCA, COAD, KICH, LGG, LUAD, STAD, and THCA (Figure 7B).
[image: Figure 7]FIGURE 7 | IGSF10 expression was associated with cancer immunity. (A) Relationships between IGSF10 expression and immune cell infiltration in different cancers. *p < 0.05, **p < 0.01, ***p < 0.001. (B) The correlations of IGSF10 expression with the stromal score, immune score and ESTIMATE score in various cancers.
3.4 Relationships between IGSF10 expression and immune checkpoints, immune modulators
Furthermore, we analyzed correlations of IGSF10 expression with common immune checkpoint genes. Interestingly, from the heatmap (Figure 8A), we can observe that nearly all immune checkpoint genes have been related to IGSF10 in most cancer types, with the exception of CESC, LUSC, MESO, SARC, UCEC, and UVM, majority of immune checkpoint genes have been positively related to IGSF10 in all kinds of tumors.
[image: Figure 8]FIGURE 8 | Correlation analysis of IGSF10 and immune checkpoints, as well as immune modulators in pan-cancer. (A) The correlations of IGSF10 and common immune checkpoints in pan-cancer. (B) The correlations of IGSF10 and immune stimulators in pan-cancer. (C) The correlations of IGSF10 and immune inhibitors in pan-cancer. (D) The correlations of IGSF10 and MHC molecules in pan-cancer.
Besides, we investigated correlations between IGSF10 expression and immune-related genes encoding immune stimulators, immune inhibitors, and MHC molecules in all kinds of tumors. The outcomes of the heatmap showed that nearly all immune-related genes have been positively associated with IGSF10 in the vast majority of cancers (Figures 8B–D).
Altogether, the above data strongly support that IGSF10 performs a crucial function in tumor immunity.
3.5 Correlation between IGSF10 expression and TMB, MSI, MMR, and DNA methyltransferases in pan-cancer
TMB refers to the total quantity of genetic mutations assessed for a tumor specimen (Jardim et al., 2021). The conceptual definition of MSI is the hypermutator phenotype secondary to frequent polymorphism in short repetitive DNA sequences and single nucleotide substitution, resulting from MMR deficiency (Baretti and Le, 2018). In recent years, increasing evidence indicated that TMB and MSI function as biomarkers for predicting the immunotherapy response (Chan et al., 2019; Liu et al., 2019; Samstein et al., 2019; Yamamoto and Imai, 2019; Chen, 2022), so we examined correlations between IGSF10 and TMB, MSI. As proven in Figure 9A, IGSF10 expression was positively associated with TMB in THYM, and negatively associated in BRCA, CESC, ESCA, LUAD, STAD, THCA, and UCEC. The expression of IGSF10 was positively associated with MSI in LUSC and TGCT, however negatively associated in DLBC, PCPG, STAD, and UCEC (Figure 9B).
[image: Figure 9]FIGURE 9 | The correlations between IGSF10 expression and TMB, MSI. (A) Radar map of the correlations between IGSF10 expression and TMB in pan-cancer. (B) Radar map of the correlations between IGSF10 expression and MSI in pan-cancer. *p < 0.05, **p < 0.01, ***p < 0.001.
MMR is a security system in cells and an evolutionarily highly conserved biological process responsible for repairing base mismatches that occur during DNA replication (Hermans et al., 2016). Dysregulation of the MMR system can alter cellular biological functions, thereby promoting tumorigenesis or promoting the malignant progression of tumors (Germano et al., 2017). To explore the potential function of IGSF10 in tumorigenesis and development, we assessed associations of IGSF10 expression with mutation levels of five MMR genes. The outcomes confirmed that IGSF10 was noticeably positively associated with MMR genes in 27 kinds of cancers, besides CHOL, MESO, OV, STAD and TGCT (Figure 10A). We also examined relationships between IGSF10 and four DNA methyltransferases. The expression of IGSF10 was highly positively related to these four DNA methyltransferases in 24 cancers, except CHOL, KICH, MESO, OV, PCPG, STAD, TGCT, and UCS (Figure 10B). These consequences suggest that IGSF10 may affect tumorigenesis and development by means of regulating DNA repair and DNA methylation in cancers.
[image: Figure 10]FIGURE 10 | The associations of IGSF10 expression with MMR genes and DNA methyltransferases in pan-cancer. (A) Correlations between IGSF10 expression and fiveMMR genes (MLH1, MSH2, MSH6, PMS2, EPCAM) expression. The lower right triangle of each cell represents the correlation coefficient calculated by Spearman’s correlation test, and the upper left triangle represents the p-value. (B) Correlations between IGSF10 expression and four DNA methyltransferase genes. *p < 0.05, **p < 0.01
3.6 Widespread genetic alterations of IGSF10 in pan-cancer
Firstly, the SNV information of 10,234 samples from all kinds of cancers have been gathered from TCGA database. As shown in Figure 11A, the percentage heatmap summarized the frequency of deleterious mutations in pan-cancer. SNV was found in 26 cancer types and mutations were most common in SKCM and UCEC. Furthermore, SNV of IGSF10 was related to a significantly beneficial prognosis for DFI in UCEC. SNV of IGSF10 indicated a significantly poor prognosis for DSS and OS in GBM, but the opposite trend in UCEC. The SNV of IGSF10 in PRAD indicated a significantly poor prognosis for PFS, whereas the opposite was found in UCEC (Figure 11B). We also analyzed the CNV of IGSF10 and the correlation of CNV with mRNA expression through the GSCA database (Figures 11C, D). CNV pie plot represented the proportion of different types of CNV of IGSF10 gene in each cancer. Bubble plot confirmed that CNV of IGSF10 was positively related to mRNA expression in eight cancers, including CESC, BLCA, OV, UCS, ACC, HNSC, LUSC, and ESCA. Likewise, we investigated the impact of CNV of IGSF10 on the prognosis of patients with various cancers. In UCEC, BLCA, COAD, PCPG, KIRP, LAML, LGG, PAAD, SARC, SKCM, THYM, UVM, and KIRC, the CNV of IGSF10 was associated with prognosis (Figure 11E).
[image: Figure 11]FIGURE 11 | (Continued). Genetic alterations of IGSF10 across different cancers from the GSCA database. (A) The profile of SNV of IGSF10 gene set in pan-cancer. (B) Bubble plot of the survival difference between mutant (deleterious) and wide type in pan-cancer. (C) Pie plot summarizes the CNV of IGSF10 gene in pan-cancer. (D) The correlations between CNV and IGSF10 mRNA expression in pan-cancer. (E) The difference of survival between CNV and wide type in pan-cancer.
Methylation of IGSF10 in a vary of cancers was analyzed via the usage of GSCA database. Bubble chart showed differences between IGSF10 gene methylation levels in various tumor and normal specimens. We found that IGSF10 was significantly hypermethylated in UCEC, LUSC, KIRP, BRCA, LUAD, and KIRC samples compared with that in normal samples (Figure 12A). Figure 12B showed the correlation results between IGSF10 mRNA expression and IGSF10 methylation levels in various tumors. Methylation of IGSF10 was negatively correlated with IGSF10 mRNA expression in PCPG, PRAD, PAAD, MESO, and UCS etc. The association between methylation of IGSF10 and prognosis in pan-cancer was further analyzed. As shown in Figure 12C, patients with hypermethylation of IGSF10 had a good prognosis in KIRP, LGG and PAAD, but the opposite trend in ACC.
[image: Figure 12]FIGURE 12 | DNA methylation aberration of IGSF10 across different cancers and correlation of IGSF10 expression with drug (top 30) sensitivity from the GSCA database. (A) The methylation difference between tumor and normal samples of IGSF10 gene in pan-cancer. (B) The profile of correlations between methylation and mRNA expression of IGSF10 gene in pan-cancer. (C) The overall survival difference between higher and lower methylation groups in pan-cancer. (D) The correlations between IGSF10 gene expression and the sensitivity of CTRP drugs (top 30) in pan-cancer. (E) The correlations between IGSF10 gene expression and the sensitivity of GDSC drugs (top 30) in pan-cancer.
3.7 The correlation between IGSF10 expression and the sensitivity of small-molecule drugs in pan-cancer
To explore whether the IGSF10 expression was correlated with drug sensitivity, Pearson correlation analysis was used to detect correlations between IGSF10 expression and the drug sensitivity (IC50) of various anticancer drugs in the GDSC and CTRP databases. The drug sensitivity of almost all drugs shown in Figures 12D, E was negatively associated with IGSF10 mRNA expression. These data strongly advised that IGSF10 could act as a biomarker for predicting drug response.
3.8 Enrichment of IGSF10-related partners
To reveal molecular mechanism of IGSF10 in tumorigenesis and progression, we integrated IGSF10-related genes and IGSF10-binding proteins for enrichment analysis. Firstly, we obtained 20 IGSF10-binding proteins through the GeneMANIA database (Figure 13A). In addition, we got the top 1000 IGSF10 expression-related genes through GEPIA2 database. IGSF10 expression was positively related to the expression of the top five genes, including RP11-1000B6.7 (R = 0.56), MRPL42P6 (R = 0.54), AC026150.8 (R = 0.52), RP11-1000B6.3 (R = 0.48) and CHRFAM7A (R = 0.48) (Figures 13D–H). Furthermore, KEGG and GO enrichment analyses have been carried out on these IGSF10-binding proteins and IGSF10-related genes. The GO enrichment results showed that most of IGSF10-binding proteins and IGSF10-related genes were related to lymphocyte differentiation, Golgi organization, Golgi cis cisterna, and others (Figure 13B). The KEGG results further suggested that IGSF10 could adjust the occurrence and development of cancers via participating in the “cell molecules adhesion” signaling pathway (Figure 13C).
[image: Figure 13]FIGURE 13 | Enrichment analysis of IGSF10-interacted proteins and IGSF10-related genes. (A) IGSF10-interacted proteins from the GeneMANIA database. (B) GO enrichment analysis based on the IGSF10-interacted proteins and IGSF10-related genes. (C) KEGG enrichment analysis based on the IGSF10-interacted proteins and IGSF10-related genes. (D–H) Scatter plots of expression correlations between IGSF10 and RP11-1000B6.7, MRPL42P6, AC026150.8, RP11-1000B6.3, and CHRFAM7A in pan-cancer using the GEPIA2 database.
4 DISCUSSION
Cancer is caused by a variety of factors, mainly including exogenous and endogenous factors (Neveu et al., 2020). With the advent of genetic testing and the era of targeted therapy, molecular signatures have become increasingly critical, which can predict individual patients prognosis or predict individual patients response to specific treatments (Michiels et al., 2016). Hence, there is a pressing want to discover effective biomarkers to precisely assess the prognosis and effectively improve the treatment of tumor patients.
Our study aimed to comprehensively analyze function of IGSF10 in all kinds of tumors. We obtained expression data of IGSF10 in various cancers from multiple friendly public databases open to the world, which was helpful to discover variations in IGSF10 expression in a vary of cancers. Our findings indicated that IGSF10 expression were notably different between tumor and normal tissues across multiple cancer types. Among them, IGSF10 expression levels were downregulated in ACC, BLCA, BRCA, CESC, COAD, ESCA, HNSC, KICH, KIRC, KIRP, LIHC, LUAD, LUSC, OV, PRAD, READ, SKCM, STAD, TGCT, THCA, and UCEC, but the opposite trend in DLBC, GBM, LAML, LGG, PAAD, and THYM. Furthermore, we investigated the prognostic function of IGSF10 in multiple cancers via the usage of three prognostic indicators: OS, DSS and PFI. On the basis of our results, we found that IGSF10 played a beneficial role in five tumors including BRCA, LUAD, LUSC, Osteosarcoma (OS) and TGCT. In contrast, IGSF10 expression owed a significant detrimental role in BLCA, CESC, COAD, KICH, LAML, LGG, SARC, STAD, THCA, and UCEC.
Multiple researches have showed that infiltrating immune cells in tumor specimens influenced malignant tumor development (Fridman et al., 2012; Garnelo et al., 2017; Kalafati et al., 2020). More recently, a growing quantity of researches have revealed that tumor-infiltrating immune cells were closely correlated with the prognosis of tumor patients (Gooden et al., 2011; Loi et al., 2014; Schalper et al., 2015; Goode et al., 2017; Disis et al., 2019; Stewart et al., 2019). Our research showed that IGSF10 may perform a specific function in regulating tumor immunity. In our research, we provided evidence of the relationships between IGSF10 expression and immune infiltration, immune checkpoints, immune modulators, etc. in multiple tumors. We observed notably correlations between IGSF10 expression and infiltration levels of CD8+ T cells, CD4+ T cells, neutrophils, myeloid dendritic cells, macrophages and B cells in most cancer types. Furthermore, ESTIMATE was described as a method for estimating the proportion of stromal and immune cells in tumor specimens via the usage of gene expression signatures (Yoshihara et al., 2013). It is worth noting that IGSF10 expression was significantly negatively related to ESTIMATE score in CESC, LUSC, and UCEC, while positively in BLCA, BRCA, COAD, KICH, LGG, LUAD, STAD, and THCA. Our results also showed that IGSF10 was associated with almost all immune checkpoint genes in most types of tumors, IGSF10 was positively associated with majority of immune checkpoint genes in all kinds of tumors. Additionally, our study demonstrated that close to all immune-related genes were positively associated with IGSF10 expression in vast majority of tumors. These outcomes all confirmed that IGSF10 expression was closely correlated with the tumor-infiltrating immune cells, affected the prognosis of sufferers, and provided a novel target for the development of immunosuppressants.
TMB is an emerging good biomarker that has recently attracted widespread attention to predict response of individual patients to immune checkpoint inhibitor (ICI) (Samstein et al., 2019; Fumet et al., 2020; Sampson et al., 2020), which could lead immuno-oncology rapidly into the period of precision medicine (Steuer and Ramalingam, 2018). MSI is characterized by high-frequency frameshift mutations in microsatellite DNA, caused by MMR deficiency that fails to repair insertion or deletion mutations during DNA replication (Pal et al., 2008; Song et al., 2018; El-Deiry et al., 2019; McGrail et al., 2020). MMR deficiency causes both MSI and high TMB(Georgiadis et al., 2019; Willis et al., 2020). Further, MMR and MSI also may predict clinical response to ICI(Hodges et al., 2017; Le et al., 2017; Janjigian et al., 2018; Cortez, 2019). The outcomes of our research showed that IGSF10 expression was related to TMB in BRCA, CESC, ESCA, LUAD, STAD, THCA, THYM, and UCEC. Our findings also showed that IGSF10 expression was related to MSI in DLBC, LUSC, PCPG, STAD, TGCT, and UCEC. In addition, our research confirmed that IGSF10 was noticeably positively related to MMR genes in 27 kinds of tumors, besides CHOL, MESO, OV, STAD, and TGCT. Taken together, the above outcomes suggested that IGSF10 expression may affect the TMB, MSI and MMR of tumors, thereby exerting influence on the response of individual patients to ICI therapy. The above findings suggested that IGSF10 was expected to provide a valuable reference for predicting response of individual patients to immunotherapy. DNA methylation is a common, stably inherited epigenetic modification, and it can influence gene regulation (Catoni et al., 2018). Previous researches have proven that aberrant methylation is relate to tumorigenesis and immune evasion of tumors (Cheng et al., 2015; Jung et al., 2019; Zhao et al., 2020). The IGSF10 expression was noticeably positively correlated with these four DNA methyltransferases in 24 cancers, except CHOL, KICH, MESO, OV, PCPG, STAD, TGCT, and UCS. These outcomes propose that aberrant IGSF10 expression may play a critical function in tumorigenesis by regulating DNA methylation in cancers.
The genetic variations include CNVs and SNVs, which can be inherited or de novo (Mercati et al., 2017). The accumulation of SNV performs a very important function in tumorigenesis and tumor progression (Abelson et al., 2020). In addition to SNVs, DNA copy number alterations and chromosomal instability are a hallmark of cancer (Seifert et al., 2016). To date, few studies have reported on relationships between IGSF10 gene variations and cancers. In this study, we found that IGSF10 has different degrees of SNVs and CNVs in most cancer types, among which IGSF10 is most prone to SNVs in SKCM and UCEC. Furthermore, we found that IGSF10 mutations were significantly correlated with prognosis of patients in multiple tumor types.
In addition, we combined IGSF10-interacted proteins and IGSF10-related genes for enrichment analysis. Gene enrichment analysis revealed that IGSF10 may have an effect on the occurrence, progression or immunity of cancer via participating in lymphocyte differentiation and cell molecules adhesion.
5 CONCLUSION
In summary, our systemic pan-cancer analysis showed for the first time aberrant IGSF10 expression across different tumors. Furthermore, we found that IGSF10 can serve as a valuable prognostic biomarker for certain types of cancer. According to our findings, the level of IGSF10 is associated with cancer immunity, providing a new idea for individualized cancer immunotherapy, and is expected to be a potential immunological and prognostic biomarker.
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Background: Tumor stem cells (TSCs) have been widely reported to play a critical role in tumor progression and metastasis. We explored the role of tumor stemness in intrahepatic cholangiocarcinoma (iCCA) and established a prognostic risk model related to tumor stemness for prognosis prediction and clinical treatment guidance in iCCA patients.
Materials and Methods: The expression profiles of iCCA samples (E-MTAB-6389 and GSE107943 cohorts) were used in the study. One-class logistic regression algorithm calculated the mRNA stemness index (mRNAsi). The mRNAsi-related genes were used as a basis for the identification of mRNAsi-related molecular subtypes through consensus clustering. The immune characteristics and biological pathways of different subtypes were assessed. The mRNAsi-related risk model was constructed with differentially expressed genes (DEGs) between subtypes.
Results: The patients with high mRNAsi had longer overall survival than that with low mRNAsi. Two subtypes were identified with that C2 had higher mRNAsi and better prognosis than C1. Tumor-related pathways such as TGF-β and epithelial-mesenchymal transition (EMT) were activated in C1. C1 had higher enrichment of cancer-associated fibroblasts and tumor-associated macrophages, as well as higher immune response and angiogenesis score than C2. We screened a total 98 prognostic DEGs between C1 and C2. Based on the prognostic DEGs, we constructed a risk model containing three genes (ANO1, CD109, and CTNND2) that could divide iCCA samples into high- and low-risk groups. The two groups had distinct prognosis and immune characteristics. Notably, the risk score was negatively associated with mRNAsi (R = −0.53). High-risk group had higher enrichment score of T cell inflamed GEP, INF-γ, and cytolytic activity, and lower score of estimated IC50 of 5-fluorouracil and cisplatin than low-risk group.
Conclusions: This study clarified the important role of tumor stemness in iCCA and developed an mRNAsi-related risk model for predicting the prognosis and supporting the clinical treatment in iCCA patients. The three genes (ANO1, CD109, and CTNND2) may serve as potential targets for iCCA treatment.
Keywords: tumor stemness, mRNAsi, intrahepatic cholangiocarcinoma, molecular subtyping, immune microenvironment, risk model
INTRODUCTION
Tumor stem cells (TSCs) are the cells with the properties of stem cells that enable self-renewal and differentiation, which are responsible for the heterogeneity of tumor cells (Friedmann-Morvinski and Verma, 2014). However, TSCs are not always originated from normal tissue stem cells (Visvader, 2011). The differentiated phenotype of cells was lost during tumor progression, but replaced by the progenitor-like and stem cell-like features, and they are redefined as TSCs. The different status of TSC differentiation in tumor results in intratumoral and intertumoral heterogeneity, and thus shapes the phenotypic heterogeneity. Multiple evidences have demonstrated that TSCs contribute an important role in tumor cell migration, progression, poor prognosis, and the resistance to clinical therapy in different tumors (Shibue and Weinberg, 2017; O'Conor et al., 2018; Pirozzi et al., 2013; Mohanta et al., 2017). Therefore, the classification of different subtypes according to TSC status (tumor stemness) is a viable strategy to identify different prognosis and determine the sensitivity to clinical therapy.
In the majority of solid tumors, the proportion of TSCs less than 3% in whole tumor mass. Surprising, in cholangiocarcinoma (CCA), over 30% of TSCs are existed (Cardinale et al., 2015), suggesting that TSCs contribute a critical role in CCA. CCA is classified into three anatomic subtypes according to the primary, including intrahepatic CCA (iCCA), perihilar CCA (pCCA) or distal CCA (dCCA) (Blechacz et al., 2011). The global age-standardized mortality rates for iCCA increased in the past decades (1-2 per 100,000 in most countries) (Bertuccio et al., 2019). The survival of iCCA patients with lymph node metastasis is poor and benefit little from surgical resection (Kizy et al., 2019). Targeted therapy based on specific gene mutations shows a promising efficiency in some iCCA patients. For example, iCCA patients with isocitrate dehydrogenase (IDH) one mutations have an improved survival after receiving IDH1 inhibitors (ivosidenib) (Hazard ratio, HR = 0.37) in a phase III randomized controlled trial (Abou-Alfa et al., 2020). However, many iCCA patients have no specific gene mutations of IDH1 or fibroblast growth factor receptor (FGFR). Immunotherapy such as immune checkpoint blockade (ICB) has been examined to have a positive efficiency in lines of clinical trials in various tumors. Nivolumab, a programmed cell death protein 1 (PD-1) inhibitor, was administrated in advanced refractory biliary tract cancer and 22% CCA patients showed an objective response (Kim et al., 2020). Identification of CCA subtype with different sensitivity to immunotherapy is essential in the effort to improve the efficiency and outcomes of clinical therapy.
The crosstalk between TSCs and immune microenvironment has been illustrated to affect the efficiency of chemotherapy. Cancer-associated fibroblasts (CAFs) and tumor-associated macrophages (TAMs) are involved in the TSC-induced tumorigenesis and drug resistance through releasing downstream factors (Zhang et al., 2015; Valenti et al., 2017; Ren et al., 2018; Aramini et al., 2021). Malta et al. (2018) dig out transcriptomic (mRNAsi) and epigenetic (mDNAsi) feature sets using used a one-class logistic regression (OCLR) machine-learning algorithm in pan-cancer, and revealed a relationship between immune microenvironment and tumor stemness. Therefore, this study sought to identify tumor stemness-related molecular subtypes and develop an mRNAsi-based risk model. We revealed an association of tumor stemness with prognosis, immune infiltration, and the response to immunotherapy and chemotherapeutic drugs. Negative correlation was found between risk score and mRNAsi. The mRNAsi-based risk model was effective to distinguish the risk of each iCCA patient and manifested a favorable performance in predicting the prognosis of iCCA patients. Especially, the risk model was potential to indicate different response of iCCA patients to immunotherapy and chemotherapy.
MATERIALS AND METHODS
Acquisition and preprocessing of iCCA data
E-MTAB-6389 cohort containing microarray data of iCCA samples was obtained from the European Bioinformatics Institute (EBI) webpage (https://www.ebi.ac.uk/arrayexpress/experiments/E-MTAB-6389/). GSE107943 (Ahn et al., 2019) cohort containing gene expression data of iCCA samples was downloaded from Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE107943). E-MTAB-6389 cohort was used as the training cohort and GSE107943 was determined as the validation cohort.
For E-MTAB-6389 cohort, samples without survival information were excluded. Probes were transferred to gene symbol according to annotation information. The probes matching to multiple genes were removed. The averaged gene expression level was selected when one gene matched multiple probes. After preprocessing, a total of 76 samples were included for analysis.
For GSE107943 cohort, samples without survival information were removed. Fragments per kilobase million (FPKM) format was transferred to transcripts per million (TPM) format. We transformed Ensembl ID into gene symbol. When one gene had multiple gene symbols, we selected the averaged expression. After preprocessing, a total of 30 samples were included for analysis.
Evaluation of tumor stemness
According to the stemness index model trained from the Progenitor Cell Biology Consortium database, tumor stemness was calculated by one-class logistic regression (OCLR) algorithm (Malta et al., 2018; Wang et al., 2021). Gelnet (v1.2.1) R package was applied to analyze the mRNA stemness index (mRNAsi) of stem cells. Spearman correlation analysis was performed between mRNA expression of tumor samples and the weight vectors of the stemness signature. The stemness index (mRNAsi) reflecting the similarity of tumor cells to stem cells was normalized to range from 0 to 1 through a linear transformation (Malta et al., 2018).
Identification of mRNAsi-related molecular subtypes
Firstly, mRNAsi-related genes were identified based on the Spearman correlation analysis between mRNAsi and protein-coding genes under criterions of p < 0.01 and |correlation coefficient (cor)| > 0.4. To screen mRNAsi-associated genes correlated to cholangiocarcinoma patients’ overall survival, we performed univariate Cox regression analysis. p < 0.01 was determined to screen the prognostic mRNAsi-related genes. According to the expression profiles of prognostic mRNAsi-related genes, ConsensusClusterPlus R package (Wilkerson and Hayes, 2010) was applied to conduct unsupervised consensus clustering. PAM algorithm was selected and “1 - Spearman correlation” was used to measuring distance. 500 bootstraps were carried out with each bootstrap including 80% samples of the training cohort. For determining the optimal cluster number k, cumulative distribution function (CDF) curve and consensus matrix were used.
Analysis of functional pathways
KEGG pathways were acquired from MSigDB (Liberzon et al., 2015). FGSEA R package (Korotkevich et al., 2021) was used to conduct gene set enrichment analysis (GSEA) on KEGG pathways. Pathways showing a false discovery rate (FDR) < 0.05 was significantly enriched. ssGSEA algorithm in GSVA R package (Hänzelmann et al., 2013) was applied to assess the enrichment of KEGG pathways.
Establishment and validation of an mRNAsi-related risk model
First of all, using limma R package (Ritchie et al., 2015) under conditions of |log2 (fold change)|>log2 (1.5) and p < 0.05, differentially expressed genes (DEGs) were identified between different subtypes. ClusterProfiler R package was employed to annotate Gene Ontology (GO) terms and KEGG pathways of DEGs. Then univariate Cox regression was performed on the DEGs to screen those showing a significant correlation with patients’ overall survival (p < 0.05). Subsequently, least absolute shrinkage and selection operator (Lasso) regression (Friedman et al., 2010) and stepwise Akaike information criterion (stepAIC) algorithm (Zhang, 2016) were implemented for decreasing prognostic genes number and constructing the optimal risk model. The mRNAsi-related risk model was determined as: risk score = Σ(Expi*βi), where i represents genes, Exp represents expression of genes, and β represents Lasso coefficients. Using the median cut-off value of risk score, the samples were divided into two groups of high risk and low risk. Kaplan-Meier survival analysis was conducted to assess the overall survival of two risk groups. Receiver operation characteristic (ROC) curve analysis was used to evaluate the efficiency of the risk model in predicting the overall survival.
Analysis of immune characteristics
CIBERSORT algorithm was conducted for estimating the proportion of 22 immune cells. ESTIMTAE analysis was used to evaluate immune infiltration and stromal infiltration. 29 immune-related signatures were obtained from a previous study (Bagaev et al., 2021). PROGENy algorithm (Pathway RespOnsive GENes) (Schubert et al., 2018) was used to calculate enrichment score of oncogenic pathways including p53, TGF-β, hypoxia, MAPK, JAK. STAT, NFκB, TNF-α, Trail, EGFR, VEGF, and PI3K.
Analysis of the sensitivity to immunotherapy and chemotherapeutic drugs
The gene signatures of T cell inflamed gene expression profiles (GEP) (Ayers et al., 2017), Th1/IFN-γ (Danilova et al., 2019), cytolytic activity (Rooney et al., 2015) were obtained from previous research. Eight key immune checkpoints (PDCD1, CTLA4, CD274, TIGIT, PDCD1LG2, LAG3, BTLA, and HAVACR2) were included for predicting the sensitivity to immune checkpoint inhibitors. Pearson correlation analysis was conducted to analyze the correlation of risk score with the immune gene signatures and immune checkpoints using Hmisc R package. The estimated IC50 of three chemotherapeutic drugs (5-fluorouracil, cisplatin, and gemcitabine) was calculated by pRRophetic R package (Geeleher et al., 2014). Based on the drug sensitivity data from Genomics of Drug Sensitivity in Cancer (GDSC) database (Yang et al., 2013) (http://www.cancerrxgene.org), the relation between risk score and drug sensitivity was analyzed by Spearman correlation analysis. Drugs with |Rs| > 0.2 and FDR < 0.05 were considered to have a significant correlation with risk score, where Rs > 0.2 represents drug resistance and Rs < -0.2 represents drug sensitivity.
Statistical analysis
The bioinformatics analysis was performed with the help of Sangerbox platform (Shen et al., 2022) (http://vip.sangerbox.com/). Log-rank test was performed with Cox regression analysis and survival analysis. Wilcoxon test was performed to test the significance between two groups. Statistical significant was p < 0.05. FDR was calculated by Benjamini-Hochberg correction.
RESULTS
The relation between mRNAsi and iCCA prognosis
We firstly calculated mRNAsi for each iCCA sample in E-MTAB-6389 cohort. On the association of mRNAsi with clinical features (sex, vascular invasion, alcohol, and cirrhosis), no significant correlation was observed (Figure 1A). Then under the optimal cut-off value determined by surv_cutpoint function in survminer R package, cholangiocarcinoma samples were grouped into two mRNAsi groups (mRNAsi-high and mRNAsi-low). Significant difference was detected on the overall survival between mRNAsi-high and mRNAsi-low groups (p < 0.05, Figure 1B). To identify the protein-coding genes associated with mRNAsi, we performed Spearman correlation analysis and screened a total of 1794 mRNAsi-related genes (|cor| > 0.4 and p < 0.01). Subsequently, we identified a total of 69 prognostic genes within 1794 miRNA-related genes through univariate Cox regression analysis, where 61 risk genes (HR > 1) and 8 protective genes (HR < 1) were included (Supplementary Figure S1A).
[image: Figure 1]FIGURE 1 | The relation between mRNAsi and the prognosis of cholangiocarcinoma in E-MTAB-6389 cohort. (A) Correlation analysis of mRNAsi with clinical features of cholangiocarcinoma patients. (B) Kaplan-Meier survival plot of mRNAsi-high and mRNAsi-low groups. (C) Kaplan-Meier survival plot of C1 and C2 subtypes. (D) Heatmap of the expression (log2TPM) of risk genes and protective genes in C1 and C2. (E) PCA plot of C1 and C2. (F) Comparison of mRNAsi in C1 and C2. (G) The distribution of mRNAsi-high and mRNAsi-low groups in C1 and C2. *p < 0.05, ****p < 0.0001.
To further understand the association of mRNAsi with iCCA prognosis, we applied consensus clustering to identify mRNAsi-associated molecular subtypes based on the 69 prognostic miRNA-related genes. To clustering samples into two subtypes (C1 and C2), cluster number k = 2 was determined (Supplementary Figures S1B–D). Kaplan-Meier survival analysis on the two subtypes showed that C2 had significantly longer overall survival than C1 (p < 0.01, Figure 1C). Risk genes were relatively higher expressed and protective gene were relatively lower expression in C1 compared with that in C2 (Figure 1D). In addition, PCA showed a separated distribution of expression profiles of two subtypes (Figure 1E). C2 showed a significantly higher mRNAsi than C1 (Figure 1F), and mRNAsi-high samples also contributed a higher percentage in C2 (Figure 1G), indicating that high mRNAsi was probably a protective factor in iCCA prognosis. Moreover, we found a positive correlation between mRNAsi with CDH1 (epithelial marker) and a negative correlation between mRNAsi and CDH2 (mesenchymal marker) (Supplementary Figure S2), suggesting a negative relation between mRNAsi and cancer metastasis in iCCA. The results were consistent with the previous study (Malta et al., 2018).
Differential enrichment of biological pathways in two subtypes
As mRNAsi was associated with the prognosis of iCCA patients, we attempted to reveal the potential biological pathways involved in tumor stemness. GSEA was performed on all candidate gene sets of KEGG pathways and the significantly enriched pathways in C1 were outputted (FDR < 0.05). In C1 than C2 immune and stromal pathways were more activated, such as cytokine-cytokine receptor interaction, focal adhesion chemokine, and ECM receptor interaction, signaling pathway, (Figure 2A). Moreover, ssGSEA results revealed that tumor-related pathways (for example, epithelial-mesenchymal transition, TGF-β signaling, angiogenesis, Wnt-β signaling, Notch signaling and PI3K-Akt signaling, P53 signaling, hypoxia) and immune-related pathways (for example, IL6-JAK-STAT3 signaling, complement, inflammatory response, interferon response) showed a significantly higher enrichment score in C1 (p < 0.001, Figures 2B, C). The above findings suggested a correlation between tumor stemness and immune modulation, and tumor stem cells was involved in the tumor development through activating oncogenic pathways in iCCA.
[image: Figure 2]FIGURE 2 | Enrichment of functional pathways in C1 and C2 of E-MTAB-6389 cohort. (A) GSEA results displaying significantly enriched KEGG pathways of C1. (B) Heatmap of the top 50 enriched pathways in C1 and C2. (C) A total of 21 pathways differentially enriched between C1 and C2. Wilcoxon test was conducted. **p < 0.01, ***p < 0.001, ****p < 0.0001.
The immune characteristics of two subtypes
In the previous section, we demonstrated that C1 and C2 had differential enrichment of immune-related pathways. We next evaluated the immune microenvironment of C1 and C2 by different tools. CIBERSORT analysis on 22 immune cells showed that some immune cells were differentially enriched between two subtypes, such as higher enrichment of CD8 T cells, regulatory T cells, monocytes, M0 macrophages in C2, but higher enrichment of M2 macrophages in C1 (p < 0.01, Figure 3A). ESTIMATE results presented that C1 had evidently higher immune infiltration and stromal infiltration than C2 (p < 0.0001, Figure 3B). Furthermore, we collected some immune-related gene signatures from a previous study (Bagaev et al., 2021), and calculated their enrichment scores using ssGSEA. As shown in Figures 3C, D, the angiogenesis-related signatures, cancer-associated fibroblasts (CAFs), pro-tumor signatures and epithelial-mesenchymal transition (EMT) signature were relatively activated in C1; at the same time, anti-tumor signatures were also more enriched in C1 than that in C2. In 11 oncogenic pathways, 7 of them were more significantly activated in C1 than that in C2 (p < 0.05, Figures 3E, F). Although C1 had an anti-tumor immune microenvironment, pro-tumor activity led it to a more progressive outcome than C2.
[image: Figure 3]FIGURE 3 | Immune characteristics in C1 and C2 of E-MTAB-6389 cohort. (A) The distribution of 22 immune cells in C1 and C2 analyzed by CIBERSORT. Wilcoxon test was conducted. (B) ESTIMATE analysis showed the immune score, stromal score and ESTIMATE score of C1 and C2. (C) Heat map of 29 immune-related signatures in C1 and C2. (D) Box plot showing the ssGSEA score of 29 immune-related signatures in C1 and C2. Wilcoxon test was conducted. (E) Heatmap of oncogenic pathways. (F) Box plot of oncogenic pathways. Wilcoxon test was conducted. ns, not significant. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
In addition, we examined the potential immune response of two subtypes to immunotherapy. It has been reported that T cell inflamed GEP score and Th1/IFN-γ are positively associated with anti-tumor response in immunotherapy (Ribas and Hu-Lieskovan, 2016; Ott et al., 2019). C1 displayed higher scores of T cell inflamed GEP, Th1/IFN-γ, as well as cytolytic activity than C2 (p < 0.0001, Figures 4A–C), indicating that C1 was predicted to be more responsive in immunotherapy. Immune checkpoint inhibitors (ICIs) such as PD-1 and PD-L1 are important factors in immune checkpoint blockade therapy. High PD-1/PD-L1 expression has been demonstrated to associate with high sensitivity to ICIs (Patel and Kurzrock, 2015). In the eight key immune checkpoints, we found that their expression levels except for PD-1 (PDCD1) were significantly higher in C1 than that in C2 (p < 0.01, Figure 4D). The above observations implied that C1 was more sensitive to immunotherapy than C2.
[image: Figure 4]FIGURE 4 | Prediction of the response to immunotherapy in E-MTAB-6389 cohort. (A–C) Comparison of ssGSEA score of T cell inflamed GEP, Th1/IFN-γ signature, and cytolytic activity in C1 and C2. (D) The expression of key immune checkpoints in C1 and C2. Wilcoxon test was conducted. ns, not significant. **p < 0.01, ***p < 0.001, ****p < 0.0001.
Establishment and validation of an mRNAsi-related prognostic model for iCCA
Given that C1 and C2 had distinct immune microenvironment and activated biological pathways, we identified a total of 1746 DEGs (FDR < 0.05, log2FC > 0) between C1 and C2 using limma R package (Supplementary Table S1). Of these DEGs, SERINC1 and MYO9B were previously reported as potential driver genes in liver cancer (Basu et al., 2018). Then, we screened 473 DEGs with 1.5 -fold change, and 401 up-regulated genes and 72 down-regulated genes in C1 were outputted (Supplementary Figures S3A, B). Gene enrichment analysis on these DEGs showed that immune-related GO terms and pathways were annotated in up-regulated genes, which was accordant with the findings in the previous section (Supplementary Figure S3C; Figure 2). In down-regulated genes, metabolism-related pathways and terms were enriched in C2 such as drug metabolism and tyrosine metabolism (Supplementary Figure S3D).
The DEGs were used as a basis to construct a prognostic model in the training cohort (E-MTAB-6389). Univariate Cox regression on the 473 DEGs identified a total of 98 DEGs including 86 risk genes and 12 protective genes significantly associated with overall survival (Supplementary Table S2). Then to decrease the number of prognostic genes for constructing an optimal model, Lasso regression was employed here. When lambda = 0.1718, the model reached the optimal, and six prognostic genes were remained (Figures 5A, B). Furthermore, we applied stepAIC to obtain the sufficient fitting degree with the least number of variables (genes). Finally, three genes were remained including ANO1, CD109, and CTNND2 (Figure 5C). The mRNAsi-related prognostic model was defined as: Risk Score = 0.489*ANO1 + 0.332*CD109–0.346*CTNND2.
[image: Figure 5]FIGURE 5 | Construction and validation of an mRNAsi-related risk model. (A, B) Lasso regression on the 98 prognostic genes. Red dashed line in (A) and red dot in (B) represents lambda = 0.1718. (C) Three prognostic genes were screened by stepAIC. Log-rank test was conducted. (D) The risk score, survival status, and the expression of three genes of all samples in E-MTAB-6389 cohort. (E) Survival plot of high- and low-risk groups in E-MTAB-6389 cohort. (F) ROC curve of the risk model in predicting 1-year, 2-year, 3-year, and 5-year survival in E-MTAB-6389 cohort. (G, H) Survival plot and ROC curve of the risk model in GSE107943 cohort. *p < 0.05.
The risk score was calculated for training cohort samples. The median value of risk score was used to group samples into two groups of high and low risk (Figure 5D). The expression levels of ANO1 and CD109 were relatively higher in high-risk group while CTNND2 was relatively lower expressed compared with low-risk group. From the results of survival analysis, patients with a high risk evidently developed a worse overall survival than those in the low-risk group (p < 0.01, Figure 5E). ROC curve analysis illustrated that the model had a high efficiency in predicting 1-year, 2-year, 3-year, and 5-year overall survival with AUC of 0.75, 0.78, 0.77, and 0.78 respectively (Figure 5F). We verified the risk model in the validation cohort (GSE107943), and observed the similar results (Figures 5G, H). We also compared the risk score of mRNAsi-low and mRNAsi-high, as well as C1 and C2. The mRNAsi-low group and C1 subtype exhibited a higher risk score than the mRNAsi-high group and C2 subtype (p < 0.0001, Supplementary Figures S4A, B). The high-risk samples contributed to a high percentage in C1 subtype and mRNAsi-low group (Supplementary Figure S4), which was consistent with their prognosis. The mRNAsi-related risk model also showed a favorable performance distinguishing high-risk samples in different mRNAsi groups and subtypes (Supplementary Figure S4D). It could be concluded that the mRNAsi-related risk model was robust in predicting the prognosis of iCCA patients.
The relation of risk score with biological pathways and immune microenvironment
We assessed the biological pathways of two risk groups using GSEA. Immune-related pathways such as interferon-gamma response, interferon-alpha response, IL6-JAK-STAT3 signaling, and complement were evidently enriched in high-risk group (Figure 6A), suggesting that immune response was more activated in patients with a high risk than those in low-risk group. We examined the immune infiltration of two risk groups, and found that high-risk group had significantly greater immune infiltration and stromal infiltration (Figure 6B). Patients showing a low risk had higher enrichment of regulatory T cells and M0 macrophages, monocytes, but had lower enrichment of M2 macrophages than high-risk group (Figure 6C). Moreover, the relationship of risk score with the infiltration of different immune cells was evaluated. The risk score was positively correlated with M2 macrophages, and was negatively correlated with CD8 T cells, regulatory T cells, monocytes and M0 macrophages (Figure 6D). The immune characteristics in high-risk group were consistent with that in C1 (Figures 3A, B). Therefore, we speculated that there was an association of the risk score with mRNAsi. Not surprisingly, a significantly negative correlation was revealed by Spearman correlation analysis between mRNAsi and the risk score (p < 0.0001, R = −0.53, Figure 6E). The result indicated that high-risk group had a lower mRNAsi than low-risk group, which accounted for the consistence of immune characteristics between risk groups and subtypes. In addition, the risk score was positively correlated with tumor-related pathways such as EGFR (R = 0.57), hypoxia (R = 0.56), MAPK (R = 0.56), and TGF-β (R = 0.38) (Figure 6F), and immunosuppressive features such as angiogenesis (R = 0.33), CAFs (R = 0.50), and TAMs (R = 0.55) (Supplementary Figure S5), which was similar to the previous results (Figure 3F).
[image: Figure 6]FIGURE 6 | Analysis of biological pathways and immune microenvironment in two risk groups in E-MTAB-6389 cohort. (A) GSEA results of significantly enriched pathways in high-risk group. (B) ESTIMATE analysis showed immune score, stromal score and ESTIMATE score of two risk groups. Wilcoxon test was conducted. (C) CIBERSORT analysis showed the enrichment of 22 immune cells in two risk groups. Wilcoxon test was conducted. (D) Pearson correlation analysis of risk score with immune cells. Red and blue lines indicate positive and negative correlation respectively. (E) Spearman correlation analysis between mRNAsi and risk score. (F) Pearson correlation analysis of risk score with oncogenic pathways. ns, not significant. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
Different responses of two risk groups to immunotherapy and chemotherapy
The mRNAsi-related risk model was verified to be effective in predicting the prognosis of iCCA in different cohorts, and two risk groups showed differential mRNAsi, immune microenvironment, and activation of biological pathways. We further examined the value of the risk model in guiding clinical therapies. High-risk group was suggested to have a higher sensitivity to immunotherapy than low-risk group according to the higher score of T cell inflamed GEP, Th1/IFN-γ, and cytolytic activity in high-risk group (p < 0.05, Figures 7A–C). Moreover, the expression level of key immune checkpoints was also lower in low-risk group (Figure 7D). Correlation analysis of the risk score with the above indicators of immunotherapy displayed that the risk score showed a positive correlation with T cell inflamed GEP (R = 0.30, p < 0.01), Th1/IFN-γ (R = 0.47, p < 0.001), cytolytic activity (R = 0.30, p < 0.01), CD274 (PD-L1) (R = 0.36, p < 0.01), LAG3 (R = 0.26, p < 0.05), and PDCD1LG2 (R = 0.45) (Figure 7E, p < 0.0001).
[image: Figure 7]FIGURE 7 | Validating the value of the risk model in predicting the response to clinical therapy. (A–C) The ssGSEA score of T cell inflamed GEP, Th1/IFN-γ, and cytolytic activity in two risk groups. Wilcoxon test was performed. (D) The expression of key immune checkpoints in two risk groups. Wilcoxon test was performed. (E) Pearson correlation analysis of risk score with immune signatures and immune checkpoints. (F) The estimated IC50 of 5-fluorouracil, cisplatin, and gemcitabine in two risk groups. (G) Spearman correlation analysis between drug sensitivity and risk score. Rs indicates correlation coefficient.
In the response to chemotherapeutic drugs, we used estimated IC50 to predict the response of two risk groups to 5-fluorouracil, cisplatin, and gemcitabine. High-risk group was shown to have lower estimated IC50 of 5-fluorouracil and cisplatin than low-risk group, indicating that high-risk group was more sensitive to the two drugs. In addition, we obtained the data of drug sensitivity of about 190 drugs in 1000 cancer cell lines from GDSC, and analyzed the correlation between the risk score and the sensitivity to these drugs. As a result, 10 drugs were found to be significantly correlated with the risk score, where 7 drugs showed drug sensitivity relating to risk score (Rs < −0.2) and 3 drugs showed drug resistance relating to risk score (Rs > 0.2, Figure 7F). The results suggested that the 7 drugs (trametinib, AZD3759, selumetinib, SCH772984, sapitinib, gefitinib, and PD0325901) were predicted to the potential therapeutic drugs in iCCA. The mRNAsi-related risk model was potential to estimate the sensitivity to immunotherapy or chemotherapeutic drugs.
DISCUSSION
Tumor stemness has been uncovered to have an effect in tumorigenesis, tumor progression and metastasis. This study used the expression data of iCCA for evaluating tumor stemness at a transcriptional level (mRNAsi) of iCCA patients. High-mRNAsi and low-mRNAsi groups showed a significantly different overall survival. The patients with high mRNAsi had longer overall survival than that with low mRNAsi, indicating that tumor stemness was involved in the iCCA development. To further reveal the link of tumor stemness with iCCA prognosis, we identified mRNAsi-related molecular subtypes based on the expression data of mRNAsi-related prognostic genes. Two subtypes were identified and C1 and C2 subtypes showed distinct expression patterns. In addition, C2 had a higher mRNAsi level and more favorable prognosis than C1. We preliminarily confirmed the association between mRNAsi and iCCA prognosis.
To clarify the potential mechanism of tumor stemness contributing to iCCA development, we assessed the functional pathways of C1 and C2. Tumor-related pathways especially TGF-β signaling and EMT, Notch signaling, and Wnt signaling were more enriched in C1 than that in C2. EMT is a biological process enabling epithelial cells to acquire mesenchymal phenotypes, which can be triggered by TGF-β (David et al., 2016). Compelling evidence has shown that tumor cells have activated EMT process that allows tumor cells gaining invasive features (Wilson et al., 2020). In EMT process, tumor cells acquired stemness that can increase motility and promote metastasis (Dongre and Weinberg, 2019). Although the specific transition states of EMT inducing stemness have not been fully defined, EMT in promoting stemness is supported by the involvement of Wnt signaling (Basu et al., 2018), Notch signaling (Fender et al., 2015), Mitofusin signaling (Wu et al., 2019), and Hedgehog signaling pathways (Guen et al., 2017).
In addition to EMT-related pathways, immune-related pathways such as angiogenesis, complement, PI3K-Akt-mTOR signaling, IL6-Jak-Stat3 signaling, inflammatory response, interferon response, IL2-Stat5 signaling were also more enriched in C2 compared with C1. Not surprisingly, C1 had higher immune response than C2, which showed as higher immune infiltration, T cell inflamed GEP score, and cytolytic activity. However, it seemed controversial with the outcome that C1 had a worse prognosis. At the same time, C1 also exhibited an immunosuppressive environment that CAFs and TAMs were evidently accumulated. Multiple inflammatory modulators promotes CAF activation, such as interleukin-1 (IL-1) acting through NF-κB and IL-6 acting on STAT transcription factors (Erez et al., 2010; Sanz-Moreno et al., 2011). In our results, NF-κB and JAK-STAT signaling were more activated in C1 compared with C2. High TAM infiltration is associated with poor prognosis in solid tumors, as well as the association with angiogenesis, migration, and the resistance to chemotherapy and radiotherapy (Chen et al., 2019). Moreover, we found that C1 had higher expression levels of key immune checkpoints such as PDL1, CTLA4, and LAG3, which was also responsible for the immunosuppressive environment. From the above analysis, we considered that the activation of EMT, oncogenic pathways, and the enrichment of immunosuppressive cells were the main contributors for the poor overall survival of C1.
Given that two mRNAsi-related subtypes had significantly different molecular features, we then screened a group of prognostic DEGs that may be involved in iCCA progression. By using Lasso and stepAIC algorithm, we constructing a prognostic risk model containing three genes (ANO1, CD109, and CTNND2). The risk score was calculated for each iCCA sample and they were divided into high-risk and low-risk groups according to the median risk score. In both training and validation cohorts, high-risk group had a worse overall survival than low-risk group, and the risk model showed a favorable performance in predicting 1-year, 3-year, and 5-year survival with AUC over than 0.70. The expression levels of three genes were associated with the risk score, where ANO1 and CD109 were highly expressed in high-risk group and CTNND2 was highly expressed in low-risk group.
Notably, we discovered that risk score was negatively correlated with mRNAsi (R = −0.53), which showed a consistence with the finding that low mRNAsi was associated with poor prognosis. The results indicated that the three genes in the risk model were importantly involved in the regulation of tumor stemness. ANO1 was found to be a risk factor in many cancer types (HR = 1.52, 95% CI: 1.19-1.92), and was suggested to be a prognostic factor (Zhang et al., 2021). Kim et al. uncovered that ANO1 knockdown could increase the survival and inhibit local invasion of glioblastoma stem cells (GSCs) in mouse model, indicating that ANO1 was important in the maintenance of stemness (Kim et al., 2021). In human lung adenocarcinoma cell lines, CD109 overexpression was associated with the ability of migration and metastasis by activating the Jak-Stat3 signaling (Chuang et al., 2017). Actually, Jak-Stat3 signaling was more activated in high-risk group than that in low-risk group. Previous research revealed that CD109 promoted EMT process and stemness in lung adenocarcinoma, and CD109 was considered as a potential therapeutic target (Lee et al., 2020). CTNND2 (δ-catenin) was suggested as a potential cancer biomarker and was associated with the expression of markers of cancer stem cells in lung adenocarcinoma (Lu et al., 2014; Huang et al., 2018). However, the roles of these three genes in CCA have not been revealed in the previous research. Our study only provided a direction for the further analysis of their function in tumor stemness in CCA, and further experiments are needed to verify the roles of three genes in the future work.
We characterized the biological features of high- and low-risk groups, and the results were consistent with that in subtype analysis. High-risk group had significantly higher immune infiltration and more activated immune response than low-risk group. Simultaneously, immunosuppressive environment was more enriched in high-risk group, such as high enrichment of angiogenesis, CAFs, and TAMs, as well as high expression of immune checkpoints, which contributed for the unfavorable outcome of high-risk group. Nevertheless, the prediction of sensitivity to immunotherapy and chemotherapy revealed that high-risk group was more sensitive to immune checkpoint inhibitors and chemotherapeutic drugs such as 5-fluorouracil and cisplatin. The results laid a foundation for the predictive value of the mRNAsi-related risk model in clinical treatment for iCCA patients.
CONCLUSION
In conclusion, this study clarified the relation of tumor stemness with prognosis and immune microenvironment in iCCA patients. In addition, we constructed an mRNAsi-related risk model that was effective and stable to predict the overall survival of iCCA patients. Importantly, the risk model showed a potential to predict the sensitivity of iCCA patients to immunotherapy and chemotherapeutic drugs.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/Supplementary Material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
All authors contributed to this present work: YY designed the study, JT acquired the data. DA drafted the manuscript, LS revised the manuscript. All authors read and approved the manuscript.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fgene.2022.1089405/full#supplementary-material
REFERENCES
 Abou-Alfa, G. K., Macarulla, T., Javle, M. M., Kelley, R. K., Lubner, S. J., Adeva, J., et al. (2020). Ivosidenib in IDH1-mutant, chemotherapy-refractory cholangiocarcinoma (ClarIDHy): A multicentre, randomised, double-blind, placebo-controlled, phase 3 study. Lancet Oncol. 21 (6), 796–807. doi:10.1016/S1470-2045(20)30157-1
 Ahn, K. S., O'Brien, D., Kang, Y. N., Mounajjed, T., Kim, Y. H., Kim, T. S., et al. (2019). Prognostic subclass of intrahepatic cholangiocarcinoma by integrative molecular-clinical analysis and potential targeted approach. Hepatol. Int. 13 (4), 490–500. doi:10.1007/s12072-019-09954-3
 Aramini, B., Masciale, V., Grisendi, G., Banchelli, F., D'Amico, R., Maiorana, A., et al. (2021). Cancer stem cells and macrophages: Molecular connections and future perspectives against cancer. Oncotarget 12 (3), 230–250. doi:10.18632/oncotarget.27870
 Ayers, M., Lunceford, J., Nebozhyn, M., Murphy, E., Loboda, A., Kaufman, D. R., et al. (2017). IFN-γ-related mRNA profile predicts clinical response to PD-1 blockade. J. Clin. investigation 127 (8), 2930–2940. doi:10.1172/JCI91190
 Bagaev, A., Kotlov, N., Nomie, K., Svekolkin, V., Gafurov, A., Isaeva, O., et al. (2021). Conserved pan-cancer microenvironment subtypes predict response to immunotherapy. Cancer Cell 39 (6), 845–865.e7. e7. doi:10.1016/j.ccell.2021.04.014
 Basu, S., Cheriyamundath, S., and Ben-Ze'ev, A. (2018). Cell-cell adhesion: Linking wnt/β-catenin signaling with partial EMT and stemness traits in tumorigenesis. F1000Research 7, F1000. doi:10.12688/f1000research.15782.1
 Bertuccio, P., Malvezzi, M., Carioli, G., Hashim, D., Boffetta, P., El-Serag, H. B., et al. (2019). Global trends in mortality from intrahepatic and extrahepatic cholangiocarcinoma. J. hepatology 71 (1), 104–114. doi:10.1016/j.jhep.2019.03.013
 Blechacz, B., Komuta, M., Roskams, T., and Gores, G. J. (2011). Clinical diagnosis and staging of cholangiocarcinoma. Nat. Rev. Gastroenterology hepatology 8 (9), 512–522. doi:10.1038/nrgastro.2011.131
 Cardinale, V., Renzi, A., Carpino, G., Torrice, A., Bragazzi, M. C., Giuliante, F., et al. (2015). Profiles of cancer stem cell subpopulations in cholangiocarcinomas. Am. J. pathology 185 (6), 1724–1739. doi:10.1016/j.ajpath.2015.02.010
 Chen, Y., Song, Y., Du, W., Gong, L., Chang, H., and Zou, Z. (2019). Tumor-associated macrophages: An accomplice in solid tumor progression. J. Biomed. Sci. 26 (1), 78. doi:10.1186/s12929-019-0568-z
 Chuang, C. H., Greenside, P. G., Rogers, Z. N., Brady, J. J., Yang, D., Ma, R. K., et al. (2017). Molecular definition of a metastatic lung cancer state reveals a targetable CD109-Janus kinase-Stat axis. Nat. Med. 23 (3), 291–300. doi:10.1038/nm.4285
 Danilova, L., Ho, W. J., Zhu, Q., Vithayathil, T., De Jesus-Acosta, A., Azad, N. S., et al. (2019). Programmed cell death ligand-1 (PD-L1) and CD8 expression profiling identify an immunologic subtype of pancreatic ductal adenocarcinomas with favorable survival. Cancer Immunol. Res. 7 (6), 886–895. doi:10.1158/2326-6066.CIR-18-0822
 David, C. J., Huang, Y. H., Chen, M., Su, J., Zou, Y., Bardeesy, N., et al. (2016). TGF-Β tumor suppression through a lethal EMT. Cell. 164 (5), 1015–1030. doi:10.1016/j.cell.2016.01.009
 Dongre, A., and Weinberg, R. A. (2019). New insights into the mechanisms of epithelial-mesenchymal transition and implications for cancer. Nat. Rev. Mol. Cell Biol. 20 (2), 69–84. doi:10.1038/s41580-018-0080-4
 Erez, N., Truitt, M., Olson, P., Arron, S. T., and Hanahan, D. (2010). Cancer-associated fibroblasts are activated in incipient neoplasia to orchestrate tumor-promoting inflammation in an NF-kappaB-Dependent manner. Cancer Cell 17 (2), 135–147. doi:10.1016/j.ccr.2009.12.041
 Fender, A. W., Nutter, J. M., Fitzgerald, T. L., Bertrand, F. E., and Sigounas, G. (2015). Notch-1 promotes stemness and epithelial to mesenchymal transition in colorectal cancer. J. Cell. Biochem. 116 (11), 2517–2527. doi:10.1002/jcb.25196
 Friedman, J., Hastie, T., and Tibshirani, R. (2010). Regularization paths for generalized linear models via coordinate descent. J. Stat. Softw. 33 (1), 1–22. doi:10.18637/jss.v033.i01
 Friedmann-Morvinski, D., and Verma, I. M. (2014). Dedifferentiation and reprogramming: Origins of cancer stem cells. EMBO Rep. 15 (3), 244–253. doi:10.1002/embr.201338254
 Geeleher, P., Cox, N., and Huang, R. S. (2014). pRRophetic: an R package for prediction of clinical chemotherapeutic response from tumor gene expression levels. PloS one 9 (9), e107468. doi:10.1371/journal.pone.0107468
 Guen, V. J., Chavarria, T. E., Kröger, C., Ye, X., Weinberg, R. A., and Lees, J. A. (2017). EMT programs promote basal mammary stem cell and tumor-initiating cell stemness by inducing primary ciliogenesis and Hedgehog signaling. Proc. Natl. Acad. Sci. U. S. A. 114 (49), E10532–e9. doi:10.1073/pnas.1711534114
 Hänzelmann, S., Castelo, R., and Guinney, J. (2013). Gsva: Gene set variation analysis for microarray and RNA-seq data. BMC Bioinforma. 14, 7. doi:10.1186/1471-2105-14-7
 Huang, F., Chen, J., Wang, Z., Lan, R., Fu, L., and Zhang, L. (2018). δ-Catenin promotes tumorigenesis and metastasis of lung adenocarcinoma. Oncol. Rep. 39 (2), 809–817. doi:10.3892/or.2017.6140
 Kim, H. J., Kim, J. Y., Jung, C. W., Lee, Y. S., An, J. Y., Kim, E. H., et al. (2021). ANO1 regulates the maintenance of stemness in glioblastoma stem cells by stabilizing EGFRvIII. Oncogene 40 (8), 1490–1502. doi:10.1038/s41388-020-01612-5
 Kim, R. D., Chung, V., Alese, O. B., El-Rayes, B. F., Li, D., Al-Toubah, T. E., et al. (2020). A phase 2 multi-institutional study of nivolumab for patients with advanced refractory biliary tract cancer. JAMA Oncol. 6 (6), 888–894. doi:10.1001/jamaoncol.2020.0930
 Kizy, S., Altman, A. M., Marmor, S., Wirth, K., Ching Hui, J. Y., Tuttle, T. M., et al. (2019). Surgical resection of lymph node positive intrahepatic cholangiocarcinoma may not improve survival. HPB official J. Int. Hepato Pancreato Biliary Assoc. 21 (2), 235–241. doi:10.1016/j.hpb.2018.08.006
 Korotkevich, G., Sukhov, V., Budin, N., Shpak, B., Artyomov, M. N., and Sergushichev, A. (2021). Fast gene set enrichment analysis. bioRxiv. 060012. 
 Lee, K. Y., Kuo, T. C., Chou, C. M., Hsu, W. J., Lee, W. C., Dai, J. Z., et al. (2020). Upregulation of CD109 promotes the epithelial-to-mesenchymal transition and stemness properties of lung adenocarcinomas via activation of the hippo-YAP signaling. Cells 10 (1), 28. doi:10.3390/cells10010028
 Liberzon, A., Birger, C., Thorvaldsdóttir, H., Ghandi, M., Mesirov, J. P., and Tamayo, P. (2015). The Molecular Signatures Database (MSigDB) hallmark gene set collection. Cell. Syst. 1 (6), 417–425. doi:10.1016/j.cels.2015.12.004
 Lu, Q., Lanford, G. W., Hong, H., and Chen, Y. H. (2014). δ-Catenin as a potential cancer biomarker. Pathol. Int. 64 (5), 243–246. doi:10.1111/pin.12156
 Malta, T. M., Sokolov, A., Gentles, A. J., Burzykowski, T., Poisson, L., Weinstein, J. N., et al. (2018). Machine learning identifies stemness features associated with oncogenic dedifferentiation. Cell. 173 (2), 338–354. e15. doi:10.1016/j.cell.2018.03.034
 Mohanta, S., Siddappa, G., Valiyaveedan, S. G., Dodda Thimmasandra Ramanjanappa, R., Das, D., Pandian, R., et al. (2017). Cancer stem cell markers in patterning differentiation and in prognosis of oral squamous cell carcinoma. Tumour Biol. J. Int. Soc. Oncodevelopmental Biol. Med. 39 (6), 1010428317703656. doi:10.1177/1010428317703656
 O'Conor, C. J., Chen, T., González, I., Cao, D., and Peng, Y. (2018). Cancer stem cells in triple-negative breast cancer: A potential target and prognostic marker. Biomarkers Med. 12 (7), 813–820. doi:10.2217/bmm-2017-0398
 Ott, P. A., Bang, Y. J., Piha-Paul, S. A., Razak, A. R. A., Bennouna, J., Soria, J. C., et al. (2019). T-Cell-Inflamed gene-expression profile, programmed death ligand 1 expression, and tumor mutational burden predict efficacy in patients treated with pembrolizumab across 20 cancers: KEYNOTE-028. J. Clin. Oncol. official J. Am. Soc. Clin. Oncol. 37 (4), 318–327. doi:10.1200/JCO.2018.78.2276
 Patel, S. P., and Kurzrock, R. (2015). PD-L1 expression as a predictive biomarker in cancer immunotherapy. Mol. cancer Ther. 14 (4), 847–856. doi:10.1158/1535-7163.MCT-14-0983
 Pirozzi, G., Tirino, V., Camerlingo, R., La Rocca, A., Martucci, N., Scognamiglio, G., et al. (2013). Prognostic value of cancer stem cells, epithelial-mesenchymal transition and circulating tumor cells in lung cancer. Oncol. Rep. 29 (5), 1763–1768. doi:10.3892/or.2013.2294
 Ren, J., Ding, L., Zhang, D., Shi, G., Xu, Q., Shen, S., et al. (2018). Carcinoma-associated fibroblasts promote the stemness and chemoresistance of colorectal cancer by transferring exosomal lncRNA H19. Theranostics 8 (14), 3932–3948. doi:10.7150/thno.25541
 Ribas, A., and Hu-Lieskovan, S. (2016). What does PD-L1 positive or negative mean?J. Exp. Med. 213 (13), 2835–2840. doi:10.1084/jem.20161462
 Ritchie, M. E., Phipson, B., Wu, D., Hu, Y., Law, C. W., Shi, W., et al. (2015). Limma powers differential expression analyses for RNA-sequencing and microarray studies. Nucleic acids Res. 43 (7), e47. doi:10.1093/nar/gkv007
 Rooney, M. S., Shukla, S. A., Wu, C. J., Getz, G., and Hacohen, N. (2015). Molecular and genetic properties of tumors associated with local immune cytolytic activity. Cell. 160 (1-2), 48–61. doi:10.1016/j.cell.2014.12.033
 Sanz-Moreno, V., Gaggioli, C., Yeo, M., Albrengues, J., Wallberg, F., Viros, A., et al. (2011). ROCK and JAK1 signaling cooperate to control actomyosin contractility in tumor cells and stroma. Cancer Cell 20 (2), 229–245. doi:10.1016/j.ccr.2011.06.018
 Schubert, M., Klinger, B., Klünemann, M., Sieber, A., Uhlitz, F., Sauer, S., et al. (2018). Perturbation-response genes reveal signaling footprints in cancer gene expression. Nat. Commun. 9 (1), 20. doi:10.1038/s41467-017-02391-6
 Shen, W., Song, Z., Xiao, Z., Huang, M., Shen, D., Gao, P., et al. (2022). Sangerbox: A comprehensive, interaction-friendly clinical bioinformatics analysis platform. iMeta 1 (3), e36. doi:10.1002/imt2.36
 Shibue, T., and Weinberg, R. A. (2017). EMT, CSCs, and drug resistance: The mechanistic link and clinical implications. Nat. Rev. Clin. Oncol. 14 (10), 611–629. doi:10.1038/nrclinonc.2017.44
 Valenti, G., Quinn, H. M., Heynen, G., Lan, L., Holland, J. D., Vogel, R., et al. (2017). Cancer stem cells regulate cancer-associated fibroblasts via activation of Hedgehog signaling in mammary gland tumors. Cancer Res. 77 (8), 2134–2147. doi:10.1158/0008-5472.CAN-15-3490
 Visvader, J. E. (2011). Cells of origin in cancer. Nature 469 (7330), 314–322. doi:10.1038/nature09781
 Wang, Z., Wang, Y., Yang, T., Xing, H., Wang, Y., Gao, L., et al. (2021). Prediction of RBP binding sites on circRNAs using an LSTM-based deep sequence learning architecture. Briefings Bioinforma. 22 (5), bbab342. doi:10.1093/bib/bbab342
 Wilkerson, M. D., and Hayes, D. N. (2010). ConsensusClusterPlus: A class discovery tool with confidence assessments and item tracking. Bioinforma. Oxf. Engl. 26 (12), 1572–1573. doi:10.1093/bioinformatics/btq170
 Wilson, M. M., Weinberg, R. A., Lees, J. A., and Guen, V. J. (2020). Emerging mechanisms by which EMT programs control stemness. Trends cancer 6 (9), 775–780. doi:10.1016/j.trecan.2020.03.011
 Wu, M. J., Chen, Y. S., Kim, M. R., Chang, C. C., Gampala, S., Zhang, Y., et al. (2019). Epithelial-mesenchymal transition directs stem cell polarity via regulation of Mitofusin. Cell. metab. 29 (4), 993–1002. e6. doi:10.1016/j.cmet.2018.11.004
 Yang, W., Soares, J., Greninger, P., Edelman, E. J., Lightfoot, H., Forbes, S., et al. (2013). Genomics of drug sensitivity in cancer (GDSC): A resource for therapeutic biomarker discovery in cancer cells. Nucleic acids Res. 41, D955–D961. doi:10.1093/nar/gks1111
 Zhang, C., Hu, X., Liu, X. Y., Liang, P., Zhang, J., Cao, L., et al. (2015). Effect of tumor-associated macrophages on gastric cancer stem cell in omental milky spots and lymph node micrometastasis. Int. J. Clin. Exp. pathology 8 (11), 13795–13805. 
 Zhang, C., Li, H., Gao, J., Cui, X., Yang, S., and Liu, Z. (2021). Prognostic significance of ANO1 expression in cancers. Medicine 100 (4), e24525. doi:10.1097/MD.0000000000024525
 Zhang, Z. (2016). Variable selection with stepwise and best subset approaches. Ann. Transl. Med. 4 (7), 136. doi:10.21037/atm.2016.03.35
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2023 Yue, Tao, An and Shi. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 19 January 2023
doi: 10.3389/fgene.2022.1085785


[image: image2]
ABI3BP is a prognosis biomarker related with clinicopathological features and immunity infiltration of lung tumor
Yan Feng1, Xiaolei Han2, Zhe Zhang3, Han Qiao1 and Huaping Tang4*
1Department of Respiratory Medicine, Qingdao Municipal Hospital, Qingdao University, Qingdao, China
2Department of Health Office, Qingdao Municipal Hospital, Qingdao, China
3Department of Thoracic Surgery, Qingdao Municipal Hospital, Qingdao, China
4Department of Respiratory Medicine, Qingdao Municipal Hospital, Qingdao, China
Edited by:
Mingming Deng, Chinese Academy of Medical Sciences and Peking Union Medical College, China
Reviewed by:
Pora Kim, University of Texas Health Science Center at Houston, United States
Dafeng Xu, Hainan General Hospital, China
* Correspondence: Huaping Tang, qdthp@126.com
Specialty section: This article was submitted to Computational Genomics, a section of the journal Frontiers in Genetics
Received: 31 October 2022
Accepted: 28 December 2022
Published: 19 January 2023
Citation: Feng Y, Han X, Zhang Z, Qiao H and Tang H (2023) ABI3BP is a prognosis biomarker related with clinicopathological features and immunity infiltration of lung tumor. Front. Genet. 13:1085785. doi: 10.3389/fgene.2022.1085785

Background: The primary factor of cancer mortality is lung tumor. ABI3BP gene encodes an extracellular matrix bind protein associated to multiplication and derivation. However, the prognosis score of ABI3BP for lung tumor and its relation with immunity cellular infiltration for lung tumor have not been reported.
Methods: Public repository systems (Timer, GEPIA, TCGA, HPA) were utilized to explore expression of ABI3BP for lung tumor, and explored the relation of ABI3BP and clinicopathological parameters. TCGA information set was utilized for cox analysis for data with one or more variables of ABI3BP for lung tumor. STRING was utilized to explore ABI3BP regulatory networks. GO/KEGG enrichment analysis as well as enrichment analysis of gene sets were carried out for ABI3BP co-expression via R package. And finally we explored the relation of expression of ABI3BP and lung tumor immunity invasion, exploring the influence of ABI3BP level of expression on immunotreatment and whether immunity invasion would affect the prognosis of patients with lung tumor.
Results: ABI3BP is downregulated in LUAD and LUSC, and associated to lung tumor phase and prognosis. Univariate and multivariate cox regression showed that ABI3BP was an independent prognostic factor in patients with lung tumors. The extracellular matrix protein-coding gene and the ABI3BP-related gene were intersected to obtain 10 hub genes. On the basis of GO/KEGG enrichment analysis, hub genes are closely associated to immunity-associated pathways including T cell receptor signaling pathway, immune response−activating cell surface receptor signaling pathway. Finally, the expression of ABI3BP is closely related to immune cell infiltration and immune cell marker set, and the expression of ABI3BP can help predict the therapeutic effect of immune checkpoint inhibitors and improve the prognosis of patients.
Conclusion: ABI3BP could be a new target for lung tumor that could be utilized as a diagnostic and therapeutic tool.
Keywords: ABI3BP, lung tumor, immunity infiltration, prognosis biomarker, diagnostic
INTRODUCTION
Cancer death is primarily caused by lung tumors, which are the second most common type of cancer (Sung et al., 2021). The treatment of lung tumor mainly includes surgical resection, chemotreatment, radio-treatment, targeted treatment and immunotreatment. Although the detection and therapy for lung tumor have improved, in the five-year follow-up period, the OS rate is still lower. This makes it imperative to understand the molecular processes involved in lung cancer as well as explore new biomarkers, which are essential for optimistic prognosis.
As one of the main components of TME (the tumor microenvironment), ECM (extracellular matrix) plays an important role in the process of tumor proliferation and invasion, including providing mechanical support, cell adhesion, growth factors and intercellular communication (Walker et al., 2018). On the one hand, ECM acts as a natural barrier against tumor metastasis, controlling the proliferation, differentiation and metastasis of tumor cells. On the other hand, remodeled ECM may lead to high proliferation, low differentiation, inhibition of apoptosis, invasion and metastasis of tumor cells (Huang et al., 2021). Therefore, a comprehensive understanding of the dysregulation of ECM in TME will contribute to the discovery of promising cancer therapeutic targets. ABI family member 3 bind protein is an extracellular matrix protein related with multiplication and derivation (Delfin et al., 2019). It is expressed and localized in the cytoplasm of multiple organs, including cardiovascular, kidneys, lungs, brains, pancreatic, placenta, skeletal muscle, and bones, and has important health and disease roles (Matsuda et al., 2001). It has been documented that the level of ABI3BP among patients having heart failure in dilated cardiomyopathy is significantly reduced (DeAguero et al., 2017), and ABI3BP controls the multiplication and derivation of cardiac progenitor cells. At the same time, the decreased expression of ABI3BP has a protection impact on cigarette smoke-induced emphysema (Radder et al., 2017). Moreover, single nucleotide polymorphisms in the ABI3BP gene were strongly related with suicide attempts (Perlis et al., 2010; Kimbrel et al., 2018). Expression of ABI3BP of mRNA was upregulated among patients having early preeclampsia in comparison with the control group matched with late preeclampsia and gestational age (Nevalainen et al., 2017). Notably, ABI3BP is indispensable in the development of human tumorigenesis as a new diagnostic target. Studies have proven that downregulates and inhibits proliferation, activity, migration and invasion of esophageal cancer cells (Cai et al., 2020). ABI3BP inhibits tumor growth by promoting aging and inhibiting invasion in thyroid cancer (Latini et al., 2008). ABI3BP acts as a gene that suppresses tumor growth during the growth and metastasis of gallbladder carcinoma at the cellular level (Lin et al., 2019). However, the biological role of ABI3BP in lung tumor has not been studied.
This is the first comprehensive investigation of the connection between ABI3BP and the development of lung tumor. This study utilized TCGA, GEPIA, UALCAN, HPA, Genecards, TIMER, TISIDB, STRING, Kaplan Meier plotter statistics, The Cancer Immunome Atlas, and R package to explore the role of ABI3BP in lung cancer. First, we analyzed the expression level of ABI3BP in lung tumors and its relationship with prognosis and clinicopathological features. We then examined gene networks that are related and functionally similar to ABI3BP expression and their biological roles. Finally, we explored the effect of ABI3BP expression on TME and immunotherapy response. Our results demonstrate the importance of ABI3BP in determining lung tumor prognosis, and that the expression of ABI3BP may influence lung tumor progression by modulating immune-related processes.
MATERIALS AND METHODS
The cancer genome atlas (TCGA)
From the Cancer Genome Atlas repository (https://portal.gdc.cancer.gov/) download patients’ RNA expression spectrums with lung tumor (594 patients with LUAD: 535 tumor cases and 59 regular cases. Relevant clinical information of 522 cases were acquired). There were 551 patients with LUSC: 502 tumor cases and 49 regular cases. Relevant clinical information were acquired for 504 cases. We analyzed the prognosis and diagnostic importance of expression of ABI3BP for lung tumor via cox model on the basis of relevant clinical information.
Gene expression profile interaction analysis (GEPIA)
A repository called the Gene Expression Profile Interaction Analysis (http://gepia.cancer-pku.cn/) had been utilized for the purpose of examining information about RNA sequence expression from 8,587 regular and 9,736 cancerous cell specimens from TCGA projects (Tang et al., 2017). We analyzed expression of ABI3BP in LUAD and LUSC via GEPIA.
The University of Alabama at Birmingham cancer information analysis portal (UALCAN)
A web-based interactive tool for the analysis of tumor-omics information is UALCAN (http://ualcan.path.uab.edu/index.html) (Chandrashekar et al., 2022). The UALCAN repository was applied to identify the relation of the expression of ABI3BP.
Human protein atlas (HPA)
HPA (https://www.proteinatlas.org/) is an accessible repository designed in order to identify all human proteins within cells, tissues, and organs using different omics techniques (Uhlen et al., 2017). We utilized HPA to explore the protein level of expressions of ABI3BP in regular and lung cancerous cells.
The kaplan meier plotter
The Kaplan Meier Plotter (https://kmplot.com/) is an Internet repository, which could evaluate rate of survivals at different levels of genes in 21 cancer types (Lanczky and Győrffy, 2021). The Kaplan Meier database was used to explore the relationship between ABI3BP expression and patient prognosis under immune cell infiltration.
Gene ontology function and kyoto encyclopedia of genes and genomes pathway enrichment analysis
Firstly, TCGA-LUAD as well as TCGA-LUSC information sets were utilized to explore the co-expressed genes related with expression of ABI3BP. The filter condition of correlation coefficient was set as 0.6 (corFilter is equal to 0.6), and that of correlation test p value was set as 0.001 (pFilter = is equal to 0.001). GO analysis is an efficient bio-informatics approach for analyzing gene-associated biological processes, cell composition, and molecular function of hub genes. GO and KEGG analysis was utilized to explore the underlying mechanism of hub genes. GO & KEGG are executed by “ClusterProfiler” of R packages.
GeneCards
GeneCards (https://www.genecards.org/) is a searchable comprehensive database that automatically integrates data (including genomics, transcriptomics, proteomics, etc.) from about 125 web-sourced genes (Stelzer et al., 2016). Extracellular matrix protein genes were downloaded from GeneCards website, and a total of 16,144 genes were obtained. A total of 3,525 related genes with correlation coefficient greater than 10 were screened.
TIMER
TIMER (https://cistrome.shinyapps.io/timer/) is a web portal that provides interactive features to explore immunity infiltration at different levels (Li et al., 2017). In this research, TIMER was applied to assess expression of ABI3BP among various tumors, spearman correlation was applied to explore the correlation for ABI3BP and immunity cell invasion and immunity cellular markers, and the relation of CNV and immunity cell invasion was analyzed.
TISIDB
TISIDB repository (http://cis.hku.hk/TISIDB/) is a portal for cancer and immune system interactions, integrates heterogeneous types of information (Ru et al., 2019). In This research, we utilized TISIDB to explore the relation of ABI3BP and tumor-infiltrating lymphocytes, immunity modulators, and chemokines.
The cancer immunome atlas (TCIA)
TCIA (https://tcia.at/home) provides comprehensive immunogenomic analysis outcomes of NGS information from TCGA and other sources for 20 solid tumors (Van Allen et al., 2015). In order to obtain the immunity cell percentage score for immunity treatment, we utilized TCIA to download the information from patients with LUAD and LUSC. IPS reflects a patient’s ability to respond to ICIs, and the IPS score ranges from 0 to 10, where greater immunogenicity is favorably related with greater values.
STRING
STRING repository (https://cn.string-db.org/) provides information on 24′584′628 proteins from 5,090 organisms (Szklarczyk et al., 2021). We constructed protein networks of ABI3BP-related genes by String.
Data analysis
Statistical tests were performed using R 4.1.3. Univariate and multivariate analyses were performed using Cox regression model. Spearman correlation coefficient was used to evaluate the correlation of gene expression. p < 0.05 defined as statistically significant.
RESULTS
Expression of ABI3BP in lung tumor
Using the repository of the TIMER database the expression of mRNA of ABI3BP in human cancer had been examined (Figure 1A). As a result of the study, lower expression of ABI3BP was observed in the following tumor types: Bladder Urothelial Carcinoma, Breast Invasive Carcinoma, Colon Adenocarcinoma, Esophageal Carcinoma, Head and Neck Squamous Cell Carcinoma, Kidney Chromophobe, Liver hepatocellular carcinoma, Lung adenocarcinoma, Lung squamous cell carcinoma, Prostate adenocarcinoma, Rectum adenocarcinoma, Stomach adenocarcinoma, Thyroid carcinoma, Uterine Corpus Endometrial Carcinomax. In contrast, expression of ABI3BP was higher in Kidney Renal Clear Cell Carcinoma and Kidney Renal Papillary Cell Carcinoma (Figure 1A). As compared to regular lung tissues, expression of ABI3BP was reduced among LUAD and LUSC tissues in the GEPIA and UALCAN repository systems (Figures 1B, C). TCGA was then utilized to evaluate expression of ABI3BP in tumor samples and regular tissues. Expression of ABI3BP was considerably lower in LUAD and LUSC tissues compared to regular specimens (Figure 1D). ABI3BP was considerably downregulated in 57 LUAD-paired tissue groups and 49 LUSC tumor groups (Figure 1E). We analyzed expression of ABI3BP in lung tumor and regular lung tissue using the Human Protein Atlas repository. The amount of expression of ABI3BP in regular lung tissues was substantially greater than in lung cancer tissues (Figures 1F–H). These outcomes imply that ABI3BP over-expression may prevent the development of lung cancer.
[image: Figure 1]FIGURE 1 | Expression of ABI3BP in lung tumors. (A) The expression of ABI3BP in different types of cancer was analyzed using TIMER repository. (B) The expression of ABI3BP in regular and lung cancerous tissues was examined using GEPIA. (C) The expression of ABI3BP in lung cancerous tissues and normal tissues was analyzed using UALCAN. (D) The expression of ABI3BP in lung tumor and regular lung tissue was analyzed using TCGA database. (E) Paired expression of ABI3BP in lung tumors was analyzed using TCGA. The expression level of ABI3BP in normal lung tissue (F), LUAD tissue (G), and LUSC tissue (H) was detected in the HPA database. *, p < 0.05 **, p < 0.01 ***, p < 0.001.
Relationship between ABI3BP expression and clinicopathological features in lung tumor patients
First, we explore the diagnostic significance and prognostic value of ABI3BP for lung cancer. The “pROC” package was used for ROC analysis, and it could be seen that the area under the diagnostic ROC curve was greater than 0.9, which indicated that ABI3BP had a good diagnostic value for lung cancer (Figures 2A, B). Low expression of ABI3BP is associated with poor prognosis for OS, DSS, and PFS (Figures 2C–E). These results suggest that ABI3BP is a promising diagnostic and prognostic biomarker for lung tumors.
[image: Figure 2]FIGURE 2 | Diagnostic and prognostic value of ABI3BP. (A, B)Diagnostic ROC curve of ABI3BP in lung cancer. (C–E) Prognostic K-M curve of ABI3BP in lung cancer.
Then, we collected clinical data of lung tumor patients in the TCGA database and analyzed the relationship between ABI3BP expression and clinicopathological parameters. For clinical stage, mRNA expression levels of ABI3BP gradually decrease in stage I, II, and III as lung cancer progresses (Figure 3A). Similarly, with the progression of T stage and N stage, the mRNA expression level of ABI3BP also gradually decreased (Figures 3B, C). In different gender and age groups, it can be seen that the expression of ABI3BP in female patients is significantly higher than that in male patients (Figure 3D), and the expression of ABI3BP in the elderly group (>65 years old) is higher than in the ≤65-year-old group (Figure 3E). Smoking was also an important factor affecting the level of ABI3BP, and the expression level of ABI3BP was higher in the non-smoking group than in the smoking group (Figure 3F). During OS, DSS, and PFS events, ABI3BP levels were higher in the alive group than in the death group (Figures 3G–I). In the previous study, we found that ABI3BP showed significant differences in prognosis and clinical data, so we further explored whether ABI3BP can be an independent prognostic factor for lung cancer patients.
[image: Figure 3]FIGURE 3 | The relation of ABI3BP and clinical features of patients with lung tumor. The relationship between mRNA expression levels of ABI3BP and the stages (A), T stages (B), N stages (C), sex (D), age (E), smoking history (F), OS events (G), DSS events (H), and PFS events (I). *, p < 0.05 **, p < 0.01 ***, p < 0.001.
Finally, TCGA information sets were split into two groups on the basis of ABI3BP median expression, and the cox percentage risk regression model was utilized to explore prognosis factors. The Forest diagram showed the univariate and multivariate cox models of ABI3BP. Univariate cox regression analysis showed that low expression of ABI3BP and elevated clinical stage were significantly associated with poor OS. In addition, multivariate regression analysis further confirmed that ABI3BP expression and Stage were independent prognostic factors for OS in lung cancer patients (Figures 4A, B). The calibration curve provides an ideal prediction of the nomogram of clinical outcomes at 1-year, 3-year, and 5-year (Figures 4C, D). Based on the above data, ABI3BP can be used as a useful biomarker for predicting lung cancer OS.
[image: Figure 4]FIGURE 4 | Multiple Cox regression and Nomogram construction in lung cancer patients. (A, B) Univariate and multivariate regression analysis of ABI3BP. (C, D) Construction and verification of nomogram for predicting 1-year, 3-year, and 5-year OS in lung cancer patients based on ABI3BP expression.
ABI3BP co-expression network and biological roles for lung tumor
In previous studies, we explored the relationship between ABI3BP and clinical features and found that ABI3BP expression levels correlated with patient outcomes. After further discussion, ABI3BP may become a new tumor marker. Therefore, in the next study, we further construct the protein network of ABI3BP to study the biological role of gene sets with similar functions and effects to ABI3BP. We screened out genes associated with ABI3BP in the TCGA database and intersected with the set of extracellular matrix protein-coding genes in GeneCards (Figures 5A, B; Supplementary Figure S1A, B). The heat map shows the top 20 genes with the highest positive and negative correlation with ABI3BP (Figures 5C, D; Supplementary Figure S1C, D). In the String database, the protein network of positively correlated intersection genes in LUAD and LUSC was constructed (Supplementary Figure S2A, B), then we used the Cytoscape plugin “cytoHubba” to screen out 10 hub genes respectively (Figure 5E; Supplementary Figure S1E). To gain insight into the biological significance of the hub genes, we performed GO and KEGG enrichment analyses on the hub genes. GO enrichment analysis showed that the hub genes was mainly involved in biological processes such as “T cell receptor signaling pathway”, “immune response−activating cell surface receptor signaling pathway”, and “regulation of defense response to virus by virus” in LUAD (Figure 5F). KEGG analysis showed that the hub genes are mainly involved in “Natural killer cell mediated cytotoxicity”, “PD−L1 expression and PD−1 checkpoint pathway in cancer”, and “T cell receptor signaling pathway” in LUAD (Figure 5F). At the same time, GO and KEGG analysis found that hub genes are mainly involved in “respiratory burst”, “superoxide−generating NADPH oxidase activity”, and “Leukocyte transendothelial migration” in LUSC (Supplementary Figure S1F). The above suggests that the hub genes may be involved in immune-related processes within tumor cells. So we further explored the relationship between the hub genes and immune infiltration.
[image: Figure 5]FIGURE 5 | Analysis of co-expression network of ABI3BP gene in LUAD. (A) Venn diagram of genes intersection of the Extracellular matrix protein coding genes and ABI3BP positively correlated genes. (B) Venn diagram of genes intersection of the Extracellular matrix protein coding genes and ABI3BP negatively correlated genes. The top 20 genes positively (C) and negatively (D) related with ABI3BP. (E) Identification of the hub genes. (F) GO & KEGG enrichment analysis of the hub genes in LUAD.
Correlation of the hub genes with immune cell infiltration
The abundance of 24 immune cell types was estimated based on the hub gene set characteristics, and it was found that hub genes were related to immune cells, and most of them were positively correlated (Figure 6A). Harmful mutations of genes may affect the immune infiltration of tumor cells to promote cancer progression, so we further explored the specific mutations of hub genes. The pie chart summarizes the types and proportions of CNV (Copy Number Variation) mutations in the hub genes in LUAD and LUSC (Figure 6B). The highest percentage of copy number heterozygous amplification in LUAD was CD247 and in LUSC was NCF2. The sample percentage of copy number heterozygous deletion was the highest in VAV1 in LUAD, and the highest in CYBA and VAV1 in LUSC (Figure 6B). The heat map showed that the frequency of SNV (Single Nucleotide Variant) deleterious mutations in CREBBP was the highest in LUAD, accounting for 26% (Figure 6C). Among LUSC, FN1 had the highest frequency of SNV mutation, accounting for 38% (Supplementary Figure S2C). The oncoplot provides the SNV profile of the top 10 mutated genes in the hub gene set for lung cancer (Figure 6D; Supplementary Figure S2D). Kaplan-Meier curves were used to show the effect of the combined SNV status of the hub gene set on prognosis. And, the results showed a higher risk of death in the mutant group (Figures 6E, F). Therefore, it can be concluded that the hub genes related to ABI3BP may be involved in immune cell infiltration through mutation, thus affecting the progression of lung cancer.
[image: Figure 6]FIGURE 6 | The specific mutation of the hub genes. (A) Relationship between the hub genes and immune cells. (B) The CNV percentage of hub genes in lung cancer. (C) SNV mutation frequency of hub genes in LUAD. (D) Oncoplot provides the situation of the SNV of the hub genes in LUAD. OS (E) and DSS (F) of hub genes SNV in LUAD.
Relationship between ABI3BP and immunoinfiltration
Next, we explored the potential molecular mechanism of ABI3BP in lung cancer immunoinfiltration. First, we performed TME score on patient data in the TCGA database, including the StromalScore, the ImmuneScore, and the ESTIMATEScore. It was found that the TME score of the high ABI3BP expression group was significantly higher than that of the low ABI3BP expression group (Figure 7A; Supplementary Figure S3A). Next, we used the “immunedeconv” package to demonstrate the relationship between ABI3BP and tumor immune cells in LUAD and LUSC, respectively. CIBERSORT algorithm shows that ABI3BP is significantly positively correlated with T-cell CD4+ memory resting and B cell memory in both LUAD and LUSC (Figure 7B; Supplementary Figure S3B). The results of XCELL algorithm showed that ABI3BP was positively correlated with the Myeloid dendritic cell activated in LUAD and LUSC (Figure 7C; Supplementary Figure S3C). Then, QUANTISEQ analysis showed a significant positive correlation between ABI3BP and T cell regulation (Tregs) in lung cancer (Figure 7D; Supplementary Figure S3D). In MCPCOUNTER analysis, T cell, Endothelial cell, and B cell were positively correlated with ABI3BP (Figure 7E; Supplementary Figure S3E). The EPIC analysis also showed a positive correlation between ABI3BP and Macrophage, Endothelial cell and B cell (Figure 7F; Supplementary Figure S3F). Finally, TIMER database analysis showed that ABI3BP had the highest correlation with dendritic cell cells in lung cancer (Figure 8A). In addition, we used the TIMER and GEPIA repository systems to assess the relationship between expression of ABI3BP and immune markers in several sub-types of TIICs for lung malignanT cell. B cell, CD8+ T cell, T cell follicular helpers, Th1 cells, Th2 cells, Th17 cells, Treg cells, T cell exhaustion, Macrophages M1, Macrophages M2, Tumor-Associated Macrophages, Monocytes, Natural Killer cells, Neutrophils, and Dendritic cells express ABI3BP to varying degrees (Table 1). Box plots showed that CNV mutation in ABI3BP significantly reduced the degree of immune cell infiltration (Figure 8B). Due to the significant relation of expression of ABI3BP and immune cell infiltration and prognosis of lung tumor, we then examined whether its expression affects lung cancer prognosis due to immunity invasion. Prognosis analysis was conducted on the basis of the level of expression of ABI3BP in associated immunity cell subsets. In the state of B cell, CD8+ T cell, CD4+ memory T cell, Regulatory T -cell, Natural killer cells, and macrophages enrichment, the higher the expression level of ABI3BP, the better the prognosis (Figures 8C–H). Above, high ABI3BP expression affected the level of invasion of partly immune cells in tumors, suggesting that patients had a good prognosis.
[image: Figure 7]FIGURE 7 | Relationship between ABI3BP and immunoinfiltration in LUAD. (A) TME score of ABI3BP. CIBERSORT (B), XCELL (C), QUANTISEQ (D), MCPCOUNTER (E), and EPIC (F) analysis between ABI3BP and tumor immune cells in LUAD.
[image: Figure 8]FIGURE 8 | Relation of expression of ABI3BP and immune system infiltrating cells for lung tumor on the basis of TIMER repository. (A) The TIMER algorithm analyzes the relationship between ABI3BP and immune cell infiltration in LUAD and LUSC; (B) ABI3BP CNV in LUAD and LUSC affected the infiltration levels of B-cell, CD8+ T-cell, CD4+ T-cell, Macrophages, Neutrophils and Dendritic cells; (C–H) Relationship between expression of ABI3BP and prognosis in patients under immune cell infiltration. *p < 0.05; **p < 0.01; ***p < 0.001.
TABLE 1 | Correlation analysis between ABI3BP and immune cell marker gene in TIMER and GEPIA.
[image: Table 1]Relationship between ABI3BP and immunity signals
To further our understanding of the relationship between ABI3BP and immune invasion, we used the TISIDB library to evaluate the relation of expression of ABI3BP and numerous immunity signals, including 28 tumor immunity Lymphocyte sub-types. Immunostimulants, immunoreceptors, molecules of the major histocompatibility complex, chemokines, and receptors. ABI3BP was related with tumor-infiltrating lymphocytes in LUAD and LUSC, respectively (Figure 9A; Supplementary Figure S4A). The relationship between expression of ABI3BP and immune modulators was shown in Figures 9B–D. Expression of ABI3BP was related with 20 immunosuppressive molecules, 36 immunostimulatory molecules, and 21 major histocompatibility complex molecules in LUAD (Figures 9B–D). 19 immunosuppressive molecules, 41 immunostimulatory molecules, and 21 major histocompatibility complex molecules were related with expression of ABI3BP in LUSC (Supplementary Figures S4B–D). ABI3BP was related with 28 chemokines and 15 receptors in LUAD and 30 chemokines and 16 receptors in LUSC, according to the outcomes (Figures 9E, F; Supplementary Figure S4E, F). Supplementary Tables S1 through 6 provide further information on correlation analyses. In conclusion, ABI3BP contributes significantly to the regulation of numerous immunity molecules in lung tumors, hence influencing the immunoinfiltration in tumor micro-environments.
[image: Figure 9]FIGURE 9 | Relation of ABI3BP level of expression and lymphocytes, immunity modulators and chemokines in LUAD on the basis of TISIDB repository. (A) Relation of tumor-infiltrating lymphocyte (TIL) abundance and ABI3BP (6 TIL with the greatest correlation); (B–D) Relation of immunomodulators and ABI3BP (the six immunomodulators with the greatest correlation); (E–F) Relation of chemokines (or receptors) and ABI3BP [6 chemokines (or receptors) with the greatest correlation respectively].
Expression of ABI3BP for patients with lung tumor showed promising therapeutic value
To explore the impact of expression of ABI3BP on immuno treatment for patients with lung tumor. We initially examined the relation of ABI3BP as well as immunity checkpoint on the basis of TCGA repository. The outcomes demonstrated that ABI3BP was related with PDCD1, CTLA4 and other immunity checkpoints for lung tumor (Figures 10A, B). Previous research has shown that IPS (immunity treatment score) correlates with ICI-based immunity therapy response (immunity checkpoint inhibitors). Greater IPS is related with improved immunogenicity, suggesting a more favorable response to ICIs. Consequently, IPS was used to assess the efficiency of immunity therapy in groups with varying levels of expression of ABI3BP, and the outcomes demonstrated that immunity therapy was effective (Figure 10C). CTLA4 negative/PD1 negative, CTLA4 negative/PD1 positive, CTLA4 positive/PD1 negative, and CTLA4 positive/PD1 positive IPS were greater in the ABI3BP group with high expression of patients with LUAD than in the group with low expression (Figure 10C). CTLA4 negative/PD1 positive, CTLA4 positive/PD1 negative, and CTLA4 positive/PD1 positive IPS were all larger in the ABI3BP group with high expression than in the group with low expression in LUSC (Figure 10D). These outcomes imply that ABI3BP could be useful for predicting the success of ICI, which might give guidance for immunity therapy.
[image: Figure 10]FIGURE 10 | Therapeutic value of ABI3BP. (A,B) Relationship between ABI3BP and immune checkpoints. (C,D) ABI3BP and sensitivity to immunotherapy response inLUAD and LUSC.
DISCUSSION
Among all cancer types, lung tumor has the greatest death rate worldwide (Siegel et al., 2021). The 5-year rate of survival of lung tumor remains lower than 20% despite great advances in diagnosis, targeted treatment, and immunity treatment (Chen et al., 2014). As a result, it is very important to explore other types of biomarkers for lung cancer prognosis to improve the rate of survival of patients with lung cancer. Therefore, finding markers that can predict the occurrence, development and prognosis of lung cancer and the effect of immunotherapy can help to correctly diagnose and intervene lung cancer at an early stage, improve prognosis, and reduce unnecessary adverse drug reactions. Previous studies have shown that by inhibiting ABI3BP, the long non-coding RNA, MALAT1, stimulates the proliferation of gallbladder cancer cells and prevents aging (Lin et al., 2019). MicroRNA-183 consumes ABI3BP and also promotes the growth of esophageal cancer (Cai et al., 2020). Here, for the first time, we performed bioinformatics analysis of ABI3BP using public databases (Timer, GEPIA, TCGA, and HPA) and found that lung tumors expressed significantly lower ABI3BP than conventional lung tissue. This is consistent with previous findings (Uekawa et al., 2005). Based on these results, ABI3BP may be a gene associated with lung cancer growth. Therefore, we delved into the significance between ABI3BP expression and clinical data and prognosis. It was found that the expression degree of ABI3BP was related to clinical factors such as gender, age, smoking habit, clinical stage, and lymph node metastasis status. Univariate and multivariate cox regression analysis showed that elevated ABI3BP and elevated clinical stage were independent risk factors for lung cancer patients. These findings suggest that ABI3BP can be used as a tumor suppressor gene and prognostic biomarker. In order to explore the potential molecular mechanism of ABI3BP affecting the prognosis of lung cancer patients, we screened 10 genes from GeneCards among 3,525 extracellular matrix protein-coding genes co-expressed with ABI3BP as hub genes, and deeply explored the potential mechanism of role of hub genes in lung cancer. We found that the GO/KEGG enrichment analysis of the pivot gene was deeply correlated with the immune process and positively correlated with immune cells. LCK, one of the core of LUAD pivotal genes, is an independent predictor of recurrence-free and overall survival in lung cancer patients (Chen et al., 2007), which can coordinate the tumor microenvironment with CD3E to promote immunotherapy response and survival in patients with muscle-invasive bladder cancer (Zheng et al., 2021). Another core gene, Vav1, accelerates Ras-driven lung cancer and regulates its tumor microenvironment (Shalom et al., 2022) and its mutations can cause different human oncogenic phenotypes. LCP2 is also a good prognostic biomarker for lung cancer patients (Huo et al., 2021). Most of these genes, which function similarly to ABI3BP and both play an inhibitory role in tumors, affect tumorigenesis and progression through different types of mutations. Therefore, we showed the types and proportions of CNV and SNV mutations in the pivot gene, and showed that mutations in ABI3BP and pivot genes led to poor prognosis for patients.
Further, we hypothesize that mutations in ABI3BP and related genes may act through tumor immune infiltration. First, we explored the link between the expression of ABI3BP and invasion by lung tumor immune cells. The expression of ABI3BP was significantly positively correlated with matrix scores and immunoscores, which were determined by estimation. The CIBERSORT, XCELL, QUANTISEQ, MCPCOUNTER, and EPIC methods evaluated the degree of tumor immune cell infiltration in the TCGA lung cancer dataset. We found that in lung cancer, ABI3BP was significantly positively correlated with B memory cells, CD4+ T memory cell rest, Tregs, B cell, T cell, CD4+ T, myeloid dendritic cell activation, and endothelial cells. This suggests that increased expression of ABI3BP in tumors may interfere with the tumor immune microenvironment by affecting immune cell infiltration, thereby affecting tumor progression.
Simultaneously, ABI3BP was substantially related with many immune cell marker sets for lung cancer. Moreover, ABI3BP is intimately engaged in the regulation of several immunity signaling molecules for lung tumor, including immunity stimulants, immunity suppression, MHC, chemokines, and receptors, therefore influencing the invasion of the immune system in the tumor micro-environment. The tumor micro-environment is essential for lung cancer treatment (Wood et al., 2014). Lung tumor is responsive to ICI-based immunity therapy that targets immune checkpoint blocking molecules, including Programmed cell death 1, programmed cell death lig and 1, and CTLA4 (Suresh et al., 2018; Zhou et al., 2021). When treated with the CTLA4 negative/PD1 positive, CTLA4 positive/PD1 negative, and CTLA4 positive/PD1 positive immunity therapy regimens, the IPS of patients with high expression of ABI3BP was greater than that of those with low expression of ABI3BP. ABI3BP might provide a novel immunotherapeutic target for lung cancer. To understand the specific involvement of ABI3BP in tumor immunity micro-environments, however, additional study is required.
We now know more about the connection between ABI3BP and lung cancer thanks to this research, however, there are yet some limitations. Initially, the biological relevance of ABI3BP in LUAD and LUSC was examined in detail, but the expression and prognostic score of ABI3BP in small cell lung carcinoma were not examined. Through bio-informatics, ABI3BP has been connected with lung cancer. However, its molecular processes and involvement in tumor metastasis and the infiltration of the immune system remain unknown. Thirdly, ABI3BP was discovered to be related with immune infiltration in patients with lung carcinoma, however subgroup studies of immunity would have increased the data relevance. Overall, our findings indicate that ABI3BP is downregulated in lung tumors and linked with the diagnostic traits and prognosis of lung tumor patients. Expression of ABI3BP is intimately related to the immune invasion of lung tumor cells and may influence prognosis in part through modulating the immune invasion. ABI3BP might be employed as a biomarker of lung cancer prognosis related with immune infiltration. As a consequence, we can quantify expression of ABI3BP in surgical specimens of patients with lung tumor in order to identify the degree of malignancy, estimate a patient’s prognosis, and better evaluate the condition of the immune micro-environment, as well as create ABI3BP-targeted immunity therapy medications. We anticipate further research to unravel the biological activities of ABI3BP for the prognosis and the immunological micro-environment of lung malignancy patients.
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Background

Recent evidence highlights the fact that immunotherapy has significantly improved patient outcomes. CD93, as a type I transmembrane glycoprotein, was correlated with tumor-associated angiogenesis; however, how CD93 correlates with immunotherapy in stomach adenocarcinoma (STAD) remains unclear.



Methods

TCGA, GTEx, GEO, TIMER2.0, HPA, TISIDB, TCIA, cBioPortal, LinkedOmics, and ImmuCellAI public databases were used to elucidate CD93 in STAD. Visualization and statistical analysis of data were performed by R (Version 4.1.3), GraphPad (Version 8.0.1), and QuPath (Version 0.3.2).



Results

CD93 was highly expressed in STAD compared with adjacent normal tissues. The overexpression of CD93 was significantly correlated with a poor prognosis in STAD. There was a negative correlation between CD93 expression levels with CD93 mutation and methylation in STAD. Our results revealed that CD93 expression was positively associated with most immunosuppressive genes (including PD-1, PD-L1, CTLA-4, and LAG3), immunostimulatory genes, HLA, chemokine, and chemokine receptor proteins in STAD. Furthermore, in STAD, CD93 was noticeably associated with the abundance of multiple immune cell infiltration levels. Functional HALLMARK and KEGG term enhancement analysis of CD93 through Gene Set Enrichment Analysis was correlated with the process of the angiogenesis pathway. Subsequently, digital image analysis results by QuPath revealed that the properties of CD93+ cells were statistically significant in different regions of stomach cancer and normal stomach tissue. Finally, we utilized external databases, including GEO, TISIDB, ImmuCellAI, and TCIA, to validate that CD93 plays a key role in the immunotherapy of STAD.



Conclusion

Our study reveals that CD93 is a potential oncogene and is an indicative biomarker of a worse prognosis and exerts its immunomodulatory properties and potential possibilities for immunotherapy in STAD.





Keywords: CD93, stomach adenocarcinoma, multi-omics, digital image analysis, immunotherapy



Introduction

CD93, as a type I transmembrane glycoprotein with one C-type lectin-like domain, five tandem EGF-like domain repeats, a serine threonine-rich mucin-like domain, a transmembrane domain, and a cytoplasmic domain (1, 2), is prominently expressed in endothelial cells and certain hematopoietic subsets (2). It was involved in the process of angiogenesis (3). The latest research revealed that CD93 was also highly expressed in tumor-associated vasculature, including nasopharyngeal carcinoma, glioblastoma, colorectal cancer, and pancreatic ductal adenocarcinoma (4–7). According to GLOBOCAN 2020, approximately 1,089,103 new cases and 768,793 deaths occur in 2020 and are associated with stomach cancer, making it the fifth most common cancer (excluding non-melanoma skin cancer) and the third most common cause of death by cancer among 36 cancer types, thus contributing to the high burden all around the world (8). With the advent of immune checkpoint blockades (ICBs), such as PD-1, PD-L1, and CTLA-4 monoclonal antibodies (mAbs), these offer novel treatment possibilities for solid cancer, with the crucial benefit of providing higher cure rates (9). Increasing evidence demonstrated that the application of ICBs is a new standard of targeted therapy in the treatment of stomach cancer and other kinds of cancers (10). However, there is still a significant proportion of patients who showed minimal response to ICBs. Recently, Sun and colleagues demonstrated that CD93 interacting with its receptor insulin-like growth factor binding protein 7 (IGFBP7) could contribute to abnormal tumor vasculature in human umbilical vein endothelial cells and influence tumor growth in in vitro murine KPC model (7). The blockade of the CD93 pathway by mAbs promoted vascular maturation, leading to an improved antitumor response to gemcitabine or fluorouracil (7). Furthermore, the blockade of CD93 pathway increased immune T cell infiltration and antitumor immunity, resulting in sensitizing tumors to ICB therapy (7). This study identified CD93 to be involved in tumor vascular dysfunction and revealed an approach to promote a favorable tumor immune microenvironment for therapeutic intervention. Meanwhile, Zhu and colleagues revealed that CD93 was associated with immune subtypes characterized by a distinct tumor immune microenvironment and patient prognosis in stomach adenocarcinoma (STAD) (11).

In this study, a comprehensive analysis of the CD93 function in STAD was carried out using multi-omics databases. We explored the CD93 expression level and survival analysis in STAD. The results showed that it was highly expressed and could serve as a diagnostic and prognostic biomarker in STAD. Subsequently, we further explored the correlation of CD93 expression and mutation and methylation. In addition, we analyzed the connection between CD93 expression and immune-related genes, immune infiltrates in the tumor microenvironment (TME), and enrichment function analysis. Moreover, we checked for CD93 expression difference between stomach cancer and normal stomach tissue by using the digital image analysis (DIA) software QuPath. We validated the correlation between CD93 and immunity, prognosis, and immunotherapy with external databases.



Materials and methods


Data source and processing

The RNA sequence and related clinical data of STAD were acquired from The Cancer Genome Atlas (TCGA), and the normal human tissue profile data were retrieved from Genotype Tissue Expression (GTEx) through the UCSC cancer genome browser (https://xena.ucsc.edu/). Normal sample transcriptome RNA-seq data from both TCGA and GTEx databases were used for comparisons between cancer and normal tissue; we dealt with the batch effect with the “limma” and “sva” packages in R.



Analysis of mutation and methylation in CD93

CD93 genomic (mutation and copy number variation, CNV) and epigenomic (methylation) analysis in STAD was determined using the cBioPortal for Cancer Genomics (http://www.cbioportal.org/) platform. The methylation data of CD93 was collected from the LinkedOmics database (http://www.linkedomics.org/login.php), and the association between CD93 expression and methylation was calculated by Spearman’s correlation coefficients.



Analysis of CD93 in TME

In the first method, the TIMER2.0 database (http://timer.cistrome.org/) was examined to elucidate the association of CD93 level with immune-related genes, including immunosuppressive genes, immunostimulatory genes, HLA, chemokine, and chemokine receptor proteins, through calculating the Spearman’s correlation coefficients in STAD. Notably, we investigated the correlation of CD93 expression with PD-1, PD-L1, LAG3, and CTLA-4 levels by calculating the Spearman’s correlation coefficients through the TISIDB database (http://cis.hku.hk/TISIDB/). In the second method, we surveyed the relationship of CD93 expression with TME via evaluating the ratio of stromal and immune cells in tumors by “estimate” packages in R, and the quantified results were displayed as stromal score, immune score, and ESTIMATE score in STAD. In the third approach, we next explored the relationship between CD93 expression and tumor purity and tumor-infiltrating immune cells in STAD by calculating the Spearman’s correlation coefficients through the TIMER2.0 database.



Gene set enrichment analysis

Gene Set Enrichment Analysis (GSEA) was performed to investigate the differential pathways [HALLMARK and Kyoto Encyclopedia of Genes and Genomes (KEGG)] among the low- and high-CD93-expression groups in STAD (according to the median, the data was divided into two types: low- and high-CD93-expression groups). The HALLMARK gene sets and KEGG gene sets were downloaded from the official GSEA website (https://www.gsea-msigdb.org/gsea/downloads.jsp). The enriched gene sets were selected based on the value of normalized enrichment score (NES), false discovery rate (FDR), and p-value; p <0.05 and FDR ≤0.25 were considered to indicate statistical significance.



Pathology image and validation by external databases

Immunohistochemical (IHC) images of stomach cancer stained by CD93 antibody were collected from the Human Protein Atlas (HPA) (https://www.proteinatlas.org/) database. The IHC inclusion criteria were as follows: (1) the staining image was clear and (2) the results of tissue and cell partition analyzed by DIA were generally consistent with the pathology results. The IHC exclusion criterion was as follows: the tissue residue in the IHC image is less than half the normal tissue.

We downloaded transcriptome profiles and related clinical data of STAD (GSE26253, n = 432) from the Gene Expression Omnibus (GEO; https://www.ncbi.nlm.nih.gov/geo/) database. Immunotherapy data from the TISIDB database and the immunophenotype (IPS) score data of STAD from the TCIA (https://tcia.at/home) database (a scoring system for predicting the response effects of PD-1 inhibitors and CTLA-4 inhibitors) were used to verify the predictive value of CD93 in immunotherapy response. Furthermore, we acquired the ICB therapy response prediction results by analyzing the GSE26253 (n = 432) dataset from the ImmuCellAI (http://bioinfo.life.hust.edu.cn/web/ImmuCellAI/) database.



Statistical analysis

Univariate and multivariate Cox models were applied to explore the prognostic significance of CD93 in STAD; the results were displayed as hazard ratio (HR), log-rank p-values (p < 0.05 as significant), and 95% confidence intervals (95% CI). Furthermore, we downloaded one outcome parameter overall survival (OS) data from TCGA. We generated a Kaplan–Meier survivorship curve to compare the OS rate for patients based on CD93 expression using the log-rank test (p <0.05 as significant). The above-mentioned results were visualized with the “forestplot” and “survival” packages in R.

The Shapiro–Wilk test was used for the normality test. Student’s t-test (meet the normal distribution) and Mann–Whitney U-tests (do not meet the normal distribution) were used for comparisons between the two groups’ data from DIA analysis. Spearman’s correlation analysis was used to measure the degree of correlation between certain variables, and the following R/rho values were used to judge the correlations: 0–0.19, “very weak”; 0.20–0.39, “weak”; 0.40–0.59, “moderate”; 0.60–0.79, “strong”; 0.80–1.00, “very strong”; p <0.05 was considered significant. All statistical analyses were processed by the R (Version 4.1.3) and GraphPad (Version 8.0.1) software. IHC images were analyzed by QuPath (Version 0.3.2).




Results


The expression landscape of CD93 in STAD

To explore the basic expression of CD93, we first analyzed the mRNA expression of CD93 expression levels between normal and tumor samples in datasets from TCGA database which revealed that a significantly increased expression was found in STAD (Figure 1A). In the combined datasets based on an integrated database of GTEx and TCGA datasets, CD93 expression was significantly upregulated in the tumor samples of STAD (Figure 1B). The results showed that CD93 was remarkably upregulated in STAD than in normal samples (p < 0.001).




Figure 1 | (A) CD93 expression difference between stomach adenocarcinoma (STAD) and adjacent normal tissue in The Cancer Genome Atlas (TCGA) database. (B) CD93 expression difference between STAD and adjacent normal tissue in the integrated database of TCGA and GTEx. ***p < 0.001.





CD93 mutation analysis and methylation analysis

It is widely known that genomic and epigenomic changes play a key role in the regulation of gene expression and TME, which influence the development and progression of cancer (12–14). Firstly, we analyzed the alteration frequency of CD93 in STAD in the cBioportal database (Figure 2A). The results showed that the alteration frequency of CD93 was the second highest in esophagogastric cancer, and the main type is the amplification mutation. Secondly, we analyzed the correlation between CD93 mutation and CD93 mRNA expression in STAD (n = 407) (Figure 2B). The results showed that the STAD samples with no mutation have the highest average expression, followed by the second and third average expressions which were truncating and missense, respectively. Subsequently, we investigated the correlation between CD93 CNV and CD93 mRNA expression in STAD (n = 407) (Figure 2C). The results revealed that the type of deep deletion has the highest average expression, followed by the type of diploid, gain, amplification, and shallow deletion, respectively. Finally, we explored the correlation between CD93 methylation and CD93 mRNA expression in STAD in LinkedOmics database. The data demonstrated a strongly negative correlation (Spearman: r = -0.378, p < 0.001).




Figure 2 | (A) CD93 mutation frequency in stomach adenocarcinoma (STAD) according to the cBioportal database. (B) CD93 expression level in different mutation types in STAD according to the cBioportal database. (C) CD93 expression level in different copy number variation types in STAD according to the cBioportal database. (D) Correlation between CD93 expression and CD93 methylation in STAD (Spearman, r = -0.387, p < 0.001).





Correlation of CD93 expression and prognostic value in STAD

Usually, differential expression genes are associated with patient survival and prognosis. From the above-mentioned results, it was well known that CD93 was differently expressed between certain tumors and normal tissues. To understand the correlation of CD93 expression level and prognosis, we used univariate and multivariate Cox regression models to evaluate the OS in STAD. The results showed that high CD93 expression was an independent unfavorable prognostic gene in STAD [univariate analysis: p = 0.00526 (Figure 3A), multivariate analysis: p = 0.04390 (Figure 3B)]. Furthermore, we evaluated similar results by Kaplan–Meier survival analysis (Figure 3C); CD93 was found as an unfavorable factor in STAD (p = 0.00038).




Figure 3 | Forest plot showing the univariate (A) and multivariate (B) Cox regression analysis results in stomach adenocarcinoma (STAD). (C) Kaplan–Meier curves showing that the high CD93 expression was correlated with poor prognosis in STAD.





Correlation between CD93 and immune-related genes, and immune infiltrates

The TME is known to play a vital role in regulating malignant tumors’ progress and modulating reactions to therapies. Recently, therapies targeting the TME have emerged as a promising method for cancer treatment (15). As important components of the TME, immune cells and immune-related genes make a great contribution to the homeostasis and evolution of the TME. To understand the association between CD93 and immune-related genes including immunosuppressive genes, immunostimulatory genes, HLA, chemokines, and chemokine receptor genes, we conducted CD93 and immune-related gene co-expression analyses in STAD from TCGA in the TIMER2.0 database. The results revealed that CD93 exhibited a positive association with most immunosuppressive genes, immunostimulatory genes, HLA, chemokines, and chemokine receptor genes in STAD (Figures 4A–E). In STAD, we found that there was the strongest correlation between CD93 expression and the expression levels of recognized immune checkpoints including KDR in immunosuppressive genes (Figure 4C), ENTPD1 in immunostimulatory genes (Figure 4E), HLA-DOA in HLA genes (Figure 4B), CXCL12 in chemokine genes (Figure 4D), and CCR4 in chemokine receptor genes (Figure 4A). Furthermore, we investigated the co-expression correlation between CD93 and several of the most common immune checkpoint molecules focused on by researchers, such as PD-1 (PDCD1), PD-L1 (CD274), CTLA-4, and LAG3. The results showed a strong correlation (PD-1: Spearman rho = 0.198, p = 4.7e-05; PD-L1: Spearman rho = 0.284, p = 4.12e-09; CTLA-4: Spearman rho = 3.83e-07; LAG3: Spearman rho = 0.134, p = 6.4e-03) (Figure 4C).




Figure 4 | Expression correlations between CD93 and immune-related genes according to TIMER2.0 database: (A) chemokine receptor genes, (B) HLA, (C) immunosuppressive genes, (D) chemokine genes, and (E) immunostimulatory genes in stomach adenocarcinoma.



Next, we explored the correlation of CD93 expression and TME. We calculated the stromal score, immune score, and ESTIMATE score in STAD (Figure 5A). Our results indicated a strongly positive correlation among them. Moreover, we calculated the tumor purity and several infiltrating immune cells in the TIMER2.0 database. Our analysis indicated a negative relationship between CD93 expression and tumor purity in STAD (Spearman rho = -0.191, p = 1.76e-04) (Figure 5B). Furthermore, we assessed the correlation of CD93 expression and the top five infiltrating immune cells in STAD using TIMER, EPIC, MCPCOUNTER, CIBERSORT, QUANTISEQ, and xCELL algorithms (Figure 5B). The results revealed that the top five infiltrating immune cells were macrophage (Spearman rho = 0.58, p = 1.71e-35), neutrophil (Spearman rho = 0.468, p = 4.97e-22), T cell CD8+ (Spearman rho = 0.425, p = 4.34e-18), myeloid dendritic cell (Spearman rho = 0.341, p = 9.59e-12), and T cell CD4+ (Spearman rho = 0.293, p = 6.07e-09) in TIMER; endothelial cell (Spearman rho = 0.801, p = 4.40e-86), cancer-associated fibroblast (Spearman rho = 0.503, p = 1.06e-25), T cell CD4+ (Spearman rho = 0.339, p = 1.26e-11), macrophage (Spearman rho = 0.31, p = 6.88e-10), and B cell (Spearman rho = 0.243, p = 1.71e-06) in ERIC; endothelial cell (Spearman rho = 0.905, p = 3.49e-142), cancer-associated fibroblast (Spearman rho = 0.558, p = 2.06e-32), macrophage/monocyte (Spearman rho = 0.489, p = 3.19e-24), neutrophil (Spearman rho = 0.382, p = 1.29e-14), and B cell (Spearman rho = 0.303, p = 1.66e-09) in MCPCOUNTER; T cell follicular helper (Spearman rho = -0.295, p = 4.94e-09), monocyte (Spearman rho = 0.221, p = 1.1e-05), NK cell activated (Spearman rho = -0.202, p = 1.26e-05), mast cell activated (Spearman rho = 0.182, p = 3.57e-04), and macrophage M2 (Spearman rho = 0.138, p = 7.21e-03) in CIBERSORT; macrophage M2 (Spearman rho = 0.474, p = 1.21e-22), T cell regulatory (Tregs) (Spearman rho = 0.452, p = 1.72e-20), B cell (Spearman rho = 0.317, p = 2.54e-10), neutrophil (Spearman rho = 0.21, p = 3.67e-05), and NK cell (Spearman rho = 0.141, p = 5.93e-03) in QUANTISEQ; and endothelial cell (Spearman rho = 0.806, p = 6.19e-88), hematopoietic cell (Spearman rho = 0.517, p = 2.54e-27), T cell CD4+ Th1 (Spearman rho = -0.413, p = 4.40e-17), cancer-associated fibroblast (Spearman rho = 0.389, p = 3.88e-15), and common lymphoid progenitor (Spearman rho = -0.349, p = 2.78e-12) in xCELL.




Figure 5 | (A) Correlation of CD93 expression with stromal score (Spearman, r = 0.62, p = 8.3e-43), immune score (Spearman, r = 0.34, p = 3.2e-12), and ESTIMATE score (Spearman, r = 0.52, p = 2.4e-28) in stomach adenocarcinoma (STAD). (B) Correlations of CD93 expression and immune cell infiltration level in STAD.





Functional analysis by GSEA

The biological role of CD93 in STAD was illustrated through GSEA. Functional HALLMARK and KEGG terms of CD93 were analyzed. The results revealed that the top three HALLMARK terms with the lowest value of NES in the high-CD93 group were Kras-signaling-DN, spermatogenesis, and bile-acid-metabolism (Figure 6A), and the top three HALLMARK terms with the highest value of NES were kras-signaling-UP, epithelial-mesenchymal-transition, and IL2-STAT5-signaling (Figure 6B). The top three KEGG terms with the lowest value of NES in the high-CD93 group were ribosome, oxidative-phosphorylation, and glycosphingolipid-biosynthesis-lacto-and-neolacto-series (Figure 6C), and the top three KEGG terms with the highest value of NES were gap-junction, calcium-signaling-pathway, and cytokine-cytokine-receptor interaction (Figure 6D).




Figure 6 | Result of Gene Set Enrichment Analysis (GSEA). GSEA (HALLMARK (A, B) and Kyoto Encyclopedia of Genes and Genomes (C, D) between CD93 high- and low-expression groups in stomach adenocarcinoma.





CD93 expression analyzed by DIA

Digital images analysis technology is convenient for image analysis. It is widely applied in diagnostic laboratories, translational research, and drug development. We qualitatively and quantitatively performed IHC staining images from the HPA database with the DIA software QuPath (Figure 7A). Combined with the results of the region of interest drawn by the pathologist, we recognized the different regions in stomach cancer (tumor and stroma) and normal stomach tissue (stomach and stroma) IHC staining images by QuPath. Furthermore, we recognized the CD93+ and CD93- cells in different regions of stomach cancer and normal stomach tissue. The integral optical density (IOD) and the average optical density (AOD) of stomach cancer and normal stomach tissue were obtained by semi-quantitative analysis. The results revealed that the difference was not significant (IOD: p = 0.0597, AOD: p = 0.1230) (Figure 7B). Based on the results of tissue segmentation and cell recognition, we observed that the number of CD93+ cells in the whole visual field of stomach cancer was more than in normal stomach tissue (p = 0.0220); the number of CD93+ cells in different stroma regions were statistically significant (p = 0.0110) (Figure 7C). The positive rate of CD93+ cells in tumor regions was higher than in stomach regions (p = 0.0110) (Figure 7D). Beyond that, the density of CD93+ cells in tumor regions was higher than in stomach regions (p = 0.0220). The density of CD93+ cells in tumor regions was higher than in stomach regions (p = 0.0220) (Figure 7E). Next, we determined that the CD93+ cell number and the OD values of CD93+ cells in different regions of stomach cancer were significantly different (p = 0.0292 and p = 0.0400, respectively) (Figure 7F).




Figure 7 | Human Protein Atlas immunohistochemical staining image analysis results by QuPath. (A) Results of tissue segmentation and cell recognition of stomach cancer and normal stomach tissue. (B) The integral optical density and average optical density of CD93+ cells in stomach cancer and normal stomach tissue were statistically significant. The CD93+ cell number (C), positive rate (D), and density (E) were statistically significant in different regions of stomach cancer and normal stomach tissue. (F) Contrast results of CD93+ cell number and optical density values of CD93+ cells in different regions of stomach cancer. Student’s t-test (meet the normal distribution) and Mann–Whitney U-tests (do not meet the normal distribution). *p < 0.05. ns, no significance.





External datasets validate the correlation between CD93 gene and immunity, prognosis, and immunotherapy

To verify the prognostic significance of CD93 in stomach cancer, we downloaded transcriptome and related clinical data from GEO datasets (GSE26253, n = 432). According to Kaplan–Meier survival curve, patients in the high-CD93 group lived longer, and the difference was statistically significant [log-rank test, P = 0.022, HR = 0.70 (0.52–0.95)] (Figure 8A). CD93 expression was different in the immunotherapy cohort and non-response cohort in the TISIDB database (Figure 8B). We predicted ICB therapy response with the data from GSE26253 in the ImmuCellAI database; the CD93 expression was significantly decreased in the response cohort compared with the no-response cohort (p = 0.0465) (Figure 8C). We also obtained IPS scores for immunotherapeutic response from the TCIA database that predicted the efficacy of PD-1 and CTLA4 immune checkpoint blockades and found that the IPS scores of the low-CD93-expression group was significantly higher than those of the high-CD93-expression group in CTLA4-Neg-PD1-Neg, CTLA4-Neg-PD1-Pos, and CTLA4-Pos-PD1-Neg cohorts (p < 0.0001, p = 0.0130, and p < 0.0001, respectively) (Figure 8D). The results showed that the immunotherapy efficacy of PD-1 inhibitors or CTLA4 inhibitors could be enhanced when combined with anti-CD93 therapy in STAD.




Figure 8 | (A) Kaplan–Meier curves showing overall survival in 432 stomach adenocarcinoma patients from GEO database (GSE26253) [log-rank test, HR = 0.70 (0.52–0.95), p = 0.0220]. (B) CD93 expression difference between immunotherapy responders and non-responders according to TISIDB database. (C) Predicted results of immune checkpoint blockade therapy response based on ImmuCellAI database. (D) The immunophenotype scores in low-CD93 group and high-CD93 group. *p < 0.05, ****p < 0.0001. ns, no significance.






Discussion

Through high-throughput bioinformatics analysis, the present work illustrated a comprehensive workflow for STAD and thoroughly elucidated the role of CD93 in cancer. Analysis based on TCGA and GTEx data showed that CD93 expression was significantly increased in STAD compared with normal tissues. Meanwhile, the survival analysis based on univariate and multivariate Cox regression analysis showed that CD93 was an independent prognostic factor. Overexpression of CD93 indicated a poor prognosis in STAD. Supporting that is the fact that increasing evidence had shown that CD93 plays an important role in the angiogenesis and vasculature of cancer, including nasopharyngeal carcinoma, glioblastoma, colorectal cancer, and pancreatic ductal adenocarcinoma (4–7). In addition, CD93 was found to be correlated with the prognosis of non-cancer diseases. CD93 signaling is a leukemia stem cell-specific regulator of self-renewal and proliferation and a targetable pathway to eliminate leukemia stem cells in chronic myeloid leukemia (16). CD93 chimeric antigen receptor T cells eliminate acute myeloid leukemia and spare hematopoietic stem and progenitor cells but exert on-target, off-tumor toxicity to endothelial cells (17). Notably, the expression of CD93 has an essential role in the pathogenesis of psoriasis, cardiovascular, and cerebrovascular diseases (18–20). These findings provide an idea for targeting CD93 therapy. Based on bioinformatics analysis, CD93 was significantly highly expressed in STAD than in adjacent normal tissues, and the overexpression of CD93 was correlated with a poor prognosis in STAD. However, basic studies focused on investigating the underlying molecular mechanism of the relationship between CD93 and STAD are relatively scarce.

In our study, we analyzed the relationship between CD93 expression and its mutation and methylation. In the cBioportal database, we showed the alteration frequency of CD93 in STAD. In addition, we analyzed the correlation between CD93 mutation and CD93 mRNA expression in STAD. The results showed a negative correlation between CD93 mutation and CD93 expression in STAD. Subsequently, we investigated the correlation between CD93 CNV and CD93 mRNA expression in STAD. Finally, we explored the correlation between CD93 methylation and CD93 mRNA expression in STAD in the LinkedOmics database. These findings suggested that CD93 mutation and methylation decreased the CD93 mRNA expression level, resulting in altering the function of CD93.

The TME is an environment conducive to the growth and expansion of cancer cells, which comprise a variety of immune cells, including helper T cells, regulatory T cells, dendritic cells, tumor-associated macrophages, and mesenchymal stem cells in stomach cancer (21). There is an increasing number of studies which found that targeted TME therapy has been involved in the treatment of stomach cancer. To further elucidate the underlying mechanism of the relationship between CD93 and stomach cancer, we analyzed the relationship between the expression of CD93 and five immune modes (including immunosuppressive genes, immunostimulatory genes, HLA, chemokines, and chemokine receptor genes) in 33 types of cancer. The results revealed that CD93 shows a strong correlation with the most immune mode genes. Particularly, we show the relationship between CD93 and PD-1, PD-L1, CTLA-4, and LAG3 in STAD. In the TME, stromal and immune cells had been considered to play a crucial role to maintain the stability of homeostasis (22). In tumors, stromal and immune scores reflect the strength of immunity. Our results revealed that CD93 shows a great correlation with the stromal score, immune score, and ESTIMATE score. Moreover, we found that CD93 was significantly correlated with the immune cell infiltration levels. Previous several studies demonstrated that CD93 was correlated with the abundance of immune cells, including endothelial cells (23), group 3 innate lymphoid cells (24), hematopoietic stem cells and multipotent progenitor cells (25), and T cells (7). Consistently, in STAD, we analyzed that CD93 shows a great correlation with macrophage/monocyte, neutrophil, T cell CD8+, myeloid dendritic cell, T cell CD4+, endothelial cell, cancer-associated fibroblast, B cell, T cell follicular helper, NK cell activated, mast cell activated, macrophage M2, T cell regulatory, NK cell, hematopoietic cell, T cell CD4+ Th1, and common lymphoid progenitor by using TIMER, EPIC, MCPCOUNTER, CIBERSORT, QUANTISEQ, and xCELL algorithms. These findings and our results revealed that CD93 may be used as a potential immunotherapy target by regulating the immune cell infiltration levels in the TME.

Recently, the findings pointed to focusing on CD93 function. Previous studies had demonstrated that CD93 was involved in apoptosis, inflammation, cell adhesion, and angiogenesis (20, 23, 26, 27). To specifically address the function of CD93 in STAD, we performed enrichment analysis (HALLMARK and KEGG) on CD93. We found a strong link between it and Kras-signaling-DN, spermatogenesis, bile-acid-metabolism, Kras-signaling-UP, epithelial-mesenchymal-transition, IL2-STAT5-signaling, ribosome, oxidative-phosphorylation, glycosphingolipid-biosynthesis-lacto-and-neolacto-series, gap-junction, calcium-signaling-pathway, and cytokine-cytokine-receptor interaction.

In this study, we elucidated the expression characteristics of CD93+ of STAD IHC staining images from the HPA database analyzed by DIA software QuPath. Based on the results of tissue segmentation and cell recognition, we observed that CD93+ cell was overexpressed in stomach cancer compared with normal stomach tissue. According to the qualitative and quantitative analysis results, we found that qualitative and quantitative analyses based on artificial intelligence principles are better than traditional analysis and have a more reliable conclusion (28, 29). The analysis pattern identified IHC staining image features that cannot be observed by the naked eye (30). Notably, we identified multiple pathological features of stomach cancer with the aid of DIA techniques combined with public databases. The innovative combination validated the expression of CD93 in stomach cancer.

In this study, we further analyzed the relationship between CD93 and immunotherapy in STAD and other tumors. Based on the TISIDB database, we observed CD93 expression differences between ICB therapy responders and ICB therapy non-responders of melanoma, urothelial cancer, and clear cell renal cell carcinoma. We predicted the STAD patients’ CD93 expression difference in the ICB therapy response cohort and the ICB therapy no-response cohort. Additionally, based on the IPS scores, the immunotherapy efficacy of PD-1 inhibitors or CTLA4 inhibitors could be enhanced when combined with anti-CD93 therapy in STAD. Consistently, recent research demonstrated that a combination of CD93 and PD-1 mAbs profoundly inhibited pancreatic ductal adenocarcinoma tumor growth in mice (7). Similarly, in the B16 melanoma mouse model, the inclusion of anti-CD93 improved the antitumor effect mediated by PD-1 and CTLA4 mAbs, as revealed by tumor growth and mouse survival curves (7). The researcher also validated that the CD93 pathway in the TME may contribute to cancer resistance to anti-PD therapy in humans (7).

Overall, we analyzed the correlation between CD93 expression and prognosis, immune checkpoints, TME, immune cell infiltration levels, immune-related genes, functional enrichment, and immunotherapy in STAD. More importantly, our study firstly utilized DIA techniques based on artificial intelligence principles combined with public databases to verify the relationship between CD93 and STAD. Our finding suggested that CD93 may be a promising target for immunotherapy of STAD or other types of cancer. However, there are also limitations in our study. We lack further experiments to verify the precise molecular function of CD93 in stomach cancer.

We identified the value of CD93 in STAD by multiple analyses. CD93, as a promising prognostic biomarker, exerts its immunoregulation properties and potential possibilities for tumor immunotherapy in STAD. Additionally, considering that CD93 has been implicated to play roles in the etiology of multiple diseases and therefore multiple pathways that have implications outside of cancer, this makes CD93 a unique and enticing target. Thus, the therapeutic benefit of CD93 is such that of one target with multiple indications.
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Background: RNA-editing refers to post-transcriptional transcript alterations that lead to the formation of protein isoforms and the progression of various tumors. However, little is known about its roles in gliomas.
Aim: The aim of this study is to identify prognosis-related RNA-editing sites (PREs) in glioma, and to explore their specific effects on glioma and potential mechanisms of action.
Methods: Glioma genomic and clinical data were obtained from TCGA database and SYNAPSE platform. The PREs was identified with regression analyses and the corresponding prognostic model was evaluated with survival analysis and receiver operating characteristic curve. Functional enrichment of differentially expressed genes between risk groups was performed to explore action mechanisms. The CIBERSORT, ssGSEA, gene set variation analysis, and ESTIMATE algorithms were employed to assess the association between PREs risk score and variations of tumor microenvironment, immune cell infiltration, immune checkpoints, and immune responses. The maftools and pRRophetic packages were used to evaluate tumor mutation burden and predict drug sensitivity.
Results: A total of thirty-five RNA-editing sites were identified as prognosis-related in glioma. Functional enrichment implied variation of immune-related pathways between groups. Notably, glioma samples with higher PREs risk score exhibited higher immune score, lower tumor purity, increased infiltration of macrophage and regulatory T cells, suppressed NK cell activation, elevated immune function score, upregulated immune checkpoint gene expression, and higher tumor mutation burden, all of which implied worse response to immune therapy. Finally, high-risk glioma samples are more sensitive to Z-LLNle-CHO and temozolomide, while the low-risk ones respond better to Lisitinib.
Conclusion: We identified a PREs signature of thirty-five RNA editing sites and calculated their corresponding risk coefficients. Higher total signature risk score indicates worse prognosis and worse immune response and lower sensitivity to immune therapy. The novel PREs signature could help risk stratification, immunotherapy response prediction, individualized treatment strategy-making for glioma patients, and development of novel therapeutic approaches.
Keywords: RNA editing, glioma, prognosis, immune response, drug sensitivity
1 INTRODUCTION
Gliomas are the most common primary brain tumors with marked heterogeneity, aggressiveness, and poor prognosis. Currently, even with standard treatments, namely a combination of surgery, radiotherapy, and chemotherapy, most glioblastoma (WHO grade Ⅳ glioma) will recur due to chemo- and radio-resistance and patients usually succumb quickly to the disease, with a five-year-survival rate around 5% (Ostrom et al., 2018a; Ostrom et al., 2018b; Wesseling and Capper, 2018). Advances in genomics, immunology, and many other disciplines have brought various experimental treatments, including targeted therapy and immunotherapy, that promise new avenues for glioma therapy. Unfortunately, so far these therapies have not been able to achieve satisfactory results (Qi et al., 2020; Yang et al., 2022). Therefore, it is of great significance to further explore the internal mechanism of glioma to discover new therapeutic targets and avenues.
Brain has long been considered an immune-privileged site for lacking traditional lymphatic systems. But recent findings showed that brain can coordinate a robust immune response involving both of innate and adaptive immune systems (Bailey et al., 2006; Louveau et al., 2015). The glioma-specific immunosuppressive microenvironment contributed greatly to the poor prognosis of patients with glioma (DeCordova et al., 2020). The studies of tumor microenvironment (TME) and its immune components have led to new potential therapeutic options for many extracranial solid tumors including melanoma (Motzer et al., 2015; Weber et al., 2015). Nevertheless, preclinical trials of immune checkpoint inhibitors and vaccine treatments for glioma failed to yield satisfactory results. This failure could partly come from the highly immunosuppressive microenvironment, systemic immunosuppression, local immune dysfunction, and high tumor heterogeneity of glioma cells (Qi et al., 2020; Medikonda et al., 2021), which makes the TME and immune alterations promising research area for developing novel and potent treatments for glioma.
RNA-editing refers to post-transcriptional transcript alterations that lead to the expression of protein isoforms. It can alter adenine to inosine (A>I) or cytosine to uracil (C>U) by adenosine and cytidine deaminases, respectively (Licht and Jantsch, 2016; Nishikura, 2016). Recent studies highlight that in cancer cells widespread RNA-editing partly make the transcriptomes more complex than genomes (Han et al., 2015; Paz-Yaacov et al., 2015). RNA-editing contributed to the carcinogenesis of several cancer types, and help cancer cells to adapt to distinct disease states and microenvironments (Han et al., 2015; Licht and Jantsch, 2016; Nishikura, 2016; Baysal et al., 2017). Given that dynamic change of RNA-editing levels during tumor progression, and that edited transcripts have a limited life span, the functional impact of RNA-editing on cancer cells might be different than those of permanent genomic alterations (Baysal et al., 2017). However, the exact roles of RNA editing in the progression of gliomas are not systematically studied yet, and its correlation with tumor microenvironments, immune function, and therapy response remain elusive.
In this study, as shown in the workflow in Supplementary Figure S1, we aim to identify the prognosis-related RNA-editing sites (PREs) in glioma to construct a prognostic signature model, and investigate the association between the risk signature and TME, tumor mutation burden (TMB) and chemotherapy sensitivity. This may shed light on the pathogenic mechanism, prognosis predication, risk stratification, and therapeutic strategy-making for patients with glioma.
2 MATERIALS AND METHODS
2.1 Data acquisition
The RNA sequencing, clinical information, and single nucleotide variation data of low-grade glioma (LGG) and glioblastoma (GBM) were obtained from TCGA database (https://portal.gdc.cancer.gov/, accessed 10 Aug 2022). RNA editing site data were acquired from SYNAPSE platform (https://www.synapse.org/#, accessed 10 Aug 2022).
2.2 Manhattan plot
Manhattan plot is a type of scatter plot usually used to display data with a large number non-zero amplitude data-points in genome-wide association studies (Reed et al., 2015). In this study we constructed Manhattan plot with “CMplot” package to display the overall RNA-editing landscape in gliomas. p-value is calculated with uni-variate cox regression analysis of the RNA-editing site profile and clinical survival data from TCGA. The cutoff value of top significant RNA editing sites is set at −log10p > 20.
2.3 Construction and validation of the RNA-editing prognostic signature
All patients were randomly divided into training or validation groups in a 6:4 ratio. In the training cohort, univariate cox analysis and the least absolute shrinkage and selection operator (LASSO) cox regression were applied to screen candidate PREs, which further underwent multivariate cox regression to evaluate their contribution to patient prognosis. RNA-editing sites with p < 0.0001 were considered as significantly prognosis-related. Based on multivariate regression coefficient and corresponding editing levels of those thirty-five PREs, prognostic risk score of each sample was calculated as the formula:
[image: image]
where n, Xi, and βi represent the total number, FPKM value and the corresponding regression coefficient of each RNA-editing sites. After calculation of total risk score for each sample, the median risk score of the training cohort was set as the cutoff value to divide the high-/low-risk groups for both of the training and the testing cohorts. Higher and lower risk scores imply overall alteration in PREs editing levels. The following prognosis and immune related analyses were performed on this basis.
Pheatmap package was utilized to show the expression pattern of PREs between 2 risk groups. Association between survival status and risk score was tested with scatter plots, and Kaplan-Meier analysis was utilized to examine the overall survival (OS) difference between risk groups (median risk score of the training cohort was set as the cutoff value to divide the high-/low-risk groups for both of the training and the testing cohorts). Through incorporation of risk score and other clinical factors, a nomogram was constructed to predict prognosis of a certain patient with given genomic and clinical characteristics. Thereafter, receiver operating characteristic (ROC) curve was applied to evaluate the prognosis prediction efficacy of the risk model and nomogram.
The R packages used in this section for data analysis include: “survival”, “ggplot2”, “caret”, “glmnet”, “dplyr”, “ggalluvial”, “survminer”, “pheatmap”, “timeROC”, “tidyverse”, “ggExtra”, “pec”, and “rms”.
2.4 Correlation between RNA-editing sites and corresponding RNA expression
The correlation relationship between RNA-editing and corresponding RNA expression levels was studied with Pearson’s correlational analyses incorporating the transcriptome data and the RNA-editing data. RNA-editing sites with significant correlation with RNA expression (correlation coefficient >0.3 or <−0.3) were further examined for their clinical relevance and prognosis impact.
2.5 Functional enrichment analysis
The significant differentially expressed genes (DEGs, |logFC| > 1 and p < 0.05) between high- and low-risk groups were identified with “limma” package and used for functional enrichment of gene ontology (GO) and Kyoto encyclopedia of genes and genomes (KEGG) pathways. To eliminate the subjective bias from artificial setting of significance threshold, we further performed gene set enrichment analysis (GSEA) with all expressed genes to explore the potential action mechanism of PREs in glioma.
R packages used for analysis and results visualization include “limma”, “org.Hs.eg.db”, “DOSE”, “clusterProfiler”, “enrichplot”, “scatterplot3d”, “ggplot2”, “circlize”, “ggpubr”, “colorspace”, “stringi”, and “RColorBrewer”.
2.6 Association between risk scores and TME
To examine the relationship between RNA-editing risk signature and TME, “ESTIMATE” and “CIBERSORT” packages were used to calculated the TME scores and tumor purity of each glioma sample (Chen et al., 2018). The relative abundances of 22 immune cell types were calculated to illustrate the association between RNA-editing risk score and immune cell infiltration. Single sample gene set enrichment analysis (ssGSEA) and gene set variation analysis (GSVA) was performed with “limma”, “GSEAbase”, and “GSVA” packages to investigate the enrichment variation of 29 immune-related functional gene sets between high- and low-risk groups. Besides, correlation between risk score and immune checkpoint genes (ICGs) were determined with “limma” package. Results visualization was carried out with “ggpubr”, “ggExtra”, “corrplot”, and “ggplot2” packages.
2.7 Analysis of association between risk score and TMB
TMB, namely the total number of somatic mutations of each sample, was calculated with “maftools” package, demonstrated with waterfall plot analysis, and combined with risk score for survival analysis using “survival” and “survminer” packages.
2.8 Prediction of therapy response
The relative efficacy of various drugs to each risk group was predicted with “pRRophetic” package and displayed in bubble plot, scatter plot and box plot with “ggplot2” package.
2.9 Statistical analysis
Wilcoxon test was employed for differential analysis and Spearman method was applied for correlation analysis between risk score and immune scores. All hypothesis tests were two-sided, with *p < 0.05, **p < 0.01 and ***p < 0.001. All other statistical analysis and data visualizations were carried out in R software (R version 4.1.2). Adobe Illustrator (CC 2017) was used for image processing.
3 RESULTS
3.1 Identification of the PREs signature
For the construction and validation of the prognostic model, a total of 636 glioma samples with valid clinical and RNA-editing data were acquired and randomly divided into training or testing cohorts with a ratio of 6:4. The detailed characteristics of the two cohorts were summarized in Table 1, where there were no significant differences in the baseline characteristics between cohorts.
TABLE 1 | Baseline characteristics of the glioma patient in training and testing cohorts.
[image: Table 1]To explore the landscape of RNA-editing sites that are associated with prognosis in glioma, we applied cox regression analysis on the RNA-editing profile and prognostic survival data. Based on univariate cox regression results, Manhattan plot (Figure 1A) showed that gliomas have extensive genome-wide RNA-editing alterations with prognostic implications. Then, to correct overfitting of linear regression analysis, we perfored LASSO regression analysis (Figure 1B) and multivariate cox regression analysis. The optimal log(λ) is around −2.6, with the corresponding likelihood deviation around −10.5 and 63 RNA editing sites passed the threshold. After the regression analysis, 35 out of 63 RNA sites were identified as PREs in the training cohort with threshold of p < 0.0001 (Supplementary Table S1), and used for the construction of prognostic risk model.
[image: Figure 1]FIGURE 1 | Construction and evaluation of prognostic RNA-editing signature in glioma: (A) Manhattan plot showing the global landscape of RNA-editing alterations with prognostic implications in gliomas. The number in the middle line indicates the −log10(p) for each RNA editing. The top significant RNA editings with −log10(p) > 20 were labeled in larger dot size. The grey dashed lines at from chromosomes to the middle demonstrated the chromosome location of those top significant RNA editings. (B) The cross-examination process to identify the optimal λ parameter. The x-axis showed the log(λ) value, and y-axis showed the corresponding likelihood deviation value. The vertical dashed line on the left corresponds to the optimal λ value; and the vertical dashed line on the right indicates the λ value of model with the evaluation index within 1 standard error of the optimal λ value, namely lambda.1se. The upper numbers are the number of edits enrolled for construction of model for each λ. In our model, the optimal log(λ) is around −2.6, with the corresponding likelihood deviation around −10.5 and 63 RNA editings were enrolled for prognostic examination. (C–F) Kaplan-Meier (K-M) survival analysis was performed to examine the prognostic value of the risk signature. Total risk score of each sample was calculated with editing levels of those thirty-five PREs and corresponding multivariate cox regression coefficients. Glioma samples were then divided into high- or low-risk groups based on risk score (median as the cutoff value). High-risk groups showed poorer survival in all of the training cohort (C), testing cohort (D), and overall glioma patients (E), and shorter PFI in overall glioma patients (F).
3.2 Patients with lower risk score exhibited better prognosis
To test the reliability of the prognostic model, we used Kaplan-Meier (K-M) survival analysis to confirmed that in all of the cohorts (training, testing, and overall glioma patients), patients with lower risk score exhibited better prognosis (Figures 1C–E). A progression-free interval (PFI) advantage was also observed in the low-risk group of glioma patients (Figure 1F). To confirmed this correlation between risk score and patient prognosis, we further examined the survival status in the training, testing, and overall glioma patient populations. Compared with high-risk patients, a longer survival and a higher proportion of surviving patients were observed in the low-risk group (Supplementary Figure S2A–F). The expression patterns of PREs between risk groups were also displayed with heatmaps (Supplementary Figure S2G–I). Together, those results suggested that the PREs we identified are capable of stratifying glioma patients of different prognosis.
Besides, we also explored the correlation between PRE risk scores and clinical features. Clinical relevance analysis revealed that older glioma patients with higher tumor grades have higher risk scores, but no difference was observed between genders (Figures 2A–C). Given that age and tumor grades both showed significant difference in total risk score, and older age generally comes with relatively higher tumor grades, there might be some confounding effects in these results, which would be well eliminated by subgroup analysis. Therefore, we further performed the subgroup analysis comparing the risk scores in old and grade 2,3 group vs. old and grade 4 group, as well as in young and grade 2,3 group vs. young and grade 4 group. Consistently, higher tumor grade samples have higher risk scores (Supplementary Figure S3). Thereafter, we integrated the clinicopathological variables and risk score to construct a nomogram to predict the 1-, 3-, and 5-year survival probabilities of glioma patients (Figure 2D). The calibration curve (Figure 2E) and ROC analysis (Figure 2F) both suggested this nomogram has an excellent performance in prognosis prediction.
[image: Figure 2]FIGURE 2 | Clinical relevance of risk score, and construction and evaluation of nomogram. The risk score variation between patients of different ages (A), genders (B) and tumor grades (C) were shown in box plots. (D) A nomogram to predict the 1-, 3-, and 5 year survival possibility of glioma patients. The blue lines of age and total points showed the distribution of the corresponding continuous variables in the data set used to establish the model. The points for each attribute are calculated according to the corresponding status and the matching location in the first row of points. The sum of points is then used to predict the 1-, 3-, and 5 year survival possibility for certain patients. An example is provided with red labels in the plot. (E) Calibration curve to evaluate the 1-, 3-, and 5 year OS prediction accuracy of nomogram. (F) ROC curve to examine the prognosis prediction efficacy of PREs risk model and nomogram for glioma patients.
Given that analyzing all 35 PREs individually could be too complex and lengthy, to further narrow down the number of PREs for individual analysis, we performed a correlation analysis between the editing levels of PREs and the expression of the corresponding host genes. The results identified five PREs that significantly correlated with the expression levels of corresponding host genes (R <−0.3 or >0.3) (METTL10|chr10:126451032, RBM3|chrX:48436348, SOD2|chr6:160100882, SPAG9|chr17:49042242, and UTP14C|chr13:52604880) (Figures 3A–E). The following clinical relevance analysis and survival analysis showed that these five sites have significantly different editing levels between different grades of glioma (Figures 3F–J) and are closely related to the clinical prognosis of patients (Figures 3K–O).
[image: Figure 3]FIGURE 3 | Five out of thirty-five PREs showed significant correlation with corresponding host genes. (A–E) Scatter plots showing the correlation between PRE editing levels and expression of corresponding host genes. (F–J) Difference of PRE editing levels between different grades of gliomas. (K–O) K-M survival analysis of those five RNA-editing in glioma patients (median of editing level as cutoff).
The above results suggest that the PREs risk signature successfully predicted prognosis and could aid in the risk stratification of patients with glioma. RNA-editing sites, especially the PREs, may be involved in the oncological behavior of gliomas.
3.3 Functional enrichment analysis implied alterations of morphogenesis and immune pathways between different risk groups
To explore the potential biological processes and pathways associated with PREs, we first performed functional enrichment analyses on the DEGs using both KEGG and GO terms. With a significant threshold of adjusted. p < 0.05 and |log2(FC)|>1, 281 upregulated and 64 downregulated DEGs were identified (Figure 4A). Expression patterns of top 50 significant up- or downregulated DEGs were displayed in the heatmap (Figure 4B). GO enrichment analysis implied that DEGs were mainly involved in pathways of morphogenesis, transcription activity, and metallopeptidase activity in gliomas (Figures 4C, D). The KEGG results suggested that DEGs were closely associated with morphogenesis process and multiple immune-related pathways like leukocyte migration and chemotaxis (Figure 4E). Thereafter, to eliminate the subjective bias from artificial setting of significance threshold, we further performed gene set enrichment analysis (GSEA) with all expressed genes to explore the potential action mechanism of RNA-editing in glioma. Results suggested that many immune related pathways, such as adaptive immune response and chemokine signaling pathways, are significantly enriched in the high-risk group samples.
[image: Figure 4]FIGURE 4 | Pathway enrichment comparing gene expression profiles between high- and low-risk groups. (A) Volcano plot showing the DEGs between risk groups. Significance threshold was set as |logFC| > 1 and padj <0.05. Genes that are significantly upregulated or downregulated in high-risk group were labeled as red or green, respectively. (B) Heatmap showing the expression pattern of top 50 DEGs up- or downregulated in high-risk group. (C,D) GO enrichment of DEGs. (E) KEGG enrichment of DEGs. (F,G) GSEA enrichment of GO terms comparing high- and low-risk glioma samples. (H,I) GSEA enrichment of KEGG terms comparing high-and low-risk glioma samples. Abbreviation: GO, gene ontology; BP, biological process; MF, molecular function; CC, cellular component; KEGG, Kyoto Encyclopedia of Genes and Genomes; GSEA, gene set enrichment analysis.
These results implied that PREs might affect the biological behavior of gliomas by altering the morphogenesis, immune response, and transcription activity. The glioma-specific immunosuppressive microenvironment is widely recognized for its contribution to the poor prognosis of glioma (DeCordova et al., 2020). Previous study proved that inhibition of adenosine-to-inosine editing could promote expression of immune response protein MAVS in GBM (Raghava Kurup et al., 2022), and RNA editing activity was reported to inhibit cell migration and proliferation of astrocytomas (Cenci et al., 2008). If the PREs identified in this study do be capable of altering the immune response of glioma, they might shed light on development of new therapeutic avenues for glioma patients.
3.4 PREs signature correlates with immune activation status in gliomas
TME has considerable impact on the treatment sensitivity and prognosis of glioma, therefore we examined TME variation between different risk groups to explore if PREs are associated with TME composition of glioma. As shown in Figures 5A–D, high-risk group glioma samples exhibited higher immune scores, stromal scores, ESTIMATE scores, and lower tumor purity than did the low-risk ones. Immune infiltration analysis revealed that the high-risk group glioma samples possess more abundant regulatory T cells (Tregs), macrophages, and resting NK cells, and have fewer monocytes and activating NK cells (Figure 5E). Additionally, immune function analysis suggested that compared to the low-risk glioma samples, the high-risk group ones exhibit higher scores in almost all immune function gene sets, and lower score in NK cell functions (Figures 5F, G). Tregs and macrophages are reported to contribute to the immune suppression environment of glioma, and the NK cells is known for its cell toxic and anti-tumor effects (Wei et al., 2020) (Fecci et al., 2006) (Zhang et al., 2016; Burger et al., 2019). Our findings implied that in glioma, the PREs may be associated with immune activation status of Tregs, macrophages and NK cells, which might be one mechanism of PREs’ prognostic impact in glioma.
[image: Figure 5]FIGURE 5 | Glioma samples with different risk score possess different immune functions. (A–D) Comparison of tumor purity, stromal scores, immune scores, and ESTIMATE scores between the high- and low-risk groups. (E) The abundance variation of 22 immune cells in the high- and low-risk groups. (F) Enrichment differences of immune-function-related gene sets between high- and low-risk group glioma samples. (G) Heatmap exhibiting the immune function enrichment alteration between different risk group glioma samples. *: p < 0.05, **: p < 0.01, ***: p < 0.001.
3.5 PREs risk scores positively correlate with ICGs expression in glioma
As PREs risk scores are significantly associated with immune activation status in gliomas, we investigated if the risk scores are associated with the expression levels of ICGs. All six of the most critical ICGs that were examined, including CD274, CTLA4, HAVCR2, IDO1, PDCD1, and PDCD1LG2, exhibited a significant positive correlation with the risk scores in glioma samples (Figure 6A). The individual correlation scatter plots are exhibited in Figure 6B. Furthermore, we examined the expression differences of forty-seven main ICGs between risk groups, and the results revealed that most of the ICGs were highly expressed in the high-risk group glioma samples (Figure 6C). ICGs are commonly involved in immune tolerance and proliferation of tumors including glioma, and their blockage might inhibit the tumor progression (Ghouzlani et al., 2021). Our results suggest that the PREs risk scores positively correlate with ICGs expression. Some members of the PREs may contribute to the immune tolerance of glioma through altering the expression of ICG, and targeting them could be promising novel therapeutic approach.
[image: Figure 6]FIGURE 6 | High-risk glioma samples possess elevated ICGs expression. (A) The correlation between critical ICGs and risk score; Red color indicates a positive correlation, and a darker color intensity and larger circle represent a stronger correlation. *: p < 0.05. (B) Scatter plots demonstrating the correlation between the risk scores and the expression levels of each critical ICGs. (C) The expression differences of 47 ICGs between the high- and low-risk group glioma samples.
3.6 Glioma samples with higher risk score exhibit higher overall TMB
We then compared the mutation landscapes variation between the high- and low-risk glioma samples. The low-risk group possessed higher rates of IDH1, ATRX and CIC mutations than did the high-risk group (76% vs 21%, 35% vs 12%, and 30% vs. 4%, respectively), but most of the other common mutations occurred more frequently in the high-risk group, especially for EGFR mutation (1% vs. 21%) (Figures 7A, B). We also compared the risk score of the samples with/without mutations of IDH1, ATRX, and CIC, and found that samples with those mutations have significantly lower risk score (Supplementary Figure S4). This might account for the elevated overall TMB in the high-risk group samples (Figure 7C). Then, to investigate the impact of TMB on the prognosis of glioma patients, we performed K-M analysis to examine the OS difference between glioma patients with different levels of TMB. Results indicated that glioma patients with higher TMB showed significantly shorter OS (Figure 7D). In addition, we integrated the RNA-editing risk scores with TMB data to analyze the prognostic impact of those two factors. The results suggested that patients with both lower risk and lower TMB exhibited the best prognosis compared to that of the other subgroups (Figure 7E). This inspired us to use overall TMB for prognosis prediction of patients with glioma, and the combination of the PREs risk score and TMB might possess a higher prognostic value.
[image: Figure 7]FIGURE 7 | A general heavier tumor mutation burden (TMB) was observed in high-risk glioma samples and correlated with worse prognosis. (A–B) The occurrence frequency of the top 15 mutations in the high- and low-risk group glioma samples, respectively. (C) Overall TMB variation between the high- and low-risk groups. (D) K-M analysis to examine the OS difference between glioma patients with different levels of TMB. (E) Comprehensive survival analysis of glioma pa-tients incorporating both of the PREs risk score data and the TMB information.
3.7 Prediction of chemotherapy response in different risk groups
As previous studies indicated that TMB levels are associated with therapeutic response and sensitivity (Büttner et al., 2019), we further employed the “pRRophetic” algorithm to compare between risk groups the sensitivity differences of common chemotherapies. Certain drugs are more effective to low-risk group samples, while others exhibit higher efficacy to high-risk ones. The top ten sensitive drugs for the low- or high-risk groups are exhibited in the bubble plot (Figure 8A). The sensitivity correlation and IC50 differences of the top three sensitive drugs for each risk groups are also presented with scatter plots and box plots (Figures 8B, C). Low-risk group samples could be more sensitive to linsitinib, BMS−754807, and KIN001−135, while high-risk samples may be relatively more sensitive to drugs of Z-LLNle-CHO, TGX221, and JW-7-52-1. The preferential sensitivity of those drugs implied that different editing levels of PREs might come with different response to those drugs in glioma, and manipulating PREs might have synergetic effect with those drugs in glioma.
[image: Figure 8]FIGURE 8 | Correlation between the PREs risk score and chemotherapy sensitivity of gliomas. (A) Bubble plot displaying the top ten drugs with sensitivity preference to high- or low-risk group glioma samples, respectively. Correlation scatter plots and sensitivity difference box plots of drugs that are more effective to low-risk (B) or high-risk (C) glioma samples. Correlation scatter plots and sensitivity difference box plots of temozolomide (D).
Besides, given that temozolomide is the most commonly used anti-glioma drug, we further examined its efficacy in each risk group. As presented in Figure 8D, high-risk glioma samples showed lower IC50 values for temozolomide, suggesting they could be more sensitive to it. Together, these results might shed light on the potential therapeutic strategy-making for patients with glioma.
4 DISCUSSION
Gliomas are a group of lethal brain tumors with extremely poor prognosis. Even with complete standard therapy, patients generally die quickly of the disease due to therapy resistance and tumor recurrence (Ghotme et al., 2017). The glioma-specific immunosuppressive microenvironment contributed greatly this doomed prognosis (DeCordova et al., 2020), but preclinical trials of treatments against it have failed to yield satisfactory results. RNA-editing contributed to the carcinogenesis of several cancer types (Han et al., 2015; Baysal et al., 2017). However, in gliomas the exact correlation between RNA-editing and carcinogenesis, tumor microenvironments, immune function, and therapy response remain elusive.
In this study, utilizing public RNA-editing and clinical data of glioma patients, we identified thirty-five PREs in glioma (Supplementary Table S1) and constructed a risk stratification model accordingly. Survival, clinical relevance and ROC analysis confirmed that the risk model can accurately predict the prognosis of patients with glioma. Consistently, RNA-editing has been reported to impact the prognosis of multiple solid tumors, including but not limited to uterine corpus endometrial carcinoma (Wu et al., 2021), hepatocellular carcinoma (Chen et al., 2020), and esophageal squamous cell carcinoma (Qin et al., 2014). But given the heterogeneity between tumors and organ-selective expression of genes, the specific RNA-editing that affect prognosis vary by tumor. The PREs signature presented in this study can not only provide novel prognostic prediction models for patients with glioma, but also offer potential targets to inhibit the progression of gliomas.
In regard to the underlying action mechanism of PREs in glioma, DEGs functional enrichment implied that the variation of PREs correlate with alterations in pathways of morphogenesis, transcription activity, and immune process. Immune response escape, tumor-promoting inflammation, and genome instability are known hallmarks of cancer (Hanahan and Weinberg, 2011). Accumulating evidence suggests that RNA-editing is involved in the alteration of the immune response and transcription activity in various tumors. RNA-editing impacts the mRNA abundance of immune response pathways in multiple cancers including breast invasive carcinoma, lung adenocarcinoma, prostate adenocarcinoma, (Chan et al., 2020). Inhibition of adenosine-to-inosine RNA-editing could promote expression of immune response protein MAVS (Raghava Kurup et al., 2022). RNA-editing enzyme ADAR1 could regulate R-loop formation and genome stability at telomeres in cervical cancer (Shiromoto et al., 2021). Similar to these studies, our results implied that PREs might impact the prognosis of glioma through altering pathways of immune response and transcription activity.
Functional enrichment analysis revealed that immune response alteration could be one of the potential action mechanisms of PREs in gliomas. However, the exact association between PREs levels and glioma immune response remains elusive. Our immunology-related analysis showed that high-risk glioma samples possess elevated TME immune scores, immune function scores, and ICG expression. Infiltrations of Treg and macrophage are promoted in high-risk group, while NK cell function is suppressed. Glioma-associated macrophages (GAMs) are the major immune cell population in gliomas with significant tumor-promoting effects (Wei et al., 2020). Tregs exert considerable immune-suppressive effects in gliomas, and generally increase with the reduction of anti-tumor CD4+ T cells fraction (Fecci et al., 2006). NK cells are well-established anti-tumor immune cells, whose activity is commonly suppressed by glioma TME. Activity restorations of NK cells through chimeric antigen receptor (CAR)-engineering are extensively studied for application in glioma immunotherapy (Zhang et al., 2016; Burger et al., 2019). The increased infiltration of macrophage and Treg, as well as the suppression of NK cell activation may partially account for the worse prognosis of the high-risk group patients. Besides, our results revealed that most ICGs were highly expressed in the high-risk group glioma samples. ICGs, particularly the key members such as CTLA-4 and PD-1, are profoundly involved in immune tolerance and proliferation of glioma cells, and their blockage might inhibit the progression of gliomas (Ghouzlani et al., 2021). Therefore, global upregulation of ICGs may also be partially responsible for the poor prognosis of patients in the high-risk group. Interestingly, in addition to tumor-promoting GAM and Treg cells, a majority of other immune functions, some of which might exert anti-tumor effect in other solid tumors, were also activated in the high-risk group. On the one hand, this coincided with the fact that RNA-editing could extend the classes of HLA presented self-antigens, which can be recognized by the immune system and boost immune function (Zhang et al., 2018). But meanwhile, this is contradictory to the fact that high risk group glioma patients have worse prognosis. Possible explanations include their functions may be overshadowed by GAM and Treg activation and NK cell suppression due to their lower abundance in gliomas, or these common tumor-suppressing immune components may be reprogrammed in gliomas to play different biological roles. However, the exact immune process activation status and their actual effects in glioma require further experimental verification.
Tumor heterogeneity, including genomic heterogeneity, contributes greatly to the therapy-resistance and poor prognosis of gliomas (Nicholson and Fine, 2021). As an important types of genomic heterogeneity, TMB has an essential impact on glioma prognosis. A pan-cancer study published in “Annals of oncology” reported that for cancers like glioma, where there is no correlation between CD8+ T cell levels and neoantigen loads, higher TMB is associated with tolerance to immune response and immunotherapy (McGrail et al., 2021). This is consistent with our finding that high-risk glioma patients possess higher overall TMB and worse prognosis. Additionally, the low-risk group glioma samples possessed more frequent mutations in IDH, ATRX and CIC genes, whose mutations possess anti-tumor effects in gliomas (Yan et al., 2009; Bettegowda et al., 2011; Qin et al., 2022). This may also partially explain the prognostic advantage in the low-risk group glioma patients. Together, PREs may be associated with the genome mutation landscapes and overall TMB levels in gliomas.
Previous study has shown that RNA-editing signature could be used to predict therapy response in tumors like advanced gastric cancer (An et al., 2021). Likewise, we used our PREs risk model to study the risk group-preferential sensitivity of various drugs against glioma samples, trying to identify some novel therapeutic options for glioma. Based on our results, low-risk group gliomas could be more sensitive to linsitinib, BMS−754807, and KIN001−135, while Z−LLNle−CHO, TGX221, and JW-7-52-1 may be more effective to high-risk gliomas. Additionally, temozolomide also exhibited higher sensitivity against high-risk glioma samples. Linsitinib is an insulin-like growth factor 1 receptor (IGF-1R) inhibitor that can inhibit the growth of diffuse midline glioma with H3K27M mutations (de Billy et al., 2022). BMS-754807 is also an IGF-1R inhibitor reported to prevent radiotherapy resistance in pediatric/youth high-grade gliomas (Simpson et al., 2020). KIN001−135 is a small-molecule inhibitor for multiple targets including TANK binding kinase 1, and is under preclinical trials for glioma treatment (Xia et al., 2018). Z-LLNle-CHO is a gamma-secretase inhibitor that can trigger cell death in leukemia and breast cancer (Han et al., 2009; Meng et al., 2011), but its biological roles have not yet been explored in glioma. TGX-221 is a selective inhibitor of p110β-PI3K that can block the activation of PKB/Akt pathway in PTEN-deficient cells. TGX-221 is reported to induce apoptosis and inhibit migration and invasion in glioblastoma cells (Yang et al., 2017). JW-7–52-1 is a PI3K/MTOR signaling pathway inhibitor that hasn’t been tested for effects in gliomas. Taken together, our findings identified some potential drugs that may be used in glioma therapy, and shed light on the possibility of using these drugs to target RNA-editing to inhibit glioma growth.
The current study still has some limitations. First, the research was based on bioinformatics analysis, so prospective analysis of real-world data is required to verify the robustness and clinical utility of the risk model. Additionally, for the underlying action mechanism of PREs in gliomas, we only explored correlations but did not experimentally verify causality. Further rigorous experimental validations are necessary for the elucidation of internal mechanisms.
5 CONCLUSION
In summary, we identified PREs in gliomas that could help to predict patient outcomes. PREs risk scores correlate with alterations of immune response, immune checkpoint expression, and TMB in gliomas. The identified PREs signature may contribute to the clinical risk stratification of glioma patients, but the specific mechanism of PREs in the context of glioma awaits further experimental study.
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Introduction: Ubiquitination is involved in many biological processes and its predictive value for prognosis in cervical cancer is still unclear.
Methods: To further explore the predictive value of the ubiquitination-related genes we obtained URGs from the Ubiquitin and Ubiquitin-like Conjugation Database, analyzed datasets from The Cancer Genome Atlas and Gene Expression Omnibus databases, and then selected differentially expressed ubiquitination-related genes between normal and cancer tissues. Then, DURGs significantly associated with overall survival were selected through univariate Cox regression. Machine learning was further used to select the DURGs. Then, we constructed and validated a reliable prognostic gene signature by multivariate analysis. In addition, we predicted the substrate proteins of the signature genes and did a functional analysis to further understand the molecular biology mechanisms. The study provided new guidelines for evaluating cervical cancer prognosis and also suggested new directions for drug development.
Results: By analyzing 1,390 URGs in GEO and TCGA databases, we obtained 175 DURGs. Our results showed 19 DURGs were related to prognosis. Finally, eight DURGs were identified via machine learning to construct the first ubiquitination prognostic gene signature. Patients were stratified into high-risk and low-risk groups and the prognosis was worse in the high-risk group. In addition, these gene protein levels were mostly consistent with their transcript level. According to the functional analysis of substrate proteins, the signature genes may be involved in cancer development through the transcription factor activity and the classical P53 pathway ubiquitination-related signaling pathways. Additionally, 71 small molecular compounds were identified as potential drugs.
Conclusion: We systematically studied the influence of ubiquitination-related genes on prognosis in cervical cancer, established a prognostic model through a machine learning algorithm, and verified it. Also, our study provides a new treatment strategy for cervical cancer.
Keywords: cervical cancer, ubiquitination-related genes, bioinformatics, prognosis model, potential therapeutics, machine learning
1 INTRODUCTION
Among cancers in females, cervical cancer incidence and mortality are high (Siegel et al., 2021; Sung et al., 2021). Because of the increasing implementation of systematic screening and the introduction of the HPV vaccine, its incidence was partly decreased. However, the incidence remains high in places with poor economic levels (Zhao and Qiao, 2019). In addition, most patients were in late stages when diagnosed, and the prognosis was poor. Therefore, prognostic biomarkers still need to be investigated to distinguish high-risk patients for personalized treatment and follow-up strategy.
Ubiquitination, a post-translational modification, regulates protein function or degradation (Nakamura, 2018). In eukaryotes, the process of protein ubiquitination is a three-step thioester cascade process involving enzymes including E1s (ubiquitin-activating enzymes), E2s (ubiquitin-conjugating enzymes), and E3s (ubiquitin-protein ligases) (Zheng and Shabek, 2017). The E1 enzyme activates the 76-amino acid ubiquitin followed by transferring activated ubiquitin to the E2 enzyme. Finally, E3 is responsible for recruiting a specific substrate and catalyzing ubiquitin transfer from E2 to the protein (Song and Luo, 2019). Among the seven lysine residues and one methionine residue that comprise ubiquitin, each has the ability to bind another ubiquitin moiety, producing a protein that is either monoubiquitinated or polyubiquitinated, making it a highly versatile and elaborate post-translational modification (Weissman, 2001). In addition, ubiquitin on substrate proteins can be removed by deubiquitinating enzymes (DUBs), leading to a reverse process of ubiquitination (Komander et al., 2009). One of the most well-known functions of ubiquitination is to facilitate protein degradation (Muratani and Tansey, 2003). Since ubiquitination targets a wide range of substrates, it contributes to most intracellular molecular biological processes, regulating tumor progression, and mediating therapeutic resistance as well (Hoeller and Dikic, 2009; Huang and Dixit, 2016).
Ubiquitination is attracting increasing attention, and several studies proved ubiquitination involved cervical cancer. Martin et al. demonstrated that HPV E6 protein promoted p53 degradation by ubiquitin-dependent proteinases (Scheffner et al., 1990). Then, further study revealed that E6 binds to ubiquitin-ligase E6AP, promoting the development of cervical cancer by degrading p53 (Martinez-Zapien et al., 2016). Huh et al. reported that HPV16 E7-associated cullin 2–ubiquitin ligase complex contributes to the aberrant degradation of the pRB tumor suppressor (Huh et al., 2007). In addition, ubiquitination proteins are potentially promising targets for cancer therapy (Wang et al., 2021; Yang et al., 2021). Morgan et al. (2021) demonstrated that USP13 deubiquitinates and stabilizes Mcl-1, promoting the proliferation in cervical cancer. Additionally, they found that BH3 mimetic inhibitor, a USP13 inhibitor, could induce cell death by reducing Mcl-1 expression. Yi et al. (2020) found UBE2L3 caused excessive p53 ubiquitination by nuclear export of HP1γ. They also found that doxorubicin promoted HP1γ-mediated UBE2L3 inhibition, increasing p53 stability and activity in cisplatin-resistant cervical cancer cells. With its extensive substrates and the ability to regulate protein levels, the ubiquitination pathway has become a promising therapeutic route (Huang and Dixit, 2016). Therefore, systematic analysis of ubiquitination-related genes and construction of a ubiquitination-related gene signature to predict prognosis in cervical cancer is undoubtedly necessary.
In this study, we obtained ubiquitination-related genes by searching the Ubiquitin and Ubiquitin-like Conjugation Database (IUUCD) and analyzed the dataset from TCGA and GEO databases. We identified several ubiquitination-related genes associated with prognosis significantly, including RBBP4, SRM, GCH1, USP14, TRAIP, CBX4, VEZF1, and TOM1. Also, these ubiquitination-related genes were used to develop a reliable prognostic signature. The ubiquitination-related prognostic signature was used to differentiate patients into two groups, with the high-risk groups having worse outcomes. Therefore, our signature can help doctors to establish personalized treatment and follow-up plans according to risk stratification. In addition, to find a mechanism for how ubiquitin proteasome regulates cervical cancer, we predicted the substrate proteins and did the functional analysis. Through the CMap database, we identified 71 small molecular compounds identified as potential compounds, and they were involved in 34 mechanisms, including the inhibitor of actin polymerization, AKT, ALK, aurora kinase, CDK, dehydrogenase, DNA-dependent protein kinase, FLT3, focal adhesion kinase, glucosyltransferase, DNA protein kinase, HDAC, HMGCR, IGF-1, EGFR, IKK, JNK, MEK, RAF, VEGFR, MTOR, PI3K, protein kinase, protein synthesis, DNA synthesis, topoisomerase, tyrosine kinase, Coflilin signaling pathway activator, estrogen receptor antagonist, glucokinase activator, HIF modulator, mitochondrial oxidative phosphorylation uncoupler, retinoid receptor ligand, and T-type calcium channel blocker. The study provides new guidelines for evaluating cervical cancer outcomes and suggests new directions for drug development.
2 METHODS
2.1 Obtained and processed datasets
Gene expression data, along with clinical information, were collected from the NCBI Gene Expression Omnibus (GEO) database1 and The Cancer Genome Atlas (TCGA) database2. Since these are public databases, this study is exempted from ethical review and does not require patients to sign informed consent. The selection criterion required the dataset to have relevant clinical information. Finally, GSE39001, GSE52903, GSE44001, and TCGA-CESC datasets were enrolled for analysis (Table 1).
TABLE 1 | Overview of details of the datasets.
[image: Table 1]The GSE39001 data include data from two sequencing platforms, GPL201 and GPL6244, in which the GPL201 platform includes 12 normal samples and 43 cancer samples, and the GPL6244 platform included five normal samples and 19 cancer samples (Espinosa et al., 2013). GSE52903 was derived from the GPL6244 platform and included 17 normal samples and 55 cancer samples (Medina-Martinez et al., 2014). For data from different platforms, we only combined data from the same company to reduce the batch effect. Since both GSE39001 and GSE52903 are Affymetrix-sequencing companies, so we integrated the two cohorts to increase the sample size. Then, a metadata cohort was created and used to identify genes differentially expressed between cancer and normal samples. In both prognostic studies and further mechanistic studies, we used study cohorts with GSE52903 and GSE39001 integration.
As a unified standardized process, Affymetrix microarray datasets were preprocessed and normalized using the RMA function in the Affy package including background correction and normalization (Irizarry et al., 2003). Moreover, batch effects were removed using the SVA package’s combat function (Leek, 2014). Following the batch effect removal, normalization was performed using the normalizeBetweenArrays method. Principal component analysis (PCA) is used to extract principal components and can be used to distinguish the distribution of samples by the prcomp function using the ggbiplot package.
TCGA RNA sequencing data (TPM format) were downloaded from the Genomic Data Commons2. In addition, for the GSE44001 dataset from the Illumina company containing 300 samples, the clinical outcome was disease-free survival (DFS), and the signature accuracy in predicting disease progression was examined (Lee et al., 2013). The TCGA-CESC cohort is also from the Illumina platform, and we used the TCGA-CESC cohort as a validation cohort to explore the signature accuracy. We also downloaded annotation files from NCBI GEO for various microarray platforms. Gene symbols were generated based on the probe annotation files for each dataset. The probe average was calculated for gene symbols with more than one probe.
The integrated annotations for the Ubiquitin and Ubiquitin-like Conjugation Database contains E1s, E2s, E3s, DUBs, UBDs, and ULDs for 74 families of all 68 animals, 39 plants, and 41 fungal species. In addition, the IUUCD provides annotation information for all these proteins in the database. We downloaded the human ubiquitination-related genes from IUUCD and organized them. In total, 1,390 ubiquitination-related genes (URGs) were obtained from the IUUCD3 (Gao et al., 2013; Zhou et al., 2018).
To clearly show the process of this study, we drew a flow chart as shown in Supplementary Figure S1A.
2.2 Screened DURGs
We identified differentially expressed genes (DEGs) between tumors and normal samples by the R package limma. Our screening criterion was adjusted p-values <0.001. R package VennDiagram was used to intersect DEGs with URGs to identify differentially expressed URGs. Plotting of ubiquitination-related DEGs (DURGs) expression data in all samples was performed by the pheatmap package.
2.3 Functional analysis and visualization
We conducted Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment for DURGs by the clusterProfiler package (Yu et al., 2012). The visualization and localization of KEGG pathways were performed based on DURGs by the pathview packages.
On the KEGG pathway legend, genes are categorized according to their differential significance and increase or decrease, in which red indicates upregulation and green indicates a decrease. In addition, the color shades correspond to the value of log10 [fold change]. Significant pathways had p-value <0.05.
2.4 Established and validated the prognostic gene signature
We identified DURGs that have an association with the overall survival through univariate Cox regression in metadata data. After the filtration of DURGs associated with overall survival, candidate DURGs were selected via integrated analysis of two machine learning algorithms consisting of the Least Absolute Shrinkage and Selection Operator (LASSO) algorithm with penalty parameter tuning conducted by 10-fold cross-validation and the Support Vector Machine-Recursive Feature Elimination (SVM-RFE) algorithm searching for lambda with the smallest classification error to determine the variable (Duan et al., 2005).
We performed LASSO regression using the R package glmnet. Furthermore, SVM-RFE was performed by msvmRFE.R4 based on the e1071 R package. Next, we merged the results of LASSO and SVM-RFE to identify the top-ranking common genes. Following the aforementioned filtration process, prognostic gene signatures were constructed by multivariate Cox regression. Also, we calculated patients’ risk scores, the cutoff value of which was ensured by the function of surv_cutpoint in the survminer package. Then, two groups of patients were categorized as high- and low-risk. In addition, we further explored the prognostic performance of each gene in the prognostic gene signature for cervical cancer.
Additionally, the prognostic gene signature was validated in TCGA cohorts. To further explore the predictive effect of the gene signature on tumor progression, we used GSE44001 for verification. For TCGA and GSE44001, risk scores were calculated in the same way, and the same method was used to group patients. The Kaplan–Meier analysis with log-rank test and univariate and multivariate Cox regression was performed by the survival package and the ROC curve was constructed by the survivalROC package. From the ROC curve, we also calculated the area under the ROC curve (AUC). The value of AUC ranges between 0.5 and 1. The closer the AUC is to 1.0, the higher the authenticity. If it is equal to 0.5, the authenticity is the lowest and has no application value.
In addition, we also further explore the role of the risk score calculated from the gene signature in the diagnosis of cervical cancer by logistic analysis using the rms package.
2.5 Analysis of signature genes protein expression in the HPA database
The Human Protein Atlas5 (HPA) offers open access to data for exploring the proteome of humans and has helped many academicians. We used the HPA database to detect the protein levels of signature genes by immunohistochemistry (IHC), and we obtained IHC images from the database (Uhlen et al., 2015).
2.6 Predicted substrate proteins and performed functional enrichment analysis
It has been known that E3s and DUBs bind specifically to substrates among these enzymes. UbiBrowser6 was used to predict the substrate protein of E3s and DUBs (Li et al., 2017; Wang et al., 2022). Afterward, we selected 20 substrate proteins with the highest prediction scores and known substrate proteins for functional enrichment analysis by the clusterProfiler package.
2.7 Identified potential drugs by connectivity map analysis
The Connectivity Map7 (CMap) is a chemical genomics database, and its resource can help researchers identify relationships between small molecules, diseases, and drugs (LAMB et al., 2006). We used the query function in the CMap to identify potential drugs. According to guidelines, up- and downregulated DURGs were uploaded on the online tools. In general, a negative enrichment value relates to a drug’s potential for treating the disease, with a greater value indicating more efficacy. Compounds identified by the CMap were filtered based on enrichment scores (ES, Score < −90).
2.8 Statistical analysis
Statistical analyses are performed by R version 4.1.3. All analyses were two-sided with p < 0.05 considered statistically significant.
3 RESULTS
3.1 Grouped samples and identified prognostic DURGs
We integrated two datasets, namely, GSE52903 and GSE39001, into a comprehensive dataset for investigating gene expression in cervical cancer after removing the batch effects by sva package and normalizing by normalizeBetweenArrays methods. Following this, the distributions of the samples were determined by PCA before and after correction. Figures 1A,C present the distributions of the original datasets, while Figures 1B,D show the removal of confounding factors. From Figure 1, we can see that before removing the batch effect, the samples of each dataset are clustered together, and after removing the batch effect, the samples are evenly distributed.
[image: Figure 1]FIGURE 1 | Data preprocessing and differential expression analysis. PCA analysis before (A) and after (B) batch effect adjustment and normalization. Barplot before (C) and after (D) batch effect adjustment and normalization. (E) Intersection analysis of DEGs and ubiquitination-related genes. (F) Results of univariate Cox regression analysis of DURGs.
After integration, the total number of gene probes was 7,824. Additionally, differential expression analysis revealed 2,464 DEGs in the metadata, including 1,268 upregulated genes and 1,196 downregulated genes. In addition, expression levels were also shown visually in Supplementary Figure S2. In total, 1,390 URGs were found in the IUUCD .
We obtained 175 DURGs from a cross-section of DEGs and URGs (Figure 1E). Among the 175 DURGs, upregulations totaled 108 and downregulations totaled 67. In total, 19 DURGs, RBBP4, KAT2B, SRM, UBA2, GCH1, USP14, TRAIP, LYST, CBX4, HERC1, PAFAH1B1, LYN, BARD1, VEZF1, CBLC, FYCO1, TOM1, UBE2S, and PELI1, were associated with OS based on univariate Cox regression analysis, with seven genes associated with poor outcomes and 12 genes associated with good outcomes (Figure 1F).
3.2 Functional enrichment analysis and ubiquitination mechanism assessment by KEGG map
We performed functional enrichment analysis on these 175 DURGs. According to GO analysis, DURGs were primarily involved in ubiquitin-dependent protein catabolic processes, protein polyubiquitination, and regulation of protein ubiquitination regulation. Based on KEGG analysis, DURG functions were involved in ubiquitin-mediated proteolysis, Fc gamma R-mediated phagocytosis, proteasome, and NF-kappa B signaling pathway. Based on KEGG and GO enrichment analysis, we found that genes were mainly enriched in ubiquitination-related pathways, so we visualized using the KEGG annotation map. From this, we recognized the DURGs in the ubiquitination pathway and their effect on cancer progression (Supplementary Figure S1B).
3.3 Constructed gene signature to predict prognosis with eight hub DURGs
Considering that too many candidate genes were identified by univariate Cox regressions, we used LASSO regression and SVM-RFE to ensure the genes we selected were important in the development of the disease. SVM-RFE analysis first identified the candidate genes. Eight genes, which were RBBP4, SRM, GCH1, USP14, TRAIP, CBX4, VEZF1, and TOM1, were identified (Figures 2A,B). In addition, LASSO analysis also identified 14 key genes, RBBP4, SRM, UBA2, GCH1, USP14, TRAIP, LYST, CBX4, HERC1, BARD1, VEZF1, FYCO1, TOM1, and PELI1, from 19 genes (Figures 2C,D). The intersection of LASSO and SVM-RFE analyses revealed eight hub genes in cervical cancer, which were RBBP4, SRM, GCH1, USP14, TRAIP, CBX4, VEZF1, and TOM1 (Figure 2E). Eventually, we performed multivariate Cox analysis on eight hub genes to construct the gene signature to predict the prognosis (Figure 2F). Based on the coefficients of each gene, the risk score was calculated as follows: risk score = (−2.1476*RBBP4)+(−1.6532*SRM)+(−1.9507*GCH1)+(1.1985*USP14)+(2.0422*TRAIP)+(2.5609*CBX4)+(−1.4570*VEZF1) +(−2.6949*TOM1). Additionally, the gene signature was visualized by using a nomogram (Figure 2G). The gene signature’s AUC at 1, 3, and 5 years were 0.946, 0.885, and 0.882, respectively, indicating the model had high accuracy and reliability (Figure 2H).
[image: Figure 2]FIGURE 2 | Machine learning analysis and establishment of a prognostic model. Two algorithms were used for feature selection: SVM-RFE (A and B) and LASSO (C and D) algorithms. (E) Intersection of two algorithms. (F) Forest plot of multivariate Cox regression analysis by eight hub genes. (G) Nomogram of the gene signature for predicting patient survival. (H) ROC curves of the gene signature on 1-, 3-, and 5-year OS in the metadata.
In addition, we further explored the prognostic value of each gene in the gene signature, and the results were shown in Supplementary Figure S3. The results showed that the tags were more predictive of the prognosis than any one of the genes.
3.4 Prognostic gene signature validated in GEO datasets and TCGA cohort
We calculated the risk scores in the metadata and based on the cutoff points calculated, using the survminer package, and we classified all patients into high- and low-risk groups (Figures 3C,D). Patients with high risk in the metadata cohort had worse outcomes than patients with low risk, according to Kaplan–Meier log-rank analysis (Figure 3A). Figure 3B showed the mRNA expression level of eight signature genes in the metadata.
[image: Figure 3]FIGURE 3 | Internal validation of the prognostic model. (A) Kaplan–Meier curves with log-rank test in the metadata. (B) Heatmap of the hub genes between low- and high-risk groups in the metadata. (C and D) Risk scores distribution of the metadata.
We calculated the risk scores in TCGA-CESC and grouped patients as mentioned previously to validate the gene signature reliability (Supplementary Figure S4D, E). As shown in Supplementary Figure S4A, high-risk patients also had significantly worse prognoses in TCGA cohort. Additionally, the heatmap showed the landscape of the eight signature genes in TCGA-CESC cohort (Supplementary Figure S4B). In addition, the ROC curve also proved the conclusion (Supplementary Figure S4C).
In the GSE44001 cohort, the outcome variable was disease-free time. To investigate whether gene signature plays a role in disease progression, we used GSE4401 to explore further. We also calculated the risk scores and grouped patients as mentioned previously (Supplementary Figure S5D, E). We found that disease-free survival time was shorter in a high-risk group (Supplementary Figure S5A). Additionally, Supplementary Figure S5B showed eight signature gene expressions in GSE44001.
The AUC of 1, 3, and 5 years DFS were 0.621,0.610, and 0.588, respectively, all over 0.5, indicating that they had a certain reference value in predicting disease progression (Supplementary Figure S5C). It is further suggested that our gene signature had good performance on the occurrence and development of cervical cancer and may be indispensable in cervical cancer.
3.5 Constructed a nomogram by risk scores and clinical factors
A systematic analysis was performed based on their risk scores generated by the gene signature and clinical characteristics, such as stage and age to explore the gene signature relationship with clinical factors. Figure 4A shows the risk score was closely correlated with OS. Also, the risk score was an independent prognostic factor demonstrated by multivariate Cox regression analysis (Figure 4B). Moreover, we studied the risk scores between different histological types and different stages, as shown in Supplementary Figure S6B-C. The results showed that there was no significant difference in the risk scores among different histological types. However, the later the clinical stage, the higher the risk score. We further explored the value of the risk score calculated by the gene signature in cervical cancer diagnosis. The AUC was 0.679 (Supplementary Figure S6A). The result indicated that the gene signature was also valuable in the diagnosis of cervical cancer.
[image: Figure 4]FIGURE 4 | Effect of prognostic models and clinicopathological factors on survival. (A) Univariate Cox analysis of risk scores and other clinical features. (B) Multivariate Cox analysis showed the risk score was an independent prognostic factor. (C) Nomogram constructed by the risk score and clinical factors. (D) K–M analysis of the nomogram. (E) ROC curves of the nomogram on 1-, 3-, and 5-year OS.
Then, we took the risk score as a variable to construct the other nomogram to predict the patient’s OS (Figure 4C). The results showed that the nomogram has an excellent performance on the predicted 1-year OS. Also, the nomogram also can divide the patients clearly (Figure 4D). The AUC of the nomogram for 1-, 3-, and 5-year OS were 0.980, 0.868, and 0.874, respectively (Figure 4E).
Calibrate curves showed the comparison between the predicted probability and the observed probability of 1-, 3-, and 5-year OS. In addition, almost perfect calibration curves were observed in Figures 5A–C. To compare the predictive effect of the nomogram with the risk score and other clinical factors for predicting the prognosis, we further constructed decision curves. The results showed that the nomogram calculated by the risk score and clinical factors has the best performance (Figure 5D).
[image: Figure 5]FIGURE 5 | Internal validation of prognostic models with clinicopathological factors. (A–C) Calibration curves of the nomogram constructed by the risk score and clinical factor. (D) Decision curve of the nomogram constructed by the risk score and clinical factor.
3.6 Validation of the protein levels of the signature genes
We obtained immunohistochemistry staining from the HPA database to further explore the signature genes’ protein levels. The results are shown in Figures 6A–H. As mentioned previously, the mRNA expression level of eight signature genes in the metadata are shown in Figure 3B. Among these genes, GCH1, USP14, CBX4, TRAIP, VEZF1, and TOM1 protein levels were consistent with the transcript. Tumors and normal groups both had high RBBP4 protein levels, and SRM protein levels were moderate in both normal and tumor groups.
[image: Figure 6]FIGURE 6 | (A-H) Eight genes protein levels between normal and cancer tissues from the HPA database.
3.7 Detection of the substrate proteins for E3s and DUBs in the gene signature and functional enrichment analysis
UbiBrowser was used to predict the possible substrate proteins for the signature genes to determine the potential functional impact. Among the eight genes, RBBP4, CBX4, and TRAIP are E3s and USP14 is DUBs. SRM is a predicted E3 and has not been experimentally confirmed to have substrate proteins. The number of the predicted substrate proteins of RBBP4, CBX4, and TRAIP was 71, 110, and 317, respectively. In addition, TRAIP has one known substrate protein. USP14 is a DUB that has 18 known substrate proteins and 382 predicted substrates proteins. Further functional analysis was carried out on the top 20 predicted substrates (Figure 7A).
[image: Figure 7]FIGURE 7 | Analysis of substrates for ubiquitination-related genes. (A) Top 20 predicted and known substrate proteins. (B) KEGG enrichment analysis. (C) GO pathway enrichment analysis. The red triangle represents the substrate proteins; the orange diamond represents the E3s; and the green rectangle represents the DUB.
According to GO analysis, substrate proteins participate in the regulation of transcription factor activity, histone modification, protein modification, regulating the classical P53 pathway, and ubiquitination-related signaling pathways (Figure 7C). Additionally, according to KEGG analysis, the substrate proteins were associated with the human papillomavirus infection pathway, which also confirmed the gene signature validity. In addition, the substrate proteins also participated in some intriguing pathways, such as cell cycle, p53 signaling pathway, cytosolic DNA-sensing pathway, and NF-kappa B signaling pathway (Figure 7B). Our signature genes are involved in these pathways, illustrating that they may promote cervical cancer development through these pathways. Also, it helps us to identify the potential therapeutic drugs.
3.8 Identified small molecular compounds for cervical cancer
In addition, we screened the DURGs for potential therapeutic drugs for cervical cancer using the CMap database. There were 71 small molecular compounds identified as potential compounds, and they were involved in 34 mechanisms, including the inhibitor of actin polymerization, AKT, ALK, aurora kinase, CDK, dehydrogenase, DNA dependent protein kinase, FLT3, focal adhesion kinase, glucosyltransferase, DNA protein kinase, HDAC, HMGCR, IGF-1, EGFR, IKK, JNK, MEK, RAF, VEGFR, MTOR, PI3K, protein kinase, protein synthesis, DNA synthesis, topoisomerase, tyrosine kinase, Coflilin signaling pathway activator, estrogen receptor antagonist, glucokinase activator, HIF modulator, mitochondrial oxidative phosphorylation uncoupler, retinoid receptor ligand, and T-type calcium channel blocker (Table 2).
TABLE 2 | Results of CMap analysis.
[image: Table 2]4 DISCUSSION
It has been reported that protein ubiquitination regulates the growth or death of tumor cells through various biological processes by changing the ubiquitination level of the substrate protein, inducing the degradation or stabilization of the substrate protein (Wang et al., 2019). Further research of these URGs will help broaden our horizons in cervical cancer development and prognosis of cervical cancer patients. Through bioinformatics methods, a few previous studies have been focused on cervical cancer prognosis. Pan et al. screened the m6A RNA methylation regulator genes and constructed a prognostic signature (Pan et al., 2020). Jiang et al. identified the autophagy-related gene and constructed a prognostic model (Jiang et al., 2021). Until now, no bioinformatics study has been conducted on the ubiquitination of cervical cancer. Therefore, we focused on protein ubiquitination to develop a prognostic model.
Cervical cancer URGs were systematically investigated. By analyzing 1,390 URGs in the GEO and TCGA databases, we obtained 175 DURGs. Also, 19 DURGs were related to OS among these DEGs. Then, we screened eight hub DURGs by SVM-RFE and LASSO regression analysis, and then the eight hub DURGs had multivariate Cox regression performed to construct the prognostic model. The model’s AUC were 0.946, 0.885, and 0.882 at 1-, 3-, and 5- years OS, which indicated that it can accurately predict the prognosis of patients. Next, the risk scores were calculated and classified patients into high- and low-risk groups. Based on the results, cervical cancer patients with different survival outcomes could be accurately separated. We can formulate treatment plans and follow-up strategies according to different risk stratifications. In addition, the model’s reliability and stability were further validated in TCGA-CESC cohort, and it could also accurately predict the prognosis and divide patients into two groups with different prognoses, which indicated that the prognostic gene signature was stable. We further integrated the clinical factors into analysis including age, histology, and stage and multivariate Cox analysis revealed the risk score was an independent prognostic factor.
Among these genes in the prognostic gene signature, it has been confirmed that RBBP4 could control HPV16 transforming activity in cervical cancer. When overexpressed, it inhibited cell growth and tumor formation significantly (Kong et al., 2007). Also, RBBP4 was also associated with radiosensitivity. Zheng et al. found that RBBP4 could enhance radiosensitivity in vivo and in vitro (Zheng et al., 2013). As for USP14, Xu et al. found that USP14 could stabilize MDM2 (Xu et al., 2020). MDM2 could mediate p53 ubiquitination and induce p53 degradation (Hock and Vousden, 2014). Furthermore, USP14 selective inhibitor IU1 decreased MDM2 expression, inhibited growth, and triggered apoptosis in cervical cancer cells (Xu et al., 2020). We did not find other gene-associated studies in cervical cancer. TRAIP enhances osteosarcoma invasion and proliferation through the modulation of IGFBP3/AKT by promoting the degradation of KANK1, which is a tumor suppressor (Li et al., 2021). Zhu et al. found that the overexpression of SRM induced chemotherapy resistance in bladder cancer cells (Zhu et al., 2022). CBX4 promotes proliferation through affecting BMI-1 expression in lung cancer cells (Hu et al., 2020). In hepatocellular carcinoma, GCH1 silencing promotes cell growth by activating superoxide anion-mediated ASK1/p38 signaling (Zhong et al., 2021). VEZF1 and TOM1 have been investigated in few studies. Then, we investigate the protein levels of the eight genes in the HPA database. Overall, protein expression levels for most genes were consistent with their transcriptional levels. It appears that the genes we identified are worthy of further investigation.
We performed a functional enrichment analysis of 175 DURGs between normal and cancerous tissues. According to GO analysis, DURGs were mainly involved in ubiquitin-dependent proteolytic metabolic processes, protein polyubiquitination, and regulation of protein ubiquitination. KEGG analysis revealed that DURGs were functionally involved in ubiquitin-mediated proteolysis, Fc γ r-mediated phagocytosis, and proteasome and NF-kappa B signaling pathways. In addition, among the eight genes, RBBP4, CBX4, TRAIP, and USP14 specifically bind to substrate proteins. According to the functional analysis of substrate proteins, substrate proteins are involved in transcription factor regulation, histone modification, protein modification, and other related pathways, regulation of the classical p53 pathway, and regulation of the mitotic cell cycle and ubiquitination-related signaling pathways. The common pathways involved in ubiquitination genes and their substrates are mainly involved in protein modification or degradation, such as the ubiquitinated proteasome system. Among them, ubiquitination modifications mainly involve protein degradation, such as Fc γ r-mediated phagocytosis, while substrates are mainly involved in protein modifications, such as histone modifications. We suggest that these genes influence prognosis through these pathways.
As with any study, ours has some limitations as well. Our study was retrospective and lacked prospective clinical trial validation. Further experimental studies are needed to confirm the mechanism of DURGs. Therefore, we will collect clinical specimens in the near future and conduct basic experiments to further verify our results.
In conclusion, the prognostic gene signature based on the ubiquitination of cervical cancer was first constructed and validated. In addition, it can accurately predict patients’ OS. Through this gene signature, we can distinguish high- and low-risk groups, so as to formulate individualized treatment plans and follow-up strategies. In addition, the risk score calculated by the gene signature was also an independent prognostic factor. Additionally, we identified the TFs and substrate protein associated with the prognostic signature genes to gain a deeper understanding of their underlying molecular biological mechanisms. In addition, we also conducted drug predictions through DURGs and obtained 71 small molecule compounds, which may inhibit the occurrence and development of cervical cancer. Furthermore, these eight genes may serve as new biomarkers or targets for cervical cancer research.
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Background: Despite the significant survival benefits of anti-PD-1/PD-L1 immunotherapy, non-small cell lung cancer (NSCLC) remains one of the most common tumors and major causes of cancer-related deaths worldwide. Thus, there is an urgent need to identify new therapeutic targets for this refractory disease.
Methods: In this study, microarray datasets GSE27262, GSE75037, GSE102287, and GSE21933 were integrated by Venn diagram. We performed functional clustering and pathway enrichment analyses using R. Through the STRING database and Cytoscape, we conducted protein-protein interaction (PPI) network analysis and identified the key genes, which were verified by the GEPIA2 and UALCAN portal. Validation of actin-binding protein anillin (ANLN) was performed by quantitative real-time polymerase chain reaction and Western blotting. Additionally, Kaplan-Meier methods were used to compute the survival analyses.
Results: In total, 126 differentially expressed genes were identified, which were enriched in mitotic nuclear division, mitotic cell cycle G2/M transition, vasculogenesis, spindle, and peroxisome proliferator-activated receptor signaling pathway. 12 central node genes were identified in the PPI network complex. The survival analysis revealed that high transcriptional levels were associated with inferior survival in NSCLC patients. The clinical implication of ANLN was further explored; its protein expression showed a gradually increasing trend from grade I to III.
Conclusion: These Key genes may be involved in the carcinogenesis and progression of NSCLC, which may serve as useful targets for NSCLC diagnosis and treatment.
Keywords: non-small cell lung cancer, gene expression omnibus, differentially expressed genes, protein-protein interaction, biological process
INTRODUCTION
Lung cancer is the most common cause of cancer-related death worldwide, wherein NSCLC accounts for 85% of lung cancer cases (Sung et al., 2021). An increased understanding of the biology and pathogenic genomic changes in NSCLC has led to advances and developments in its treatment. Particularly, the emergence of molecularly targeted therapies and immunotherapy has fundamentally changed the way NSCLC patients are treated (Jordan et al., 2017). A large number of genes have been recognized as drug targets and their molecular alterations, including epidermal growth factor receptor mutations, proto-oncogene receptor tyrosine kinase 1 rearrangements, anaplastic lymphoma kinase rearrangements, and BRAF V600E mutations, could predict the response to treatment (Stella et al., 2013). Testing for these genes is becoming increasingly routine and has yielded motivating results.
However, the incidence of rearrangement, fusion, or over-expression of these genes in NSCLC patients are very low, leading to limited availability of molecular targeted therapies for these genes. For example, aberrantly activations of ALK was found in approximately 4% of NSCLC tumors, and chromosomal rearrangement of ROS1 has been identified in approximately 1% of NSCLC patients (Wong et al., 2009; Gainor and Shaw, 2013). EGFR somatic activating mutations were found in approximately 20% of advanced NSCLC patients, and represented a paradigm for the use of tyrosine kinase inhibitors for subsets of cancer treatment. However, acquired resistance inevitably occurs in these cases (Yu et al., 2015). In addition, there is currently a very limited number of drug targets for other subtypes of lung cancer, such as squamous cell and large cell carcinoma, other than adenocarcinoma. Furthermore, targeted drugs developed for lung adenocarcinoma are basically ineffective for lung squamous cell carcinoma (Rekhtman et al., 2012). As for immunotherapy, the improvement in survival of lung cancer patients by blocking the immune checkpoint PD-1/PD-L1 is encouraging. However, only about 20% of patients benefit, and resistance is likely to develop after the initial response (Topalian et al., 2019). Thus, identifying potential gene targets or pathway alterations in this refractory disease is urgently needed.
Currently, the availability of information about the human genome and proteome, especially those that assist in the development of new anti-cancer agents, is largely dependent on advances in bioinformatics. As an enabling technology, bioinformatics bridges the gap between sequence information and clinical practice, and it has evolved into multiple ways to enable us not only to identify “driver” and “passenger” genes toward neoplasia, but also to comprehend genetic alterations and mechanisms in cancer (Mount and Pandey, 2005).
In this study, four microarrays, namely GSE27262, GSE75037, GSE102287, and GSE21933, were integrated and analyzed. Differentially expressed genes (DEGs) between NSCLC samples and corresponding normal specimens were analyzed. Subsequently, Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses of the DEGs were developed. The PPI network was developed by the Search Tool for the Retrieval of Interacting Genes (STRING) database. We screened out the key genes with the supreme connectivity in the network and evaluated their prognostic value, which would be helpful for further development of prognostic biomarkers and novel therapeutic targets for NSCLC patients.
MATERIALS AND METHODS
Microarray datasets information
The National Center for Biotechnology Information Gene Expression Omnibus (GEO) is an open-access database for data regarding next-generation sequencing, microarray, and other forms of high-throughput gene data (Barrett et al., 2013), from which the microarray datasets of lung cancer samples and adjacent non-malignant samples (GSE27262, GSE75037, GSE102287, and GSE21933) were downloaded. Gene expression profiles of GSE27262 and GSE102287 were based on platform GPL570 [HG-U133_Plus_2] Affymetrix Human Genome Array, with 25 lung adenocarcinoma tissues versus 25 adjacent normal specimens and 32 NSCLC samples versus 34 normal samples, respectively. GSE75037 was based on platform GPL6884 HumanWG-6 v3.0 expression beadchip, including 83 adenocarcinomas and 83 adjacent normal samples. GSE21933 was based on platform GPL6254 Phalanx Human OneArray, including 21 NSCLC tissues and 21 matched adjacent non-malignant tissues.
Data analysis
GEO2R, a network application based on R that utilizes the Bioconductor (R packages) to analyze GEO data, was used to identify DEGs between lung cancer and adjacent non-malignant specimens. The selection criteria, |logFC| > 2.0, and adjusted p < 0.05 were used to define the DEGs. We analyzed each dataset and intersected them using Venn diagrams.
GO and KEGG pathway enrichment analysis
The GO knowledgebase was composed of ontology and ontology annotations. As of 2018, there were approximately 45,000 terms in GO, including CC, BP, and MF terms (The Gene Ontology Consortium, 2017). R software version 4.0.3 (clusterProfiler and ggplot2 packages) was used for gene classification and GO, KEGG pathway enrichment analyses. Statistical significance was set at p < 0.05.
PPI network visualization
STRING v11, an online resource with currently the largest number of proteins (24.6 million) and broad data sources (Szklarczyk et al., 2019), was employed to explore protein-protein associations among the DEGs. In addition, Cytoscape software was used for the visualization of the protein interaction network and the analyzation of the interaction of the candidate DEGs that encode proteins in NSCLC. The top 12 molecules with the strongest connectivity in the network were identified as key genes by CytoHubba, a plug-in of Cytoscape.
Genetic alteration analysis and enrichment analysis of the key gene-related drugs
Through the data of lung adenocarcinoma and lung squamous cell carcinoma of the TCGA project and the Sangerbox platform, we obtained the mutation profile of 12 key genes in NSCLC. Furthermore, we have enriched and analyzed these key gene-related drugs by using Enrichr platforms (https://maayanlab.cloud/Enrichr/). We used Diseases/Drugs and DSigDB module for cluster analysis.
Survival analysis
To evaluate the effect of the 12 key genes on prognosis of NSCLC patients, we used the Kaplan–Meier plotter (http://kmplot.com/analysis/), an interactive database for validation of prognostic biomarkers that contains mRNA, miRNA, protein data, and clinical information from a variety of cancer patients. Patients with NSCLC were grouped based on their mRNA levels and hazard ratios, and the respective p values were calculated. In addition, we verified the survival analysis using the TCGA database (https://portal.gdc.cancer.gov). We downloaded and collated lung adenocarcinoma and squamous cell carcinoma RNAseq data and clinical data from the TCGA database; Survival package of R software was used to test the proportional risk hypothesis, and the results were visualized using survminer package and ggplot2 package.
Expression analysis and clinicopathological association
The expression validation of the key genes was performed based on RNA sequencing data produced by The Cancer Genome Atlas (TCGA) and Genotype-Tissue Expression (GTEx) project. Tissue-wise expression analyses of key genes between 969 NSCLC samples and 685 non-malignant samples from TCGA and the GTEx project were profiled using GEPIA2 (http://gepia2.cancer-pku.cn/).
Clinicopathologic features of patients with NSCLC, including pathologic stage, tumor grade, age, gender, living status, and body weight, were obtained from the Clinical Proteomic Tumor Analysis Consortium (CPTAC) Confirmatory/Discovery dataset. Proteomic analyses of lung cancer and normal samples were performed using UALCAN, an open network repository for investigation on gene expression and its disease association (Chandrashekar et al., 2017). Furthermore, we obtained its immunohistochemical results from the HPA database (The Human Protein Atlas https://www.proteinatlas.org/).
Cell culture
Lung cancer cell lines NCI-H1975, NCI-H1650, A549, and NCI-H1299, and normal lung epithelial cell line BEAS-2B were bought from the Shanghai Cell Bank and ICELL Company. Cells were cultured in Roswell Park Memorial Institute-1640 (RPMI-1640; Solarbio, Beijing, China) and Dulbecco’s modified Eagle’s medium (DMEM; Solarbio, Beijing, China) supplemented with 10% fetal bovine serum (FBS; Gemini, California, United States) and maintained at 37 °C thermostatic and humidified cell incubator with 5% CO2.
RNA extraction and qRT-PCR
Total RNA was extracted from NSCLC cell lines and normal lung epithelial cell lines with an RNA extraction kit (Axygen; Silicon Valley, United Ststes) and reverse transcription was performed using a cDNA Synthesis Kit (Vazyme Biotech, Nanjing, China). Quantitative real-time polymerase chain reaction (qRT-PCR) was carried out using Bio-Rad CFX96 Touch with ChamQ SYBR® Green qRT-PCR Master Mix. All qRT-PCRs were performed three times and measured using 2−ΔΔCTalgorithm. Primer sequences were as follows: ANLN, Former: TCT​TCG​TGG​CCG​ATT​TGA​CA, Reverse: TGG​ACT​TAC​CAC​ACC​AAC​TGT; GAPDH, Former: CGA​GCC​ACA​TCG​CTC​AGA​CA, Reverse: GTG​GTG​AAG​ACG​CCA​GTG​GA.
Western blotting
We extracted proteins for Western blotting using RIPA lysis buffer (Solarbio, Beijing, China; R0010) and phenylmethylsulfonyl fluoride protease inhibitors (Solarbio, Beijing, China; IP0280). The BCA Protein Assay Kit (Vazyme Biotech, Nanjing, China; E112-02) was used for protein concentration determination. The Western blot system was established using the Bio-Rad Bis-Tris Gel system according to the manufacturer’s instructions. Proteins isolated by SDS-PAGE were electroblotted onto polyvinylidene fluoride membranes and incubated with a primary antibody (dilution: 1:1250) overnight in a shaker at 4°C. They were then incubated in a shaker for 1 h with horseradish peroxidase labeled secondary antibody (dilution: 1:20000) at 25°C. After rinsing, a multi-functional chemiluminescent imaging system (Analytik-Jena, United States) was used for development.
RESULTS
Screening of DEGs
Four microarray datasets (GSE27262, GSE75037, GSE102287, and GSE21933) were selected in this study, and their statistics are shown in Table 1. Clustering of all overlapping DEGs is shown in the heatmap (Figure 1). In accordance with the selection criteria, |logFC| > 2.0 and adjusted p < 0.05, a total of 445, 845, 891, and 794 DEGs were identified from the GSE27262, GSE75037, GSE102287, and GSE21933 microarrays, respectively, as shown in the volcano plots (Figure 2A). After intersecting the DEGs of the four databases, 126 DEGs including 37 upregulated genes and 89 downregulated genes, were found to be significant in all four microarray datasets (Figure 2B).
TABLE 1 | The composition of four different gene expression omnibus datasets.
[image: Table 1][image: Figure 1]FIGURE 1 | Screening of DEGs in four gene expression datasets (|logFC| > 2 and p < 0.05). Heatmap of all overlapping DEGs. Upregulated DEGs, orange; Downregulated DEGs, blue; logFC, log fold change; DEG, differentially expressed gene.
[image: Figure 2]FIGURE 2 | The overlapping DEGs of the four gene expression datasets. (A) Volcano plots of each gene expression profiles in NSCLC and normal tissues. (B) Venn diagrams of DEGs. The one on the left refers to 37 upregulated DEGs; The right one refers to 89 downregulated DEGs; NSCLC, non-small cell lung cancer; DEG, differentially expressed gene.
Functional annotation and pathway enrichment analyses
GO and KEGG pathway analyses were conducted using R 4.0.3 (clusterProfiler, org.Hs.e.g.,.db, and ggplot2 packages). DEGs were basically enriched in mitotic nuclear division, cell cycle, G2/M phase transition, vasculogenesis, G2/M transition of mitotic cell cycle in biological process (BP) terms, spindle, midbody, condensed chromosome outer kinetochore in cellular components (CC) terms, and growth factor binding, G protein-coupled peptide receptor activity, and peptide receptor activity in molecular functions (MF) terms (Figure 3). The KEGG pathway analysis found that the DEGs were predominantly involved in the peroxisome proliferator-activated receptors (PPAR) signaling pathway, cell cycle, and ECM-receptor interaction pathway (Figure 4A).
[image: Figure 3]FIGURE 3 | Gene ontology analysis of DEGs. (A) Biological process terms of DEGs. (B) Cellular component terms of DEGs. (C) Molecular function terms of DEGs. DEG, differentially expressed gene.
[image: Figure 4]FIGURE 4 | KEGG pathway analysis, protein-protein interaction network construction, and module analysis. (A) Significantly enriched KEGG pathway terms of DEGs in NSCLC. (B) DEGs protein–protein interaction network complex. Red nodes refer to upregulated genes. Green nodes refer to downregulated genes. Edges represent protein-protein associations. (C) Top 12 key genes with high connectivity in the network. The shade of the color indicates the strength of the connection. NSCLC, non-small cell lung cancer; DEG, differentially expressed gene.
PPI network construction and key gene identification
There were 126 nodes and 1,054 edges in the PPI network with an enrichment p-value of <1.0e-16 (Figure 4B). Twelve central node genes, including ANLN, cyclin-dependent kinase inhibitor 3 (CDKN3), kinesin family member 4A (KIF4A), centrosomal protein 55 kDa (CEP55), G2/mitotic-specific cyclin-B1 (CCNB1), kinesin family member 11 (KIF11), G2/mitotic-specific cyclin-B2 (CCNB2), maternal embryonic leucine zipper kinase (MELK), hyaluronan-mediated motility receptor (HMMR), abnormal spindle-like microcephaly associated protein (ASPM), centromere protein F (CENPF), and checkpoint serine/threonine-protein kinase (BUB1), were identified among the 126 nodes by using CytoHubba of Cytoscape (Figure 4C). Furthermore, ANLN was the top gene in the network with the highest connectivity and maximum neighborhood component (Table S1).
Transcriptional level validation of the 12 key genes
We profiled the tissue-wise expression of key genes in NSCLC tissues and normal tissues using GEPIA2. The results revealed that the mRNA expression levels of the 12 key genes in the NSCLC samples were significantly higher than those in normal samples (Figure 5).
[image: Figure 5]FIGURE 5 | mRNA expression of the key genes (A-L) in NSCLC and normal samples from TCGA and GTEx. *p < 0.01. The red box refers to the tumor group, blue box refers to normal group. NSCLC, non-small cell lung cancer. 
Genetic alteration analysis and key gene-related drugs enrichment analysis
We observed the mutation status of these key genes in different NSCLC samples of TCGA. As shown in Figure 6A, ASPM had the highest mutation frequency, followed by CENPF. CCNB2 and CDKN3 had the lowest mutation frequency. Missense mutation and frame-shift mutation were the most common types of mutations, while in-frame internal deletion was rare. To explore drugs that associated with the key genes, we used Enrichr platform to perform cluster analysis and UMAP algorithm to draw scatter map for all corresponding terms in DSigDB gene set database. We found that the terms of enrichment of these key genes were correlated with antitumor drugs etoposide and methotrexate, as well as non-tumor drugs such as lucanthone, troglitazone, testosterone, calcitriol and piroxicam (Figure 6).
[image: Figure 6]FIGURE 6 | Genetic alteration analysis and enrichment analysis of the key gene-related drugs. (A) Mutation profile of the 12 key genes in NSCLC. Enrichment analysis of the key gene-related drugs by Enrichr platform and shown by bar chart (B), heat map (C) and scatterplot (D). NSCLC, non-small cell lung cancer.
Prognostic role of key genes
To evaluate the prognostic values of the 12 key genes, we used the Kaplan–Meier plotter, an online database that contained transcriptomic data of 3,452 NSCLC patients. Just as PD-L1 expression, tumor mutational burden can be used to predict immune checkpoint inhibitor outcomes, the key molecules we identified can predict survival outcomes in patients with NSCLC. Overall survival (OS) and first-progression (FP) survival curves are shown in Figure 7; Supplementary Figure S1. High transcriptional levels of the 12 key genes (ANLN, CDKN3, KIF4A, CEP55, CCNB1, KIF11, CCNB2, MELK, HMMR, ASPM, CENPF, and BUB1) were all significantly related to poorer OS (all p < 0.001) and FP survival (all p < 0.01) in NSCLC. We verified the overall survival analysis of NSCLC patients through the TCGA database, and the conclusion reached was consistent with those obtained by the Kaplan-Meier plotter analysis (Figure 8).
[image: Figure 7]FIGURE 7 | Kaplan–Meier overall survival analyses of the 12 key genes (A-L) in NSCLC patients. NSCLC, non-small cell lung cancer.
[image: Figure 8]FIGURE 8 | The overall survival analyses of the 12 key genes (A-L) performed by R software using the RNAseq data of NSCLC in the TCGA database. NSCLC, non-small cell lung cancer.
In vitro verification of ANLN and the relationship between its protein expression and the clinicopathologic parameters of NSCLC patients
To verify the transcription level and protein expression level of ANLN, QRT-PCR and Western blotting assays were performed in BEAS-2B and four NSCLC cell lines. We found that both mRNA and protein levels of ANLN in the four NSCLC cell lines were significantly higher than those in BEAS-2B (Figures 9A, B). Through the HPA database, we found that ANLN was strongly positive in the immunohistochemical test of lung cancer tissues (Figure 9C). In addition, we further investigated the relationship of ANLN and various clinicopathological parameters of NSCLC and its gene expression profile in different cancer types. There was a gradually increasing trend based on the protein expression of ANLN from grade I to grade III, while age, weight, and tumor stage groups did not significantly differ given the protein expression of ANLN (Figures 9D–I). Interestingly, we also found that ANLN level of was higher in male patients than in female patients (Figure 9E, p < 0.01). As shown in Supplementary Figure S1, ANLN is elevated in various TCGA and GTEx tumors, including hepatocellular carcinoma, pancreatic adenocarcinoma, and breast carcinoma, compared with paired normal tissues.
[image: Figure 9]FIGURE 9 | Validation of ANLN mRNA and protein expression and its association with different clinicopathological parameters in NSCLC patients. (A) qRT-PCR analysis of ANLN in four NSCLC cell lines and normal lung epithelial cell line. (B) Western blotting of ANLN in four NSCLC cell lines and normal lung epithelial cell line. (C) Immunohistochemical result of ANLN in lung cancer tissues in HPA database. (D–I) Diverse clinicopathological parameters: Sample types, patients' gender, age, weight, pathologic stage and tumor grade. *p < 0.05, **p < 0.01, ***p < 0.001. NSCLC, non-small cell lung cancer.
DISCUSSION
With rapidly increasing morbidity and mortality, the 5-year survival of lung cancer patients varies from 4% to 17%, depending on the region and stage (Hirsch et al., 2017). Substantial progress has been made in NSCLC treatment in recent years, but long-term effective responses are still rare for most patients (Herbst et al., 2018). It remains critical to explore the underlying pathogenesis of lung cancer and achieve more precise treatment. A number of researchers have made impressive progress in this area, exploring the microenvironment of tumors, looking for biomarkers and individual targeted treatment strategies (Guo et al., 2022; Jiang et al., 2022).
Rather than focusing on a single cohort study, we integrated four cohorts of microarray databases and identified 126 overlapping DEGs (37 upregulated and 89 downregulated) in this study. Through further functional clustering and enrichment analyses, we found that these genes were mainly enriched in the mitotic nuclear division, cell cycle G2/M phase transition, and PPAR signaling pathway. Mitotic nuclear division, a biological process that is complementary to but opposite to apoptosis, plays a crucial part in carcinogenesis, tumor cell maintenance, and tumor progression (Sinha et al., 2019). Given that cancer is a cell cycle disease, the progression of the cell cycle is inextricably linked to the proliferation and activation of cancer cells. The progression of the cell cycle is coordinated by the continuous activation of cyclin-dependent kinases through their corresponding cyclin chaperone (Malumbres, 2014). Some tumor suppressor genes and drug molecules can inhibit tumor cell proliferation and invasion by arresting the cell in the G2/M phase transition (Song et al., 2009). PPARs have three subtypes (PPAR-α, PPAR-β and PPAR-γ), which exhibit diverse roles in vertebrates. PPAR-α mainly plays a role in removing circulating lipids or cell lipids, PPAR-β is involved in lipid oxidation and cell proliferation, while PPAR-γ activation enhances the proliferation of cancer cells and promotes brain metastasis (Bougarne et al., 2018; Magadum and Engel, 2018; Zou et al., 2019). To further explore the internal interactions of the overlapping DEGs, a PPI network was developed. 12 genes with the strongest connectivity in the network were identified. High transcriptional levels of these genes were significantly correlated with poor prognosis, which reveals their potential prognostic value.
ANLN, the top gene in our modules, is a unique scaffolding protein that was first isolated from Drosophila melanogaster embryos and was mainly associated with cytokinesis (Zhang and Maddox, 2010).ANLN has been reported to be overexpressed in many tumors. It is involved in the progression of pancreatic, brain, breast, and lung cancers (Hall et al., 2005; Olakowski et al., 2009; Magnusson et al., 2016; Long et al., 2018), which is consistent with our experimental results. Evidence has shown that ANLN promotes cell proliferation, and the loss of ANLN prevents the cancer cells from dividing and reduces their migration and invasion (Wang et al., 2019). Furthermore, there is also evidence showing that ANLN expression correlates with lung adenocarcinoma metastasis (Xu et al., 2019). In breast cancer, ANLN was found to be a alternative marker for Ki-67 (cell proliferation index), which is consistent with our findings (Figure 6F). Based on the evidence supporting the correlation of ANLN with acknowledged features of cancer, ANLN should be considered as a novel target for cancer therapy.
CDKN3 has been reported to be overexpressed in glioma and cervical cancer, and its over-expression is associated with inferior survival (Yu et al., 2007; Espinosa et al., 2013). Since there are more mitotic cells in rapidly proliferating tumor cells, CDKN3 transcription and protein levels fluctuate throughout the cell cycle, reaching a peak during mitosis. High levels of mitotic CDKN3 expression is the most likely mechanism for frequent CDKN3 mRNA over-expression in human cancer (Fan et al., 2015). The cell cycle-dependent elements of CCNB1 and CCNB2 are essential for meiotic resumption. CCNB1 has been observed to expedite tumor cell division, cell proliferation, and tumor growth in colorectal and pancreatic cancers (Fang et al., 2014; Zhang et al., 2018). CCNB2 is also correlated with cancer progression and inferior prognosis in breast cancer, hepatocellular carcinoma and NSCLC (Qian et al., 2015; Li et al., 2019; Jayanthi et al., 2020). KIF4A, the kinesin family member 4A, plays a key role in process of DNA replication and repair. It promotes cell proliferation, correlates with the size of the tumor in oral carcinoma, and serve as a potential prognostic indicator in various solid tumors (Wu et al., 2008; Rouam et al., 2010). KIF11 (E.g.,5) and MELK have been identified as oncogenes in multiple tumors and inhibiting agents targeting them have entered phase I/II clinical trials with encouraging results (Ganguly et al., 2014; Garcia-Saez and Skoufias, 2021). As of now, nine clinical trials targeting KIF11 have been completed, and five clinical trials targeting MELK are ongoing or completed, according to ClinicalTrials.gov (https://clinicaltrials.gov/). These drugs are used alone or in combination with other medicines to treat patients with refractory cancers.
CEP55 was identified as an ideal cancer vaccine candidate (Inoda et al., 2011) and a marker for predicting cancer invasion risk, metastasis, and therapeutic outcome (Tandon and Banerjee, 2020). HMMR, alternatively called RHAMM or CD168, is a microtubule-associated protein that regulates mitosis and meiosis. (Chen et al., 2018). Abnormal expression of HMMR disrupts the microtubule process during cell division and leads to abnormalities in the mitotic spindle, altering the fate of progenitor cells and leading to genomic instability (Pujana et al., 2007). HMMR has been reported to be closely linked to cancer risk and progression in various tumor types (Rein et al., 2003). Currently, there are limited researches on ASPM’s role in tumors. Recently, it has been reported as a new predictor of tumor aggresiveness and prognosis in bladder, prostate, and endometrial cancers. (Pai et al., 2019; Saleh et al., 2020; Zhou et al., 2020). The prenylated protein CENPF has been used clinically as a proliferative marker for malignant tumor cell growth (Varis et al., 2006). BUB1, a serine/threonine-protein kinase, plays a crucial part in oncogenesis, chromosome arrangement, and spindle assembly (Bolanos-Garcia and Blundell, 2011).
Finally, we profiled the tissue-specific expression of key genes in NSCLC and normal specimens from TCGA database and found that its mRNA levels were significantly elevated in tumor than in adjacent non-tumor tissues. We further explored the clinical implication of ANLN, and its protein expression showed a gradually increasing trend from grade I to III, revealing its association with tumor aggressiveness.
CONCLUSION
Through multiple microarray datasets and integrated bioinformatics analysis, we identified key genes and pathways that may be involved in NSCLC carcinogenesis, which are mainly associated with mitosis, vasculogenesis, and G2/M transition of the mitotic cell cycle. These findings provide new insights and opportunities for further development of prognostic biomarkers and therapeutic targets for NSCLC patients.
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Introduction: Prostate cancer (PCa) is the second most common malignancy in men. Despite multidisciplinary treatments, patients with PCa continue to experience poor prognoses and high rates of tumor recurrence. Recent studies have shown that tumor-infiltrating immune cells (TIICs) are associated with PCa tumorigenesis.
Methods: The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) datasets were used to derive multi-omics data for prostate adenocarcinoma (PRAD) samples. The CIBERSORT algorithm was used to calculate the landscape of TIICs. Weighted gene co-expression network analysis (WGCNA) was performed to determine the candidate module most significantly associated with TIICs. LASSO Cox regression was applied to screen a minimal set of genes and construct a TIIC-related prognostic gene signature for PCa. Then, 78 PCa samples with CIBERSORT output p-values of less than 0.05 were selected for analysis. WGCNA identified 13 modules, and the MEblue module with the most significant enrichment result was selected. A total of 1143 candidate genes were cross-examined between the MEblue module and active dendritic cell-related genes.
Results: According to LASSO Cox regression analysis, a risk model was constructed with six genes (STX4, UBE2S, EMC6, EMD, NUCB1 and GCAT), which exhibited strong correlations with clinicopathological variables, tumor microenvironment context, antitumor therapies, and tumor mutation burden (TMB) in TCGA-PRAD. Further validation showed that the UBE2S had the highest expression level among the six genes in five different PCa cell lines.
Discussion: In conclusion, our risk-score model contributes to better predicting PCa patient prognosis and understanding the underlying mechanisms of immune responses and antitumor therapies in PCa.
Keywords: prostate cancer, tumor microenvironment, tumor immune infiltrating cells, prognosis prediction, tumor mutation burden, clinical therapy, dendritic cells
1 INTRODUCTION
Prostate cancer (PCa) is the second most prevalent malignancy (after lung cancer) in men (Sung et al., 2021). According to GLOBOCAN in 2020, 1.4 million new cases of prostate cancer have been globally reported, with 375,000 PCa-related deaths (Sung et al., 2021). However, the clinical characteristics, incidence, and mortality rates of PCa vary considerably worldwide, suggesting that there are differing genetic, environmental, and other underlying risk factors in different countries (Sung et al., 2021; Siegel et al., 2022). Both genetic mutations (Jin et al., 2019) and epigenetic alterations (Yang et al., 2021b) are molecular mechanisms underlying the occurrence and development of malignant tumors, including PCa. Currently, PCa treatment includes active surveillance (Jeong et al., 2020), surgery (Tilki et al., 2019), radiotherapy (Fillon, 2020), androgen deprivation therapy (ADT) (Guan et al., 2022), chemotherapy (Petrylak et al., 2004), targeted α-therapy (radium-223) (Parker et al., 2013), immunotherapy (Redman et al., 2018), and a combination of these therapies (Kishan et al., 2022). However, the appropriate selection of an therapeutic strategy can be involute and depends on several key factors, such as patient age, disease stage, functional status, metastasis, and response to previous therapies. Therefore, an accurate method for early risk stratification is necessary for accurately evaluating the prognosis, customizing patient-specific therapeutic interventions, and long-term management of PCa. Immune checkpoint inhibitors (ICIs) (anti-CTLA-4, anti-PD-1, anti-PD-L1, or their combinations) have produced remarkable responses and improved overall survival in certain types of advanced cancers, such as hematological, lung, bladder, and skin cancers (Kwon et al., 2014; Beer et al., 2017; Antonarakis et al., 2020; Powles et al., 2022). However, the majority of PCa patients do not respond to and thus benefit from current ICI treatments, and some even experience immune-related adverse effects. Therefore, it is urgent to elucidate the molecular mechanism of the tumor and look for a predictive signature, which will be beneficial to the diagnosis, prognosis prediction and ICI treatment for PCa atients.
The tumor microenvironment (TME) has been widely implicated in tumorigenesis. The TME is a highly complex and heterogenous ecosystem, where tumor cells are produced, replicated and co-exist with other surrounding cells including endothelial cells, immune cells, lymphocytes, adipocytes, fibroblasts, and cancer-associated fibroblasts (CAFs) (Wang et al., 2022). Recent studies indicate that immunological components in the TME promote tumor growth and invasion, regulate tumor cell immune escape, cause immunosuppression, and increase therapeutic resistance (Altorki et al., 2019; Zhao et al., 2021). For example, tumor-infiltrating immune cells (TIICs) in the TME secrete various growth factors and cytokines that promote drug resistance and suppress immune responses in different cancer types (Ammirante et al., 2010; Straussman et al., 2012; Su et al., 2018; Zhang et al., 2020). Therefore, the TME is a major cause of immunotherapy failure and its various side effects.
In PCa, the infiltration of activated dendritic cells, M2 macrophages, CD8+ T-cells, resting NK cells, and memory B cells is substantially correlated with the degree of malignancy (Wu et al., 2020). The proportion of tumor-infiltrating myeloid-derived immune suppressor cells (MDSCs) and B lymphocytes increases in the TME over time, and these cells, through the secretion of interleukin 23 (IL-23), drive PCa progression to castration-resistant prostate cancer (CRPC) (Ammirante et al., 2010; Calcinotto et al., 2018). The downregulation of pro-inflammatory M1 markers and upregulation of M2-associated pro-tumorigenic effectors are also associated with the progression of prostate carcinoma (Bolis et al., 2021). In particular, M2 tumor-associated macrophages contribute to the development of bone metastasis, chemotherapy resistance, and castration resistance in PCa (Kim et al., 2011). However, the specific interactive mechanism between immune-related cells and PCa has not been fully clarified. Therefore, it is important to explore the key genes in TME and construct a TIIC-related risk signature that may help predict patient outcomes in PCa and improve the understanding of the TME immunogenomic profile (Xu et al., 2021a; Xu et al., 2021b; Yang et al., 2021a). In recent years, several prognostic models based on TME-related genes have been established and have shown promising tumor prognosis abilities (Xu et al., 2021a; Xiang et al., 2021; Yang et al., 2021a), but there is a lack of comprehensive risk-scoring model based on TME/TIIC-related gene signatures for prognostic prediction of PCa recurrence.
Dendritic cells function as antigen-presenting cells in the TME, as they recognize, capture, and present tumor-associated antigens (TAA) to T-cells in secondary lymphoid organs (e.g., lymph nodes). In response to pathogen invasion, dendritic cells are activated, travel to the nearest lymph node, and present antigens to naive T-cells, consequently stimulating the proliferation of naive T-cells and inducing innate and adaptive antitumor immune responses (Chudnovskiy et al., 2019). The main types of DCs in the TME include plasmacytoid DCs (pDCs) and conventional DCs (cDCs), which are subdivided into type 1 (cDC1) and type 2 (cDC2) cDCs (Kvedaraite and Ginhoux, 2022). cDC1 can cross-present TAA bound to the major histocompatibility complex (MHC) -I to the T-cell receptor (TCR) of CD8+ T-cells, whereas DCs express costimulatory factors such as B7, which can bind to CD28 molecules on the surface of T-cells, providing a second signal for T-cell activation. CD8+ T-cells can then be induced to differentiate into cytotoxic T lymphocytes (CTL), which can specifically recognize and kill target cells accurately. cDC2 activates CD4+ T-cells via the TAA–MHC-II complex, promotes the proliferation and differentiation of CD4+ T-cells into helper T-cells (Th), and mediates humoral immunity (Kvedaraite and Ginhoux, 2022). These indicate that understanding dendritic cells and the interaction process in TME may help to build a prognosis model and improve the efficacy of cancer treatments in the future.
In this study, we developed a risk-score signature based on weighted gene co-expression network analysis (WGCNA), using two PCa sample groups from the PRAD datasets (GSE116918 and TCGA-PRAD). We examined the correlation between the risk signature and clinical parameters (including age, T-stage, N-stage, and Gleason score), tumor mutation burden, tumor ESTIMATE score, levels of immune checkpoint-related genes, sensitivity to immune checkpoint inhibitors (ICIs), and response to antitumor therapies. Additionally, we analyzed the enrichment of signaling pathways in different risk cohorts and investigated the potential PCa progression-related mechanisms of TIIC-related gene expression according to the identified signature.
2 MATERIALS AND METHODS
2.1 Collection of multi-omics data
Normalized RNA sequencing data (fragments per kilobase million, FPKM), based on mRNA samples (498 prostate cancer tissues and 52 normal tissues) from the Illumina HiSeq RNA-Seq platform of the Cancer Genome Atlas Prostatic Adenocarcinoma (TCGA-PRAD) database, were obtained from The Cancer Genome Atlas (TCGA) (https://portal.gdc.cancer.gov/) (Weinstein et al., 2013). FPKM data were transformed into transcript per million (TPM) values following log2 (x + 1) normalization. The corresponding clinical profiles (age, AJCC-TNM stage, and Gleason score) were downloaded from the TCGA portal, and the clinical data for progression-free survival (PFS) analysis was downloaded from TCGA Pan-Cancer Clinical Data Resource (TCGA-CDR) (Liu et al., 2018). After removing four patients without survival data, 494 patients with PRAD were selected for the present study. The clinical features of the patients are summarized in Table 1.
TABLE 1 | Clinical co-variates of the training and validation cohorts.
[image: Table 1]The microarray data of 280 PRAD samples in the GSE116918 dataset, based on GPL25318 ([ADXPCv1a520642] Almac Diagnostics Prostate Disease Specific Array) (Affymetrix/Thermo Fisher, Belfast, United Kingdom), were downloaded from the Gene Expression Omnibus (GEO) database (http://www.ncbi.nlm.nih.gov/geo/). Detailed clinicopathological data included age, AJCC-T stage, Gleason score, metastasis-free survival (MFS) state, and MFS time. The expression data in the two platforms underwent a batch calibration process and were further normalized via the “sva” R package, such that they were comparable. The clinical features of the patients are summarized in Table 1. In addition, somatic mutation data of 475 patients with PRAD (based on the VarScan software) were obtained from the TCGA portal.
2.2 Landscape of infiltrating immune cells
The 22 TIICs constituting the TME of TCGA-PRAD samples were calculated using the CIBERSORT algorithm (http://cibersort.stanford.edu/) (Newman et al., 2015). Samples with a CIBERSORT p-value <0.05 were used for further study.
2.3 Weighted gene co-expression network analysis
The WGCNA R package was used to perform WGCNA of 19,560 gene sequences from TCGA-PRAD patients (Langfelder and Horvath, 2008). SampleTree was used to identify the outliers that were subsequently deleted. According to the mean connectivity and scale-free topology model fit, the soft threshold power (β) value was selected to generate a scaleless network (index of scale-free topologies = 0.90). The correlations between sample traits and candidate modules were computed to determine the models that were highly correlated with the traits. Then, similar genes were introduced into the same candidate module employing a “dynamic tree cutting” algorithm with a minimum size of 60. Correlations between the 22 TIICs and module characteristic genes were evaluated using Pearson’s correlation coefficient (p < 0.05). Finally, genes in the most statistically significant module were selected for subsequent analysis.
2.4 Construction and validation of prognostic TIIC-related gene signature
The expression levels of genes in the most statistically significant module were extracted from TCGA-PRAD and GSE116918 datasets. TCGA-PRAD was used as the training cohort, and GSE116918 was used as the validation cohort. Univariate Cox regression analysis was applied to obtain prognostic risk candidate genes from the most significant module in the “activated dendritic cells” population in the training cohort, and the genes that were significantly related to progression-free survival (PFS) (p < 0.01) were identified.
Then, least absolute shrinkage and selection operator (LASSO) Cox regression analysis was used to determine the best weighting coefficient of the prognostic risk candidate genes. After a 1,000-fold cross-validation of the maximum likelihood estimate of the penalty, the minimum criterion was determined using the optimal value of the penalty parameter λ. Finally, a TIIC-related gene risk signature was established, and the risk score was calculated using the following formula:
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Here, ß is the regression coefficient in the multivariate Cox regression analysis. The patients in each cohort were divided into high- and low-risk groups, based on the median risk score of the training cohort. Univariate and multivariate Cox regression analyses were performed to evaluate the independent prognostic value of the risk signature. The R package “caret” was used to randomly split TCGA-PRAD into training and test cohorts at a 7:3 ratio. Statistical significance was set at p < 0.05.
2.5 Somatic mutation analysis
The tumor mutation burden (TMB) of the TCGA-PRAD samples was visualized by the “maftools” R package (Mayakonda et al., 2018). TMB was defined as the number of base substitutions, deletions, insertions, and insertions across bases per megabase of the genome examined using non-synonymous and code-shifting indels under a 5% detection limit. Somatic alterations in PRAD driver genes were analyzed in samples with low- and high-risk scores.
2.6 Visualization of the expression of identified TIIC-related genes in pan-cancer from TIMER2.0
The Gene_DE module of Tumor Immune Estimation Resource version 2 (TIMER2.0; http://timer.cistrome.org) (Li et al., 2020) was used to analyze the differentially expressed TIIC-related genes between the tumor and normal tissues in pan-cancer.
2.7 Correlation of risk score to TME characterization
Seven methods, comprising XCELL, TIMER, QUANTISEQ, MCPcounter, EPIC, CIBERSORT, and CIBERSORT-ABS, were implemented to evaluate the extent of immune infiltration and its correlation to the risk score. The Estimation of Stromal and Immune cells in Malignant Tumors using the Expression Data (ESTIMATE) algorithm (Yoshihara et al., 2013) was used to predict tumor purity for each TCGA-PRAD sample.
2.8 Prediction of patient response to antitumor drug therapy
The sensitivity of PRAD samples in the high- and low-risk-score groups to antitumor drug therapy was predicted by using the R package “pRRophetic” (Geeleher et al., 2014) to estimate the half-maximal inhibitory concentration (IC50) of each sample, based on the largest publicly attainable pharmacogenomics database: the Genomics of Drug Sensitivity in Cancer (GDSC) (www.cancerrxgene.org) (Yang et al., 2013) cell line expression spectrum.
To further explore the potential role of risk score in immunotherapeutic prediction, the Cancer Immunome Database (TCIA, https://tcia.at/home) provided comprehensive immunogenomic analyses of next-generation sequencing (NGS) data for 20 solid-tumor cancers from TCGA and other data sources. The immunophenoscore (IPS) was used as a novel and robust predictor of response to anti-cytotoxic T lymphocyte antigen-4 (anti-CTLA-4) and anti-programmed cell death protein 1 (anti-PD-1) antibodies (Charoentong et al., 2017) from the downloaded TCGA-PRAD datasets. The R package “ggpubr” was used to visualize IPS in the high- and low-risk groups. Furthermore, the expression levels of 47 immune checkpoint blockade-related genes in the high-and low-risk-groups were compared, and their correlations were visualized.
2.9 Functional enrichment analysis
Molecular and functional relevance analyses of potential prognostic differentially expressed TIIC-related genes (PDEMRGs) were performed using Metascape (http://metascape.org) (Zhou et al., 2019). The activation of the hallmark pathway and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway, described in the MSigDB database (https://www.gsea-msigdb.org/gsea/msigdb) (Subramanian et al., 2005), was carried out to evaluate the enriched pathways in the high- and low-risk groups. To elucidate the functional annotation of each gene, including the risk signature, the gene set variation analysis (GSVA) R package was used to analyze the enrichment of the KEGG and gene ontology (GO) pathways.
2.10 Statistical analysis
R software (version 4.0.3) was used for all statistical analyses. The Wilcoxon test was used to compare the two groups. The R package “survivalROC” was used to calculate the area under the curve (AUC) using receiver operating characteristic (ROC) curves to identify the accuracy of the risk score. Kaplan–Meier curves with log-rank tests were used to compare survival rates. The chi-squared test was performed to correlate the risk-score subgroups with somatic mutation frequency, and Spearman analysis was used to compute the correlation coefficient. The “clusterProfiler”, “enrichplot”, “pheatmap”, and “ggplot2” R packages were used to visualize the results. Statistical significance was set at p < 0.05.
2.11 Experimental validation
Five human prostate cancer cell lines (PC-3, DU-145, C4-2, 22RV-1, and LNCAP) were used to detect mRNA levels of activated dendritic cell-related genes. Among them, the PC-3 cells and DU-145 cells were purchased from American Type Culture Collection (ATCC), 22RV-1 cells and LNCAP cells were purchased from the Shanghai Fuheng Biotechnology Co., Ltd., and C4-2 cells were a gift from the Department of Endocrinology, the first hospital of Jilin University, Changchun, Jilin, China. All cell lines were cultured in Roswell Park Memorial Institute (RPMI-1640) medium supplemented with 10% fetal bovine serum (VivaCell, Shanghai XP Biomed Ltd.,). All media were supplemented with 5000 U/mL penicillin–streptomycin (Gibco). All cell lines were grown in a humidified atmosphere containing 5% CO2 at 37°C. RNA was isolated using RNAiso Plus [Takara Biomedical Technology (Beijing) Co., China]. Total RNA (2.0 μg) was subjected to reverse transcription PCR (RT-PCR) using Hifair III Reverse Transcriptase (Yeasen, China) to obtain cDNA. cDNA was diluted 20-fold; then 6 μl was used for quantitative real-time polymerase chain reaction (qRT-PCR) using Hieff® qPCR SYBR Green Master Mix (No Rox) (Yeasen, China). Gene expression levels were evaluated relative to GAPDH level and calculated using the 2−ΔΔCt method. All samples were analyzed at least in triplicates. The primer sequences used for PCR were as follows: STX4, 5′- CGG​ACA​ATT​CGG​CAG​ACT​ATT -3′ (forward) and 5′- TTC​TGG​GGC​TCT​ATG​GCC​TT -3′ (reverse); UBE2S, 5′- CCG​ACA​CGT​ACT​GCT​GAC​C -3′ (forward) and 5′- GCC​GCA​TAC​TCC​TCG​TAG​TTC -3′ (reverse); TMEM93, 5′- GCC​GCC​GTC​CTG​GAT​TAT​T -3′ (forward) and 5′- GAG​GCG​AGC​AGG​TAG​AAG​AT -3′ (reverse); EMD, 5′- CCG​CCT​CCT​CTT​ATA​GCT​TCT -3′ (forward) and 5′- CTC​TGG​TAG​AGT​AAA​GCG​TCC​T -3′ (reverse); GCAT, 5′- CCT​CAG​CTC​TGT​CCG​CTT​TAT -3′ (forward) and 5′- GGA​TGC​CGT​CGA​TGA​TGG​AG -3′ (reverse); NUCB1, 5′- CAG​AAC​CAG​CAT​ACA​TTC​GAG​GC -3′ (forward) and 5′- AGT​GAC​TCC​AGA​TAA​CGC​CGT​C -3′ (reverse); and GAPDH, 5′- TCA​ACA​GCG​ACA​CCC​ACT​C-3′ (forward) and 5′- GCT​GTA​GCC​AAA​TTC​GTT​GTC-3′ (reverse).
3 RESULTS
3.1 Landscape of TIICs in TCGA-PRAD
We used the CIBERSORT algorithm to investigate 22 TIICs subsets in 550 samples (498 tumor and 52 normal) from the TCGA-PRAD dataset (Supplementary Table S1; Figure 1A). Ultimately, the abundance of 21 TIIC types from each sample was selected in each dataset (Supplementary Table S1; Figure 1A), excluding the naive T-cell type owing to its low abundance in all samples. A total of 78 samples under the threshold of the adjusted CIBERSORT p-value <0.05 were selected for subsequent analysis. The heatmap shows the TME patterns of 21 TIIC types in normal and tumor tissues (Figure 1B). Furthermore, the correlation matrix displays correlation coefficients between the 21 TIICs types, demonstrating a potential connection between these infiltrating immune cells in the TME (Figure 1C). Notably, CD8+ T-cells and regulatory T-cells (Tregs) had the strongest positive correlation (r = 0.51; p < 0.01), whereas follicular helper T-cells and resting memory CD4+ T-cells had the strongest negative correlation (r = −0.51; p < 0.01). In addition, the activated dendritic cells were positively correlated with several infiltrating immune cells, including memory B cells (r = 0.31; p < 0.01), naive B cells (r = 0.29; p < 0.01), and resting NK cells (r = 0.29; p < 0.01), suggesting their important roles in the TME (Supplementary Table S2).
[image: Figure 1]FIGURE 1 | The landscape of tumor-infiltrating immune cells in prostate cancer. (A) Proportional heatmap of the 21 TIICs in TCGA-PRAD samples (CIBERSORT algorithm: p < 0.05). (B) Heatmap of the 21 TIICs in normal and tumor tissues from TCGA-PRAD samples. (C) Correlation matrix between 21 TIICs in TCGA-PRAD. Red and blue colors indicate positive and negative correlations, respectively. Color intensity corresponds to the degree of correlation.
3.2 Establishment of the WGCNA network
We next established a WGCNA co-expression network through the “WGCNA” R package, selecting 19,560 genes from TCGA-PRAD patient samples after gene sequencing and preprocessing. A power of ß = 11 was used as the best soft-thresholding parameter, with an index of scale-free topologies of R2 = 0.90 (Figure 2A). Highly similar genes were assigned to the same module by the dynamic tree-cutting algorithm, and modules that met the hierarchical clustering analysis threshold of below 0.25 were clustered together. Consequently, 13 modules were identified in the resulting network and illustrated in a hierarchical clustering tree: MEmidnightblue, MElightyellow, MEred, MEblack, MEbrown, MEblue, MEgreenyellow, MEcyan, MEpurple, MEgrey60, MEmagenta, MEturquoise, and MEgrey (Supplementary Table S3; Figure 2B). Furthermore, the correlations between the 21 TIICs and each module were analyzed and presented as a heatmap (Figure 2C). Among these 13 modules, MEblue (r = −0.55, p = 1e−40), MEgrey (r = −0.47, p = 1e−28), and MEgreenyellow (r = −0.48, p = 2e−30) modules were significantly negatively correlated with activated dendritic cells (Figure 2C). Eventually, we identified the MEblue module (a total of 1,143 genes) as having the strongest correlation coefficient among the analyzed results.
[image: Figure 2]FIGURE 2 | Identification of significant gene modules by WGCNA from TCGA database. (A) Analysis of the scale-free fit index and the mean connectivity for various soft-thresholding powers. (B) Hierarchical cluster dendrogram and corresponding modules using a dynamic tree-cutting algorithm. Different colors indicate different assigned modules. The gray module contains genes that cannot be assigned to any module. (C) Heatmap of the correlations between the assigned modules and immune-infiltrating cells (traits). Within every square, the number on the top refers to the correlation coefficient, and the number on the bottom refers to the p-value.
3.3 Construction of the six-gene-based prognostic signature
We selected the TCGA-PRAD dataset as the training cohort and the GSE116918 dataset as the validation cohort, the clinical features of which are listed in Table 1, and then extracted the expression levels of genes in the MEblue module from both TCGA-PRAD and GSE116918 datasets. Univariable Cox regression analysis of these genes revealed that 211 genes showed a significant prognostic value associated with PFS (p < 0.01) (Supplementary Table S4). LASSO Cox regression analysis of this group identified 12 genes with the highest coefficients (Figure 3A; Supplementary Table S5). Multivariate Cox regression analysis narrowed this group to six genes (STX4, UBE2S, EMC6, EMD, NUCB1, and GCAT) as the minimum set for constructing a TIIC-related genes risk signature (Table 2).
[image: Figure 3]FIGURE 3 | Establishment of the prognostic risk signature. (A) Ten-fold cross-validation for tuning parameter selection in the LASSO regression. The vertical lines are plotted based on the optimal data according to the minimum criteria and one-standard error criterion. The left vertical line represents the 12 genes identified. (B, C) Kaplan–Meier curve analysis comparing the PFS/MFS between patients in high-risk and low-risk groups in (B) training and (C) validation cohorts. (D, E) Scatter plots of the relationship between the risk-score model, patient PFS time (upper panel) and the risk curve of the risk-score growth trend (lower panel). (D) The training cohort, and (E) the validation cohort. (F) Survival prediction ROC curves of the risk model and other clinical indices from the training cohort. (G, H) Heat maps of six signature genes in the risk-score model. (G) The training cohort, (H) validation cohort. (I–J) Forest plots of univariate and multivariate Cox regression analyses between risk signature, other clinical data constituting the risk-score model and PFS. (I) Univariate Cox regression analysis, (J) multivariate Cox regression analysis. Squares represent hazard ratios. Bars represent 95% confidence intervals.
TABLE 2 | Identification of prognostic-associated activated dendritic cell-related genes in TCGA-PRAD.
[image: Table 2]The risk formula was as follows: Risk score = (0.891 × expression level of STX4) + (0.618 × expression level of UBE2S) + (0.427 × expression level of EMC6) + (0.694 × expression level of EMD)—(0.628 × expression level of NUCB1)—(0.632 × expression level of GCAT). Among these genes, STX4 (syntaxin 4), UBE2S (ubiquitin conjugating enzyme E2 S), EMC6 (ER membrane protein complex subunit 6 or transmembrane protein 93, TMEM93), and EMD (emerin) were identified as high-risk genes, whereas NUCB1 (nucleobindin 1) and GCAT (glycine C-acetyltransferase) as low-risk genes. Survival analysis showed that TCGA-PRAD patients with higher expression levels of high-risk genes had poorer prognoses than those with lower expression levels (Supplementary Figures S1A–D). The PFS of patients with higher expression levels of low-risk genes was greater than those with lower expression levels (Supplementary Figures S1E–F).
Furthermore, we analyzed the mRNA expression levels of the six TIIC-related genes from TCGA pan-cancers in the TIMER database, and found that they were significantly increased in tumor tissues compared to the adjacent normal tissues found in various cancers (p < 0.05) (Supplementary Figures S2, S3). For example, the high-risk genes EMC6 and UBE2S were expressed to a greater extent in TCGA-PRAD tumor tissues than in normal tissues. Although STX4 was not overexpressed in TCGA-PRAD, its mRNA level was higher in stage IV than in stages I–III (Supplementary Figure S1G). Intriguingly, we found that the mRNA levels of low-risk genes NUCB1 and GCAT were elevated in tumor tissues more than those in normal tissues, but they were lower in stage IV than in stages I–III (Supplementary Figures S1H–I). Together, these results suggest that the three genes may play essential roles in the advanced disease stage and thus validate the combined influence of the six activated dendritic cell-related genes on prostate cancer risk. Presumably, EMC6 and UBE2S are overexpressed in tumor tissues compared with normal tissues. They are thus likely to be oncogenic from the start, whereas STX4 probably do not play a role during the initial stages of cancer, and NUCB1 and GCAT are the significant players during this phase.
3.4 Validation of the prognostic performance of the six-gene risk signature in PCa
To further assess outcome prediction, we calculated the risk scores for each patient in the training cohort using the six-gene formula model and divided them into high- and low-risk groups based on the median risk score cutoff value of 0.9773 (p < 0.001). Kaplan–Meier analysis showed that PFS was shorter in the high-risk group than in the low-risk group in both the training (p < 0.001) and validation (p = 0.031) cohorts (Figures 3B, C). Scatter plots and risk curves indicated that the signature gene risk score was negatively proportional to the PFS of PCa patients (Figures 3D, E). These results suggest that the risk signature of the six TIIC-related genes has an excellent prediction performance and thus demonstrates the potential as a prognostic factor in PCa patients.
Next, a 5-year ROC curve analysis was performed, revealing that the ROC of the risk score (5-year PFS AUC, 0.753) was significantly higher than that of the prognostic-related clinical parameters, such as stage (0.569) (Figure 3F), validating the accuracy of the risk model. Furthermore, heatmap analysis showed that, in the high-risk group, the mRNA expression levels of STX4, UBE2S, EMC6, and EMD were higher, whereas those of NUCB1 and GCAT were lower than those in the low-risk group (Figures 3G, H), suggesting their prognostic-specific roles in PCa patients. In addition, univariate and multivariate regression analyses indicated that the risk signature was an independent prognostic predictor for PFS, with hazard ratios of 1.076 (95% CI:1.053–1.100) in the univariate analysis and 1.068 (95% CI:1.044–1.093) in the multivariate analysis (Figures 3I, J). To further validate the stability of the model, we randomly split TCGA-PRAD into training and test cohorts at a 7:3 ratio and constructed another prognostic model with different variables. We found that the new model had four genes similar to our previous risk signature and accurately predicted the prognosis in the TCGA test and GSE116918 cohorts (Supplementary Table S6; Supplementary Figures S4A–F).
In addition, we examined the mRNA expression levels of the six signature genes in five different PCa cell lines and found that UBE2S had the highest expression level among the six genes (Figure 4).
[image: Figure 4]FIGURE 4 | The relative mRNA expression levels of the six TIIC-related genes in five PCa cell lines. The mRNA expression level of TMEM93, STX4, GCAT, NUCB1, EMD and UBE2S in LNCAP(A), C4-2(B), 22RV-1(C), PC-3(D), DU145(E) cells. Data represent mean ± SEM (n = 3 independent experiments). 
3.5 Correlation between risk signature and PRAD clinicopathological variables
Next, we used a heatmap to visualize the distribution difference of clinical variables between the high- and low-risk groups and found that most patients in the high-risk group were older (>65 years), T-Stage scores (≥3), and N1-stage and Gleason scores (≥7) than those in the low-risk group (Figure 5A). Bar plots also confirmed the proportion difference in clinical subtypes based on age and T-stage, N-stage, and Gleason scores in the high- and low-risk groups (Figures 5B–E). Furthermore, we performed subgroup analysis to determine whether our risk signature could identify different prognoses. When patients were classified based on age, our risk signature accurately predicted patient outcomes, with higher scores indicating poorer outcomes (Supplementary Figures S5A, B). The risk signature was consistently capable of prognostically predicting patients in the T3 category (Supplementary Figure S5D), those with N0 status (Supplementary Figure S5F), and those with a Gleason score of 7 (Supplementary Figure S5I). Notably, the insignificant prognostic prediction of the risk signature in some of the clinicopathological parameter subgroups (i.e., Gleason score of 6, T-stage of T4, and N-stage of N1) was likely due to the relatively low number of cases in the study. However, it is worth noting that our risk signature demonstrated better predictions for PRAD patients in the late stages of PCa than for those in the early stages (i.e., Gleason score >6 and > T2 stage). These findings, combined with the results of the univariate and multivariate regression analyses (Figures 3I, J), indicate the statistical and clinical significance of the risk signature as a prognostic, predictive indicator.
[image: Figure 5]FIGURE 5 | Correlation between signature gene risk score and PRAD clinicopathology variables. (A) Heatmap of the distribution of clinical features and corresponding risk score in each sample. (B–E) Rate of clinical variables subtypes in high- and low-risk-score groups: (B) T-stage, (C) N-stage, (D) Age, (E) Gleason score.
3.6 Correlation between risk score and TMB in TCGA-PRAD
PCa frequently exhibits genomic alterations (to the AR axis, ETS family, TP53, PTEN, or RB) (Cancer Genome Atlas Research, 2015; Abida et al., 2019). These include alterations in genes involved in biochemical pathways (the PI3K/AKT/MAPK pathway and cell cycle-related pathways) (Cancer Genome Atlas Research, 2015; Abida et al., 2019; Powles et al., 2022), epigenetic changes (Cancer Genome Atlas Research, 2015; Abida et al., 2019), alterations in DNA repair pathways, including homologous recombination repair (HRR) and mismatch repair (MMR) (Cancer Genome Atlas Research, 2015; Abida et al., 2019; Devlies et al., 2020), and single-nucleotide variants (SNVs) (AR, TP53, PI3KCA, BRCA2, PTEN, APC, CDK12, and ATM) (Robinson et al., 2015; Abida et al., 2019; Powles et al., 2022). TMB is calculated based on the somatic mutation frequency and has been proposed as a predictor of immunotherapy efficacy in various cancers, including bladder cancer, NSCLC, small cell lung cancer, and melanoma (Rizvi et al., 2015; Yarchoan et al., 2017). We compared the TMB of patients in the low- and high-risk groups and found that the TMB of the high-risk group was significantly higher than that of the low-risk group (p = 1.4e−6) (Figure 6A). The risk score positively correlated with TMB (R = 0.25, p = 6.5e−8; Figure 6B).
[image: Figure 6]FIGURE 6 | Correlation between risk score and TMB. (A) The difference in TMB between patients from the high- and low-risk score subgroups. (B) Scatterplots depicting the positive correlation between risk scores and TMB. The oncoPrint was constructed using the (C) high-risk score and (D) low-risk score subgroups. (E) Kaplan–Meier curves for high- and low-TMB subgroups. (F) Kaplan–Meier curves for patients stratified by both TMB and risk score.
Furthermore, we examined somatic variations in driver genes in PCa between the low-risk and high-risk groups, and the top 20 genes with the highest mutation frequencies were analyzed (Figures 6C, D). We found that the SPOP (speckle-type POZ protein) gene was the most significantly mutated gene (SMG) in both risk-score subgroups (11% and 9%) (Figures 6C, D), confirming previous reports that SPOP is the most frequently mutated gene in PCa (Jin et al., 2021). TP53 (12% vs. 7%) had higher somatic mutation rates in the high-risk group, whereas RYR2 (4% vs. 1%) had higher somatic mutation rates in the low-risk group. These findings demonstrate the genetic profiles underlying the intrinsic connection between activated dendritic cell infiltration and somatic variants in PCa immunotherapy.
Then, the patients were separated into a high-TMB group (n = 231) and a low-TMB group (n = 241) based on the optimal cutoff value of TMB (cutoff value = 0.474). Kaplan–Meier curves showed that patients in the low-TMB group had better PFS than those in the high-TMB group (log-rank test, p ≤ 0.001; Figure 6E). To evaluate the synergistic effect of the TMB grouping and risk-score grouping in the prognostic stratification, patients were divided into subgroups of high-TMB and high-risk, high-TMB and low-risk, low-TMB and high-risk, and low-TMB and low-risk groups based on the optimal cutoff value of TMB and median risk score cutoff value. The TMB status did not affect the survival prognosis prediction based on the risk-score group. However, the risk-score subgroup showed significant survival differences in both the low- and high-TMB groups (log-rank test, high-TMB and high-risk vs. high-TMB and low-risk, p < 0.001; low-TMB and high-risk vs. low-TMB and low-risk, p < 0.001; Figure 6F). Notably, the low-TMB and low-risk subgroups had the best PFS rates, whereas the low-TMB and high-risk subgroups had the worst PFS rates (Figure 6F).
3.7 Correlation between risk signature and TME context of PRAD
To investigate the intrinsic and intimate connection between the risk signature and TIICs in the TME, we performed a correlation analysis of the risk score in the TME context of PRAD and found that the risk score had a strong, negative correlation with subpopulations of naive B cells (CIBERSORT, R = −0.2, p < 0.01), plasma B cells (CIBERSORT, R = −0.4, p < 0.01), and neutrophil cells (QUANTISEQ, R = −0.35, p < 0.01) but was positively correlated with an abundance of B cells (XCELL, R = 0.12, p < 0.01), memory B cells (CIBERSORT-ABS, R = 0.22, p < 0.01), M1 Macrophages (XCELL, R = 0.2, p < 0.01), activated NK cells (CIBERSORT-ABS, R = 0.17, p < 0.01), activated myeloid dendritic cells (CIBERSORT-ABS, R = 0.19, p < 0.01), activated myeloid dendritic cells (XCELL, R = 0.2, p < 0.01), and follicular helper T-cells (CIBERSORT, R = 0.19, p < 0.01) (Supplementary Table S7; Supplementary Figures S5A, B). We also analyzed the correlation between the risk signature and immune infiltration (Figure 7A). ESTIMATE analysis showed that the immune (p < 0.01), stromal score (p < 0.05), and ESTIMATE scores (p < 0.01) were significantly higher in the high-risk group than in the low-risk group (p < 0.01) (Figure 7B).
[image: Figure 7]FIGURE 7 | Correlation between the abundance of tumor-infiltrating cells and risk score. (A) Spearman correlation analysis shows that patients in the high-risk group were more positively associated with tumor-infiltrating immune cells. (B) Distribution of stromal score, immune score, and ESTIMATE score in high- and low-risk groups (*: p-value ≤ 0.05; **: p-value ≤ 0.01). (C) Kaplan–Meier curves for high- and low-ESTIMATE score subgroups. (D) Kaplan–Meier curves for patients stratified by both ESTIMATE score and risk score.
In addition, we determined the optimal cut-off value of the ESTIMATE score (−390.9762) using the minimum p-value method and classified the patients into a high-ESTIMATE group (n = 175) and low-ESTIMATE group (n = 318). Kaplan–Meier curves showed that patients in the low-ESTIMATE group had better PFS rates than those in the high-ESTIMATE score group (p = 0.011; Figure 7C). Furthermore, we analyzed the synergistic effect of the ESTIMATE score and risk-score grouping in the prognostic stratification. Kaplan–Meier curves indicated that the ESTIMATE score did not affect the survival prognosis prediction based on the risk-score subgroup. The risk-score subgroup demonstrated significant survival differences in low and high ESTIMATE subgroups (log-rank test, high-ESTIMATE and high-risk vs. high-ESTIMATE and low-risk, p < 0.001; low-ESTIMATE and high-risk vs. low-ESTIMATE and low-risk, p < 0.001; Figure 7D). Notably, the low-ESTIMATE and low-risk subgroups had the best PFS rates, and the high-ESTIMATE and high-risk subgroups had the worst PFS rates (Figure 7D).
3.8 Correlation between risk score and efficacy of antitumor therapeutic drugs
We further analyzed the association between the risk score and efficacy of antitumor therapeutic drugs for PCa. Although many immune checkpoint blockade-related genes (e.g., PDCD1 and CTLA4) showed a significantly positive correlation with the risk score (Figure 8A), the scores of the IPS-PD1 blocker, IPS-CTLA4 blocker did not reveal significant differences between the high-risk and low-risk groups (Supplementary Figures S7A–C). Intriguingly, the IPS score (PD-1 negative and CTLA-4 negative; Figure 8B) of the high-risk group was higher than that of the low-risk group, suggesting that patients in the high-risk group could have benefited from immune checkpoint blockade (ICB) treatment instead of PD1/CTLA4 immunotherapy. Furthermore, we used the pRRophetic package to evaluate the sensitivity of the risk score to antitumor therapeutic drugs. We found that three common PCa drugs (bicalutamide, docetaxel, and rucaparib/AG.014699) showed different sensitivities in the high-risk and low-risk groups. Furthermore, patients in the high-risk group had higher half-inhibitory concentration (IC50) values than those in the low-risk group, indicating that they were less sensitive to these three antitumor therapeutic drugs (Figures 8C–E).
[image: Figure 8]FIGURE 8 | Correlation between risk score and immune checkpoint blockade genes and efficacy of antitumor drug therapy in PCa. (A) Correlation of expression levels of immune checkpoint blockade genes with the risk score. (B) Violin plot of IPS scores distribution in two groups. (C) Sensitivity analysis of bicalutamide in patients in high- and low-risk-score groups. (D) Sensitivity analysis of docetaxel in patients in high- and low-risk-score groups. (E) Sensitivity analysis of rucaparib in patients in high- and low-risk-score groups.
3.9 Enrichment of signaling pathways in high- and low-risk groups
We performed gene set variation analysis (GSVA) in the training cohort to analyze the signal pathways activated in high-risk or low-risk groups (Figures 9A, B). In the high-risk group, E2F-regulated, DNA repair, MYC-regulated, UV-activated, glycolysis, and p53-mediated signaling pathways were activated. These signaling pathways are involved in advanced disease progression (Mandigo et al., 2022), sensitivity to drug therapies (Wei et al., 2021), drug resistance (Jividen et al., 2018), tumor immune infiltration (Elliott et al., 2019), tumor proliferation (Elliott et al., 2019), and immune resistance (Cascone et al., 2018). In the low-risk subgroup, the WNT, PPAR, protein secretion, cholesterol homeostasis, and androgen response signaling pathways were elevated. These signaling pathways are involved in the regulation of the disease metastasis (Leibold et al., 2020), the neuroendocrine differentiation (Liu et al., 2019), and the cell cycle, proliferation, and migration (Aurilio et al., 2020). These results show differences in the biological processes between the high-risk and low-risk groups.
[image: Figure 9]FIGURE 9 | Enrichment pathways of GSVA. (A) Correlation of risk score with the representative pathway terms of Hallmark. (B) Correlation of risk score with the representative pathway terms of KEGG.
The endomembrane system organization process was the most significantly enriched gene ontology biological process (GO-BP) among the six TIIC-related genes (Supplementary Figure S5A). We also used gene set enrichment analysis (GSEA) to analyze the functional enrichment activated by the six TIIC-related genes and identified significant enrichments in both the GO pathways (Supplementary Table S8; Supplementary Figures S5B–G) and KEGG pathways (Supplementary Table S9; Supplementary Figures S6A–F).
4 DISCUSSION
In this study, to address the research gap regarding effective prognostic indicators in PCa, we constructed a TIIC-related gene risk signature to predict the PFS of PCa patients based on PCa datasets from TCGA-PRAD and GSE116918. Our risk model was sensitive, specific, and reliable for predicting PFS in PCa, indicating its potential for clinical use and hence warrants further investigation.
In recent years, dendritic cells have been explored as promising candidates for vaccination protocols for cancer treatment (Ahmed and Bae, 2014). The FDA approved the cancer vaccine Sipuleucel-T (Provenge) for treating asymptomatic metastatic castrate-resistant prostate cancer (mCRPC) in 2010. Sipuleucel-T is a vaccine made from patient-isolated dendritic cells with known prostate tumor-associated antigens and targets explicitly prostatic acid phosphatase (PAP) (Li et al., 2021). PROSTVAC, an active immunotherapy vaccine, can induce the immune response of tumor-infiltrating T-cells by targeting prostate-specific antigen (PSA) and demonstrates high potency and low adverse effects against PCa patients with low disease burden and indolent disease (Gulley et al., 2019). However, treatment has a limited impact on the median overall survival or survival without events in patients with mCRPC (Gulley et al., 2019). Therefore, properly selecting targeted antigens and adjuvant components can be critical for overcoming immune resistance within the TME. MDSCs, and M2-tumor-associated macrophages have been found to drive tumor progression in PCa (Ammirante et al., 2010; Bolis et al., 2021). Still, the exact role of dendritic cells in the development and progression of PCa remains largely unknown. In this study, we established a prognostic risk signature based on a module most significantly correlated with activated dendritic cells. We found that the risk signature was an independent indicator of PCa recurrence, indicating that activated dendritic cells are critical to helping generate antitumor immunity in the TME.
We identified six genes in the risk signature—STX4, UBE2S, EMC6, EMD, NUCB1, and GCAT—as the most critical TIIC-related prognostic genes in PCa patient samples. The protein encoded by STX4 is a membrane protein essential for activating dendritic cells (Verboogen et al., 2017), activating human plasma cells to secrete antibodies (Gómez-Jaramillo et al., 2014), and promoting breast tumor cells invasion and metastasis (Brasher et al., 2022). The elevated expression level of STX4 is also correlated with poor prognosis in the clear cell renal carcinoma (He et al., 2021). UBE2S encodes a ubiquitin-conjugating enzyme involved in protein degradation and signal transduction. The UBE2S protein plays an oncogenic role in various tumors, including urinary bladder cancer (Tang et al., 2021), breast cancer (Ayesha et al., 2016), endometrial cancer (Lin et al., 2019), ovarian cancer (Hu et al., 2021), lung cancer (Liu and Xu, 2018; Qin et al., 2020), colorectal cancer (Li et al., 2018), hepatocellular carcinoma (Gui et al., 2021), and melanoma (Wang et al., 2021), via the activation of the mTOR pathway (Tang et al., 2021), SOX6/β-Catenin signaling pathway (Lin et al., 2019), and Wnt/β-catenin signaling pathway (Qin et al., 2020; Hu et al., 2021). Previous studies have found that EMC6 protein levels are reduced in gastric cancers (Wang et al., 2017; Li et al., 2019) but are significantly elevated in cervical cancers (Shen and Ding, 2017), suggesting that the protein may act as either a tumor suppressor or promoter, depending on the cancer type (Shen and Ding, 2017). The expression level of EMD is elevated (compared with that in normal tissues) in invasive breast carcinoma, head and neck squamous cell carcinoma, esophageal carcinoma, cholangiocarcinoma, hepatocellular liver carcinoma, lung adenocarcinoma/squamous carcinoma, and rectal adenocarcinoma, according to analysis in the TIMER database. However, lower expression level of EMD is associated with tumor aggressiveness in the osteosarcoma (Urciuoli et al., 2020). Previous reports have shown that the downregulation of NUCB1 in pancreatic ductal adenocarcinoma indicates poor prognosis (Hua et al., 2021), and the N-terminal DNA-binding domain of NUCB1 can bind to canonical E-box sequences and induce cell epithelial–mesenchymal transition (Sinha et al., 2019). Some genes are highly expressed in tumors and positively correlate with prolonged prognosis (Hu et al., 2018; Cao et al., 2021). In our risk signature, we found that the low-risk genes NUCB1 and GCAT were higher in tumor tissues than in adjacent normal tissues in PRAD; however, their expression levels in the high stage were lower than those in the low stage and that the risk signature performed well in prognosis prediction. GCAT is ubiquitously expressed in the pancreas and prostate and is overexpressed in uterine corpus endometrial carcinoma, PRAD, lung adenocarcinoma/squamous carcinoma, invasive breast carcinoma, and colon adenocarcinoma. GCAT is primarily involved in amino acid metabolism as a low-risk gene and is overexpressed in PRAD; however, the specific mechanism of GCAT requires further study. We examined the mRNA expression levels of the six signature genes in PCa cell lines and found that UBE2S had the highest expression level among the six genes.
We found that a combination model of six TIIC-related genes could be used as a risk signature for predicting prognosis and PCa risk. This risk signature revealed that the high- and low-risk groups had differentially enriched pathways with distinct molecular mechanisms for tumorigenicity and progression, indicating the oncogenic functions of the six TIIC-related genes in PCa.
The six TIIC-related gene signatures we identified were used to separate the PCa patients into high- and low-risk groups, with significant differences in clinicopathology and prognosis. PCa patients in the high-risk group had higher IPS scores (PD-1 negative and CTLA-4 negative), significantly correlated with immune checkpoint blockade-related genes (i.e., TNFRSF4, TNFRSF14, TNFRSF18, and TNFRSF25). In contrast, the low-risk group was strongly associated with CD44 and CD200R1 genes. This finding indicates that patients in different risk groups may benefit from targeted immune checkpoint therapies. In addition, we analyzed the correlation between our risk signature and the efficacy of several drug treatments. We found that patients in the high-risk group may benefit from immune checkpoint blockade (ICB) treatment more than PD1/CTLA4 immunotherapy, but they may respond less sensitively to docetaxel, bicalutamide, and rucaparib therapy than those in the low-risk group. Furthermore, TMB has been associated with cancer immunotherapeutic response and cancer prognosis (Burr et al., 2017; Osipov et al., 2020) because high TMB may lead to greater production of neoantigens and subsequent activation of the immune response to ICIs (Coulie et al., 2014; Rizvi et al., 2015). We found a positive correlation between the TIIC-related gene risk signature and the TMB subgroups of PCa patients, suggesting that specific immunotherapies may be more effective for PCa patients in different TMB groups.
Our study may have several limitations. First, this risk model is based on PCa patient data from TCGA and GEO datasets, mainly collected from developed countries. Thus, the risk-score model requires further validation in multicenter clinical trials and prospective studies from different regions. Second, additional experiments are needed to study the biological functions and mechanistic roles of the six TIIC-related genes in PCa.
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Background: One of the features of tumor immunity is the immunosuppressive tumor microenvironment (TME). In this study, TME gene signatures were used to define the characteristics of Cervical squamous cell carcinoma (CESC) immune subtypes and construct a new prognostic model.
Methods: Single sample gene set enrichment analysis (ssGSEA) was used to quantify pathway activity. RNA-seq of 291 CESC were obtained from the Cancer Genome Atlas (TCGA) database as a training set. Microarray-based data of 400 cases of CESC were obtained from the Gene Expression Compilation (GEO) database as an independent validation set. 29 TME related gene signatures were consulted from previous study. Consensus Cluster Plus was employed to identify molecular subtype. Univariate cox regression analysis and random survival forest (RSF) were used to establish the immune-related gene risk model based on the TCGA data set of CESC, and the accuracy of prognosis prediction was verified by GEO data set. ESTIMATE algorithm was used to perform immune and matrix scores on the data set.
Results: three molecular subtypes (C1, C2, C3) were screened in TCGA-CESC on account of 29 TME gene signatures. Among, C3 with better survival outcome had higher immune related gene signatures, while C1 with worse prognosis time had enhanced matrix related features. Increased immune infiltration, inhibition of tumor related pathways, widespread genomic mutations and prone immunotherapy were observed in C3. Furthermore, a five immune genes signature was constructed and predicted overall survival for CESC, which successfully validated in GSE44001 dataset. A positive phenomenon was observed between five hub genes expressions and methylation. Similarly, high group enriched in matrix related features, while immune related gene signatures were enriched in low group. Immune cell, immune checkpoints genes expression levels were negatively, while most TME gene signatures were positively correlated with Risk Score. In addition, high group was more sensitive to drug resistance.
Conclusion: This work identified three distinct immune subtypes and a five genes signature for predicting prognosis in CESC patients, which provided a promising treatment strategy for CESC.
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1 INTRODUCTION
Globally, there are more than 500,000 new cases of cervical cancer every year, and about 300,000 deaths from cervical cancer, and its incidence and mortality rank the fourth place in female malignant tumors (Bray et al., 2018). Large-scale promotion of HPV vaccination and early screening and diagnosis of cervical cancer has reduced the disease burden of patients to some extent. The traditional treatment, mainly surgery and supplemented by chemoradiotherapy, has a good effect on the treatment of early cervical cancer, but the 5-year survival rate of advanced, metastatic, and recurrent cervical cancer is less than 20% (Pfaendler and Tewari, 2016; Tewari et al., 2017).
Tumor microenvironment (TME) is the cellular environment in which tumor cells reside, which is composed of immune cells, mesenchymal cells, endothelial cells, inflammatory mediators, and extracellular matrix (ECM) (Hanahan and Weinberg, 2011; Hanahan and Coussens, 2012). The cells and molecules in TME are in a dynamic process that reflects the evolutionary nature of cancer and work together to promote immune escape, growth, and metastasis of tumors (Jiang et al., 2019; Ren et al., 2020). Immune cells and stromal cells are two major types of non-tumor components, which are considered to have important value in the diagnosis and prognosis of tumors (Zhu et al., 2021). In recent years, immunotherapy is a new means of tumor treatment. Its mechanism is to significantly improve the survival time by reactivating the anti-tumor immune system to strongly and continuously kill tumor cells. Currently, the most comprehensive immunotherapy is immune checkpoint inhibitor, whose representative drug is programmed death protein 1(PD-1) inhibitor (Pembrolizumab), which has been proved effective in a variety of cancers, but the overall objective effective rate is only 20%–30% (Iwai et al., 2017). Currently, the molecular targets used to guide immunotherapy are mainly limited to the expression level of programmed death protein ligand 1(PD-L1), high microsatellite instability (MSI-H) (Le et al., 2015), mismatch fixes system defects (dMMR) (Le et al., 2017), Tumor mutation burden (TMB) (Goodman et al., 2017; Yarchoan et al., 2017). TMB to predict the inaccurate treatment response of immunosuppressive agents in some cancer patients. Therefore, it is particularly important to screen more reasonable molecular markers to guide immunotherapy through comprehensive analysis of tumor microenvironment.
In view of this, this study obtained CESC expression profile data through The Cancer Genome Atlas (TCGA) database, and analyzed the relationship between immune pathway score and survival prognosis of patients with CESC by ssGSEA algorithm. Combined with the data set from the Gene Expression Omnibus (GEO) database (GSE44001), differentially expressed genes, (DEGs) analysis, functional enrichment and survival analysis were performed to screen out hub genes to construct prognostic models, and to explore the relevance of prognostic models in predicting the prognosis of patients with CESC and immunotherapy, so as to provide references for the research of biomarkers related to CESC immunity and immunotherapy.
2 MATERIALS AND METHODS
2.1 Data acquisition and preprocessing
Using “CESC”, “transcriptome profiling (transcripts per million (TPM))”, and “Gene Expression Quantification” as search terms, the results can be obtained from the TCGA database to download a sequence dataset containing 291 CESC tissues and corresponding clinical information. Using “cervical cancer” as a keyword in the GEO database. The gene-chip dataset GSE44001 contains 300 CESC tissues was downloaded.
For TCGA-CESC, the sample with clinical information, survival time greater than 0 and Status (alive and death) is retained and Ensembel is converted into Gene symbol, and the expression with multiple Gene Symbol is the median value. For the GSE44001 dataset, probes are mapped to genes based on annotation information, and probes that match one probe to multiple genes are removed. When multiple probes matched a gene, the mean value was taken as the expression value of the gene.
2.2 ssGSEA analysis
Twenty nine TME related gene signatures, covering known cellular and functional TME properties, were extracted from previously study (Bagaev et al., 2021). A total 257 genes were found in 29 gene signatures and ssGSEA using GSVA package (Yi et al., 2020) was employed to quantitate TME score.
2.3 Sample cluster analysis
ConsensusClusterPlus (Wilkerson and Hayes, 2010) was employed to construct consistency matrix for TCGA-CESC samples clustering on account on 29 TME gene signatures scores. 80% samples were carried out 500 bootstraps using km algorithm and distance of 1-pearson correlation. Number of Clusters was set as 2–10 and optimal cluster number was determined in terms of consistency matrix and cumulative distribution function. Principal component analysis (PCA) was also performed to test rationality of molecular subtype distribution.
2.4 Evaluation of immune infiltration
CIBERSORT algorithm (https://cibersort. stanford.edu/) was used to quantify the relative abundance of 22 types of immune cells in CESC. At the same time, the ESTIMATE (Yoshihara et al., 2013) software was used to calculate the proportion of immune cells.
2.5 Gene set enrichment analysis (GSEA)
All candidate gene sets in the KEGG database were used for GSEA (Subramanian et al., 2005) pathway analysis to identify unique biological process pathways in molecular subtypes, with FDR <0.05 considered to be significantly enriched. At the same time, the R software package GSVA was used for single sample GSEA analysis (ssGSEA), and the score of each sample on 26 biological pathways was calculated to obtain the ssGSEA score of each sample corresponding to each function. kruskal.test examines the differences between molecular subtypes.
2.6 Immunotherapy and chemotherapy
T-cell-inflamed gene expression profile (GEP) score of 18 genes (Ayers et al., 2017), Th1/IFNγ gene signature score (Danilova et al., 2019), combined genes from the published Th1 signature and genes from IFNγ signaling pathway from Reactome database, and cytolytic activity score (Gao et al., 2020) were calculated by ssGSEA to predicted clinical response to immune checkpoint blockade.
The expression levels of immune checkpoint genes, including immune activation genes and immune inhibition genes, were determined in molecular subtypes with kruskal. test (FDR< 0.05).
TIDE (Xiao et al., 2018; Fu et al., 2020) software was used to evaluate the potential clinical effects of immunotherapy included dysfunction of tumor infiltration cytotoxic T lymphocytes (CTL) (Dysfunction) and exclusion of CTL (Exclusion), M2 subtype of tumor-associated fibroblasts (CAF), tumor-associated macrophages (TAM), myeloid-derived suppressor cells (MDSCs), a higher TIDE predictive score indicates a greater likelihood of immune escape, suggesting that patients are less likely to benefit from immunotherapy.
pRRophetic (Geeleher et al., 2014) was used to predict the sensitivity of traditional medicines to half maximal inhibitory concentration (IC50).
2.7 Construction and validation of prognosis model
Among molecular subtypes, limma analysis (Ritchie et al., 2015) and univariate cox regression analysis were implemented to screen genes affecting CESC prognosis (p < 0.05). Random Forest SRC package was introduced to construct a random forest model and the most highly predictive variables were screened when variable importance (VIMP) value> 0.4. Finally, the optimal genes were used to constructed Risk score using stepAIC method in MASS package.
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Expi is the expression level of genes, and coefi is the regression correlation coefficient.
Survminer package was conducted to determine optimal cutoff to divided CESC samples into high group and low group. KM survival and ROC analysis using timeROC package were used to predict performance of Risk score. TCGA-CSEC was a training dataset and GSE44001 dataset was acted as independently validate dataset.
2.8 Statistical analysis
R (4.0.2) software was used for statistical analysis. WebGestaltR package (Yu et al., 2012) was used to carry out functional enrichment analysis. Genetic mutations were determined by maftools. Wilcoxon non-parametric rank sum test was used to analyze the differences. p < 0.05 was considered to be statistically significant. Sangerbox was used for analysis (Shen et al., 2022).
3 RESULTS
3.1 29 TME gene signatures was association with clinical characteristics for TCGA-CESC samples
As we know, somatic mutations could lead to carcinogenesis. 199 of 257 genes (from 29 TME gene signature) were mutated and Top20 genes mutation rate were showed, among, MKI67 had highest mutation rate (7%) (Figure 1A). Univariate cox regression analysis of 29 TME gene signatures found 13 TME gene signatures affecting prognosis of CESC samples (Figure 1B). The differences of TME gene signatures scores in clinical features indicated that Tumor proliferation rate, Angiogenesis scores were increased in T3 + T4 stage, Protumor cytokines, Macrophage and DC traffic, Effector cell traffic, Immune Suppression by Myeloid Cells, Effector cells scores were enhanced in G3 + G4 stage (Figure 1C). TME gene characteristics were positively correlated with each other and with Grade (Figure 1D).
[image: Figure 1]FIGURE 1 | The association between 29 TME gene signatures and clinical characteristics in TCGA-CESC patients. (A): Top20 TME related genes mutations in TCGA-CESC dataset. (B): Univariate cox regression analysis of 29 TME gene signatures. (C): The differences of 29 TME gene signatures among clinical feature grouping. (D): Correlation between 29 TME gene signatures with each other as well as stage, grade, and age. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; ns: no significance.
3.2 Identification of three molecular subtypes
Based on 29 TME gene signature, TCGA-CESC samples were divided into three molecular subtypes when k = 3 on account of CDF and CDF delta area (Supplementary Figure S1A–C). KM survival curve showed that the overall survival and progression-free survival (PFS) in C3 had longest time, followed by C2 and C1 (Figures 2A, B). PCA suggested that the three molecular subtypes have distinct regional divisions (Figure 2C). The distribution of TME gene signatures among three molecular subtypes indicated that immune related gene signatures, such as Treg and Th2 traffic, Antitumor cytokines, were enriched in C3, while Matrix related gene signatures, such as Angiogenesis, Endothelium, Cancer-associated fibroblasts, Matrix, Matrix remodeling, were enriched in C1 (Figure 2D). TNM stage also had distribution differences among three molecular subtypes (Figure 2E).
[image: Figure 2]FIGURE 2 | Identification of three molecular subtypes. (A): KM curve of overall survival (OS) prognosis among three TME subtypes in the TCGA-CESC cohort. (B): KM curve of progression-free survival (PFS) prognosis among three TME subtypes in the TCGA-CESC cohort. (C): Principal component analysis of three TME subtypes. (D): Statistical chart of the differences of 29 TME gene signatures among three TME subtypes. (E): heatmap of differences of 29 TME gene signatures as well as clinical characteristics among three TME subtypes. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; ns: no significance.
3.3 Differences of infiltration of immune cells and somatic cell mutation among three molecular subtypes
In TCGA-CESC dataset, CIBERSORT analysis on 22 immune cells showed 17 of which had statistical significance among three molecular subtypes, such as T_cells_CD8, T_cells_CD4_memory_activated were involved in C3, while C1 enriched in T_cells_CD4_memory_resting, Macrophages_M0, Dendritic_cells_activated (Figure 3A). ESTIMATE analysis demonstrated that C3 had enhanced StromalScore, ImmuneScore, ESTIMATEScore, while TumprPurity was lowest (Figures 3B–E). Changes in genome among three molecular subtypes were explored, and we found that C3 harbored a significantly higher TMB (Figure 3F). No statistical significance of Mutant-allele tumor heterogeneity and HRD score among subtypes were observed (Figures 3G, H). In addition, MUC4, EP300, MUC17 genes had a wide range of somatic mutations in CESC (Figure 3I).
[image: Figure 3]FIGURE 3 | Immune infiltration analysis among three TME subtypes. (A) CIBERSORT analysis of 22 immune cells distribution among three TME subtypes. (B) The difference of StromalScore among three TME subtypes. (C) The difference of ImmuneScore among three TME subtypes. (D) The difference of ESTIMATEScore among three TME subtypes. (E) The difference of TumorPurity among three TME subtypes. (F) The difference of TMB among three TME subtypes. (G) The difference of Intra-tumor genetic heterogeneity among three TME subtypes. (H) The difference of HRD score among three TME subtypes. (I) Somatic cell mutation among three TME subtypes. ***p < 0.001; ****p < 0.0001.
3.4 Functional characterization of three molecular subtypes
GSEA analysis indicated that axon guidance, focal adhesion, pathways in cancer, regulation of actin cytoskeleton, WNT signaling pathway were activated in C1 (Figure 4A), Cytokine-cytokine receptor interaction, MAPK signaling pathway, Neuroactive ligand receptor interaction, pathway in cancer were inhibited in C2 (Figure 4B), Axon guidance, ECM receptor interaction, pathway in cancer and WNT signaling pathway were inhibited in C3 (Figure 4C). ssGSEA analysis of 26 pathways scores had difference among three molecular subtypes. EMT-related pathways such as HALLMARK_WNT_BETA_CATENIN_SIGNALING were enriched in C1, in addition, the C3 subtype is significantly enriched in some immune-related pathways such as HALLMARK_INTERFERON_ALPHA_RESPONSE and HALLMARK_INTERFERON_GAMMA_RESPONSE (Figures 4D, E). Those data suggested that C3 presented immunoinfiltration state, and Cell growth-related pathways were activated in C1.
[image: Figure 4]FIGURE 4 | Enrichment of pathways. (A) GSEA analysis of five pathways were activated in C1. (B) GSEA analysis of five pathways were inhibited in C2. (C) GSEA analysis of five pathways were inhibited in C3. (D,E): ssGSEA analysis of 26 pathways score distribution among three TME subtypes.
3.5 Analysis of immunotherapy and chemotherapy among three molecular subtypes
As showed in Figures 5A, B, Figure 3 factors (T cell inflamed GEP score, Th1/IFNγ gene signature score, and Cytolytic activity score) that predict immunotherapy effect were all elevated in subtype C3 (Figures 5A–C). Given that immune checkpoint blockade (ICB) is a key factor for cancer immunotherapy, we evaluated a few representative genes. Most immune inhibition genes and activation genes were upregulated in C3 (Figure 5D). Moreover, 23 immune checkpoint genes had highest expressions in C3 (Figure 5E). Exclusion score and TIDE score were significantly highest in C1, while Dysfunction score was highest in C3 (Figure 5F). Sensitivity analysis of molecular subtypes to traditional chemotherapy drugs showed C3 was more sensitive to Paclitaxel, Mitomycin C, and C1 maybe benefit from Gemcitabine (Figure 5G).
[image: Figure 5]FIGURE 5 | Immunotherapy analysis. (A) The difference of T cell inflamed GEP score among three TME subtypes. (B) The difference of Th1/IFNγ score among three TME subtypes. (C) The difference of Cytolytic activity score among three TME subtypes. (D) Heatmap of immune checkpoints genes among three TME subtypes. (E) the expressions of immune checkpoints genes among three TME subtypes. (F) TIDE analysis among three TME subtypes. (G) The box plots of the estimated IC50 for Paclitaxel, Gemcitabine, Cisplatin, Gefitinib, Mitomycin C, and Sunitinib among three TME subtypes.
3.6 Construction and validation of risk model
Firstly, DEGs were screened among three molecular subtypes, which 165 upregulated genes and 96 downregulated genes in C1 (Supplementary Figure S2A), 216 increased genes and 106 decreased genes in C3 (Supplementary Figure S2B). Finally, 429 DEGs were found among three molecular subtypes (Supplementary Figure S2C). 186 genes affecting prognosis of CESC samples were screened from 429 genes (Figure 6A). 186 genes were reduced to 16 genes using a random forest model (Figure 6B). Finally, five hub gene were determined from 16 genes by stepAIC method (Figure 6C). RiskScore = −0.297*LAG3 + 0.334*ITGA5+0.19*ESM1-0.214*DES + 0.115*CXCL2. The five hub genes expressions were positively correlated with methylation levels (Supplementary Figure S3).
[image: Figure 6]FIGURE 6 | Construction and validation of prognosis model. (A) Univariate cox regression analysis of TME related genes. (B) The 16 most predictive genes selected by random survival forest. (C) Univariate cox regression analysis of five hub genes. (D) The distribution of RiskScore, expression of five hub genes in TCGA-CESC dataset. ROC analysis and AUC of RiskSore in TCGA-CESC dataset. KM survival curve of high group and low group in TCGA-CESC dataset. (E) The distribution of RiskScore, expression of five hub genes in GSE44001 dataset. ROC analysis and AUC of RiskSore in GSE44001 dataset. KM survival curve of high group and low group in GSE44001 dataset.
In TCGA-CESC dataset, the distribution of RiskScore and five genes expression were showed. 1-, 3-, five- year AUC was 0.81, 0.79, and 0.78 respectively, and patients in high group had worse survival time (Figure 6D). In GSE44001 queue, the 1-, three-, and five- year AUC was 0.71, 0.65, and 0.59, respectively, and samples in high group also had poor survival time (Figure 6E).
3.7 Association clinical features and RiskScore
To know the relationship between RiskScore and clinical features, RiskScore was determined among clinicopathological features. The higher the clinical grade, the higher the RiskScore (Figure 7A). The C1 subtype with good prognosis has a higher RiskScore, while the C3 molecular subtype with a poor prognosis has the lowest RiskScore (Figure 7B), and most of the RiskScore-high samples were C1 patients (Figure 7C). samples with clinical features were divided into High group and low group based on RiskScore, KM curve demonstrated that patients in low group had a better prognosis (Figure 7D).
[image: Figure 7]FIGURE 7 | The RiskScore differences on samples with clinical features. (A) the differences of RiskScore in patients with various clinical features including T stage, N stage, M stage, stage, grade, and age. (B) the differences of RiskScore among three TME subtypes. (C) Matches of two subtypes and high- and low-groups. (D) KM survival of patients in high group and low group with various clinical features divided by RiskScore.
3.8 Characteristics of immunity of identified CESE subtypes
In low group, StromalScore, ImmuneScore, and ESTIMATEScore were higher and TumorPurity was lower (Figure 8A). 14 of 22 immune cells score had significance between high group and low group (Figure 8B). In 29 TME gene signatures, 22 of which reach statistical difference between high group and low group (Figures 8C, D).
[image: Figure 8]FIGURE 8 | Immune infiltration analysis between high- and low-group. (A) ESTIMATE analysis between high- and low-group in TCGA-CESC dataset. (B) The distribution of 22 immune cells between high- and low-group in TCGA-CESC dataset. (C,D): the differences of 29 TME gene signatures scores between high- and low-group. (E) The association analysis between RiskScore and immune features as well as 29 TME gene signatures. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; ns: no significance.
In addition, we also analyzed the relationship between RiskScore and immune infiltration and immune cells in 22. It was found that RiskScore was negatively correlated with StromalScore, ImmuneScore, ESTIMATEScore, T_cells_CD8, T_cells_follicular_helper, and Macrophages_M1. However, there were significant positive correlations with Angiogenesis, Matrix, Matrix remodeling, Protumor cytokines, Myeloid cells traffic (Figure 8E).
3.9 Immunotherapy response of identified CESE subtypes
Firstly, we compared the TMB in high group and low group, which it had no significance between the two groups (p = 0.28), but there was a negatively association between RiskScore and TMB (Figure 9A). T cell inflamed GEP score, TH1/IFNγ gene signature score and Cytolytic activity score were all enhanced in low group, and all them were negatively correlated with RiskScore (Figures 9B–D). Immune checkpoint genes were higher expressions in low group and negatively correlated with RiskScore (Figures 9E, F). MDSC, CAF, TAM.M2, and Exclusion were decreased, while Dysfunction was increased in low group in comparison to high group (Figure 9G).
[image: Figure 9]FIGURE 9 | Analysis of immunotherapy between high- and low-group. (A) TMB differences between high- and low-group. The association between RiskScore and TMB. (B) T cell inflamed GEP score differences between high- and low-group. The association between RiskScore and T cell inflamed GEP score. (C) Th1/IFNγ gene signature score differences between high- and low-group. The association between RiskScore and T cell inflamed GEP score. (D) Cytolytic activity differences between high- and low-group. The association between RiskScore and Cytolytic activity. (E) The expression of immune checkpoints genes between high- and low-group. (F) The association between RiskScore and immune checkpoints genes. (G) TIDE analysis between high- and low-group. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; ns: no significance.
4 DISCUSSION
Studies have shown that CESC interstitium has a large number of immune cell infiltration (Dossus et al., 2013; Liu et al., 2020), Immune cell infiltration is believed to play an important role in the development of various malignant tumors (Hanahan and Coussens, 2012; Yoshihara et al., 2013), and immunotherapy has made great progress in the field of anti-tumor. In this study, it was found that in the 29 TME gene signatures, the higher the CESC pathological grade, the higher the infiltration of some TME gene signatures, and the infiltration abundance is related to the patient’s prognosis. Targeted therapy targeting these immune cells is expected to improve the patient’s prognosis.
In this study, based on 29 TME gene signatures, the TCGA-CESC cohort samples were divided into three immune subtypes (C1, C2, C3), which showed significant differences in prognosis, immune characteristics, pathway enrichment, gene mutation, and immunotherapy. C3 with good prognosis presented immunoinfiltration state, and cell growth-related pathways were activated in C1 accompanied by poor prognosis. Based on the three immune subtypes, the risk model was constructed by univariate Cox regression analysis and random survival forest model. We found that patients in the low-risk group had longer survival than those in the high-risk group, and there were significant differences in immunoinfiltration and immunotherapy.
In recent years, immune system therapies such as immune checkpoint inhibitors have shown remarkable effects in the field of anti-tumor. Studies have shown that highly mutated tumor genes can induce the production of a large number of neoantigens, which can activate immune cells and lead to a tumor-suppressing immune response (Büttner et al., 2019). MSI is closely related to the efficacy of tumor immunotherapy (Baretti and Le, 2018). Multiple studies have demonstrated that TMB, T cell inflamed GEP, TH1/IFN-γ, TIDE are emerging biomarkers for predicting the efficacy of tumor immunotherapy (Samstein et al., 2019). This study found that T cell inflamed GEP and TH1/IFγ scores were negatively correlated with RiskScore, and the low-risk group had a lower TIDE score. We speculated that patients in the low-risk group may benefit from immunotherapy.
Among the five key genes, ITGA5, ESMI, and CXCL2 were risk factors for the prognosis of CESC, while LAG3, and DES were protective factors. Multiple studies have shown that increased ITGA5 expression predicts poor prognosis of tumors, such as ovarian cancer (Gong et al., 2016), breast cancer (Xiao et al., 2018), and lung cancer (Zheng et al., 2016). CXCL2 expression level was closely related to lymph node metastasis and prognosis of cervical cancer patients (Zhang et al., 2018; Yang et al., 2021). Patients with high levels of LAG-3 peripheral t cells may suppress the antitumor response in a way that PD-1 or CTLA-4 blockers cannot overcome. LAG-3 has shown promise as a target in preclinical models, and drugs targeting LAG-3 are already in the early stages of clinical development, showing modest activity in unselected patient populations (Grosso et al., 2007; Brignone et al., 2009; Kraman et al., 2020). Two other genes including ESMI, and DES were little studied and their involvement in CESC remains largely unexplored, and more basic researches are needed to reveal their biological function in CESC.
There are some limitations in this study. First, it is necessary to verify the significance of hub genes in cancer tissues through experiments, such as RT-qPCR, IHC, and Western blot. Second, although our results show good predictive potential and clinical value of the five gene prognostic signature, prospective studies are needed to demonstrate the clinical application and prognostic value of this model in patients.
In this study, based on 29 TME gene signatures, we not only identified three subtypes and constructed a 5-key genes prognostic signature of CESC, which had a potential prognostic value. Those fundings maybe provided prognosis prediction and precision treatment for clinicians.
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Uveal melanoma (UM) is an aggressive intraocular cancer that, in 50% of cases, spreads to the patient’s other systems. The exact cause of the increased metastatic rate is still unknown. Methylation and immune response, metastasis, and the expansion of cancer cells are closely related. Additionally, proteins linked to RNA methylation have come to light as possible cancer treatment targets. However, the relationship between methylation-related genes (MRGs) and the tumor microenvironment (TME) is still not understood. The goal of this work was to discover important MRGs and create a signature for UM patients’ prognosis prediction. Using two different data sets, we examined the MRG expression patterns in the transcriptional and genomic regions of 106 UM samples. We discovered a connection between the clinicopathological traits of the patients, their prognosis, the capability of TME cells to infiltrate, and various MRG changes. Following that, we developed an MRGs signature to forecast prognosis, and we evaluated the model’s precision in patients with UM. We grouped the patients into multiple categories based on their clinical traits, looked at the survival rates for various groups within various groupings, and tested their accuracy. Additionally, to increase the practical usability of the MRGs model, we created a very accurate nomogram. TIDE scores were higher in the low-risk group. We go over how MGRs could impact UM’s TME, immunotherapy responsiveness, prognosis, and clinically significant features. We looked for different chemotherapeutic drugs and cutting-edge targeted agents for patients in diverse subgroups in order to better understand MRGs in UM. This helped in the creation of customized therapy to open new doors. We could also further research the prognosis and develop more efficient immunotherapy regimens.
Keywords: uveal melanoma, methylation, tumor microenvironment, immune features, prognostic signature
1 INTRODUCTION
UM is the most common primary intraocular tumor in adults and the most common non-skin kind of melanoma, with a wide variation in its incidence from 0.1 to 8.6 per million by age, ethnicity, and latitude (Rantala et al., 2022). UM develops from melanocytes in the uveal canal, most frequently in the choroid, unlike cutaneous melanoma (CM), and it has different genomic alterations and molecular profiles than the more prevalent CM (Spagnolo et al., 2012). Despite efficient means of removing the original tumor, such as enucleation or less frequently, local radiotherapy. Metastatic illness, which affects 50% of patients and develops regardless of initial ocular treatment, is now untreatable (Bustamante et al., 2021). Sadly, metastatic UM has a high death rate within 6–12 months (Killock, 2021).
It is well known that RNA methylation and the associated downstream signaling cascades have an impact on a variety of biological processes, including sex determination, stress response, cell differentiation, and others (Yang et al., 2018). The most prevalent alteration in most eukaryotic mRNAs, N6-methyladenosine (m6A), participates in nearly all phases of the RNA life cycle, including translation, destruction and RNA transcription (Ma et al., 2019). In eukaryotes, there is a significant abundance of the post-transcriptional alteration known as N1-methyladenosin (m1A) (Motorin and Helm, 2022). Additionally, recent research has demonstrated that m1A alterations can control mRNA translation. Five-methylcytosine (m5C) can control ribosome biogenesis, regulate translation when it appears on tRNA or rRNA, and influence the stability and translation of mRNA when it exists on mRNA (Sergiev et al., 2018; Motorin and Helm, 2022). N7-methylguanosine (m7G) is one of the most prevalent base alterations in post-transcriptional control. It plays a crucial role in regulating RNA processing, metabolism, stability, nucleation, and protein translation and is abundantly distributed in the 5'cap region of tRNA, rRNA, and eukaryotic mRNAs (Dai et al., 2021). Methylation-binding proteins read it, demethylases (FTO and ALKBH5) demethylate it, and RNA methyltransferases (YTHDF1 and IGF2BP1) catalyze the process (Motorin and Helm, 2022). It is important in the formation and development of a large number of immune system diseases, such as cancer and a wide range of other human pathogenic activities (Papanicolau-Sengos and Aldape, 2022). The m6A/m1A/m5C/m7G alteration has been found to contribute to cancer initiation, advance malignancy, and promote recurrence, in addition to playing a significant role in the pathogenesis of a number of human diseases, including immunological disease and neurological disorders (Dawson and Kouzarides, 2012; Ferrier and Burnier, 2020; Wang et al., 2022). Although RNA methylation is clearly important in various malignancies, nothing is known about the connection between m6A/m1A/m5C/m7G-associated genes and UM (Robertson et al., 2017; Chokhachi Baradaran et al., 2020; Ferrier and Burnier, 2020).
RNA methylation fluctuations in cancer have been identified as prospective candidates for the creation of diagnostic, prognostic, and predictive biomarkers. However, it is unclear how certain methylation regulators may affect the prognosis and conceivable biological causes of UM (Robertson et al., 2017). Jing Tang et al. state that m6A RNA methylation regulators are one of the recently identified biomarkers for the potential malignant progression and prognostic value of UM and may be regarded as a new promising biomarker for the development of UM prognosis and treatment approaches (Tang et al., 2020). Significant variations in the methylation of several genes, including NFIA, HDAC4, and IL12RB2, were also observed in UM, according to research by Ferrier and Burnier (2020). Role of Epigenetics in UM by Yongyun Li et al. summarized that numerous epigenetic changes, such as variations in the expression levels of miRNA, hypermethylation of tumor suppressor genes, histone modification patterns, and hypomethylation of oncogenes are clearly related to the development of UM tumors and many other cancers (Li et al., 2017). Despite the fact that methylation is important for both carcinogenesis and anticancer pathways, very little research has addressed its significance in tumors, particularly in UM (Spagnolo et al., 2012). Very little research has looked at the possibility that the altered methylation pattern may be a factor in the metastatic phenotype. As a result, greater research into the precise methylation modifications found in these tumors is required to better understand the factors that affect UM prognosis and identify potential novel treatment targets. Given the promise that epigenetic-targeted medications have shown in many tumor types, either through targeting particular changes directly or through targeting epigenetic regulators, the correction of epigenetic aberrations may be a potential strategy for preventing metastasis in UM (Farooqi et al., 2019; Miranda Furtado et al., 2019; Ilango et al., 2020). Monitoring the precise changes in UM methylation that are linked to a greater risk of metastasis would also reveal how the tumor reacts to various therapy options. Given the high rate of metastasis in UM and its dismal prognosis, this is especially significant.
For UM patients and other hard-to-treat cancer forms, immunotherapies show promise as successful therapies. They have revolutionized the field of cancer treatment. Clinical studies for immunotherapies, including checkpoint inhibitors, vaccinations, and T-cell treatments, are being conducted on an increasing number of UM patients (Orloff, 2021). However, a significant portion of patients had little to no therapeutic effect, which falls woefully short of meeting a clinical need (Rossi et al., 2021). Multiple studies have revealed that the tumor microenvironment (TME) also has a significant impact on the cancer’s growth (Roma-Rodrigues et al., 2019; Jin et al., 2021; Martínez-Reyes and Chandel, 2021). Cancer cells were able to escape hypoxia, promote growth, decrease apoptosis and angiogenesis, and develop immunological tolerance through interactions with some TME components (direct and indirect) (Deepak et al., 2020). As we become more aware of the diversity and complexity of the microenvironment that tumors depend on, emerging research demonstrates that it has an important place in tumor growth, immunotherapy response, and immune escape (Bejarano et al., 2021). The fact that the response to ICB was anticipated in accordance with the features of TME cell infiltration is a critical step in maximizing the efficiency of currently available ICBs and applying cutting-edge immunotherapeutic techniques (Bejarano et al., 2021; Marseglia et al., 2021). A study revealed a significant relationship between the MRG score for UM and immune infiltration (Jia et al., 2019). According to accumulating evidence, different types of T cells are essential elements of the immunological defense against UM (Fu et al., 2022). Cancer-infiltrating T cell concentrations in UM samples were higher than those in healthy tissues, indicating a better prognosis (Jin et al., 2021). In order to discover different cancer immune phenotypes and improve the ability to predict and guide immunotherapeutic responsiveness, the complexity and variety of the TME landscape should be carefully analyzed. The quest for new therapeutic targets will be aided by the identification of very accurate biomarkers that will assess patients’ responses to immunotherapy.
In recent years, bioinformatics technology has continued to develop, and multi-omics technologies such as genomics, transcriptomics, and proteomics have gradually become the key to facilitate proper treatment of clinical diseases (Olivier et al., 2019; Guo et al., 2022). In the research, we thoroughly assessed the expression of methylation regulators in 79 UM samples from The Cancer Genome Atlas (TCGA) dataset as well as the correlation of genetic alterations with clinical traits and validation in 27 UM samples from the Gene Expression Omnibus (GEO) dataset. We examine both the general promoter methylation pattern and specific loci that are highly differentially methylated depending on the patient’s risk level to demonstrate the importance of specific methylation modifications in UM on cancer progression. The information is crucial in identifying potential targets for a more accurate prognosis and treatment of this lethal eye cancer.
2 MATERIALS AND METHODS
2.1 Preprocessing of data
The TCGA-UM and GEO-GSE84976 databases provided the RNA-seq data and clinical details for UM (van Essen et al., 2016). 79 UM samples were included in the TCGA-UM dataset, while 27 UM samples were included in GSE84976. From earlier research, we gathered 88 methylation-related genes (MRG) (Li et al., 2022; Shao et al., 2022; Wu et al., 2022) (Supplementary Table S1). We used the limma package in the R program to evaluate DEGs.
2.2 Development and verification of model
Prognostic MRGs were identified using univariate Cox analysis (p < 0.01), and a risk model was created using multivariate Cox analysis. Each UM patient’s risk score was calculated using an algorithm: [image: image]. To validate this model, the GEO-GSE84976 dataset was used as an external validation set. To compare the survival rates of different groups, a Kaplan-Meier analysis was used. To assess the accuracy of survival prediction, receiver operating characteristic (ROC) curves and the area under curve (AUC) were used.
Based on clinical characteristics, we divided the patients into several categories and investigated the survival rates for different groups within various groupings. The model was tested using univariate and multivariate Cox analyses to ensure that it was an accurate predictor of prognosis. The consistency index (C-index) was used to calculate the model’s accuracy. A nomogram was developed to forecast the 1, 3, and 5-year survival rates of UM patients using the model and clinical data.
2.3 Enrichment and mutation frequency analysis
The Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis was performed on the differentially expressed genes (DEGs) between different groups (|logFC > 2| and FDR 0.05) (Wu T. et al., 2021). The number of gene mutations was determined by the use of mutational analysis.
2.4 Assessment of the tumor immune microenvironment landscape
To calculate differences in immune cell infiltration and immunological function, we used a single-sample Gene Set Enrichment Analysis (ssGSEA). To examine the levels of several immune checkpoint genes’ expression, the Wilcoxon signed rank was used. To forecast immunotherapy response, the tumor immune dysfunction and exclusion (TIDE) scores were calculated (Fu et al., 2020).
2.5 Recognition of anti-tumor drugs
To assess the anti-tumor medications utilized in the clinical treatment of UM, we calculated the half inhibitory concentration (IC50) of medicines using the “pRRophetic” R package and compared the IC50 between different groups (Bakhoum et al., 2021).
3 RESULT
3.1 Development and verification of risk assessment signature
Univariate Cox analysis identified 7 prognostic MRGs (p < 0.01; Figure 1A), and multivariate Cox analysis created a signature with 3 prognostic MRGs (Figure 1B). The high-risk group had a shorter survival time (p < 0.001; Figure 1C), and the validation set from GSE84976 had identical results (p < 0.001; Figure 1D). The signature was used to forecast UM patients’ 1-, 3-, and 5-year survival rates, with the corresponding AUC values of 0.762, 0.891, and 0.888 (Figure 1E). The model’s AUC was higher than that of other clinical characteristics, demonstrating its greater reliability (Figure 1F).
[image: Figure 1]FIGURE 1 | (A, B) Univariate and multivariate Cox analyses of overall survival for uveal melanoma patients based on clinical characteristics and gene expression signature. (C, D) Kaplan-Meier survival analysis of uveal melanoma patients in TCGA-UM and GSE84976 datasets stratified by high and low risk scores based on the gene expression signature. (E) Area under the curve (AUC) values of the receiver operating characteristic (ROC) curves for the gene expression signature and other clinical features. (F) AUC comparison of the gene expression signature with other clinical features.
Patients in the low-risk group had higher survival rates, based on the various clinical subgroups, suggesting that the model is applicable to patients with a range of clinical features (Figure 2A). In both univariate and multivariate Cox analyses, the risk score was shown to be an independent prognostic factor (p < 0.001; Figure 2B). The C-index showed that the model performed better at predicting the prognosis for UM than did traditional clinical criteria (Figure 3A). The correlation plot showed that the observed 1, 3, and 5-year survival rates and the predicted rates strongly agreed (Figure 3B). We developed a nomogram containing the signature and clinical characteristics that might be used to precisely predict UM patient survival (Figure 3C).
[image: Figure 2]FIGURE 2 | (A) Kaplan-Meier survival curves of uveal melanoma patients in different clinical groupings (I-IV) based on high and low risk scores derived from the gene expression signature. (B) Kaplan-Meier survival curves of uveal melanoma patients stratified by high and low risk scores regardless of other clinical factors, showing that the risk score is a robust prognostic factor that can be used to stratify patients into different risk groups.
[image: Figure 3]FIGURE 3 | (A) Comparison of the gene expression signature with traditional clinical characteristics in predicting the prognosis of uveal melanoma patients. (B) Correlation plot of the predicted and observed survival rates at 1, 3, and 5 years. (C) Nomogram incorporating the gene expression signature and clinical characteristics to predict the prognosis of uveal melanoma patients.
3.2 Enrichment and mutation frequency analysis
We identified 314 DEGs between different risk groups to investigate the various molecular pathways (Supplementary Table S2). Figures 4A, B show the results of the GO and KEGG analyses, while Supplementary Tables S3, S4 give more information. Although the prevalence of gene mutations was comparable across groups, the specific altered genes varied (Figures 4C, D). Different genetic mutations can lead to different outcomes.
[image: Figure 4]FIGURE 4 | (A, B) Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analyses of the differentially expressed genes (DEGs) in uveal melanoma. (C, D) Comparison of the prevalence and specific altered genes of gene mutations across different risk groups.
3.3 Assessment of immunological landscape
There were also statistical differences between risk groups in the expression of genes linked to immune checkpoints, such as CTLA-4 (p < 0.001), PDCD1 (p < 0.001), LAG3 (p < 0.001), TIGIT (p < 0.001), and IDO1 (p < 0.001) (Figure 5A). Other immune cell infiltrations were substantially different across groups in addition to eosinophils, macrophages, monocytes, plasmacytoid dendritic cells, T follicular helper cells, type 17 T helper cells, and type 2 T helper cells (Figure 5B). Other immunological processes apart from APC co-inhibition and type II IFN response differed considerably between groups (Figure 5C). The high-risk group had lower TIDE scores (p = 0.0071; Figure 5D), indicating that they would probably respond to immunotherapy better.
[image: Figure 5]FIGURE 5 | (A) Box plots showing the expression levels of immune checkpoint genes (CTLA-4, PDCD1, LAG3, TIGIT, and IDO1) in different risk groups. (B) Heatmap showing the differences in immune cell infiltration across different risk groups. (C) Enrichment scores of different immunological processes in different risk groups. (D) Tumor Immune Dysfunction and Exclusion (TIDE) scores for different risk groups.
3.4 Selection of anti-tumor drugs
In addition to immunotherapy, we are interested in finding innovative targeted therapies and traditional chemotherapeutic agents for patients in different groups. Lastly, we searched for various chemotherapeutic medications and innovative targeted agents for patients in diverse subgroups, which contributed in the creation of customized therapy regimens for unique patients (p < 0.05; Figures 6, 7).
[image: Figure 6]FIGURE 6 | Schematic representation of conventional chemotherapy agents for uveal melanoma.
[image: Figure 7]FIGURE 7 | Schematic representation of novel potential agents for uveal melanoma.
4 DISCUSSION
The capacity of UM to metastasize exhibits notable heterogeneity. Up to half of UM patients experience distant metastases, most frequently in the liver (Yang et al., 2018; Bakhoum et al., 2021). The median survival is less than 12 months if metastases have been clinically identified (Chattopadhyay et al., 2016). Although the initial tumor was successfully controlled locally, during the past 40 years, overall survival rates have remained stable (Kaliki and Shields, 2017).
Proton beam radiation therapy, enucleation, and iodine or ruthenium plaque radiotherapy are among options for treating UM (Carvajal et al., 2017). Despite being effective in minimizing recurrence and controlling the original tumor, these therapies have little effect on the likelihood of metastasis (Rossi et al., 2021). Targeted therapy would ideally be efficient against both the original tumor and micrometastases (Wu et al., 2022). Immune checkpoint drugs have shown excellent results in treating metastatic cutaneous melanoma and metastatic conjunctival melanoma (in a small number of cases) (Radivoyevitch et al., 2021). However, efforts to use this strategy in metastatic UM have fallen short (Carvajal et al., 2017). Traditional cancer treatments produce great local tumor control, but 50% of patients experience metastases, which almost always have fatal consequences (Carvajal et al., 2017). Targeted medicines are ineffective in the clinic for somatic driver mutations that affect the MAP-kinase pathway (Kaliki et al., 2015). The G protein alpha subunits GNAQ and GNA11, which are the most common driver mutations in UM, are still untreatable (Souto et al., 2019). There are currently no medications available that target the YAP-TAZ pathway, which is also active in UM, the cancer-suppressor gene BAP1, or the SF3B1 gene, whose mutations increase the likelihood of metastatic disease (Li et al., 2019). In the treatment of UM, immunotherapy is only marginally beneficial; anti-CTLA-4 and anti-PD-1 blocking antibodies did not perform as anticipated, with the exception of a few rare cases. Therefore, finding new treatment targets is urgently needed.
Tumor progression involves various biological processes, including tumor cell migration, epithelial-mesenchymal transition, and RNA methylation and modification events such as m6A, m5C, m1A, and m7G, which have been implicated in both in vitro and in vivo studies. Modification events are also important prognostic indicators in various malignancies (Bakhoum et al., 2021; Motorin and Helm, 2022). Recent research has shown that BAP1 methylation at a single genomic region is highly correlated with BAP1 mutations, BAP1 genomic copy loss, and protein levels that are related to uveal melanoma metastasis, while BAP1 deletion in the initial cancer is related to the disease (Bakhoum et al., 2021). BAP1 methylation has been identified as a prognostic indicator of uveal melanoma spread. Moreover, post-transcriptional enhancement of HINT2 expression by m6A alteration has been shown to indicate advanced uveal melanoma with a poor prognosis (Jia et al., 2019). Studies have also demonstrated that the prognostic value and possible malignant progression of uveal melanoma are significantly influenced by m6A RNA methylation regulators (Wang et al., 2022). Specifically, Guangying Luo et al. have discovered that m6A methylation controls UM cell proliferation, migration, and invasion by focusing on c-Met (Luo et al., 2020). RBM15B, IGF2BP1, IGF2BP2, YTHDF3, and YTHDF1 are five m6A regulators that have been linked to UM patients’ prognoses. It is interesting to note that RBM15 B was found to be the sole independent predictive factor for UM and that there was a strong correlation between it and the clinicopathologic features of UM (Wang et al., 2022). As some research showed, NSUN2-mediated RNA m5C alteration regulates the migration and proliferation of UM cells (Su et al., 2021). As Jiehua Deng et al. identified, m7G may be able to control both CD8+ T cells and regulatory T cells (Treg cells), and they also suggest a connection between m7G and the prognosis of melanoma (Chen et al., 2022; Deng et al., 2022). Exploration of m7G-related lncRNA prognostic signature for predicting the immunological state in melanoma was demonstrated by Rong et al. (2022). Additionally, Guangying Luo et al. discovered that NSUN2-mediated RNA m5C modification controls uveal melanoma cell proliferation and migration and that overexpressing miR-124a in UM cells reduced NSUN2 expression levels (Su et al., 2021). Prognostic model and immunological efficacy of m1A-, m5C-, and m6A-related regulators in cutaneous melanoma were found by Xian Rui Wu et al. as potential biomarkers for melanoma research in the future (Wu X. R. et al., 2021). The research outlined above generally indicates that RNA methylation influences the development and prognosis of UM malignancies.
As was already indicated, the signatures currently being utilized to explore the prognosis of UM patients are inadequate and not sufficiently rich. When clinical results and MRGs in UM and the tumor microenvironment were investigated, it was discovered that the TME is very important in UM (Chen et al., 2022). Researchers used MRGs to analyze immune response signatures and make prognostic predictions. These prognostic models in UM were something we wanted to enhance. As a result, we combined information from genes associated with m6A/m5C/m1A/m7G, created a prognostic score, assessed its predictive value and linkage to the immunological landscape, and performed assessments of immune infiltration and medication sensitivity. Such prognostic characteristics can be used independently to explore the results of UM patients more accurately, providing new opportunities for immunotherapy strategies that target UM in the future. Despite significant advances in multimodal therapy, the benefit for survival remains modest. Our research shows that even among UM patients getting the same treatment under the same conditions, the survival advantages were considerably different depending on numerous prognostic factors, including histological grade, tumor stage, and aberrant gene expression (Geeleher et al., 2014). Screening high-risk patients to ensure they receive proper care is therefore crucial, whereas low-risk patients could benefit from appropriate care to prevent long-term toxicity and morbidity (Luo et al., 2020; Li et al., 2022). Building a predictive profile based on aberrant gene expression is particularly crucial to stratify at-risk UM patients and help doctors optimize therapy and make therapeutic decisions (Jin and Jin, 2020).
The role of MRGs in the emergence of malignancies and innate immunity is still being studied. However, it is yet unclear what role the MRGs in UM play clinically. Cancer stage, molecular subtype, cancer mutation load, histological grade and cancer neoantigen load were some of these markers (Yang et al., 2021). This work focused on identifying MRGs, developing a signature, categorizing the patients into various groups, examining the survival rates for various groups within various groupings, and testing the accuracy. The MRGs continued to be individually predictive of prognosis and responsiveness to immunotherapy even after controlling for significant confounders, suggesting their potential as a guiding biomarker for tailored treatment (Jia et al., 2019; Ferrier and Burnier, 2020; Dai et al., 2021). The tumors with elevated MRG levels had a more pervasive immunosuppressive character (Yang et al., 2018; Wang et al., 2022). Furthermore, cancers with high and low-risk showed various TME cell-infiltration characteristics. According to several studies, the MRG’s prognostic characteristic for UM and immune cell subtype invasion are connected (Oliva et al., 2016; Pan et al., 2020; Zhao et al., 2021). Our findings may therefore advance knowledge of how MRGs influence the development of cancer and the antitumor immune response, with significant implications for improved immunotherapy techniques.
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Background: Brain metastasis, with an incidence of more than 30%, is a common complication of non-small cell lung cancer (NSCLC). Therefore, there is an urgent need for an assessment method that can effectively predict brain metastases in NSCLC and help understand its mechanism.
Materials and methods: GSE30219, GSE31210, GSE37745, and GSE50081 datasets were downloaded from the GEO database and integrated into a dataset (GSE). The integrated dataset was divided into the training and test datasets. TCGA-NSCLC dataset was regarded as an independent verification dataset. Here, the limma R package was used to identify the differentially expression genes (DEGs). Importantly, the RiskScore model was constructed using univariate Cox regression analysis and least absolute shrinkage and selection operator (LASSO) analysis. Moreover, we explored in detail the tumor mutational signature, immune signature, and sensitivity to treatment of brain metastases in NSCLC. Finally, a nomogram was built using the rms package.
Results: First, 472 DEGs associated with brain metastases in NSCLC were obtained, which were closely associated with cancer-associated pathways. Interestingly, a RiskScore model was constructed using 11 genes from 472 DEGs, and the robustness was confirmed in GSE test, entire GSE, and TCGA datasets. Samples in the low RiskScore group had a higher gene mutation score and lower immunoinfiltration status. Moreover, we found that the patients in the low RiskScore group were more sensitive to the four chemotherapy drugs. In addition, the predictive nomogram model was able to effectively predict the outcome of patients through appropriate RiskScore stratification.
Conclusion: The prognostic RiskScore model we established has high prediction accuracy and survival prediction ability for brain metastases in NSCLC.
Keywords: lung cancer, NSCLC, brain metastases, chemotherapy drugs, RiskScore model, prognosis
1 INTRODUCTION
Lung cancer mainly includes two main types: small cell lung cancer (SCLC) and non-small cell lung cancer (NSCLC). Lung cancer ranks as a leading cause of malignant tumor-induced death worldwide. Among them, NSCLC is more common, and its prevalence rate exceeds 80% (Grant et al., 2021). The brain is the most likely target for distant metastasis in NSCLC, and approximately 30% of the patients develop brain metastases during the cancer progression (Balasubramanian et al., 2020; Eguren-Santamaria et al., 2020). Previous studies reported that for most brain metastases, the cerebral hemisphere is the most easily invaded part, accounting for approximately 80%, and studies showed that the brainstem sites are the least likely to develop NSCLC metastases, occurring in less than 5% of the patients (D'Antonio et al., 2014; Wang et al., 2022). Regrettably, NSCLC with brain metastases, characterized by an extremely poor prognosis, is a major factor resulting in disability and death in advanced NSCLC. Brain metastases tend to seriously affect the cognitive function of patients, reduce the quality of life, and shorten the survival time (Teixeira Loiola de Alencar et al., 2021; Zhi et al., 2021). Currently, untreated median overall survival (OS) for patients with brain metastases is less than 3 months, and there are only few effective treatment options due to the presence of the blood–brain barrier (Dempke et al., 2015). Unfortunately, to date, strategies that can effectively predict the treatment effect after brain metastases in NSCLC are lacking.
Prognostic models developed using gene expression profiles of NSCLC have been reported previously. Kratz et al. (2012) developed a model for identifying patients who have small, node-negative lung tumors but at high risk of mortality. Currently, an integrated transcriptome and epigenome analysis identified 17 genes associated with NSCLC prognosis. These genes are associated with hypoxia response and NSCLC epigenetic modification (Chen et al., 2019). Moreover, a comprehensive study filtered six genes associated with an adenocarcinoma type of NSCLC based on integrated analysis and weighted gene co-expression network analysis (Xie and Xie, 2019). Although considerable work has been performed on NSCLC prognostic prediction, due to its complexity, predictive models for NSCLC brain metastases are unclear.
Here, in this work, we first identified differentially expression genes (DEGs) in NSCLC brain metastasis patients. Then, the genes significantly related to the overall survival of NSCLC patients were selected from the aforementioned genes based on the results of univariate Cox regression analysis. Finally, 11 prognostic genes of brain metastases in NSCLC were determined by multivariate Cox and LASSO regression analyses and used to build a RiskScore model. Moreover, we validated the efficiency of the model in detail through immune tumor microenvironment, drug sensitivity, survival, tumor mutation, and decision tree analyses.
2 MATERIALS AND METHODS
2.1 Lung cancer-related dataset download and quality control
To get a deeper insight into the mechanism of NSCLC patients with brain metastases, first, The Cancer Genome Atlas (TCGA) database was selected to download the transcriptomic expression, clinical survival, and characteristic information, including LUAD and LUSC, and 599 patients were obtained. The lung cancer microarray sequencing dataset with survival time was downloaded from the Gene Expression Omnibus (GEO) database, including GSE30219 (254 samples), GSE31210 (226 samples), GSE37745 (95 samples), and GSE50081 (176 samples) (Okayama et al., 2012; Rousseaux et al., 2013; Der et al., 2014; Goldmann et al., 2021). Moreover, a dataset of NSCLC with features of brain metastases, GSE200563 (Bader and Hogue, 2003), was also downloaded from the GEO database.
In order to obtain high-quality downstream analysis results, we performed quality control on the downloaded dataset. The quality control was performed using the following steps: remove samples without clinical follow-up information and samples without disease-free survival (DFS) time and status; convert gene names to uniform IDs; and merge the datasets and remove batch effects using the removeBatchEffect function of the limma package (R package) (Ritchie et al., 2015). Specifically, for GSE200563, we only considered two types of samples: primary lung cancer and metastatic lung cancer in the brain.
2.2 Identification of differentially expressed gene (DEG)
To identify the pathogenesis of brain metastases in NSCLC, we performed DEG analysis on patients with metastatic lung cancer in the brain and primary lung cancer of GSE200563 using the limma R package (Ritchie et al., 2015). The threshold for DEGs was set to |foldchang| > 1.2 and p-value < 0.05.
2.3 Function enrichment and protein–protein interaction (PPI) analyses
The WebGestaltR (R package) was selected to perform function enrichment analysis of DEGs, including Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses (Liao et al., 2019). The threshold for significant difference of GO and KEGG terms was set to p-value < 0.05.
The Search Tool for Retrieval of Interacting Genes/Proteins (STRING) (https://string-db.org/, v11.0) was selected to perform PPI analysis on aforementioned DEGs, and Cytospace was used to visualize the PPI network (Kohl et al., 2011). Currently, the STRING database consists of 18,838 human proteins with 25, 914, 693 core network interactions. The highest confidence interaction score was set to 0.9, which reduces the number of false-positive interactions (Bozhilova et al., 2019). The molecular complex detection (MCODE) algorithm was used to perform network function module mining (Bader and Hogue, 2003). MCODE calculates accurate correlation levels and identifies essential PPI network modules.
2.4 Establishment of the prognostic model
The DEGs related to brain metastases in NSCLC were used to build the prognostic model. To avoid random assignment bias that could affect the stability of subsequent modeling, all samples in the GSE dataset were randomly grouped 100 times with playback beforehand, according to the ratio of the training set: validation set = 1:1. There were no significant differences between the two parts in DFS and status (Table 1). Then, we performed univariate Cox regression analysis on DEGs in the training dataset. Then, LASSO analysis was performed via glmnet (R package) to reduce the candidate prognostic genes (Zhang et al., 2022). Moreover, we used stepwise multivariate Cox regression analysis to identify the prognostic genes.
TABLE 1 | Clinical information of the test and training datasets.
[image: Table 1]Significantly, we calculated each patient’s RiskScore using the following formula: RiskScore = Σβi × Expi, where Expi refers to the gene expression level of the signature and β represents the Cox regression coefficient of the corresponding gene.
High- and low-risk groups of patients were divided based on the median threshold. The Kaplan–Meier method for prognostic analysis was employed for drawing survival curves, followed by studying the significant differences with the log-rank test. The time-dependent ROC curve showed survival of different risk groups, and survivalROC (R package) evaluated the prediction of the model (Heagerty and Zheng, 2005).
2.5 Tumor mutation analysis
Mutect2 was selected to conduct tumor mutation analysis (Prashant et al., 2021; Jin et al., 2022). First, genes showing a mutation frequency greater than 3 were obtained, and those with significantly high frequency mutations in each subtype were screened by Fisher’s test under p-value < 0.05. Next, the distribution of fraction altered, tumor mutation burden, number of segments, and homologous recombination defects of each subtype was studied.
2.6 Immune signature analysis
Immune signature analysis (ESTIMATE) was performed, including calculation of the immune score, immune infiltration score, and ESTIMATE score, for the purpose of elucidating differences in the patients’ immune microenvironment (Yoshihara et al., 2013). Based on the gene marker expression in immune cells, immune cell infiltration in patients could be analyzed (Becht et al., 2016). A total of 10 immune cells were scored by MCP-counter estimates and the single-sample gene set enrichment analysis (ssGSEA) algorithm (Becht et al., 2016; Charoentong et al., 2017) that counted 28 immune cells. ESTIMATE scored the overall immune microenvironment infiltration.
2.7 Immunotherapy/chemotherapy effect analysis
The effectiveness of immune mutation score (IMS) on predicting clinical responsiveness to immune checkpoint inhibitors (ICIs) was verified by applying the tumor immune dysfunction and exclusion (TIDE) algorithm (Jiang et al., 2018). Immune checkpoints obtained from the HisgAtlas database (Liu et al., 2017). Furthermore, we also performed treatment effect predictions for traditional chemotherapeutics using pRRophetic (R package), such as sorafenib, pyrimethamine, AKT inhibitor VIII, and embelin (Geeleher et al., 2014).
2.8 Pathway characteristic analysis of the RiskScore model
We performed GSEA pathway analysis on different RiskScore groups by using GSEA (R package) (Subramanian et al., 2005). The candidate background gene sets were obtained from the Hallmark database. A significant enrichment was defined when FDR < 0.05. Moreover, the correlations of different biological functions with RiskScore were also calculated.
2.9 Decision tree analysis to optimize the RiskScore prediction model
First, a decision tree based on age, sex, stage, T stage, N stage, and RiskScore of patients with NSCLC in TCGA cohort was generated. The univariate and multivariate Cox regression analyses of RiskScore and clinicopathological characteristics were performed. The reliability of RiskScore was evaluated with decision curve analysis (DCA).
3 RESULTS
3.1 Transcriptional effects of brain metastases in NSCLC
To gain insights into the pathogenic mechanism of brain metastases in NSCLC, we first performed differential analysis of the transcriptome data of brain metastases in NSCLC patients. Finally, 472 DEGs were obtained, of which 218 genes were upregulated in metastatic lung cancer in the brain and 254 genes were downregulated in metastatic lung cancer in the brain. The GO and KEGG pathway functional enrichment analyses were carried out. The results of GO analysis showed that DEGs related to metastatic lung cancer in the brain were involved in negative regulation of mitotic cell cycle phase transition and extracellular matrix disassembly (Figure 1A). Most DEGs involved in cellular components that make up the banded collagen fibril, nuclear matrix, and extracellular matrix (Figure 1B). Moreover, molecular functional analysis revealed that DEGs were involved in growth factor binding (Figure 1C). Interestingly, the KEGG pathway analysis observed that DEGs participated in the TNF signaling pathway (Figure 1D).
[image: Figure 1]FIGURE 1 | Changes in the transcriptome of brain metastases in NSCLC [GSE200563]. (A) Top 10 Gene Ontology (GO) terms at the biological process level. (B) Top 10 GO terms at the cellular component level. (C) Top 10 GO terms at the molecular function level. (D) Significantly enriched Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway.
3.2 Functional network of DEGs related to brain metastases in NSCLC
To understand the role of DEGs in brain metastases in NSCLC, we further performed PPI analysis using STRING, and the results showed that these DEGs had four closely related functional networks. Cluster 1 was closely related to bladder cancer, ECM–receptor interaction, proteoglycans in cancer, and PI3K-Akt signaling pathway (Figure 2A and Supplementary Figure S1). Cluster 2 was involved in regulating the NF-κB signaling pathway and TNF signaling pathway (Figure 2B and Supplementary Figure S2). Cluster 3 was related to the regulation of RNA splicing (Figure 2C and Supplementary Figure S3). Cluster 7 was associated with cell cycle and FOXO signaling pathway (Figure 2D and Supplementary Figure S4).
[image: Figure 2]FIGURE 2 | Protein–protein interaction (PPI) network of genes involved in regulating brain metastases in NSCLC [GSE200563]. (A–D) PPI network in clusters 1, 2, 3, and 7.
3.3 Identification of prognostic genes associated with brain metastases in NSCLC
Briefly, the GSE dataset was first divided into two parts randomly according to the ratio of training: test = 1:1; then, a univariate Cox regression analysis was performed on DEGs in the training dataset; and a total of 50 prognostic factors were identified (p-value < 0.01), which contained 34 “risk” genes and 16 “protective” genes (Figure 3A). Then, the LASSO algorithm was used to further narrow down the gene range, and the change trajectory of each DEG is shown in Figure 3B. When lambda = 0.0214, the model reached the optimum, so we selected 24 genes as the next target gene (Figure 3C). Stepwise multivariate regression analysis was performed on the genes screened by LASSO algorithm, and finally, 11 prognostic genes associated with brain metastases in NSCLC were selected (Figure 3D).
[image: Figure 3]FIGURE 3 | Identification of RiskScore model prognostic genes [GSE200563]. (A) Totally 11 promising candidates were identified through the survival analysis of the genes of the blue module. (B) Trajectory of candidate genes changes as lambda changes. (C) Confidence intervals for different lambda values. (D) Distribution of LASSO coefficients of the prognostic gene signature.
3.4 Construction of the prognostic RiskScore model
The forest plot showed that among 11 prognostic genes, eight genes led to poorer prognosis and the others were related to better prognosis (Figure 4A). We constructed a prognostic model using the following formula: RiskScore = Σβi × Expi. We divided the samples into two groups of high and low risk, with the median value of RiskScore as a cutoff, and drew the KM curve, and the results showed that there were very significant differences between the different groups (Figure 4B). The same analysis was performed in GSE and TCGA cohorts which showed poor prognosis in the high RiskScore group (Figures 4C–E).
[image: Figure 4]FIGURE 4 | Validation of the RiskScore model. (A) Forest diagram of multivariate Cox analysis of the model genes. (B) ROC and KM curves of RiskScore using GSE training data. (C) Verifying ROC curve and KM curve of RiskScore in “my data queue” in GSE. (D) ROC and KM curves of RiskScore in the GSE cohort. (E) ROC and KM curves of RiskScore in TCGA cohort.
3.5 The mutation signature between RiskScore groupings
To explore differences in genomic alterations between different RiskScore groups in TCGA cohort, we performed tumor mutation analysis. With a selection threshold of p-value < 0.05, a total of 263 genes showing significantly high frequency mutations were screened between different RiskScore groups (Supplementary Table S1). The mutational signatures of the top 20 genes are shown in Supplementary Figure S5A. Distributions of the number of segments, fraction altered, tumor mutation burden, and homologous recombination defects among subtypes were compared; however, these mutational signatures did not differ significantly across the different RiskScore groups (Supplementary Figure S5B).
3.6 The immune signature between RiskScore groupings
Immune cell infiltration in TCGA and GSE cohort patients were analyzed using gene marker expression in immune cells. The results of ssGSEA showed that among the 28 types of immune cells, the immune score of the high-risk group was also high among the RiskScore groups (Figure 5A). Interestingly, the results of MCP-counter estimates suggested that even among the high RiskScore group, the immune score was higher (Figure 5B). The results of ESTIMATE, including stromal score, immune score, and ESTIMATE, were in line with those of the ssGSEA and MCP-counter (Figure 5C). Moreover, it was similar to TCGA cohort results, while the GSE cohort showed similar trends (Figures 5E,F).
[image: Figure 5]FIGURE 5 | Immune features between RiskScore groupings. (A) ssGSEA evaluated the subtypes of 28 immune cell scores in TCGA cohort. (B) MCP-counter evaluated subtype comparison of 10 immune cell scores in TCGA cohort. (C) ESTIMATE subtype comparison of StromalScore, ImmuneScore, and ESTIMATEScore in TCGA cohort. (D) Subtype comparison of 28 immune cell scores assessed in the GSE cohort with ssGSEA. (E) Subtype comparison of 10 immune cell scores assessed in the GSE cohort with MCP-counter. (F) Subtype comparison of StromalScore, ImmuneScore, and ESTIMATEScore in the GSE cohort with ESTIMATE.
3.7 Differences in immunotherapy/chemotherapy between RiskScore groupings
We further analyzed whether there exist differences in response to immunotherapy/chemotherapy between different RiskScore groups. First, the expression level of immune checkpoints differed between RiskScore groupings (Figure 6A). The results showed that only some immune checkpoints were differentially expressed between RiskScore groupings, like LAG3 and CD244 (Figure 6A). We observed no difference in TIDE scores between high and low RiskScore groups in TCGA cohort (Figure 6B). It was found that in TCGA cohort, the low RiskScore group was more sensitive to these four drugs: sorafenib, pyrimethamine, Akt inhibitor VIII, and embelin (Figure 6C). Moreover, in the analysis of the GSE cohort, the expression of immune checkpoints was significantly different (Figure 6D). Interestingly, the TIDE score was higher in the high RiskScore groups (Figure 6E). Drug analysis showed that the low RiskScore group was more sensitive to chemotherapy drugs (Figure 6F).
[image: Figure 6]FIGURE 6 | Immunotherapy/chemotherapy sensitivity analysis. (A) Immunological checkpoint of differential expression between different groups in TCGA cohort. (B) Difference in TIDE analysis results among different groups in TCGA queue. (C) Box plots of the estimated IC50 for sorafenib, pyrimethamine, Akt inhibitor VIII, and embelin in TCGA cohort. (D) Differentially expressed immune checkpoints between different subgroups in the GSE cohort. (E) Differences in TIDE analysis results among different groups in GSE queues. (F) Box plots of the estimated IC50 for sorafenib, pyrimethamine, Akt inhibitor VIII, and embelin in GSE.
3.8 The pathway signature between RiskScore groupings
To observe the relationship between RiskScore and biological function, we performed functional enrichment analysis and correlation analysis on NSCLC samples in the GSE cohort. The results showed that these pathways were positively correlated with RiskScore of the samples, and these pathways were mainly tumor-related pathways, such as p53 signaling pathway and DNA replication (Figure 7A). In addition, GSEA results showed that in TCGA cohort, compared with the low RiskScore group, 15 pathways were activated in the high RiskScore group and 26 pathways were activated and seven pathways were inhibited in the GSE cohort (Figure 7B). The active pathways in the high RiskScore group were mainly tumor-correlated pathways, such as KRAS_SIGNALING_UP and HYPOXIA, IL6_JAK_STAT3_SIGNALING, and TNFA_SIGNALING_VIA_NFKB. (Figure 7B).
[image: Figure 7]FIGURE 7 | Relationship between RiskScore and KEGG pathways. (A) Heat map showing the correlation between RiskScore and KEGG pathways. (B) Heat map demonstrating normalized enrichment scores of Hallmark pathways calculated by comparing high RiskScore with low RiskScore.
3.9 Combining clinicopathological features to improve the prognosis model and survival prediction
A decision tree based on T stage, N stage, age, sex, stage, and RiskScore of patients with NSCLC in TCGA cohort was developed, but only RiskScore and T stage remained, and we categorized three risk subgroups (Figure 8A) with significant overall survival differences (Figure 8B). The risk subgroups C2 and C3 contained high RiskScore patients, while the “C1” group contained low RiskScore patients (Figure 8C). Patients in different risk subgroups had different survival statuses (Figure 8D). Univariate and multivariate Cox regression analyses of RiskScore and clinicopathological features validated RiskScore as the most significant factor for prognosis (Figures 8E,F). To quantify the risk assessment and patients’ survival, other clinicopathological features were combined with RiskScore to build a nomogram (Figure 8H). RiskScore showed the greatest influence on the survival prediction. The model prediction accuracy (Figure 8I) and reliability were evaluated using RiskScore and DCA, respectively. Compared with the extreme curves, both RiskScore and nomogram had significantly higher benefits. Furthermore, RiskScore and nomogram showed the strongest survival among other clinicopathological features (Figures 8G,J).
[image: Figure 8]FIGURE 8 | Optimization of the RiskScore model. (A) Patients with full-scale annotations including RiskScore, stage, gender, and age were used to build a survival decision tree to optimize risk stratification. (B) Significant differences in overall survival were observed among the three risk subgroups. (C, D) Comparative analysis among the different groups. (E, F) Univariate and multivariate Cox analysis of RiskScore and clinicopathological features. (G) Compared with other clinicopathological features, the nomogram exhibited the most powerful capacity for survival prediction. (H) Alignment diagram showing the influence of different factors on the prediction results; the top panel shows scores, the middle panel shows different factors, and the bottom panel shows predictive efficiency. (I) Calibration curves of the 1, 3, and 5 years of the line chart. (J) Decision curve of the line graph.
4 DISCUSSION
Brain metastases are a common complication of NSCLC, with an incidence of more than 30% and often extremely distressing, and most seriously, a very short survival period (Goldmann et al., 2021; Wang et al., 2022). Therefore, it becomes important to develop a stable prognostic indicator. Here, we developed a RiskScore prognostic model containing 11 prognostic genes for predicting the prognosis of brain metastases in NSCLC based on data from TCGA and combining clinicopathological features to further improve the prognostic model and survival prediction. Interestingly, we found that in TCGA and GSE cohorts, the high RiskScore groups had a poorer prognosis, while the low RiskScore groups had a better prognosis. The results of function enrichment analysis suggested that the expression changes of the p53 signaling pathway-related genes were the key to the different RiskScore groups. Moreover, the differences in the immune profile were also a factor leading to different RiskScore groups, which is reported by many studies (Chen et al., 2019; Xie and Xie, 2019).
We noticed that after the occurrence of brain metastasis, the transcriptional expression profile of NSCLC patients also changed greatly, and we obtained a total of 472 DEGs. The KEGG pathway analysis showed that the disorder of the TNF signaling pathway was one of the causes of the emergency of brain metastases. Many studies showed that TNF and its receptors were widely expressed in NSCLC, and the mechanism of action was very complex (Gong et al., 2021). The high expression of TNF in NSCLC patients determined its poor prognosis (Gong et al., 2021). Moreover, PPI analysis suggested that the DEGs were related to the PI3K-Akt signaling pathway. Zhou et al. (2021) reported the abnormal expression of the PI3K-Akt signaling pathway, which caused tumor growth and metastasis in NSCLC.
Through univariate Cox and LASSO regression analyses, we identified 11 prognostic genes as RiskScore model building genes: MRPL41, LRP5, KCNG2, ARL6IP1, TPM1, BHLHE40, ATP8B3, MDK, TACC2, MAN2B2, and PGRMC1. MRPL41 encodes a mitochondrial protein, and it can arrest the cell cycle and induce apoptosis (Goldschmidt-Reisin et al., 1998; Yoo et al., 2005). The study reported that the proliferation rate of NCI-H211 cells decreased after overexpression of MRPL41 (Yoo et al., 2005). LRP5 is associated with activation of the Wnt signaling pathway, and in NSCLC, LRP5 polymorphisms play a role in NSCLC susceptibility (Williams and Insogna, 2009; Wang et al., 2016). In one study, PGRMC1 was found to induce erlotinib resistance, triggering crosstalk of the Wnt/β-catenin and NF-κB pathways in lung adenocarcinoma cells (Ma and Hottiger, 2016). As early as 2006, TACC3 was reported as a prognostic marker for NSCLC (Jung et al., 2006). In two independent epidemiological genetic characterization surveys in all locations, the incidence of FGFR–TACC gene fusions was extremely high in NSCLC (Zheng et al., 2020). Survival analysis was an excellent method to verify the validity of model predictions (Han et al., 2021; Jiang et al., 2021). In our survival analysis, we found that in the low RiskScore group, survival was significantly longer. Therefore, we have reason to believe the validity of our RiskScore model.
We noticed that there were differences in the tumor immune microenvironment between different RiskScore groups, which was manifested in the higher immune score in the high group. Significantly, we found the immune infiltration of CD4+ T cell and CD8+ T cell. In the high RiskScore group, it was higher than that in the low RiskScore group. Different types of immune cells played different roles in the process of anti-tumor and tumor immune escape. The growth, invasion, and metastasis of tumors were all related to the immune microenvironment (Chen et al., 2021; Mao et al., 2021; Qiao et al., 2021). Moreover, the results of sensitivity analysis to immunotherapy suggested that low RiskScore patients were more sensitive to chemotherapy drugs. Based on the aforementioned results, we speculated that in this case, despite showing substantial immune cell infiltration, they may not be able to penetrate the tumor parenchyma efficiently to eliminate tumor cells. Therefore, it was not surprising that high RiskScore groups tend to have poorer outcomes.
Moreover, we combined RiskScore with clinicopathological features using decision tree models to further improve prognostic models and survival predictions. In conclusion, our results demonstrated that our RiskScore model has good predictive power for the prognosis of brain metastases in NSCLC.
5 CONCLUSION
In this work, the 472 DEGs related to brain metastases in NSCLC were obtained. Significantly, based on brain metastasis-related genes, we constructed the RiskScore clinical prognosis model which showed strong robustness, is independent of clinicopathological characteristics, and had stable predictive performance in independent datasets.
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ID Name Description

BRD-K67868012 PI-103 MTOR inhibitor -99.26
BRD-K12184916 Dactolisib MTOR inhibitor -99.12
BRD-K67566344 KU-0063794 | MTOR inhibitor ~99.05
BRD-K69932463 AZD-8055 MTOR inhibitor 9894
BRD-K30677119 PP-30 RAF inhibitor -98.89
BRD-K63068307 ZSTK-474 PI3K inhibitor -98.76
BRD-K77008974 WYE-354 MTOR inhibitor 9826
BRD-K64606589 Apicidin | HDAC inhibitor -98.1
BRD-K52911425 GDC-0941 PI3K inhibitor -98.1
BRD-K97365803 PI-828 PI3K inhibitor -98.08
BRD-K13049116 BMS-754807 IGE-1 inhibitor -97.92
BRD-K04887706 AKT-inhibitor-1-2 AKT inhibitor -97.88
BRD-A62025033 Temsirolimus MTOR inhibitor -97.82
BRD-K79090631 CGP-60474 CDK inhibitor -97.71
BRD-K68065987 MK-2206 AKT inhibitor ~97.71
BRD-A11678676 Wortmannin PI3K inhibitor -97.6
BRD-K99545815 PE-562271 Focal adhesion kinase inhibitor -975
BRD-K92428153 Mycophenolate-mofetil Dehydrogenase inhibitor -97.45
BRD-K99818283 PIK-90 PI3K inhibitor 9743
BRD-K27305650 LY-294002 MTOR inhibitor -97.43
BRD-K94294671 081027 MTOR inhibitor 9729
BRD-K08589866 Linsitinib IGF-1 inhibitor -97.19
BRD-K00337317 NU-7441 DNA-dependent protein kinase inhibitor -97.04
BRD-K12502280 TG-101348 FLT3 inhibitor -969
BRD-U51951544 7G-10 JNK inhibitor 9671
BRD-K34581968 BMS-536924 IGF-1 inhibitor -96.6
BRD-K40175214 Torin-1 MTOR inhibitor 9658
BRD-K09499853 KU-0060648 DNA-dependent protein Kinase inhibitor 9651
BRD-K06750613 GSK-1059615 PI3K inhibitor -96.46
BRD-K64800655 PHA-793887 CDK inhibitor -96.41
BRD-A45498368 WYE-125132 MTOR inhibitor -96.41
BRD-K06792661 Narciclasine Coflilin signaling pathway activator -96.37
BRD-K77908580 Entinostat HDAC inhibitor -96.31
BRD-K23192422 Lestaurtinib FLT3 inhibitor -96.13
BRD-U82589721 HG-5-113-01 Protein kinase inhibitor -96.02
BRD-K56334280 Amonafide Topoisomerase inhibitor 9595
BRD-M16762496 PIK-75 DNA protein kinase inhibitor -95.87
BRD-K04210847 Tamoxifen Estrogen receptor antagonist -95.74
BRD-K91370081 Anisomycin DNA synthesis inhibitor ~95.67
BRD-K07762753 Aminopurvalanol-a Tyrosine kinase inhibitor 9565
BRD-K51575138 TPCA-1 IKK inhibitor 9536
BRD-K53414658 Tivozanib VEGER inhibitor -9521
BRD-K68174511 Torin-2 MTOR inhibitor -9482
BRD-K69840642 150X HDAC inhibitor -94.79
BRD-K80348542 Cephaeline Protein synthesis inhibitor -9479
BRD-K89626439 Sirolimus MTOR inhibitor -9477
BRD-K05653692 DL-PDMP Glucosyltransferase inhibitor -94.17
BRD-K09549677 Mibefradil T T-type calcium channel blocker -94.08
BRD-K49294207 BIBU-1361 EGFR inhibitor -94.08
BRD-K29733039 Deforolimus MTOR inhibitor -93.96
BRD-K78431006 Crizotinib ALK inhibitor -9391
BRD-K58772419 AZD-6482 PI3K inhibitor -93.86
BRD-K06543683 Bisindolylmaleimide-ix CDK inhibitor 9376
BRD-K76674262 Homoharringtonine Protein synthesis inhibitor -93.62
BRD-K41895714 A8-605240 PI3K inhibitor -93.58
BRD-K68488863 ENMD-2076 FLT3 inhibitor 9326
BRD-M64432851 Sunitinib FLT3 inhibitor 9324
BRD-A25687296 Emetine Protein synthesis inhibitor -9323
BRD-K36740062 GSK-1070916 Aurora kinase inhibitor -93.18
BRD-A81772229 Simvastatin HMGCR inhibitor -9224
BRD-K14821540 FCCP Mitochondrial oxidative phosphorylation uncoupler —o211
BRD-K75295174 Alisertib Aurora kinase inhibitor -92.1
BRD-U44700465 HG-5-88-01 Protein kinase inhibitor 9134
BRD-A26002865 Verrucarin-a Protein synthesis inhibitor -913
BRD-K56343971 Vemurafenib RAF inhibitor -9127
BRD-K57080016 Selumetinib MEK inhibitor -91.23
BRD-A19248578 Latrunculin-b Actin polymerization inhibitor -908
BRD-K13927029 Retinol I Retinoid receptor ligand -9073
BRD-K21672174 RO-28-1675 Glucokinase activator -90.43
BRD-K68336408 Tyrphostin-AG-1478 EGER inhibitor -90.06
BRD-K44432556 VU-0418946-1 HIF modulator -90
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Covariates Type Total Validation cohort Training cohort p-value

Age <65 94 (52.81%) 48 (53.93%) 46 (51.69%) 0.8807
>65 84 (47.19%) 41 (46.07%) 43 (4831%)

Gender FEMALE 80 (44.94%) 47 (52.81%) 33 (37.08%) 0.0501
MALE 98 (55.06%) 42 (47.19%) 56 (6292%)

Grade G1-2 126 (70.79%) 61 (68.54%) 65 (73.03%) 07997
G3-4 50 (28.09%) 27 (30.34%) 23 (25.84%)
unknown 2 (112%) 1(1.12%) 1(112%)

Stage Stage I-11 168 (94.38%) 86 (96.63%) 82 (92.13%) 09631
Stage IHI-IV 7 (3.93%) 3 (337%) 4 (4.49%)
Unknown 3 (1.69%) 0 (0%) 3 (3.37%)

T T12 31 (17.42%) 14 (15.73%) 17 (19.1%) 0.6416
T34 145 (81.46%) 75 (84.27%) 70 (78.65%)
Unknown 2 (1.12%) 0 (0%) 2 (2.25%)

M Mo 80 (44.94%) 45 (50.56%) 35 (39.33%) 1
M1 4 (225%) 2 (225%) 2 (225%)
Unknown 94 (52.81%) 42 (47.19%) 52 (58.43%)

N No 49 (27.53%) 24 (2697%) 25 (28.09%) 0.886
N1 124 (69.66%) 64 (71.91%) 60 (67.42%)
Unknown 5 (2.81%) 1(1.12%) 4 (449%)
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CAFsLncSig Coef HR (95%CI) p-value
AP005233.2 0.257 1305 1124-1515 <0.001
AC090114.2 -0829 0433 0237-0.791 0.006
DCST1-AS1 0596 2268 1.401-3.671 <0.001
AC092171.5 ~0.561 0.653 0.444-0960 0.030
AC002401.4 0215 1433 1.128-1.820 0.003
AC025048.4 -1.388 0.381 0.172-0.844 0.017
CASC8 0.348 1873 1407-2.493 <0.001

HR. hazard ratio: CI. confidence interval.
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Covariates

Age <65 552 (86.79%) | 218 (85.83%) 334 (87.43%) 06405
Age >65 84 (1321%) [ 36 (14.17%) 18 (1257%)
‘Gender | Female 273 (42.92%) ‘ 101 (39.76%) 172 (45.03%) | 0.2182
Gender [ Male 363 (57.08%) ‘ 153 (60.24%) 210 (54.97%)
Grade [ G2 234 (36.79%) ‘ 100 (39.37%) [ 134 (35.08%) 0.5421
Grade G3 249 (39.15%) ‘ 96 (37.8%) 153 (40.05%)

Grade Ga 153 (24.06%) | 58 (22.83%) 95 (24.87%)
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