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Editorial on the Research Topic 


Multi-scale variability of ecosystem functioning in European and Chinese shelf seas


Coastal and shelf seas constitute the most dynamic part of the Earth surface where intense interactions between geosphere, ecosphere and anthroposphere take place. They process and accumulate continent-derived material (sediments, nutrients, contaminants, etc.), serve as cradles for life and contain the highest biodiversity in the Earth system. Coastal ecosystems are among the world’s most productive ecosystems that provide important functioning to sustain natural resources and carbon cycle (von Storch et al., 2021). On the other hand, these transitional ecosystems are highly vulnerable to multiple stressors including climate change, nutrient loading, pollution and fishing. Systematic changes in ecosystem functioning have been observed in coastal areas that are heavily affected by proliferation of industries, agriculture, and aquaculture (Halpern et al., 2019). Biogeochemical responses of the systems to external drivers are often nonlinear, involving feedback that may amplify or dampen a perturbation imposed to the system (Martiny et al., 2022). A profound understanding of the sensitivity of coastal ecosystem functioning to physical and biogeochemical perturbations necessitates a comparative assessment between different coastal shelf seas.

This topical collection serves as a platform for more efficient knowledge share and distribution through a comparative assessment between distinct coastal shelf systems in China and Europe to further our understanding of complicated ecosystem dynamics in response to a changing climate and increasing anthropogenic pressure. The studies aim to derive a deepened understanding of the sensitivity of coastal shelf ecosystem functioning to physical and biogeochemical perturbations, the role of shelf seas in global carbon cycling, and the resilience of Chinese and European shelf seas to ongoing and future changes in climate and anthropogenic activities. Fifteen research articles have been collected on this Research Topic, as summarized below.

Most articles in the Research Topic focus on the variability of driving forces and ecosystem response. Tidal forcing, as one of the regionally dominant physical forcing mechanisms, regulates the mixing-stratification status of the water column that acts as a major control for biological productivity on many shelf seas. In the study by Kossak et al., a coupled hydrodynamic–biogeochemical modeling system was used to quantify the tidal impacts on primary production on the northwest European shelf. Their results suggest that tidal forcing increases biological productivity and that around 16% of annual mean primary production on the shelf is related to tidal forcing. The tidally enhanced turbulent mixing of nutrients fuels new production in the seasonally stratified parts of the shelf seas, which may impact the air–sea CO2 exchange at a regional scale. Wind forcing has also been identified as a pivotal factor driving the climate variability of shelf primary production. Lin et al. found a significantly positive correlation between anomalies of the monthly mean of the summer sea surface Chl-a and wind speed at the continental slope region in the southwestern Yellow Sea where strong wind-driven upwelling occurs. The dissolved inorganic nitrogen (DIN), phosphorus, and silicate fluxes contributed by wind-driven upwelling were estimated to account for 30%-40% of total nutrient supply. In addition, in this region, the interannual variability of the summer mean Chl-a was negatively correlated to both the Pacific Decadal Oscillation (PDO) and El Niño-Southern Oscillation (ENSO) indexes, due to the opposite phase of the summer wind anomaly and the PDO/ENSO. Wang et al. investigated the environmental variables controlling the seasonal dynamics of phytoplankton in the coastal Yellow Sea and found that the water temperature and dissolved inorganic nitrogen (DIN) act as the key drivers controlling the seasonal variability of phytoplankton community in the region. This confirms the role of wind forcing in controlling primary production in shelf seas. In addition, they found significant correlations between phytoplankton abundance and heavy metals Zn, As, and Hg, suggesting that these metals also had potential influences on the seasonal dynamics of phytoplankton community in the coastal Yellow Sea.

At a longer time scale, sea level variability also impacts the socio- cultural and natural ecosystems of the coastal regions in shelf seas. Li et al. analyzed satellite altimetry data from 1993 to 2020 for the Bohai, Yellow Sea, and East China Sea, and identified monsoons, atmospheric forcing, ocean circulation, wind-driven Ekman transport, and the Kuroshio as the primary factors influencing the sea level variability in these regions at a seasonal scale. Furthermore, the sea level variations exhibit a sensitive response to strong El Niño years, with a clear regionalization of the response, which is related to the intricate atmospheric circulation and local wind pressures, as well as the influence of ocean circulation. Large-scale climate modes such as the El Niño-Southern Oscillation and Dipole Mode Index strongly modulate not only sea level variability, and wind forcing but also the co-occurrence of compound extreme events that impact ecosystem functioning in shelf seas. In the investigation by Chen et al., the southwest sections of the South China Sea (WSCS) and Indonesian Seas were identified the hotspots for compound events of marine heat waves (MHW) and low-chlorophyll (LChl) events, with total MHW-LChl days that are more than 2.5 times higher than in the other sub-regions. Notably, there is a trend toward more frequent d/decade), stronger, and longer-lasting MHW-LChl occurrences in the WSCS. The occurrence of compound MHW-LChl extremes exhibits remarkable seasonal differences, with most of these events transpiring during winter. Moreover, there are generally statistically significant increasing trends in MHW-LChl events for all properties on both seasonal and inter-annual timescales that are driven by large-scale climate modes.

In addition to natural forces, human activities present another important driver for development of coastal and marine ecosystems. Morphological change induced by human activities (navigation channel dredging, sand mining, land reclamation) and sea level rise could significantly enhance stratification which consequently affect particulate transport and development of hypoxia (Ma et al.). Stratification caused by temperature gradient has also been identified as a main physical factor for promoting seasonal hypoxia in the Bohai Bay by (Zhang et al.). This also significantly affects the distribution of Dimethyl sulfide (DMS) and dimethylsulfoniopropionate (DMSP) in summer in the Bohai Sea and North Yellow Sea (Guo et al.) as well as production and sedimentation of marine planktonic Ciliophora in the region (Yu et al.). Human-induced nutrient loading from land has also led to rising nitrogen (N) to phosphorus (P) ratios and decreasing silicon (Si) to N and P ratios according to the study by (Shi et al.). Such changes in the stoichiometric relationship of nutrient species also alter the community structure of the primary producers.

Management becomes indispensable to mitigate the deterioration of shelf sea ecosystems in response to climate change and human impact. Yan et al. proposed a theoretical framework for the sustainable development of coastal regions, integrating land-sea management with so-called coupling coordination theory. Using a coupling coordination theoretical model, the study examines the sustainable development of the coastal provinces and cities around the Bohai Sea, from 2006 to 2020. The findings highlight an S-shaped spiral trend in the region’s sustainable development trajectory, with the economic subsystem playing a crucial role. The study underscores the importance of eco-environmental governance for promoting positive interactions among systems. Additionally, it notes differences in sustainable development between coastal cities and their respective provinces, suggesting that adaptive policies in economic, social, and environmental domains are essential for fostering sustainable development.

In summary, these articles provide new insights to further our understanding of complicated shelf sea ecosystem dynamics in response to a changing climate and increasing anthropogenic pressure. The findings of this Research Topic should be of interest to a broad community of researchers and stakeholders worldwide.
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Dimethyl sulfide (DMS) is one of the most important volatile biogenic sulfur compounds and plays a significant role in global climate change. Studying the seasonal variations and the environmental factors that affect the concentration of DMS would aid in understanding the biogeochemical cycle of sulfur compounds. Using benzene-assisted photoionization positive ion mobility spectrometry (BAPI-PIMS), the seasonal distribution and the key impact factors of DMS and dimethylsulfoniopropionate (DMSP) in the Bohai Sea and North Yellow Sea were investigated in the summer and autumn of 2019. The concentrations of DMS and its precursors, DMSPp and DMSPd, in the surface seawater were 0.11–23.90, 0.67–41.38, and 0.03–12.28 nmol/L, respectively, in summer, and 0.10–20.79, 0.39–13.51, and 0.18–20.58 nmol/L, respectively, in autumn. The air-to-sea exchange flux of DMS was 43.05 ± 44.52 and 34.06 ± 63.38 μmol/(m·d), respectively, in summer and autumn. The results demonstrated that the temperature was the most dominant environmental factor, and the abundance of dinoflagellates was the most dominant biological factor that affected the distribution of DMS and DMSP in summer. The abundance of diatoms was the most dominant biological factor, and the levels of PO43-, NO2-, NO3-, and SiO32- were the dominant environmental factors that affected the distribution of DMS and DMSP in autumn. These results of this study would be of great significance in understanding the biochemical cycle of DMS in BS and NYS.




Keywords: dimethyl sulfide, the Bohai Sea and North Yellow Sea, BAPI-PIMS, the key impact factors, seasonal variations



1 Introduction

Dimethyl sulfide (DMS) is one of the most important volatile biogenic sulfur compounds in seawater and plays a crucial role in the formation of marine aerosols (Lomans et al., 2002; Yang et al., 2015b). DMS is rapidly oxidized to sulfur dioxide, methanesulfonic acid, and non-sea salt sulfate aerosols in the atmosphere. These sulfurous oxides participate in the formation of cloud condensation nuclei (CCN), which enhances the reflection coefficient of clouds and decrease solar radiation reaching the surface of the earth (Charlson et al., 1987). However, the theory regarding the role of DMS remains controversial. Quinn and Bates (2011) indicated that non-DMS organic compounds, sea salt, and CO2 are also the sources of marine aerosols, and observed that there was no correlation between the concentration of DMS and CCN. Using the Community Earth System Model (CESM) for investigating phytoplankton-DMS-climate feedback relationships, the study by Wang et al. (2018a) indicated a weak positive phytoplankton-DMS-climate feedback at the global scale. DMS can be eliminated by photochemical reactions, microbial oxidation, air-to-sea exchange, etc. (Liu et al., 2015). Therefore, investigating the distribution and variations in the concentration of DMS and its regulatory factors would improve the understanding of the interactions between biogeochemical cycles of sulfides from marine sources and global climate change.

DMSP is the precursor of DMS, and exists in two forms, namely DMSPp and DMSPd. DMSP can be modulated by the DSYB gene, which controls the ammonia transformation pathway in phytoplankton (Curson et al., 2018). DMSP has important physiological functions in phytoplankton, including the regulation of osmotic pressure, antioxidant effects, and reduction of ultraviolet (UV) damage (Darroch et al., 2015; Yang et al., 2015a). DMSP can be degraded via two main pathways. In the first pathway, DMSP is demethylated by bacteria and phytoplankton, which do not produce DMS; however, DMS is produced to cleave DMSP by DMSP-lyase (Zhang et al., 2014; Zhang et al., 2019). The yield of DMSP depends on the species of phytoplankton. Generally, Chrysophyceae and dinoflagellates produce higher quantities of DMSP in comparison to diatoms (Jarníková et al., 2018). The release of DMSPd depends on zooplankton feed, cell senescence, and viral attacks (Wu et al., 2018). Kiene and Linn (2000) thought that DMSP is also used for bacterial protein synthesis. Hence, DMS and DMSP are vital bond between marine phytoplankton and atmospheric sulfur circulation.

The yield of DMS is higher in the continental shelf area than in the open ocean (Michaud et al., 2007). The Bohai Sea (BS) and North Yellow Sea (NYS) are marginal seas in the northwest Pacific Ocean, which are affected by fresh water inputs and anthropogenic activities, which introduce a wealth of nutrients and pollutants (Yang et al., 2014). Moreover, the region exists a lot of water masses including the Yellow Sea Cold Water Mass (YSCWM) and the Yellow Sea Warm Current (YSWC), among others (Fu et al., 2021). These complex environmental factors are responsible for variations in the distribution of DMS in this region. Presently, there are numerous studies on DMS in the nearshore waters of this ocean (Omori et al., 2017; Smith et al., 2018; Webb et al., 2019). For instance, ; Yang et al. (2014; 2015b) used a gas chromatograph equipped with a flame photometric detector (GC-FPD) for studying the distribution of DMS and DMSP and determining the main factors that influence their production in BS and Yellow Sea at different times of the year. The results indicated that the concentrations of DMS and DMSPp are obviously correlated with the levels of chlorophyll a (Chl-a), and especially nanophytoplankton (5–20 um) biomass (Yang et al., 2014; Yang et al., 2015b). However, studies by Zhai et al. (2018) and Bepari et al. (2020) demonstrated that there is no distinct correlation between the concentration of DMS, DMSPt and levels of Chl-a in the South China Sea and the west coast of India, respectively. Using the same method, Jian et al. (2019) surveyed the concentration and distribution of DMS, DMSPt in the Changjiang River Estuary and the coastal East China Sea, and demonstrated that an increase in the proportion of dinoflagellates was accompanied by an increase in the concentration of DMSP. Speeckaert et al. (2019) demonstrated that Skeletonema costatum, Phaeocystis globosa, and Heterocapsa triquetra can produce DMSP under laboratory conditions, and revealed that the production of DMSP increases with changing salinity. Although the concentration and distribution of DMS have been investigated in numerous seas, the main factors, in particular, the biological factors, which influence the generation and distribution of DMS need to be explored in further detail in the BS and NYS.

To date, various methods, including gas chromatography (GC), mass spectrometry (MS), chemiluminescence, and other approaches have been employed for detecting DMS and its precursor, DMSP (Nagahata et al., 2013; Omori et al., 2017; Jian et al., 2019). In our previous study, a portable benzene-assisted photoionization positive ion mobility spectrometry (BAPI-PIMS) system was developed for the rapid detection of DMS and DMSP in marine waters (Peng et al., 2020). In this study, we used the BAPI-PIMS platform to determine the content of DMS and its precursor, and subsequently investigated the seasonal variations in their distribution and interactions with the environmental and biological factors in BS and NYS. The results will be of great significance in elucidating the seasonal succession of DMS and determining the factors that are responsible for altering its distribution in BS and NYS.



2 Materials and methods


2.1 Sampling

BS is a semi-enclosed marginal sea in the northwest Pacific Ocean, and is surrounded by the Shandong Peninsula, Liaodong Peninsula, Hebei Province, and the city of Tianjin (Yang et al., 2015a). The samples of seawater containing DMS were collected aboard the “Bei Dou” research vessel from July to August (summer) and in October (autumn) in 2019. The locations of the sampling stations are depicted in Figure 1. A total of 28 sampling stations were selected for sample collection in summer and autumn. The information pertaining to temperature and salinity was obtained from a Seabird CTD sensor. The samples of surface water were collected in 5-L Niskin bottles mounted on the CTD sensor.




Figure 1 | Location of the sampling stations in BS and NYS in summer and autumn.



All the samples were gathered using silicone tubes with pre-treated H2SO4, such that one side was attached to the CTD and the other side was inserted into the bottom of a 40-ml brown bottle. When the seawater had flown into half of the volume of the bottle, the silicone tube was slowly removed and the bottle was wrapped and sealed with a tight parafilm film. The seawater samples for DMSPd and DMSPp were obtained through gravity filtration (Zhai et al., 2018). First, 50 ml of seawater was filtered by gravitational pressure through the pores of Whatman GF/F glass microfiber filters with pore diameters of 0.7 μm. The filtered liquid was then collected in 25 ml centrifuge tubes containing 100 μl of 50% H2SO4 (Zhai et al., 2018). All the samples were stored in the dark at 4°C. In order to determine the levels of Chl-a and nutrients, 150 ml of seawater was filtered through Whatman GF/F glass microfiber filters with a diameter of 25 mm, and frozen at -20°C until analysis (Guo et al., 2016). All the samples were tested immediately following their transportation to the laboratory.



2.2 Analytical procedures

The contents of DMS and DMSP in the samples of seawater were detected by BAPI-PIMS (Peng et al., 2020). Briefly, 5 ml of sample was unidirectionally injected into the glass bubbling chamber by a syringe and stripped with purified gas flown at a rate of 100 ml/min for transforming DMS to the gas phase. The DMS gas was then transported to the separating column and introduced into the BAPI-PIMS system. The drift time and ion peak intensity of DMS in the spectrum were used for qualitative and quantitative analysis, respectively. Following sample detection, the bubble chamber was washed before testing the next sample. The detection limit was 0.081 nmol/L. The samples of seawater containing DMSPp and DMSPd were treated with 400 μl of 10 mol/L KOH solution and stored in the dark at 4°C for 24 h (Yang et al., 2016). Following the complete transformation of DMSP into DMS, the concentrations of DMSPp and DMSPd were indirectly determined by analyzing the concentration of DMS, and their difference was measured as the content of DMSPp. Chl-a was extracted in the dark with 90% acetone for 24 h at -20 °C, and the content of Chl-a was measured with a Turner-Designs TrilogyTM laboratory fluorometer (Welschmeyer, 1994). The contents of nutrients, including nitrates, nitrites, ammonium ions, phosphates, and silicates, were analyzed using a nutrient autoanalyzer (Fu et al., 2021).



2.3 Calculation of air-to-sea flux

The air-to-sea exchange flux of DMS was estimated using the stagnant film model and relevant empirical formula, provided hereafter (Liss and Merlivat 1986; Nightingale et al., 2000).









Where F and k represent the air-to-sea flux and rate constant of the air-to-sea transfer of DMS, respectively; and cg represent the concentrations of trace gases in the surface seawater and marine atmosphere, respectively. The was ignored as the concentration of DMS was higher in the seawater than in the atmosphere. H represents Henry’s constant, U represents the wind speed, is the Schmidt constant, and t represents the temperature of seawater.



2.4 Statistical analyses

All the statistical analyses were performed using SPSS, version 20.0 (SPSS Institute Inc., IBM, Armonk, NY). The data pertaining to the concentrations of DMSP and DMS were obtained from the laboratory tests.




3 Results


3.1 Environmental factors

The temperature and salinity showed obvious variations during the changing seasons. In summer, BS had high temperature and low salinity, while the NYS had low temperature and high salinity. In autumn, the low salinity appeared in the same place those in summer and low temperature and high salinity area appeared in the NYS (Fu et al., 2021). Owing to admixture with the diluted waters from the Yellow River, the salinity was significantly lower in regions outside the Yellow River Estuary (Gu et al., 2022).

The different types and ratios of nutrients have an obvious effect on the structure of the phytoplankton communities, which in turn influence the production of DMS and DMSP (Yang et al., 2015b). The concentrations of dissolved inorganic nitrogen (DIN), dissolved inorganic phosphate (DIP), and silicate were 1.14–5.76, 0.02–0.25, and 0.78–9.25 μmol/L, respectively, in summer, and 1.36–13.32, 0.07–0.52, and 1.28–7.01 μmol/L, respectively, in autumn (Fu et al., 2021). The concentrations of nutrients were high in BS, in both summer and autumn. The coastal current and pollution due to anthropogenic activities increases the abundance of nutrients in the sea. This can result in the eutrophication of water, which can alter the abundance of phytoplankton species, and thereby affect the distribution of DMS and DMSP (Yang et al., 2014). The DIN/DIP ratios ranged from 9.12 to 233.83 in summer with an average of 57.33 ± 53.23, and ranged from 6.82 to 56.89 in autumn with an average of 18.97 ± 13.04. The DIN/DIP ratios were high in the Yellow River Estuary and the east coast of the Shandong peninsula in summer. In autumn, the DIN/DIP ratios were high in the Yellow River Estuary and BS Strait. The DIN/DIP ratios were lower in the north of the BS and the central NYS.



3.2 Horizontal and vertical distribution of DMS


3.2.1 Horizontal distribution

As depicted in Figure 2 and Table 1, the concentrations of DMS in the surface water of BS and NYS ranged from 0.05 to 23.90 nmol/L in summer, with an average of 7.78 nmol/L. However, the concentrations of DMS at stations B15 (0.054 nmol/L), B17 (0.072 nmol/L), N6 (0.054 nmol/L), and N19 (0.055 nmol/L) were lower than the detection limit in summer (Peng et al., 2020). The distribution of DMS decreased from the west to the east. We found that the average concentration of DMS detected in this study in summer was slightly higher than that reported by Yan et al., Yang et al., Zhai et al., and Jian et al. (Yang et al., 2015b; Yan et al., 2018; Zhai et al., 2018; Jian et al., 2019). The difference might be attributed to the different sampling regions and the physiological and metabolic processes of the organisms during transportation from the research vessel to the laboratory, which took approximately 2 weeks. In autumn, the concentrations of DMS in the surface water of BS and NYS ranged from 0.10 to 20.79 nmol/L, with an average of 4.24 nmol/L. The distribution of DMS increased from the west to the east. The average concentration of DMS detected in this study was nearly similar to that reported by Yang et al. (2014) (3.92 nmol/L). As our study was conducted in October, the average concentration of DMS in autumn was higher than that reported by Yang et al. (2015a) (2.15 nmol/L) and Liu et al. (2015) (1.48 nmol/L). The concentration of DMS was high in the eastern region of the NYS, with the highest concentration being at N6.




Figure 2 | Horizontal distribution of DMS in the surface waters of BS and NYS in summer and autumn. Horizontal distribution of DMS in (A) summer and (B) autumn.




Table 1 | Air-to-sea flux of DMS and corresponding models reported in recent studies.





3.2.2 Vertical distribution

Section 1 extended from the Yellow River Estuary to the Liaodong Bay, while section 2 stretched from the Yellow River Estuary area to the Bohai Strait. As depicted in Figure 3, the concentration of DMS was high in the surface seawater at section 1, and gradually decreased with depth in summer, especially in the central region. The concentration of DMS was extremely low in the central-southern region of BS (38° N–39°N) where the water was deeper than 15 m; however, the concentration of DMS slightly increased near the bottom in the northern region of section 1. In section 2, the concentration of DMS in the surface seawater was highest near 120.2°E and the vertical distribution and concentration of DMS gradually decreased with depth. However, the vertical distribution showed an opposite trend at the mouth of the Yellow River and the Bohai Strait.




Figure 3 | Vertical distribution of DMS in the waters of BS (sections 1 and 2) in summer and autumn. Vertical distribution of DMS in (A) and (B) summer, and (C) and (D) autumn.



The concentration of DMS in the seawater at sections 1 and 2 showed regional variations to a certain extent in autumn. For instance, the concentration of DMS was high at both ends of the water column at section 1and then decreased with depth. However, the concentration of DMS in the water column in the central region exhibited an opposite trend at different depths. The concentration of DMS was high at both ends of the water column of section 2, and decreased slightly with depth, while the concentration of DMS was low in the water columns in the central and western regions (119° E–120°E).

There was a relatively strong seawater density thermocline in the area of section 1 with water depth ≥15 m. This effectively prevented the penetration of dissolved oxygen from the surface waters to the bottom layers, resulting in the formation of an area of low oxygen (Zhao et al., 2017; Wei et al., 2019). The low concentration of DMS in this region could, therefore, be attributed to the hypoxic environment, as sufficient oxygen is necessary for the production of phytoplankton and the generation of DMS via the decomposition of DMSP by heterotrophic microorganisms in the bottom layers (Zubkov et al., 2001; Wu et al., 2018). Wu et al. (2018) observed a correlation between the concentration of DMS and O2 in their study on the Yangtze River Estuary, which also verified the above speculation to a certain extent. Additionally, the concentration of DMS was low in the surface waters at the mouth of the Yellow River in section 2, which might be attributed to the dilution with freshwater (Yang et al., 2015b). The concentration of DMS was high in the bottom layers of the Bohai Strait owing to the increase in the total abundance of phytoplankton in the bottom (Fu et al., 2021). The relatively low-light intensity and biomass in autumn reduced the content of DMS in the surface waters at sections 1 and 2, compared to that in summer. However, as the dissolved oxygen content in section 1 was gradually increasing in the region with depth ≥ 15 m, the concentration of DMS was slightly higher in this region in autumn than in summer.




3.3 Horizontal and vertical distribution of DMSP


3.3.1 Horizontal distribution

The concentrations of DMSPp and DMSPd were 0.67–41.38 and 0.03–12.28 nmol/L, respectively, in summer, with an average of 10.97 ± 11.21 nmol/L and 3.31 ± 3.21 nmol/L, respectively. The concentration of DMSPp detected in this study was different from those reported by Yan et al. (2018) and Yang et al. (2014), which could be attributed to the slight changes in the phytoplankton communities during the different study periods. As depicted in Figure 4, the distribution of DMSPp decreased from the west to the east, and the concentration of DMSPp was highest at the central region of BS and the Bohai Strait, which was related to the entry of pollutants and exchange of sea water between the BS and the Yellow Sea. Additionally, Deng and Zhao (2020) research thought that tidal mixing caused  the temperature and salinity changes in the Bohai Strait, and the southern part of the Liaodong Peninsula, which increased the production of DMSP by phytoplankton for counteracting the changes in osmotic pressure. The change in the concentration of DMSPd was more obvious compared to that of DMSPp. The concentration of DMSPd reached a maximum of 12.28 nmol/L at station B3. The distribution of DMSPd was nearly similar to that of DMSPp, which was more highly concentrated in the central region of BS and decreased from the west to the east.




Figure 4 | Horizontal distribution of DMSPp and DMSPd in the surface waters of BS and NYS in summer and autumn. Distribution of DMSPp in (A) summer and (B) autumn. Distribution of DMSPd in (C) summer and (D) autumn.



The concentration of DMSPp and DMSPd oscillated from 0.39 to 13.51 nmol/L and 0.18 to 20.58 nmol/L, respectively, in autumn, with an average of 3.61 ± 3.02 and 2.04 ± 3.80 nmol/L, respectively. The concentration of DMSPp was high in the eastern region of the NYS, and highest at station N6. The distribution of DMSPp increased from BS to the NYS. The concentration of DMSPd was highest in the north coast of Shandong Peninsula, which could be attributed to the high abundance of bacterial communities in the northern sea area of Shandong Peninsula. This indicated that bacteria can rupture the cells of phytoplankton to produce DMSPd (Yang et al., 2015a).



3.3.2 Vertical distribution

The concentrations of DMSPp and DMSPd in section 1 roughly decreased with the increase in water depth in summer. As depicted in Figure 5, there was an obvious decline in the concentrations of DMSPp at station B22, which was located at the central region of BS. The reduction in the concentration of DMSPd was nearly similar to that of DMSPp, which gradually decreased from the surface to the bottom layers. The concentration of DMSPp and DMSPd at section 2 was roughly similar to that at section 1. In autumn, the concentration of DMSPp slightly increased in the bottom layers at station B20, which was located near the mouth of the Liaodong Bay. The concentration of DMSPd first increased and then decreased from the surface to the bottom at section 1. The concentration of DMSPp at station B4 was low owing to its location at the mouth of the Yellow River, while the concentrations of DMSPp at stations B1 and B3 were higher than that at section 2. The concentration of DMSPp was high at station B1 as it was located closer to the Bohai Strait and was greatly affected by the total abundance of phytoplankton. There were variations in the vertical concentration of DMSPd, which tended to decrease with increasing water depth but increased slightly at the bottom.




Figure 5 | Vertical distribution of DMSPp and DMSPd in the waters of BS (sections 1 and 2) in summer and autumn. Distribution of DMSPp in (A) and (B) summer. Distribution of DMSPd in (C) and (D) summer. Distribution of DMSPp in (E) and (F) autumn. Distribution of DMSPd in (G) and (H) autumn.



The variations in the vertical distribution of DMSPp and DMSPd in the different seasons were attributed to the species of phytoplankton, biomass, and nutrients. The increasing water temperature and solar radiation in summer induces the rapid growth of phytoplankton under conditions of appropriate light and heat. However, phytoplankton are limited by light and temperature availability, which reduces the primary productivity in the middle and bottom layers, resulting in the lower production of DMSP in these layers than in the surface (Gao et al., 2017). Additionally, the rise in temperature alters the structure of phytoplankton communities, resulting in diatom blooms which lead to low-phosphate and high-nitrate concentrations (Fu et al., 2021). The abundance of dinoflagellates increases under such conditions, which results in the production of higher quantities of DMSP. Moreover, high-water temperature, marked vertical stratification, and the decomposition of organic matter led to severe hypoxia, which is detrimental for the growth of phytoplankton in the bottom layer (Zhai et al., 2012; Zhang et al., 2016). Fu et al. (2021) suggested that the abundance of phytoplankton gradually declines in autumn owing to the gradual fall in water temperature. Additionally, the abundance of dinoflagellates also declines during autumn despite the increase in the concentration of nutrients due to turbulence and decomposition of organic matter (Fu et al., 2021). The abundance of diatoms increased sharply during autumn, becoming the dominant species during this period, which in turn reduces the production of DMSP. Additionally, the structure of bacterial communities can undergo alterations under the influence of temperature, which can also affect the transformation of DMSPp to DMSPd (Gao et al., 2017).




3.4 Seasonal variations

As depicted in Figure 6, the concentration of DMS and the two forms of its precursor molecule gradually decreased from summer to autumn. The concentrations of DMS, DMSPp, and DMSPd in summer were 2.33, 3.04, and 1.62 folds higher, respectively, than those in autumn. The findings were consistent with the results of a previous study which reported that the concentration of DMS is high in the middle and high latitudes in summer (Zhang et al., 2019). In summer, the concentrations of DMS, DMSPp, and DMSPd were high in BS; however, their concentrations were high in the NYS in autumn. The differences might be related to the shift in the structure of the phytoplankton community from diatoms-dinoflagellates to diatoms-dinoflagellates-chrysophyceae (Fu et al., 2021). Additionally, owing to the influence of the Yellow Sea Warm Current, the temperature of the seawater in the NYS is higher than that in the other regions (Yuan et al., 2014). Therefore, the biomass of phytoplankton and biological activities are higher in the NYS, which results in the increased concentration of dissolved DMSPd in this region (Zhang et al., 2019).




Figure 6 | Seasonal characteristics of the concentrations of DMS, DMSPp, and DMSPd in the surface waters of BS and NYS in summer and autumn.





3.5 Air-to-sea fluxes

The air-to-sea fluxes ranged from 0.20 to 146.99 μmol/(m·d) in summer with an average of 43.05 ± 44.52 μmol/(m·d), and ranged from 0.23 to 284.02 μmol/(m·d) in autumn with an average of 34.06 ± 63.38 μmol/(m·d), as depicted in Figure 7. The wind speed varied from 2.41 to 7.38 m/s and 1.2 to 9.2 m/s, in summer and autumn, respectively, with an average of 4.59 ± 1.30 and 4.86 ± 2.02 m/s, respectively. High air-to-sea fluxes were primarily observed in the central region of BS in summer; however, the highest value of 146.99 μmol/(m·d) was observed at station N1, which was attributed to the higher concentration of DMS (15.74 nmol/L) and a wind speed of 5.85 m/s. The lowest air-to-sea fluxes were observed at station N6, owing to the lowest concentration of DMS (0.054 nmol/L) and lower wind speed (3.50 m/s) in this region. In autumn, high air-to-sea fluxes were observed at the east of the NYS and the highest values were observed at station N4 (284.02 μmol/(m·d)), while the lowest values were observed at station B27. The air-to-sea fluxes were 1.26 folds higher in summer than in autumn; however, the wind speed was 1.06 folds higher in autumn than in summer. Owing to the higher DMS content and wind speed, the ratio of air-to-sea fluxes was high in BS in summer, and in the NYS in autumn.




Figure 7 | Air-to-sea flux curves and the ratio of DMS concentrations in BS and NYS in summer and autumn.



Based on the formulae used for calculating the air-to-sea fluxes, we observed that the air-to-sea flux was influenced by temperature, wind speed, and the concentration of DMS. The originPro2021 software was used to prepare a 3D scatter plot using these data, for analyzing the correlation between the air-to-sea flux and the concentration of DMS, temperature, and wind speed. As depicted in Figure 8, the air-to-sea flux roughly increased with increasing DMS concentration, temperature, and wind speed. The rising temperature in summer promotes the production of DMS, which increases the air-to-sea fluxes. Lower temperatures reduce the production of DMS in autumn. Owing to the higher wind speed in autumn, the maximum fluxes were observed in autumn despite the lower concentration of DMS and temperature. The solubility of DMS reduced with increasing temperature, which induced the diffusion of DMS into the atmosphere. The higher wind speed increased the velocity of gases at the sea surface and promoted the exchange of DMS into the atmosphere.




Figure 8 | Space diagram of DMS concentration–wind speed (WS)–temperature (T)–air-to-sea flux in the surface waters of BS and NYS in summer and autumn. The sizes and colors of the balls represent the concentrations of DMS and air-to-sea fluxes, respectively. The color of the balls represent the flux concentrations.






4 Discussion


4.1 Environmental factors

Temperature is one of the most important environmental factors that govern the metabolism of phytoplankton and bacteria. Temperature can alter the oxidative stress of phytoplankton and accelerate the release of DMSP (Gao et al., 2017). Salinity is also an important environmental factor that regulates the growth and production of marine phytoplankton, which in turn causes seasonal variations in the concentration and distribution of DMS (Speeckaert et al., 2019). The results of correlation analyses between the concentrations of DMS and DMSP and the environmental factors in the surface waters of BS and NYS in summer and autumn are provided in Table 2. The concentration of DMS was positively correlated with the temperature in summer; however, there was no significant correlation between the concentrations of DMS, DMSPp, and DMSPd, and the temperature in autumn. The findings indicated that high temperatures in summer might affect the production and distribution of DMS by affecting the composition of marine phytoplankton communities (Boyd et al., 2013). The rising temperature promoted the growth and reproduction of dinoflagellates, which produced high quantities of DMS in our study region (Fu et al., 2021). However, the reduction in the temperature of seawater in autumn weakened its influence on the production and distribution of DMS, which were significantly reduced in autumn. As the temperature is an important factor in the metabolism of enzymes in zooplankton and bacteria, the activities of zooplankton and micro-organisms increased with an increase in the temperature of seawater. Previous studies have reported that zooplankton feed can promote the generation of DMS (Yang et al., 2015a; Zhang et al., 2019). Additionally, it has been demonstrated that phytoplankton are highly sensitive to changes in temperature (Zhai et al., 2018). Increased oxidative stress in phytoplankton accelerates the release of DMSP during increasing or decreasing temperature (Jarníková et al., 2018; Zhai et al., 2018), and phytoplankton release DMSP for resisting environmental changes. Therefore, the changes in temperature during the changing seasons could lead to significant seasonal differences in the concentration and distribution of DMS, DMSPp, and DMSPd.


Table 2 | Correlations among the concentrations of DMS and DMSP and the environment factors in the surface waters of BS and NYS in summer and autumn.



In summer, the concentration of DMSPp was significantly negative correlated with the salinity, whereas the concentration of DMSPd showed a high significant negative correlation with the salinity; however, there was no significant correlation between the concentrations of DMS, DMSPp, and DMSPd and salinity in autumn. In summer, the concentrations of DMSPp and DMSPd were high in regions with low salinity in BS and also in the high salinity regions in the NYS, which indicated that alterations in the levels of salinity might promote the production of DMSP and DMS in phytoplankton (Liu et al., 2015; Gao et al., 2017). This could be attributed to the fact that DMSP regulates the cytotoxicity, organ damage, reduction in cell volume, destruction of enzymatic activity, antioxidant activity, and changes in cellular osmotic pressure balance in the cells of phytoplankton caused by alterations in salinity (Speeckaert et al., 2019).

The results of correlation analysis in Table 2 indicate that there was no significant correlation between the concentration of DMS, DMSPp, and DMSPd and the nutrient levels in summer. The concentration of DMS was negatively correlated with the levels of SiO32-, NO3-, and NO2-, whereas the concentration of DMSPp was negatively correlated with the levels of DIP and SiO32- in autumn. The findings indicated that the distribution of nutrients in summer had little effect on the production and distribution of DMS, whereas the distribution of nutrients in autumn was an important factor in regulating the distribution of DMS. Additionally, the levels of DIP, NO3-, NO2-, and SiO32- were higher in autumn than in summer. Wei et al. (2020) and Yang et al. (2015b) opined that a high concentration of phosphorus and SiO32- promoted the growth of diatoms. Yang et al. (2011) studies demonstrated that high concentrations of DMSPp were correlated with lower concentrations of nitrogen; however, in this study, we observed that the concentration of DMS was negatively correlated with the levels of NO3- and NO2-, which could be attributed to the fact that DMS acts as an N-containing osmolyte. For instance, alterations in the concentrations and proportions of nutrients might affect the structure of phytoplankton communities. We observed that the concentration of nutrients and DMSPp was high in the Yellow River Estuary especially in the fall season; however, the concentration of DMS was low owing to dilution of freshwater. Yang et al. (2015b) studies have demonstrated that differences in the rate of uptake of nutrients by different phytoplankton, for instance, diatoms utilize DIP more easily, whereas the reverse is observed in dinoflagellates.



4.2 Effects of biological factors

An increase in the biomass of phytoplankton induces the production of higher quantities of DMS and DMSP, and the biomass plays an important role in the spatial and seasonal distribution of DMS and DMSP (Speeckaert et al., 2018; Wang et al., 2018b). As depicted in Figure 9, the concentration ranges of Chl-a in the surface water of BS and NYS in summer and autumn were 0.23–17.13 (3.47 ± 4.09) and 0.87–4.02 (1.64 ± 0.80) μg/L, respectively, and the concentration of Chl-a in summer was 2.1 folds higher than that in autumn. The concentration of Chl-a was highest in the western coastal area of BS in summer and decreased from the west to the east, whereas the concentration of Chl-a was highest near the coast of the Shandong Peninsula in autumn. Owing to the influence of Chl-a, the distribution of DMS and DMSP in the NYS differed between summer and autumn. In summer, the concentrations of DMS and DMSP were highest in the surface water owing to the high photosynthetic rate of phytoplankton, which promoted the release of DMS and DMSP in BS in summer (Yang et al., 2015b). The concentration of DMS, DMSP, and Chl-a was low in the central region of the NYS, which could be attributed to the strong Cold Water Mass that lowered the nutrient supply in the surface water and subsequently reduced the production of Chl-a and DMS (Yang et al., 2015b). However, the concentration of DMS and DMSPp was high in the central region of the NYS in autumn, which was accompanied by high concentrations of Chl-a. This could be attributed to the vertical mixing of the Cold Water Mass in the NYS, which resulted in the transport of nutrients in the bottom layers to the surface, thereby promoting the growth of phytoplankton and the generation of DMS-related substances in autumn (Yang et al., 2015a).




Figure 9 | Concentration of Chl-a and ratios of DMS/Chl-a and DMSPp/Chl-a in the surface waters of BS and NYS in summer and autumn. Chl-a concentration in (A) summer and (B) autumn. DMS/Chl-a ratio in (C) summer and (D) autumn. DMSPp/Chl-a ratio in (E) summer and (F) autumn.



The concentration of Chl-a can be used for characterizing the biomass of phytoplankton (Yang et al., 2015a). There were obvious differences in the spatial distribution characteristics of phytoplankton community structures during seasonal changes, which were responsible for the differences in DMS production (Boyce et al., 2010; Wang et al., 2018a). In this study, the DMS/Chl-a and DMSPp/Chl-a ratios were used to evaluate the production ability of DMS by algae and determine the distribution of algae that yield high quantities of DMSP in summer and autumn (Turner et al., 1995). As depicted in Figure 9, the ratios of DMS/Chl-a and DMSPp/Chl-a in the surface water were 0.01–58.37 (7.83 ± 14.70) and 0.09–22.73 (8.53 ± 6.75) mmol/g, respectively, in summer, and 0.08–12.96 (2.79 ± 3.15) and 0.33–7.42 (2.16 ± 1.72) mmol/g, respectively, in autumn. The DMS/Chl-a and DMSPp/Chl-a ratios were 2.81 and 3.95 folds higher, respectively, in summer than in autumn. The DMS/Chl-a and DMSPp/Chl-a ratios were high in the central and southern waters of the NYS and were nearly similar to the concentrations of DMS and DMSP. This indicated that phytoplankton with high DMS productivity and high DMSP yield accounted for a high proportion of the phytoplankton population in the central and southern waters of the NYS in summer. The DMS/Chl-a and DMSPp/Chl-a ratios were high in the eastern waters of the NYS and Liaodong Peninsula in autumn. The DMSPp/Chl-a ratio was highest in the east coast of the Liaodong Peninsula, indicating that the region contains phytoplankton that yield high quantities of DMSPp (Fu et al., 2021).

The results of phytoplankton analyses demonstrated that the structure of the phytoplankton community in BS and the NYS was dominated by Chrysophyceae, dinoflagellates, and diatoms in summer, whereas diatoms were the dominant phytoplankton in autumn (Fu et al., 2021). The structure of the phytoplankton community is one of the most important biological factors that induce seasonal variations in the distribution of DMS. The results of correlation analysis between the concentrations of DMS and DMSP in the surface and the biological factors in BS and NYS in summer are depicted in Table 3. The results demonstrated that the concentrations of DMS and DMSPd were positively correlated with the levels of Chl-a. The concentrations of DMS were significantly positively correlated with the levels of DMSPd but not with those of DMSPp. The concentration of DMSPd was positively correlated with that of DMSPp. This results were similar to those obtained by Yan et al. (2018) and could be attributed to the high biomass of phytoplankton, which results in the higher yield of DMSP (Yan et al., 2018). These factors significantly increased the concentration of DMS in summer; however, Yan et al. (2018) opined that the consumption of DMSPd can promote the production of DMSPp to a certain extent. Additionally, the results of correlation analysis demonstrated that the concentration of DMSPp was significantly positively correlated with the abundance of dinoflagellates, due to the fact that dinoflagellates are one of the highest producers of DMSP and accounted for 10% of the total biomass of phytoplankton (Zhang et al., 2017; Fu et al., 2021). The abundance of Chrysophyceae was only high at stations B7, B9, B11, B24, and B27 in BS in summer; therefore, correlation analysis between the concentrations of DMS, DMSPp, and DMSPd, and the abundance of Chrysophyceae was not performed in this study. The concentrations of DMS were high at stations B7, B9, B11, B24, and B27, being 12.07, 11.07, 12.31, 18.71, and 16.09 nmol/L, respectively; however, the concentrations of DMSPp were lower, being 5.95, 3.62, 9.66, 3.76, and 0.67 nmol/L, respectively, and the concentrations of DMSPd were also lower, being 4.02, 1.83, 4.77, 3.67, and 4.97 nmol/L, respectively. The low concentrations of DMSPp and DMSPd could be related to the conversion of DMSP to DMS and other oxidation products (Zhai et al., 2018).


Table 3 | Correlation between the concentration of DMS and DMSP and the biological factors in the surface waters of BS and NYS in summer and autumn.



The results of correlation analysis between the concentrations of DMS and DMSP and the biological factors in BS and NYS in autumn are depicted in Table 3. The concentrations of both Chl-a and DMS were significantly positively correlated with the concentration of DMSPp, which was generally similar to the results obtained by Yang et al. (2015a). However, there was no significant correlation between the concentrations of DMS and DMSPd, which could be attributed to the low-surface temperature of seawater that inhibited the conversion of DMSPd to DMS (Zhai et al., 2018). Additionally, the concentrations of DMS and DMSPp were significantly positively correlated with the abundance of diatoms and Chrysophyceae in autumn. These findings were consistent with the results of phytoplankton survey, which revealed that diatoms and Chrysophyceae accounted for 95% and 3%, respectively, of the total phytoplankton abundance (Fu et al., 2021). Although diatoms yield low quantities of DMS, they can also produce considerable quantities of DMS when their abundance is as high as the dominant algae in BS and NYS (Gao et al., 2017). Chrysophyceae produces high yields of DMS and DMSP, and an increased abundance of Chrysophyceae would increase the production of DMS and DMSP (Speeckaert et al., 2019). Overall, the results demonstrated that DMS and its precursors had different spatial distribution features resulting from alterations in the structure of phytoplankton community from summer to autumn.



4.3 Dominant factors affecting the distribution of DMS and DMSP

In order to explore the dominant factors that affect the distribution of DMS and DMSP, we employed the Canonical Correspondence Analysis (CCA) method for investigating the relationship between the concentration of DMS and DMSP and the environmental factors (temperature, salinity, DIN, and concentrations of phosphate and silicate) and biological factors (abundance of diatoms, dinoflagellates, and Chrysophyta in the 15 most dominant species) in summer and autumn, as depicted in Figure 10. In summer, the temperature and salinity were associated with the distribution of DMS, and the abundance of Chrysophyceae was the most important biological factor that affected the distribution of DMS. The distribution of DMSPd was influenced by the temperature, while that of DMSPp was affected by the abundance of dinoflagellate. The temperature and abundance of dinoflagellates were the most dominant environmental and biological factors, respectively, which affected the distribution of DMS and DMSP in summer. However, Yang et al. (2015b) showed that the distribution and concentration of DMS and DMSP are primarily affected by the abundance of diatoms. The differences in the results could be attributed to the increased abundance of dinoflagellates, despite the fact that diatoms were the dominant species (Fu et al., 2021). We observed that diatoms were the dominant species in autumn and was the main regulatory factor that affected the distribution of DMS and DMSP. Our study also revealed that the levels of PO43-, SiO32-, and DIN were related to the distribution of DMSPd. Therefore, the abundance of diatoms and the levels of PO43-, SiO32-, and DIN were the dominant environmental and biological factors that affected the distribution of DMS and DMSP in autumn. These findings were similar to the previous study, which reported that the abundance of diatoms and nutrient levels affected the distribution of DMS and DMSP in autumn (Yang et al., 2014; Yang et al., 2015a).




Figure 10 | Ordination diagram obtained with CCA shows the correlation between phytoplankton species and environmental factors with the concentration of DMS and DMSP. A, B, and C represent dinoflagellates, diatoms, and Chrysophyceae, respectively, in (A) summer and (B) autumn.



Based on the dominant factors that affected the distribution of DMS, a schematic was prepared for providing a better understanding of the seasonal cycles in the concentrations of DMS (Figure 11). The rising temperatures not only upregulated the primary production of phytoplankton and altered the structure of the phytoplankton community, but also led to the unequal distribution of nutrients. This resulted in seawater stratification (SS), which promoted the reproduction of dinoflagellates in the study area in summer. The dominant diatoms and dinoflagellates enhanced the generation of DMS. The disappearance of SS and the decomposition of organic matter with the onset of autumn increased the nutrient concentration, which promoted the reproduction of diatoms. This resulted in the dominance of diatoms in certain regions, which resulted in a gradual decrease in the concentration of DMS in these areas. Taken together, the findings demonstrated that seasonal changes alter the structure of phytoplankton communities, which further drives the seasonal cycle of DMS.




Figure 11 | Schematic depicting the seasonal cycles in the concentrations of DMS in BS and NYS.
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The riverine nutrient inputs to the ocean reflects land-use changes and can affect the health of coastal environments over time, especially for a highly-anthropogenically influenced river-estuary-shelf system. To investigate the impact of riverine inputs on the Changjiang Estuary ecosystem at a multi-decadal time scale where long-term observations are limited, we built a three-dimensional physics-biogeochemistry-coupled model system based on the Finite-Volume Community Ocean Model (FVCOM) and the European Regional Shelf Ecosystem Model (ERSEM). Our model successfully simulated the temporal and spatial nutrient variabilities in the river-estuary-shelf con7tinuum from 1960 to 2018. The results showed increasing trends of nitrate and phosphate and fluctuating silicate variability, thereby leading to rising nitrogen (N) to phosphorus (P) ratios and decreasing silicon (Si) to N and P ratios. Such changes in the stoichiometric relationship of nutrient species also alter the community structure of the primary producers in estuaries. Our model showed a general increase of diatoms over the 59 years, corresponding to decreased proportions of micro-phytoplankton and pico- phytoplankton. With different backgrounds of light and nutrient limitations in the river and inner shelf, our model suggests that the trend of the diatom proportion in the light-limited river mouth is more associated with silicate variability, with decreased diatom proportions occurring in the 2000s. Our model relates the hydroclimate, nutrient load, and biogeochemical cycling, reproducing estuarine ecosystem variability and clarifying issues such as the causality of the ecosystem interactions.




Keywords: Changjiang estuary, coastal ecosystem modeling, nutrient ratios, phytoplankton community structure, FVCOM



Introduction

Human civilization originated in areas around large rivers; the ecological environment of rivers and estuaries is closely related to human life. Agriculture and industry developed rapidly after the Second World War, leading to extensive use of fertilizers and detergents (Bennett et al., 2001; Galloway and Cowling, 2002; Duan et al., 2007). Disposal of sewage and wastewater has caused the water quality of rivers and estuaries to deteriorate. While pollution accumulates in rivers, estuaries are influenced by both point and non-point pollution sources, which has changed such ecosystems significantly in the last century (Rabalais et al., 2009; Wang et al., 2013; Powers et al., 2015; Dai et al., 2016). Large rivers are essential in this terrestrial-estuary linkage. Therefore, anthropogenic perturbations inevitably affect rivers, and so are estuaries (Howarth et al., 2000; Scavia et al., 2000; Howarth and Marino, 2006; Bricker et al., 2008; Oviatt et al., 2017). To some degree, nutrients and phytoplankton can be indicators of productivity and ecological health of estuaries (Glé et al., 2008; Enawgaw and Lemma, 2018). Over the past few decades, many large estuaries around the world have experienced dramatic ecological changes. In North America, the Mississippi River has shown a drastic increase in nitrogen and phosphorus since the 1950s, with dissolved inorganic nitrogen (DIN) and total phosphorus frequently exceeding 150 μM and 7 μM, respectively during the 1980s (Lohrenz et al., 2008), and riverine silicon has decreased since 1960 because of the stimulation and burial of freshwater diatoms (Rabalais et al., 1996; Houser et al., 2010; Leong et al., 2014). Therefore, the nutrient ratio and phytoplankton species composition in the coastal area of the Mississippi River has changed (Dortch et al., 2001; Smits et al., 2019; Stackpoole et al., 2021). In Europe, the nutrient concentration in the Scheldt Estuary increased significantly from 1965 to the mid-1970s and decreased from 1980 to 2002, which was positively correlated with the river discharge. Because of the difference in nutrient change ratios, the function of the estuary has shifted from a net nitrate producer to a net consumer (Soetaert et al., 2006; Middelburg et al., 2011).

The Changjiang Basin is 1.8 million square kilometers in total, accounting for 18.8% of China’s land area (Zheng et al., 2020). It has abundant natural resources and is the most densely populated area in China. Like other giant rivers and estuaries, anthropogenic activities significantly affect the Changjiang Basin and estuary (Huang et al., 2001; Chen et al., 2015; Xu et al., 2015; Dai et al., 2016). Many studies have focused on ecosystem changes in the Changjiang Estuary, including eutrophication, nutrient stoichiometry, and a regime shift. Hydraulic engineering and wastewater discharge are considered as a critical factor impacting the Changjiang Estuary ecosystem during the past few years (Yang et al., 2006; Gao and Wang, 2008; Dai et al., 2011; Li et al., 2015). As of 2018, over 50,000 dams have been built in the Changjiang Basin. These dams mediate water volume and mitigate floods while decreasing sediment discharge to approximately 140 Mt/y (Dai et al., 2008; Hu et al., 2009; Yang et al., 2018b). Concurrently, dissolved silicate has decreased by 30% from the 1960s to the 2000s due to large amounts of sediment trapping by the dams (Dai et al., 2011; Wang et al., 2018). Agriculture and industry began to develop in the 1960s, drastically increasing nitrate and phosphate loads which are associated with fertilizer usage and domestic sewage (Xing and Zhu, 2002; Duan et al., 2007; Zhou et al., 2008; Yan et al., 2010; Liang and Xian, 2018). From the 1960s to the 1990s, the amount of nitrogen fertilizer rapidly increased 15-fold from 1.0×108 kg to 1.50×109 kg, and phosphorus fertilizer increased approximately 12-fold from 4×107 kg to 5.0×109 kg (Duan et al., 2000; Duan et al., 2007; Shen and Liu, 2009; Shen et al., 2020). The use of nitrogen and phosphorus fertilizer still increased steadily after 1990s (Liu et al., 2022). As a result, the DIN concentration increased threefold, and the concentrations of dissolved inorganic phosphorus (DIP) and dissolved organic phosphorus increased by 30% (Yu et al., 2012; Liu, 2017). Because of the different nutrient loading rates, the N: P: Si ratio has changed (Jiang et al., 2014). For example, the N/P ratio was ~30-40 in the early 1960s, and it was reported to reach 103 and 268 in 1985 and 1997, respectively (Gu et al., 1981; Wong et al., 1998; Shen and Liu, 2009); a factor of 17-fold greater than the Redfield ratio (Si:N:P: ~16:16:1). The increased input of N and P into an estuary can result in eutrophication, directly or indirectly linked to harmful algal blooms (Wang, 2006; Shen and Liu, 2009) and hypoxia (Wang et al., 2016a). Concerning the bloom frequency in the Changjiang Estuary, diatom blooms have decreased due to silicate trapping. Dinoflagellate blooms tend to be more frequent because of nutrient increases (Jiang et al., 2014).

Our knowledge of the Changjiang nutrient flux is essentially based on hydrographic data measured at river gauge stations, which are usually located upstream (Zhang et al., 2021). How these riverine nutrients are processed downstream and their contribution to the estuary ecosystem over a longer time scale are poorly understood. The times and places of the existing studies of Changjiang Estuary are limited (Li et al., 2007; Zhou et al., 2008; Jiang et al., 2014; Yang et al., 2015; Luan et al., 2016; Jiang et al., 2017; Jiang et al., 2018a). Available studies mostly used sediment core sampling and satellite datasets (Henson et al., 2010; Jin et al., 2010; Cheng et al., 2014; Zhu et al., 2014; Chen et al., 2017; Zhang et al., 2021). Therefore, the data based on riverine hydrographic stations and dispersed sampling could be biased concerning the seaward river fluxes and the ratios of nutrient species related to estuary ecosystem dynamics (Zhang et al., 2021).

Numerical models coupled with physical and biogeochemical dynamics are an effective way to improve our understanding of the impact of riverine nutrient inputs on ecosystem function in this land-sea boundary. Different models have been developed to compensate for the lack of empirical data and study how ecosystems respond to environmental changes (Riley, 1949; Fasham et al., 1990; Sarmiento et al., 1993; Franks and Chen, 2001; Spitz, 2003; Gruber et al., 2006). In Ge et al. (2020a), the Finite-Volume Community Ocean Model (FVCOM) and the European Regional Shelf Ecosystem Model (ERSEM), was used to study the effect of offshore sediment front on seasonal marine ecosystem dynamics; the interannual variability of nutrient and phytoplankton in the Changjiang Estuary and shelf from 1999 to 2017 were discussed based on this model in Ge et al. (2020a). However, none of these studies involved simulations on a multi-decadal scale. In this study, based on a delicate grid design that can refine different spatial scale from the river channel to the estuary and the shelf, we used the same FVCOM and ERSEM coupled model to simulate long-term (59 years) variations of major ecosystem components along the Changjiang Estuary, with the objectives of (1) presenting the historical state, including the temporal and spatial distribution of nutrients in the river-estuary-shelf continuum; (2) investigating when and where the phytoplankton communities have changed in the estuary and inner shelf and how these changes relate to the trends of nutrient variability. For this study, we hope to use the coupled model driven by long-term empirical upstream nutrient data to assess the present state of the Changjiang Estuary and compare it to previous states.



Data and methods


Study domain and long-term evolution of river inputs

Our study area included the downstream of the Changjiang Basin, west of Datong (DT) station, to the east at 124°E, representing a continuum of river channel, river mouth, and inner shelf (Figure 1). Regarding river discharge, we only considered the Changjiang River, the fourth largest river in the world (Milliman and Farnsworth, 2011), originates in the Qinghai-Tibet Plateau (Wang et al., 2016b), flows through 19 provinces, and then into the East China Sea (Figure 1A). Until the end of the twentieth century, DT (Figure 1A) was still the most downstream hydrographic station in the Changjiang Basin. River discharge used in this study was collected at DT (Figure 1A) (http://xy.cjh.com.cn/). Nutrient data at the DT station and nearby sites were collected from different sources, i.e., previous studies conducted from 1960 to 2019 (Dai et al., 2011; Gao et al., 2012; Zhu et al., 2014; Li et al., 2021), and our own measurements made since 2013 (Ge et al., 2020a; Ge et al., 2020b; Ge et al., 2021). A detailed description of the nutrient sources can be found in Table 1.




Figure 1 | Diagram of the study area [modified from Ge et al. (2020a)] (A) Location of the Changjiang Basin, the Three Gorges Dam (TGD), Datong Station, and Xuliujing Station. (B) Changjiang Estuary and inner shelf of East China Sea. Site 1 (at the river channel), site 2 (at the river mouth), and site 3 (at the inner shelf) are typical sites that were chosen (red dots). The dashed line denotes the boundary of the turbidity maximum zone.




Table 1 | Different sources of nutrient data collected from 1960 to 2018.



We collected approximately 60 years of annual mean surface runoff and riverine nutrient data (Figure 2). Significant interannual variability occurs along this time series. The strongest inundation in 1998 corresponded with the most extensive runoff in 1998 in the time series (over 1.2×1012 m3/yr). In contrast to the fluctuating annual discharge, the sediment load clearly decreased, from to 500 Mt/yr to 100 Mt/yr continuously (the red curve in Figure 2A). This phenomenon is consistent with the results in Luan et al. (2016), that sediment was trapped in reservoirs mainly due to the construction of water conservation projects (Yang et al., 2015; Luan et al., 2016; Yang et al., 2018b). Riverine nutrient variabilities also showed distinct trends. Increasing trends from 1960 to 1980 were clearly seen in the nitrate and phosphate time series (with slopes of 1.98 (p<0.001) and 0.02 (p<0.001), respectively). By 2018, the nitrate and phosphate levels had increased by approximately 15-fold and two-fold, respectively, compared to the early 1960s. In contrast, silicate showed only a slightly increasing trend (Figure 2D). The Pearson correlation coefficients for these three nutrients were less than 0.001. Therefore, the fitted curves showed significant correlation, and the trends for the nitrate, phosphate, and silicate concentrations were reliable. However, there is little empirical data for ammonium, so that trend line does not accurately represent the ammonium concentration (Figure 2E).




Figure 2 | Empirical annual water runoff data (blue line) and sediment load (red line) at Datong Station (A). Observed  (red dots) and empirical data (blue lines) for nitrate (B), phosphate (C), silicate (D), and ammonium (E) at Datong and nearby sites.





Coupled model system and configuration

To describe the long-term variations of ecosystems in the Changjiang Estuary continuum during dramatic environmental changes, we used a physics-biogeochemistry coupled FVCOM-ERSEM model to describe the variability of major nutrients and the phytoplankton community during the past few decades. FVCOM (Chen et al., 2003) discretizes space into an unstructured triangular grid in the horizontal direction and uses terrain tracking coordinates vertically; thus, it is suitable for the complex situations that characterize estuarine and coastal areas. The use of scalar conservation equations makes FVCOM user-friendly for multidisciplinary research. The ERSEM model is one of the most comprehensive models for the low-trophic marine food web (Butenschon et al., 2016) and has been widely used in the simulation of biogeochemical processes in coastal areas (Elkalay et al., 2012; Sankar et al., 2018; Jardine et al., 2021). The ERSEM has complex ecosystem components, including nutrients, phytoplankton, zooplankton, benthos, bacteria, iron, light extinction, calcification, and alkalinity. In ERSEM, four functional types of primary producers were considered (diatoms, micro-phytoplankton, pico-phytoplankton, and nano-phytoplankton), which allowed us to identify the long-term changes in phytoplankton communities when nutrient concentrations and ratios change. The coupling of these two models has been successfully applied in physical and ecosystem modeling in the Changjiang Estuary and adjacent regions for both episodic events and decade-scale modeling (Ge et al., 2020a; Ge et al., 2020b; Ge et al., 2021).

The unstructured triangle grid used in this study is of medium-resolution and covers the entire study area. It covers the Changjiang Estuary, Hangzhou Bay, and the inner shelf of the East China Sea. In the coastal region, river mouth, and in other complex terrains, the resolution of the grid was adjusted to 2-3 km to ensure that detailed hydrodynamic processes could be geometrically fitted in the model. The hydrodynamic model FVCOM involves FVCOM-SED and FVCOM-SWAVE with current-wave–sediment interactions (Wu et al., 2011). The simulation period was 1960–2018, and the output was daily averaged. The nutrients and dissolved oxygen of the open boundary were monthly climatologies obtained from the 2013 World Ocean Atlas dataset. The model was driven by a reanalysis of atmospheric forcing data at 3-h intervals, provided by the National Centers for Environmental Prediction from 1960 to 1980 and datasets of ERA-Interim from the European Center for Medium-Range Weather Forecasts (ECMWF) from 1980 to 2018. We used surface air temperature, pressure, relative humidity, winds at a 10m altitude above the sea surface, downward longwave radiation, and net shortwave radiation to specify the surface fluxes of momentum and buoyancy based on bulk formulae (Fairall et al., 2003). At the open boundary, we specified the temperature, salinity, nitrate, total inorganic carbon, alkalinity, and dissolved oxygen using the output of a regional model in this study domain described in Ge et al. (2013). The major tidal components along the lateral open boundary, including eight primary harmonic constituents M2, S2, N2, K2, K1, P1, O1, Q1, were determined from the TPXO 8-atlas (Egbert and Erofeeva, 2002). The riverine inputs of nutrients and freshwater were based on the empirical data plotted in Figure 2. In our simulation, we also included the benthic components of the ERSEM to consider the effects of the benthic ecosystem on the pelagic ecosystem. The flux from the benthos to the water column was simplified as a remineralization process from dissolved organic matter to inorganic matter.



The Empirical Orthogonal Function (EOF) analysis

EOF is a method that extracts an eigenvalue from a large-scale dataset. Such EOF analyses were widely used to compress the spatial and temporal variability of large datasets down to a set of dominant, mathematically orthogonal (independent) spatial functions and associated time-varying amplitudes (PCs) (Briggs, 2007; Dawson, 2016). It has been widely used in meteorology and oceanography (Lian and Chen, 2012; Qi et al., 2014; Roundy, 2015; Zhong et al., 2020; Grams, 2021). The EOF analysis was used to evaluate when and where the most dominant phytoplankton structure variabilities occurred during the 59-year time series.




Results


Verification of simulated nutrients and phytoplankton

To investigate nutrient and phytoplankton, we selected three specific sites downstream of Xuliujing to 124°E, which represented the river channel, the river mouth, and the inner shelf (red dots in Figure 1B) dynamics during the past 59 years. We used various in-situ observational data to verify the reliability of our numerical biogeochemical model results. We used various in-situ observational data to verify the reliability of our numerical biogeochemical model results. Based on previous studies, the nitrate concentration in the 1960s in Changjiang was ~20 μM and was maintained at this level for the next two decades. In the 1980s, the DIN concentration increased to 80 μM, then exceeded 100 μM in the 2000s (Jiang et al., 2010; Jiang et al., 2014; Liang and Xian, 2018; Shen et al., 2020). This is consistent with our simulated nitrate concentration at the site near Xuliujing station (Figure 3A, site 1). For the saline sites, the documented nitrate concentration was ~10 μM in the 1960s, which increased to ~30 μM in the 1980s, then continued to grow to ~45 μM in the 2000s (Jiang et al., 2014). Our simulated time series of nitrate concentrations at representative stations in the saline section (Figure 3B) exhibited the same magnitude as Jiang’s, however, it was slightly lower than that reported by Liang and Xian (2018). The observed phosphate concentration in the river site fluctuated from ~0.5 μM before 1980, increasing to ~1.5 μM in the 1990s (Shen et al., 2020). Our simulated phosphate (Figure 4A) are larger than those in Jiang et al. (2010), which were ~0.5 μM before the 1980s, ~0.7 μM during the 1980s and ~1.2 μM in the 2000s. After 2003, the phosphate concentration increased quickly with sharp fluctuations (Figure 4A). The fluctuations since 2003 can be found in Liang and Xian (2018); however, they occurred early in our simulation. For the phosphate concentration in the saline section (site 3), our model successfully reproduced the concentrations observed by Jiang et al. (2014) and Liang and Xian (2018) (Figure 4C). We didn’t see a significant trend for the simulated silicate concentration. It essentially remained between 100-150 μM from 1985 to 2014. This is consistent with the results of Jiang et al. (2014) and Liang and Xian (2018) (Figure 5A). For the saline site (site 3), the long-term silicate trend is similar to that of Jiang et al. (2014), however, the annual average silicate was less than 20 μM, but in Jiang et al. (2014), it fluctuated around 30 μM (Figure 5C). The simulated nutrient concentrations were in the same order of magnitude and indicated similar temporal variability as the observations.




Figure 3 | Modeled time series of nitrate concentration at the three sites. (A: site1, B: site2, C: site3). Black lines demonstrate the daily averaged nitrate concentration, red lines are annual averaged values, and blue lines indicate ten-year moving averaged trend.






Figure 4 | Modeled time series of phosphate concentration at the three sites. (A: site1, B: site2, C: site3). Black lines demonstrate the daily averaged phosphate concentration, red lines are annual averaged values, and blue lines indicate ten-year moving averaged trend.






Figure 5 | Modeled time series of silicate concentration at the three sites. (A: site1, B: site2, C: site3). Black lines demonstrate the daily averaged silicate concentration, red lines are annual averaged values, and blue lines indicate ten-year moving averaged trend.



Data collection for the validation of the dominant phytoplankton species is more complicated. According to the sampling method, the empirical phytoplankton data can be divided into net-collected and water-collected phytoplankton. These different sampling methods can yield phytoplankton of different sizes and species. The parameters representing the condition of the phytoplankton, such as composition, abundance, and biomass, are also different. Phytoplankton also agglomerate; therefore, observations vary greatly over time and space. Hence, there was a deviation between the data from previous studies and the model results. Previous studies have documented that the annual mean diatom ratio in the phytoplankton communities was over 80% before 1990 and then decreased to 69.8% (Zhou et al., 2008; Jiang et al., 2014). The simulated data showed a similar trend, but the annual mean diatom ratio was lower, which varied in the range of 51.5% – 52% and 48.3 – 51.2% after 2000 at site2 and site3, respectively (Figure 7).



Simulated long-term variability of nutrients

Our model fit the observed data well for a specific time frame, it successfully simulated the seasonal and long-term nutrients variations at different geographical locations. Compared with site 1, which is influenced by riverine nutrients, the time series of nutrients at sites 2 and 3 are influenced more by oceanic water, thus indicating significant seasonal variations because of nutrient uptake by phytoplankton (Figures 3–5).

The nitrate concentration at the three sites showed a pronounced increasing trend from 1960 to 2019 (Figure 3). The Mann-Kendall test (Table 2) suggested a significant increasing trend (the τ value of the three sites was greater than 0.7, and the slope was positive with p< 0.001). Site 1, which is located in the river channel, had a nitrate concentration above 160 μM during the last decade. It was 140 μM for site 2, located in the river mouth, and much lower for site 3, located on the shelf. This suggests that the farther offshore the location, the lower the nutrient concentration. This phenomenon is associated with the geographical features in this continuum. The nutrient concentration is more greatly affected by freshwater dilution at the river mouth, while it is more influenced by the phytoplankton uptake offshore beyond the maximum turbidity zone. The same pattern can be observed from the ten-year moving average (blue lines in Figure 3).


Table 2 | Mann-Kendall test of nutrients and phytoplankton at three sites.



The long-term variability of nitrate during the 59 years of simulations can be divided into three phases: 1960–1980 (a steady increase), 1980–2010 (a rapid increase), and 2010–2018 (violent fluctuation). From 1960 to 1980, nitrate at the three sites was maintained at a relatively low level (~20 to ~30 μM in the estuary area and ~7 μM in the coastal region). The concentration gradually increased to 60 μM by the end of the 1970s. During the second phase, nitrate increased rapidly following the rapid economic growth in China since the early 1980s. The nitrate concentration at site 1 almost tripled owing to increasing emissions of industrial and agricultural sewage, which led to eutrophication in the Changjiang River during this period (Wang, 2006). During the last phase, the nitrate concentration fluctuated; however, it generally showed a steady increasing trend.

Similar to nitrate, the phosphate concentration increased at the three sites during the 59 years (Figure 4), but at a lower rate. Both site 1 and site 2 showed decreasing trends from 1960 to 1970, with the phosphate concentration falling from 0.7 μM to 0.1~0.2 μM. From 1970 to 2018, the concentration showed a steadily increasing pattern in the river channel (from ~0.2 μM to  ~2 μM) and from ~0.2 μM to ~1.5 μM in the river mouth (Figures 4A, B). For the inner shelf at site 3, the phosphate concentration showed a slightly increasing trend compared with sites 1 and 2. From the Mann-Kendall test for phosphate, the slopes of these three sites were all positive (P< 0.001) (Table 2). The τ values for sites 1 and 2 were 0.67, but for site 3 it was 0.34, suggesting a weaker increasing trend at site 3 compared with the other two sites.

The temporal trends in the silicate concentrations suggested that silicate was the most stable nutrient component in the river-estuary-shelf continuum. There was no pronounced trend in the variability of silicate during our simulation period, especially for the river site (site 1) (Figure 5). This was also confirmed by the Mann-Kendall test, which suggested non-significant trends showing much higher P values (Table 2). Such a difference is reasonable because N, P, and Si are associated with different biogeochemical processes. The N and P concentrations have been strongly influenced by anthropogenic nutrient sources, whereas the primary silicate source within the Changjiang Basin is the weathering of rocks. From the time series for the silicate concentration, we can interpret the interannual fluctuations of silicate during specific periods. After 2003, the silicate content decreased significantly when the Three Gorges Dam (TGD) was completely put into operation (during 2003–2011: r = -0.46, p< 0.001), which suggests a retention effect of the TGD (Ding et al., 2019). For the oceanic site, a decreasing trend of silicate in the 2000s could be associated with its increased utilization by a diatom bloom as a result of increases in DIN and DIP after 2000.



Nutrient ratios and phytoplankton community composition

The nutrient stoichiometry also dramatically changed because of the different rates of change in nutrients. Generally, sites 2 and 3 showed similar increasing trends in the nitrate-to-phosphate ratio (N/P), with slopes of 0.38/a and 0.37/a, respectively (Figure 6A). The N/P ratio at site 2 was almost three times the Redfield ratio (16:1) by the end of 2018, and that of site 3 was close to the Redfield ratio before 1980 and increased significantly thereafter, reaching ~35:1 by the end of 2018. Our results suggest that water in the river mouth was more likely to be phosphate-limited during the 59 years, whereas on the inner shelf, there was no phosphorus limitation before 1980, but it became phosphate-limited after that.




Figure 6 | Nutrient ratios of N/P (A), Si/N (B), Si/P (C) at site 2 (red) and site 3 (green). The dashed lines are the regression fitting of the nutrient ratios. Blue lines indicate threshold of the Redfield ratio.



Si/N and Si/P decreased owing to the rapid increase in N and P, while silicate evidenced a stable change (slope=-0.05/a and -0.03/a, respectively) (Figures 6B, C). At site 2, the Si/N ratio decreased from ~3.5-fold of the Redfield ratio (Si/N=1) to half of that at the end of our simulation. The cut-off point when the Si/N became less than 1 occurred around 2007, which suggests a possibility of silicate limitation since that time. The same variability occurred at site 3, but with a lower decreasing rate of Si/N. We attribute this to a less significant increasing trend of N at Site 3 when compared with the rapidly increasing N trend at site 2 (Figure 6B). The trend for Si/P also decreased at site 2; however, we did not find a significant decreasing trend at site 3 (Figure 6C), probably because of a much more drastic increase in the phosphate concentration at site 2 than at site 3.

Changes in the stoichiometric relationship of the nutrient species could alter the community structure of the primary producers in the Changjiang Estuary (Zhou et al., 2008; Chu et al., 2014). Previous studies have demonstrated that diatoms are the dominant species in the Changjiang Estuary (Jiang et al., 2014). Therefore, we assessed the variability of the diatom proportion in the phytoplankton community first. Our results were arrived at by calculating the percentage of diatom chlorophyll in the primary producers. In our simulation, diatoms dominate the phytoplankton community at sites 2 and 3, accounting for an average of 52.6% and 50.8%, respectively. As shown in Figure 7, the diatom proportions in the river mouth and inner shelf have been changed over the 59 years. Specifically, there was an increased frequency of diatom proportion by the year of the 2000, and decrease of that after. The long-term change of diatom proportion could be associated with changes in the riverine nutrient loads, including a consistent increase in nitrate and a decline in silicate after 2003 due to sediment trapping in the upstream reservoirs. With the decrease in Si/N after 2003, the proportion of diatom species began to decrease.




Figure 7 | Time series of the diatoms proportion at (A) site 2 and (B) site 3. The black lines are ten-year filtered.



To further address the variabilities of other phytoplankton species on the estuary and inner-shelf. We checked the timeseries of micro-phytoplankton, nano-phytoplankton and pico-phytoplankton at site 2 and site 3 (Figure 8). It demonstrated that the fraction of micro-phytoplankton at site 2 (Figure 8A) is more than 20% and is larger than that of nano-phytoplankton (~15%) and pico-phytoplankton (~10%). However, at site 3 which located further offshore (Figure 8B), the nano-phytoplankton becomes the dominant specie among the three species. The proportion of micro-phytoplankton and pico-phytoplankton both remain at ~15%. As for the trended changes, the fraction of micro-phytoplankton at site 2 has declined since the late 1960s (Figure 8A). For site 3, both the pico-phytoplankton indicates the most significant decreasing trend (Figure 8B). These declines of smaller phytoplankton species correspond with the increase of diatoms proportions simultaneously, which is associated with the change of nutrient ratios.




Figure 8 | Time series of other phytoplankton proportions at (A) site 2 and (B) site 3. P2 denotes nano-phytoplankton, P3 denotes pico-phytoplankton, P4 denotes micro-phytoplankton.





Spatial patterns of nutrients and phytoplankton variabilities

After analyzing the time series of nutrients and phytoplankton at the selected sites, we investigated how the changes in riverine nutrient inputs led to the temporal and spatial variability of nutrients and the associated phytoplankton distributions in this river-estuary-shelf continuum. We used the concentration in 1960 as the background value and calculated the percentage changes of nutrients in the next 10, 20, 30, 40, 50, and 60 years. From 1960 to 1969 (Figure 9), the nitrate concentration barely changed in the entire study area. As the nitrate input from the Changjiang increased gradually, it accumulated in the estuary and began to spread out to the sea. By the end of the 1970s, a small part of the inner shelf, the nitrate concentration increased by about 50% of its original value and nearly 80% in the river channel (Figure 9B). After 1980, the Changjiang Basin experienced a rapid nutrient increase over the next 30 years. In 1989, the river mouth and Hangzhou Bay nitrate concentrations were ~1.5-fold greater than those in 1960. Then, the nutrients started to spread further south of Hangzhou Bay (Figure 9C). This pattern persisted during the 1990s (Figure 9D). Until 2009 (Figure 9E), a large portion of the inner shelf was affected by nitrate from the Changjiang runoff, which could reach as far as 124.5°E in the east. At the river mouth, the nitrate concentration increased to 400% of the background value in 1960. During the 2010s, the nutrients from the Changjiang runoff remained stable because of wastewater discharge control (Shen et al., 2012; Shen et al., 2020). The riverine input affected area expanded north of the Jiangsu coastal area (Figure 9F). Phosphate showed a different pattern than nitrate (Figure 10), beginning to increase rapidly in the 2000s to a maximum of 200% (Figure 10E). At the same time, high phosphate levels also extended offshore, but unlike nitrate, this extension was limited to 123°E (Figures 10E, F).




Figure 9 | Distribution of the changing percentage in the nitrate concentration during (A) 10 years, (B) 20 years, (C) 30 years, (D) 40 years, (E) 50 years, and (F) 60 years.






Figure 10 | Distribution of changing percentage in the phosphate concentration during (A) 10 years, (B) 20 years, (C) 30 years, (D) 40 years, (E) 50 years, and (F) 60 years.



With variations in nutrient concentrations and nutrient proportions, the phytoplankton community also shifted in the whole estuary. While the nitrogen loads were accelerating, silicate did not increase significantly and even decreased after 2000; consequently, the Si/N ratios continued to decrease and have declined to lower than the Redfield ratio in recent decades. The silicate concentration is more likely to regulate diatom growth than other types of phytoplankton, e.g., dinoflagellates; thus, the diatom biomass decreased with the declining Si/N ratio. Therefore, the structure of the phytoplankton community changed. Our analyses of the diatom proportion over the whole study domain suggest that diatoms typically dominate the phytoplankton community of the Changjiang Estuary and inner shelf, contributing to more than 50% of the surface chlorophyll values (Figure 11A). To compress the spatial and temporal variability of the diatom proportion maps into a set of dominant modes with spatial functions and associated time-varying amplitudes, we employed EOF analyses on the 59 years’ time series (Figures 11B, C). The first EOF mode of diatom proportion explained 32.4% of the total variance. The spatial coefficients are positive over most of the inner shelf, with the most significant spatial variance in the Jiangsu coastal. There Changjiang Estuary also experienced remarkable changes. The temporal variability is shaped as an increasing trend from the end of the 1960s to the middle of the 1980s and oscillates back and forth. There has been a 10-years decline since 2000 (Figure 11C). The results of the EOF spatial coefficient and the temporal amplitude suggest that the diatom proportion change could be regional. Some areas further offshore on the outer shelf with negative spatial coefficients (Figure 11B, light blue color) suggest a diatom decreasing trend along the time series. This is because the significant changes in riverine nutrients have not affected these areas; other factors, i.e., temperature increasing could result in such variability.




Figure 11 | (A) Model simulated diatom proportion climatology calculated based on the model output from 1960 to 2018. (B) The spatial coefficient of the first empirical orthogonal function (EOF) mode of diatom proportion. (C) The temporal amplitude of the first EOF mode.






Discussion

Based on a delicate grid design that can refine different spatial scales from the river channel to the estuary and the shelf, and considering various biogeochemical processes influencing the phytoplankton dynamics, our model was able to reproduce the multi-decadal changes in the nutrient distribution and the associated phytoplankton variability in the river-estuary-shelf continuum of the Changjiang Basin. In the river channel and the river mouth, the light was the main factor limiting the uptake of nutrients by phytoplankton due to a high sediment load. Thus, the nutrient concentration distribution in this area was mainly affected by riverine nutrients. Our model successfully showed that the time series of nutrients at site 1 located at the river channel were close to the riverine nutrient observations at Xuliujing station in Zhang et al. (2021). The modeled nitrogen load increased five-fold from 1970 to 2015. Regarding the variation in silica, our model captured its stable variability at a concentration between 100 and 120 μM at the river channel, which is in the same range of variance as the measurement in Zhang et al. (2021) during the same period. For the sites over the estuary, our model results suggest that nutrient dynamics are influenced by the dilution due to abundant river discharge (Wang et al., 2014) and the phytoplankton uptake. The simulated nutrient decrease from the river mouth to the inner shelf was consistent with observations conducted at a similar location (Zhang et al., 2007; Jin et al., 2010; Liu et al., 2014). Our model can also present the nutrient element variabilities in different regions. As shown in Figure 4, the phosphate in the inner shelf (site 3) did not show a prominent increasing trend compared with the other riverine sites (i.e., the river channel and the river mouth). This was different from the nitrate variability that all three sites indicated a significant increase in nitrate. The difference is that nutrient at site 3 is much more influenced by phytoplankton activity than sites 1 and 2, making the nutrient concentration processes more complicated. Moreover, the Changjiang Estuary is phosphorus-limited (Li et al., 2007; Duan et al., 2008; Ge et al., 2020a), and the increasing riverine phosphate will be consumed by phytoplankton in response, thereby slowing the rate of increase of phosphate at site 3. The nutrient change map confirmed that a significant increase in phosphate only existed in the river channel within the maximum turbidity zone; however, the nitrate increase could reach further offshore because of abundant leftover nitrate.

Based on the reproduced nutrient time series, our model simulated the community structures of the primary producers in the estuary. A significant increase in primary production during the 59 years was presented. Our model also successfully reproduced the change in the phytoplankton functional type during this period. The diatom proportion is relatively low In the river channel and river mouth due to light limitation compared with the area beyond the estuarine turbidity maximum zone. The EOF analysis suggested a significant increase in the diatom proportion along the 59-year time series. It is worth noting that there was a period after 2000 in which the diatom proportion decreased (Figures 7A, 11C). This could be associated with a decline in riverine silica because of decreases in the sediment load after the 2000s. Such asymmetric changes in nutrient stoichiometry could result in a gradual shift to silicate limitation. Our modeled phytoplankton community generally shows a similar spatial distribution as described in Liu et al. (2016), with higher diatom proportion in the estuary and inner shelf. For the temporal variability, our modeled diatom proportion decrease are consistent with the findings in Jiang et al. (2010) and Xiao et al. (2018), it reveals that there are more dinoflagellate blooms in the Changjiang Estuary, especially after 2011.


Multivariate indicators of Changjiang Estuary ecosystem

Although there are various hypotheses about the mechanisms underlying the dramatic ecosystem changes in the Changjiang Estuary, the anthropogenic impact is believed to be the main cause. Agriculture and industry developed rapidly in the Changjiang Basin since the 1980s, resulting in a 30-fold increase in nitrogen fertilizer use from 1958 to 1985, a 10-fold increase in phosphorus fertilizer from 1970 to 2010, and a drastic increase in wastewater (Duan et al., 2007; Powers et al., 2015). The amount of fertilizer use increased while the utilization efficiency continued to decrease; this resulted in nitrogen and phosphorus accumulating in the soil and rising their loads into the waters (Bouwman et al., 2013; Liu et al., 2015; Yuan et al., 2018). Due to industrial wastewater treatment, nitrogen and phosphorus from discharged industrial sewage account for only 1/3 of agricultural wastewater (Bouwman et al., 2005). Therefore, fertilizer use is the main reason for the increasing nitrate and phosphate concentrations in Changjiang and the adjacent coastal areas (Jiang et al., 2010). Before the 1970s, the concentration of nutrients in Changjiang remained low. Since the 1980s, the nitrate and phosphate levels increased rapidly (Duan et al., 2007; Powers et al., 2015). Our model could reproduce nutrient variabilities associated with these activities, e.g., the nitrate and phosphate concentrations increased by 5- and 10-fold, respectively, from 1960 to 2018, with an evident increase starting in the 1980s (Figures 3A, 4A).

Dam construction is also a cause that should be mentioned. Since the 1950s, the increased damming has led to sediment retention and reduced the suspended sediment concentration in Changjiang (Yang et al., 2011; Yang et al., 2018a; Liu et al., 2020); (Guo et al., 2020). According to relevant research, the annual sediment load at the Yichang station decreased by 97% from the 1950s to the 2010s (Guo et al., 2020), and at the DT station, it decreased by 16% from the 1960s to the 2010s (Figure 2A). Due to hydrological engineering, especially the impoundment of the TGD, the annual sediment load decreased, which led to reduced turbidity, decreased light limitation, and thus increased primary production in the Changjiang Estuary (Wang et al., 2017). In addition to affecting the physical conditions in the river and the estuary, the decline in sediment discharge also causes silicate retention (Li et al., 2007; Ding et al., 2019). With increasing nitrate and phosphate and constant silicate, the ratio of nutrients changed, which caused phosphorus and silicate limitations. The dominant phytoplankton species shifted to dinoflagellates that do not need silicon for growth (Zhou et al., 2008; Jiang et al., 2014).

A global warming-induced sea surface temperature (SST) increase is another essential factor that should be considered. Temperature changes and eutrophication are known to affect phytoplankton communities, and when simultaneous changes occur in both temperature and nutrient load, the effects become more complicated. A broadly accepted conclusion from previous studies is that the marginal seas of China experienced a robust, persistent SST increase in the last few decades until the late 1990s (Xie et al., 2002; Wang and Wang, 2013; Pei et al., 2017), followed by a significant cooling trend after, which was associated with a so-called regime shift (Kim et al., 2018). Diatoms prefer lower temperature and higher nutrient concentrations, whereas dinoflagellates are less sensitive to temperature and nutrient variations but tend to prevail under low phosphorus and high N:P ratio conditions (Letelier et al., 1993; Xiao et al., 2018). Previous studies have reported that the phytoplankton in the Changjiang Estuary have shifted to subtropical-tropical and high-salinity species to some degree, e.g., Temoraturbinata, a tropical-subtropical, high-salinity copepod species, became the dominant species in the summer of 2004 (Jiang et al., 2014). Such species adapted to a warm environment are also spreading (Jiang et al., 2017; Jiang et al., 2018b), and species that could not adapt to high temperatures migrated northward. Based on the EOF analysis of the modeled diatom proportion, we saw the most significant increasing trend was at the coast of Jiangsu, which suggests that in addition to the role of nutrients, lower temperature lower temperatures may also be responsible for the diatom increase. This variability is very close to the temporal variability of silicon (Figure 5) and SST (Kim et al., 2018). However, we couldn’t identify which was the dominant factor for diatom variability in this study. More diagnostic runs are needed in future studies.



Comparison with other estuaries

Due to continued intense anthropogenic impacts worldwide and global climate change, giant rivers and their corresponding estuaries have changed significantly since the 1950s. Eutrophication is a widespread phenomenon. The concentrations of N and P in the Mississippi River have increased drastically since the 1950s (Lohrenz et al., 2008; Smits et al., 2019). Silicate has decreased due to the burial of freshwater diatoms since 1960 (Rabalais et al., 1996). Since the 1950s, nutrients in the Chesapeake Bay have increased and resulted shifts of nutrient structure and phytoplankton species (Prasad et al., 2010; Harding et al., 2015). The Black Sea also experienced eutrophication; however, after the dam construction in the 1970s, the silicate load decreased by over 60%. The influence of Si/N ratio on phytoplankton structure was more considerable than that of eutrophication. The phytoplankton community shifted from diatoms to coccolithophores and flagellates (Humborg et al., 1997; Yunev et al., 2007; Daskalov et al., 2017). For the Nile River, the construction of the Aswan High Dam in 1964 caused a significant decline in sediment, discharge, and silicate flux. However, the Nile River did not experience eutrophication at that time because of limited nutrient inputs (Chen et al., 2021). Therefore, phytoplankton and fish populations continued to decline because of nutrient limitation. The ecosystem recovered until the early 2000s because of increasing nutrient input (Chen et al., 2021). All these studies indicate that most giant rivers and their corresponding estuaries have suffered eutrophication since the 1950s and the 1960s because of increasing N and P inputs from anthropogenic activities. The construction of dams caused the concentration of silicate to decrease, resulting in a shift in the structure of the nutrients and phytoplankton communities.



Uncertainties

We used the FVCOM-ERSEM biogeochemical model to simulate long-term nutrients and phytoplankton variability in the Changjiang Estuary. Some limitations of our study require further improvement. First, besides the simplified the biogeochemical processes described by the model, the model boundary inputs of nutrients were also simplified due to limited data sources. For example, the river discharge was based on the historical data at DT station which is located upstream from the river mouth. The riverine nutrient flux could be biased because we did not consider the river discharge and nutrient inputs along the drainage basin from DT to Shanghai; thus, the critical roles of megacities located at Changjiang deltas were not properly considered. Although our model can simulate the multi decadal variabilities, its ability to represent the interannual anomalies is limited. As we know, strong El Niño events are usually followed by massive summer monsoon over the Changjiang river basin, e.g., the crucial summer water catchments were followed by the peak of two major El Niño events in 1982/1983 and 1997/1998. These two massive summer flooding events were clearly seen from the annual water runoff time series (Figure 2) which has been used as the river boundary input in the model. However, the relationships between our simulated nutrient and phytoplankton time series and ENSO signal are less obvious. Although the El Niño signal can be seen in the physical forcing, the phytoplankton growth is regulated by both the physical forcing and nutrients in the model, thus, lack of riverine nutrient observational data in these years (e.g., 1982/1983) could lead to the bias of our simulated phytoplankton variabilities. Considering the model limitation and the main focus of this study is on multi-decadal variability, we didn’t claim the ENSO influence on the ecosystem variability.

In this study, we did not consider the long-term variability of nutrient inputs from other open boundaries, e.g., the Kuroshio, which flows on the external edge of ECS and transports a massive amount of warm, saline water and nutrients into the ECS shelf. Regarding the underlying mechanisms for long-term ecosystem change, more model sensitivity runs are needed to specify how these mechanisms act individually or in concert in this interlinked large River Delta. We also need more observational datasets to verify our simulated results and examine other important aspects of the Changjiang Estuary ecosystem with our model, such as hypoxia, acidification, and zooplankton community status.




Summary

Using a physics-biogeochemistry coupled FVCOM-ERSEM model, we simulated 59 years of ecosystem variations in the Changjiang Estuary. Our model was driven by long-term Changjiang nutrient observations and realistic atmospheric forcing and coupled with key hydrodynamics processes in the river. The model successfully simulated the nutrient concentration gradient from the river channel to the inner shelf and described how these variabilities lead to the temporal and spatial variabilities of nutrients and associated phytoplankton distributions on the adjacent shelf. Our model simulations further supported the results of nutrient ratio variabilities and associated shifts of phytoplankton species in previous studies in the Changjiang Estuary, which are based on discontinuous observations with limited temporal and spatial scales. Our coupled hydrodynamic-biogeochemical model could compensate for the deficiency of limited observations, especially in the study of long-term spatial and temporal variabilities in the ecosystem.
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Marine phytoplankton play crucial roles in the ocean’s biological pump and have great impacts on global biogeochemical cycles, yet the knowledge of environmental variables controlling their seasonal dynamics needs to be improved further, especially in the coastal ecosystems. In order to explore the determinants affecting the seasonal variation of phytoplankton, here we conducted three surveys during spring, summer and autumn along the coastal Yellow Sea. Among the phytoplankton community, 49 species of diatoms and 9 species of dinoflagellates were observed in spring, 63 species of diatoms and 10 species of dinoflagellates in summer, and 62 species of diatoms and 11 species of dinoflagellates in autumn. These results thus suggested that there were obvious differences in the number of species across the three seasons, of which diatoms were the most diverse group, followed by dinoflagellates. Additionally, diatoms were the most dominant species of the phytoplankton community and varied largely during different seasons. According to the redundancy analysis, the abundance of phytoplankton community was mainly related to water temperature and dissolved inorganic nitrogen (DIN) during the three seasons, indicating that water temperature and DIN could be the key factors controlling the seasonal variability of phytoplankton community along the coastal Yellow Sea. Also, significant correlations were observed between phytoplankton abundance and heavy metals Zn, As, and Hg during the three seasons, suggesting that these metals also had potential influences on the seasonal dynamics of phytoplankton community in the coastal Yellow Sea.




Keywords: phytoplankton, seasonal variation, nutrient, temperature, heavy metal, Yellow Sea



Introduction

Marine phytoplankton account for only 0.2% of primary producer biomass in the biosphere, but contribute about 50% of global net primary production (Longhurst et al., 1995; Field et al., 1998; Agawin et al., 2000) and are important food sources for zooplankton as well as marine fisheries (Schloss et al., 2012; Barton et al., 2013; Johnson et al., 2013). Hence, by using light as a primary source of energy, the growth of marine phytoplankton meets the energy demand of higher trophic levels and supports the normal operation of marine ecosystems. Also, phytoplankton diversity is a best predictor of resource use efficiency in ecosystems and has a stabilizing effect on ecosystem functioning over considerable environmental gradients (Ptacnik et al., 2008; Wei et al., 2020). Therefore, phytoplankton, as the main primary producers in marine ecosystems, play crucial roles in food chains, energy supply, element cycling, ecosystem functioning as well as the global biogeochemical cycles (Irigoien et al., 2004; Barton et al., 2010; Acevedo-Trejos et al., 2014; Litchman et al., 2015). However, marine phytoplankton have the characteristics of short reproductive cycle and sensitivity to environmental changes (Niehoff et al., 2002; Riebesell, 2004; Rost et al., 2008). Generally, changes in environmental conditions can directly affect the phytoplankton community structure and diversity, which can indirectly reflect the combined effects of habitats (Findlay et al., 2006; Staehr and Sand-Jensen, 2006; Thomas et al., 2017; Xiao et al., 2018). For example, Staehr and Sand-Jensen (2006) have demonstrated that seasonal variations in temperature and nutrients can affect the photosynthesis, structure, and diversity of natural phytoplankton community. Thomas et al. (2017) have suggested that the interactions of temperature and nutrients could exacerbate the sensitivity of phytoplankton to ocean warming. Xiao et al. (2018) have documented that warming and eutrophication combine to restructure diatoms and dinoflagellates in the East China Sea. Overall, the characteristics of phytoplankton community structure and diversity are important indicators for evaluating the nutrient level, pollution status, resource status, production potential and stability of marine ecosystems. Assessing their community structure and diversity is, therefore, of great significance for understanding changes in the marine environments as well as the structure and function of marine ecosystems (Guo et al., 2014; Liu et al., 2015; Wei et al., 2020).

The Yellow Sea, which has an average water depth of 44 meters and an area of 40 × 104 km2, is one of the largest shallow continental shelf areas in China seas, and is also a typical coastal sea affected by the terrigenous diluted waters (Teng et al., 2012; Hwang et al., 2014). Along with population growth and rapid economic development, environmental pollution (e.g., eutrophication and toxic metal pollution) in the coastal Yellow Sea has become increasingly prominent in recent years, which also alters the physicochemical and biological characteristics in the region over time (Xu et al., 2011; Xiao et al., 2017; Wang et al., 2018). As such, the community structure and diversity of phytoplankton along the coastal Yellow Sea are inevitably affected by its changing marine environment, especially eutrophication (Lin et al., 2005; Wei et al., 2017; Kong et al., 2018; Wei et al., 2022a; Pujari et al., 2022). For instance, Kong et al. (2018) have observed the simultaneous occurrence of green tide, golden tide and red tide along the coastal Yellow Sea during the spring and summer, as a result of the excessive nutrient loads. Also, Keesing et al. (2011) and Ye et al. (2011) have observed large-scale green tides along the coastal Yellow Sea in spring and summer, respectively. In the past decades, major progress has been made in the study of phytoplankton dynamics in the Yellow Sea, and various theoretical arguments have suggested that their variability and habitat preferences there can be described in terms of environmental variables, such as temperature, nutrient availability, degree of mixing and so forth (Wei et al., 2017; Wang et al., 2018; Sun et al., 2019). Nevertheless, more studies are needed to further increase the knowledge of the processes for marine environments controlling the phytoplankton dynamics (including community structure and diversity), especially in coastal areas where environmental variables are comparatively complex (Guo et al, 2014; Wei et al., 2020).

Previous studies have demonstrated that diatoms are dominant during much of the year along the coastal waters of the Yellow Sea, but their seasonal dynamics have been confirmed to be relevant to physical processes (Liu et al., 2015). Furthermore, Zhang et al. (2016) and Wei et al. (2017) have revealed the community composition of phytoplankton in the coastal Yellow Sea, and suggested that nutrients (especially N and P) are the key environmental factors affecting their community composition and distribution. However, a caveat is that those previous studies regarding the effects of environmental factors on phytoplankton community in the coastal Yellow Sea focused on only one season, i.e., there are few studies which assessed the key environmental factors responsible for affecting the seasonal shift in the community of phytoplankton. In the present study, we conducted 3 cruises in three seasons along the coastal Yellow Sea to explore the seasonal variation of phytoplankton in relation to environmental parameters, and to address the following questions: (i) what are the community structure and abundance of phytoplankton along the coastal Yellow Sea? (ii) what are key determinants for the seasonal dynamics of phytoplankton abundance? (iii) how do the key determinants affect their abundance variance in the study region? We hope that this study could provide a more comprehensive picture of seasonal variability of phytoplankton, especially in highly anthropogenic influenced coastal waters.



2 Materials and methods


2.1 Study area and sampling stations

Three oceanographic cruises in the coastal Yellow Sea, China (35.67°-36.34°N, 120.38°-121.25°E) were conducted in March, August, and October 2021, representing spring, summer, and fall, respectively (Figure 1). A total of 78 samples from 26 stations were investigated, and all the locations of the sampling stations were consistent in each season.




Figure 1 | Study area and sampling stations along the coastal Yellow Sea.





2.2 Sample collection and analysis


2.2.1 Environmental parameters

Seawater samples were collected in the surface layer (~2 m) using 10 L Niskin bottles. The in situ measurements of water temperature, salinity, dissolved oxygen (DO), and pH were determined using a YSI multiparameter water quality meter (ProDSS, USA). Those parameters were calibrated according to the standard method of Wei et al. (2022b). Samples for nutrients were filtered through a 0.45 µm cellulose acetate membrane filter to remove large particles, then immediately frozen at -20°C and analyzed as soon as possible. Nutrient concentrations, including nitrate (NO3–N), nitrite (NO2–N), ammonia (NH4+-N), and phosphate (PO4–P), were determined using a Technicon AA3 Auto-Analyzer (Bran + Luebbe, Norderstedt, Germany) based on the methods described by Crouch and Malmstadt (1967) and Verdouw et al. (1978). The concentration of dissolved inorganic nitrogen (DIN) was calculated as the sum of the concentrations of NO3-, NO2-, and NH4+ (Wei et al., 2017; Wei et al., 2022a).The dissolved inorganic phosphorus (DIP) was generalized as PO4-. Besides, we set a minimum nutrient concentration of 0.001 mg L-1 to avoid detection limit issues. For heavy metal analysis, the Cu, Zn, Pb, and Cd samples (~500 mL) were collected in PE bottles, filtered and acidified with nitric acid solution (HNO3). Differently, the Hg and As samples (~500 mL) were collected in glass bottles and acidified with sulfuric acid (H2SO4). The analytical methods for all heavy metals were described by Zhu et al. (2020) and Wei et al. (2022a).



2.2.2 Biological parameters

Samples for phytoplankton analysis were collected by vertical trawl using a shallow water Type III plankton net (~20 µm mesh size), then fixed with 2% buffered formalin and stored in darkness (Guo et al., 2014; Wei et al., 2017). Thereafter, the preserved samples were concentrated in laboratory using a 100 mL settlement column for 24-48 hours. Phytoplankton taxa (> 5 μm) were then identified and counted under an inverted microscope at 400× and/or 200× magnification (Motic AE2000, China) according to the method described by Utermöhl (1931). Samples (~500 mL) for chlorophyll a (Chl a) extraction and quantification were filtered using a Whatman GF/F filter (25 mm) under low vacuum pressure (<0.04 MPa), and then quickly frozen at -20°C (Guo et al., 2014). The Chl a extraction was carried out in 5 mL 90% acetone (4°C for 24 h in the dark). After removing the filters, the Chl a concentrations were quantified on a Turner designs fluorometer following the fluormetric method of Welschmeyer (1994). All the biological and environmental parameters were measured on water collected from the same Niskin bottles.




2.3 Statistical analysis

The diversity, evenness, and dominance of phytoplankton community along the coastal Yellow Sea were calculated according to the Shannon-Wiener diversity index (H’), the Pielou’s evenness index (J), and the dominance index (Yi), respectively (Fu et al., 2021). In the present study, we took the top five species as the dominant species.

 





where S represents the total number of phytoplankton species in the collected samples, i represents the species number, Pi represents the relative cell abundance of a species, ni is the cell number of species i, N represents the total number of individual cells in the samples, i is the frequency of occurrence of species i in each sample.

All data are given as values ± standard deviation. Box plots of seasonal changes of environmental parameters, line graphs of heavy metal concentration levels in each season, and bar charts of abundance distribution of dominant species in each season were made by software Origin (v. 2021). Horizontal distributions of environmental parameters, diversity index and evenness index in each season were performed by Ocean Data View (v. 5.6.2). Spatial distributions of phytoplankton dominant species abundance in each season was made by ArcMap (v. 10.7). Redundancy analysis (RDA) correlation analysis was used to assess the relationship between dominant species and environmental parameters (Canoco v. 5).




3 Results


3.1 Environmental parameters

The measured environmental parameters in surface seawater are illustrated in Figure 2, and the horizontal distributions of these environmental parameters in the study area can be found in the Supplementary Materials. The range of water temperature in this study region was between 14.70 and 28.30°C, with the highest in summer and the lowest in spring (Figure 2 and Table 1). The temperature in coastal water was much lower than that of the offshore water in three seasons, which may be driven by the inputs of coastal runoffs. The salinity of this region decreased gradually from spring to autumn (Figure 2), and the salinity was lower in coastal water than offshore water, which may be related to the encroachment of the diluted waters. Similarly, the dissolved oxygen (DO) content (6.21-7.87 mg L-1; Table 1) showed a temporally decreasing trend in the three seasons (Figure 2). The horizontal distribution of DO content was generally higher in the coastal water than the offshore water, but there were low values at stations 4 and 5 in summer, which may be related to the phytoplankton bloom. The pH in this region varied between 7.96 and 8.36, whereas the pH in spring was significantly higher than that in summer and autumn (Table 1). Chl a content in summer was higher than those in spring and autumn (Figure 2), and high values also appeared at stations 4 and 5 in summer, corresponding to the low value of DO content there. The DIN and DIP concentrations increased gradually with the three seasons, ranging 7.95-139.31 and 1.90-24.38 µg L-1, respectively (Figure 2 and Table 1).




Figure 2 | Seasonal variations of various environmental parameters in the coastal Yellow Sea. (A) temperature (°C), (B) salinity, (C) DO (mg L-1), (D) pH, (E) Chl a (µg L-1), (F) DIN (µg L-1), and (G) DIP (µg L-1).




Table 1 | Range and mean values of environmental parameters in spring, summer and autumn.



In addition, a seasonal comparison of heavy metal concentrations (i.e., Cu, Zn, Pb, Cd, Hg, As) at each station were conducted, and the results are shown in Figure 3. Generally, the concentration of Cu was the highest in spring and the lowest in summer, with relatively high values at stations 4, 5, and 6 near the shore. For the concentration of Zn, it was higher in autumn, followed by spring and summer. The highest Pb concentration occurred in spring. In terms of regional distribution, the concentration of Pb in the northeastern part of the survey area was higher in summer than in autumn. The Cd concentration fluctuated greatly in each season, but the seasonal difference was not obvious. In terms of regional distribution, however, the concentration in the northeastern part of the survey area during spring was lower than that during summer and autumn. Hg concentration showed no significant fluctuation in autumn, except for stations 3 and 4, and in general, the concentration in summer was higher than those in spring and fall. The concentration of As was extremely low during spring, and the concentration in autumn was higher than that in summer except for the northeastern part of the study area.




Figure 3 | Heavy metal concentrations in different stations during spring, summer and autumn. (A) Cu (µg L-1), (B) Zn (µg L-1), (C) Pb (µg L-1), (D) Cd (µg L-1), (E) Hg (µg L-1), and (F) As (µg L-1).





3.2 Phytoplankton community composition

During the study interval, a total of 115 phytoplankton taxa (> 5 μm) belonging to 3 phyla (i.e., Bacillariophyta, Dinophyta, and Chrysophyta) were identified in the coastal Yellow Sea (Table 2). 95 diatom species were accurately differentiated in the three seasons, accounting for 82.60% of the total phytoplankton taxa. Dinoflagellates were the second diverse group (19 species), representing 16.52% of the total species. Species in other groups were recorded more sparsely (<1%), including 1 taxon in 1 genus of Chrysophyta (i.e., Dictyocha fibula) during the three seasons. These results thus suggested that phytoplankton community were mainly composed of diatoms and dinoflagellates, but dominated primarily by diatoms along the coastal Yellow Sea. The specific classification of phytoplankton taxa in each season is shown in Table 2.


Table 2 | Classification of phytoplankton taxa in each season.





3.3 Phytoplankton diversity, abundance, and distribution


3.3.1 Species diversity

The H’ and J indices were applied to evaluate the complexity of the community structure and, to estimate whether the community is stable, respectively (Equations 1 and 2). In the study region, The H’ and J indices showed a similar distribution pattern in each season along the coastal Yellow Sea (Figure 4). The lower values were mainly observed in the coastal water, while the higher values were primarily found in the offshore water during the three seasons. These results indicated that the coastal region exhibited lower biodiversity and more uneven species distribution patterns in the three seasons. In terms of seasonal variation, the H’ index was highest in summer, followed by autumn and spring, indicating that the biodiversity is highest in summer. However, there was no significant difference in J index among the three seasons.




Figure 4 | Spatial distributions of Shannon-Wiener diversity index (H’) and Pielou’s evenness index (J) during the three seasons along the coastal Yellow Sea. (a1), (a2) and (a3) represent the H’ index in spring, summer and autumn, respectively. (b1), (b2) and (b3) represent the J index in spring, summer and autumn, respectively.





3.3.2 Dominant species and distribution

The top five dominant species selected in each season in the present study are shown in Table 3. Among the dominant species, most of which were diatoms in the three season, except for Noctiluca scintillans which mainly occurred in the spring. These results further confirmed that the phytoplankton community along the coastal Yellow Sea was dominated by diatoms. As shown in Figure 5, the species richness was the highest in autumn, followed by summer, and the lowest in spring. It is evident that there was an algal bloom phenomenon in the coastal water in autumn. The horizontal distribution of phytoplankton abundance is shown in Figure 6. The high abundance zones of phytoplankton were found in the nearshore water during the three seasons. In addition, in autumn, the diversity of dominant species in nearshore waters declined, and Coscinodiscus granii blooms occurred (Figure 6).


Table 3 | The abundance, frequency of occurrence, and dominance index of dominant species among the phytoplankton community in spring, summer, and autumn along the coastal Yellow Sea.






Figure 5 | Species richness distribution of dominant species in different stations during the three seasons. (A) spring, (B) summer, and (C) autumn.






Figure 6 | Horizontal distributions for the abundance of dominant species during different seasons along the coastal Yellow Sea. (A) spring, (B) summer and (C) autumn.






3.4 Relationships between abundance and environmental parameters

The Redundancy analysis (RDA) was conducted to identify which environmental variables affected the seasonal variation of phytoplankton and to gain some insights into the determinants controlling the seasonal dynamics of phytoplankton abundance along the coastal Yellow Sea (Figure 7). According to our RDA analysis, the abundance of dominant species in spring was positively correlated with DIN and DO content, but negatively correlated with water temperature (Figure 7A). Similarly, the abundance of dominant species showed a positive correlation with DIN during summer (Figure 7B). In contrast, significant positive correlation was observed between the abundance of most dominant species and water temperature, but the effect of DIN concentration on their abundance was significantly negative in autumn (Figure 7C). These results thus indicated that water temperature and DIN may be the key environmental variables affecting the seasonal dynamics of phytoplankton abundance in the coastal Yellow Sea. In addition, our RDA analysis demonstrated that heavy metals also had significant influences on the seasonal dynamics of phytoplankton abundance along the coastal Yellow Sea (Figures 7D–F). During the three seasons, there were significant correlations between Zn, As, and Hg and phytoplankton abundance, the implication is that Zn, As, and Hg were the potential metals that affected the seasonal dynamics of phytoplankton community. However, this result was in line with a previous study that heavy metals Hg, Zn, and As had more or less diverse consequences for the dynamics of phytoplankton in the Bohai Sea (Wei et al., 2022a), a region that is adjacent to the Yellow Sea and that is also highly affected by anthropogenic activities (Wang et al., 2018; Wei et al., 2022b).




Figure 7 | The RDA analysis for the relationships between phytoplankton abundance and environmental variables as well as heavy metals during the three seasons along the coastal Yellow Sea. (A–C) show the relationships between phytoplankton abundance and environmental variables in spring, summer, and autumn, respectively. (D–F) indicate the relationships between phytoplankton abundance and heavy metals in spring, summer, and autumn, respectively.






4 Discussion


4.1 Key factors affecting the phytoplankton community composition

In the present study, the phytoplankton community were mainly contributed by diatoms and dinoflagellates, but diatoms absolutely dominated throughout the coastal Yellow Sea (Tables 2, 3). Among the top five dominant species of each season, similarly, most of them were also diatoms, except for Noctiluca scintillans which only occurred in the spring. However, our results are quite consistent with previous studies in the China seas (Guo et al., 2014; Wei et al., 2017; Zhong et al., 2021; Wei et al., 2022a). For example, Guo et al. (2014) have explored the seasonal variation of phytoplankton in the East China Sea (ECS), and concluded that the phytoplankton community in the ECS were mainly composed of diatoms and dinoflagellates. Wei et al. (2017) have classified the phytoplankton community into six ecological provinces in the Bohai Sea and Yellow Sea, where the spatial distribution of phytoplankton was depicted by diatoms. Zhong et al. (2021) have examined the phytoplankton assemblages in the Pearl River estuary of the northern South China Sea, and revealed that chain-forming diatoms dominated the phytoplankton community. Moreover, Wei et al. (2022a) have documented the response of phytoplankton community to current changing coastal environment in the Bohai Sea, and suggested that diatoms were the most abundant and diverse group during the past three years, representing ~78% and ~82% of total abundance and taxa on average, respectively. Taken together, these data demonstrate that our results within this study can be typical of eutrophication conditions in the coastal ecosystems.

Various theoretical arguments based on laboratory experiments and field studies have suggested that the community composition of phytoplankton is always correlated with the fluctuation of physico-chemical environmental variables (Xiao et al., 2018). Based on the raw data, our RDA analysis showed that DIN was strongly related to the dominant species that were mainly composed of diatoms (Figure 7 and Table 2). This close relationship in fact seems reasonable, as diatoms tend to have a competitive advantage when nutrient concentrations are high, compared to dinoflagellates. For diatoms, they are typically R-strategists and tend to have higher maximum rates of carbon-specific nutrient uptake (Alves-de-Souza et al., 2008; Edwards et al., 2012). As a mixotrophic group, however, dinoflagellates are very insensitive to high-nutrient conditions. Therefore, the higher nutrient concentrations (especially DIN) along the coastal Yellow Sea favored the diatom growth (Figure 2 and Table 1). We also found that water temperature had a potential impact on the dynamics of dominant diatoms (Figure 7). The temperature sensitivity of diatoms is consistent with a previous found that diatoms adapt to a wide range of temperatures, i.e., diatoms have a wide thermal tolerance in the global scenario (Chen, 2015). Certainly, our RDA analysis showed that both temperature and DIN had potential effects on the phytoplankton community composition, indicating that the temperature effect was very dependent on nutritional status, which can be either the result of species specific variation or the interaction of temperature and nutrient on the same dominant species (Anderson, 2000; Xiao et al., 2018; Wei et al., 2022a). In particular, the RDA results showed that the phytoplankton abundance dominated by diatoms had positive correlations with high temperature at high DIN concentration in summer (Figure 7B). The implication is that the response of diatoms to high temperature may not be a result of innate metabolic intolerance to super-optimal temperatures, as long as temperature stress is not accompanied by the additional stress of nutrient limitation. In contrast, dinoflagellate blooms often occur at temperatures of ~18 °C when nutrient concentrations are low (Graneli et al., 2011). In the coastal Yellow Sea, however, there is a continuous input of terrestrial nutrients (especially DIN), causing eutrophic conditions, which may thus benefit diatoms and inhibit dinoflagellates. Altogether, the interactions of temperature and DIN as well as different nutritional strategies favor the growth of diatoms but have apparent negative effect on dinoflagellate species along the coastal Yellow Sea.

Water turbulence may also have a direct impact on the community composition of phytoplankton in the coastal Yellow Sea (Guo et al., 2014; Wei et al., 2017). As a result of the complex hydrological characteristics of the Yellow Sea, internal waves are a common phenomenon along the coastal Yellow Sea. For example, many in situ observations (Liu et al., 2009) and satellite images (Zhao et al., 2014) have reflected the existence of internal waves in the Yellow Sea. Numerous studies have shown that the rupture of internal solitary waves can generate intensified turbulence within the thermocline (Klymak and Moum, 2003; Moum et al., 2003; Liu et al., 2009). However, the integrity and metabolism of dinoflagellate cells are susceptible to turbulence, such as cell division, morphology, and the nutrient-retrieval migration, while diatoms can thrive in strong turbulence due to the protection of their cell walls (Sullivan et al., 2003; Peters et al., 2006; Clarson et al., 2009; Guo et al., 2014). This can be further confirmed by previous studies, which have revealed that changes in ocean circulation and water masses can affect the composition of phytoplankton community (Wei et al., 2017; Wei et al., 2020). Also, Eriksen et al. (2018) have proposed that when turbulence levels increase, the composition of phytoplankton community changes from dinoflagellates to diatoms. Taken together, water turbulence may be another factor responsible for the phytoplankton community composition.



4.2 Key factors affecting the seasonal variation of phytoplankton

Previous studies have demonstrated that the seasonal variation in phytoplankton abundance is mainly affected by various environmental parameters such as nutrient, temperature, salinity, light availability and so forth (Chen et al., 2003; Edwards et al., 2012; Johnson et al., 2013; Guo et al., 2014; Eriksen et al., 2018; Wei et al., 2022a). According to our RDA analysis in this study, the abundance of phytoplankton across the three seasons was closely related to water temperature and DIN concentration (Figure 7), indicating that water temperature and DIN may be the determinants controlling the seasonal variability of phytoplankton abundance along the coastal Yellow Sea. This result, however, is quite consistent with previous studies in the Yellow Sea (Lin et al., 2005; Fu et al., 2009; Zhang et al., 2016; Wei et al., 2017; Liu et al., 2019). For instance, Lin et al. (2005) have investigated the ecological responses of phytoplankton abundance and primary production to environmental changes in the Yellow Sea during 1976-2000, and suggested that the seasonal dynamics of phytoplankton abundance are strongly related to DIN and N:P ratios. Fu et al. (2009) have reported that temperature is an important regulation factor for the seasonal variability of phytoplankton biomass size structure in the Southern Yellow Sea. Zhang et al. (2016) and Wei et al. (2017) have revealed the different ecological distribution of phytoplankton abundance during spring in the Yellow Sea, based on the regional variations of water temperature and nutrients (especially DIN and DIP). Based on a time series of satellite data on Chl a concentration, Liu et al. (2019) have determined the mechanisms of phytoplankton variation in recent decade in the Yellow Sea during 2003-2015, and found an intimate relationship between sea surface temperature and phytoplankton. In addition, diatoms, as the dominant species of phytoplankton along the coastal Yellow Sea, are typically R-strategists in nutrient uptake and have a wide thermal tolerance as discussed above (Alves-de-Souza et al., 2008; Edwards et al., 2012; Guo et al., 2014; Chen, 2015). For example, diatoms can accelerate N assimilation under nitrate-rich conditions and thus have inherently high growth rates (Edwards et al., 2012; Chen, 2015). It is noteworthy that the effect of DIN concentration on phytoplankton abundance was significantly negative in autumn (Figure 7C). In fact, the DIN concentration in the coastal Yellow Sea was much higher in autumn than in spring and summer (Figure 2). The implication is that DIN was no longer the potential limiting nutrient for the growth of phytoplankton in the coastal Yellow Sea, instead of a inhibited factor. Consequently, the significant correlations between phytoplankton abundance and temperature and DIN during the three seasons suggest that the seasonal variation of phytoplankton is associated with the seasonal differences in temperature and DIN in the coastal Yellow Sea. Certainly, some physical processes (e.g., Yellow Sea Warm Current, YSWC; Liu et al., 2015) or other environmental factors (e.g., light availability; Findlay et al., 2006; Fu et al., 2009; Zhang et al., 2016) in the Yellow Sea may affect the seasonal variability of phytoplankton abundance, but those would not be discussed in detail due to the lack of data within our study.

According to the RDA analysis (Figure 7), we also observed that the phytoplankton abundance was strongly correlated with heavy metals (especially Zn, As, and Hg) during the three seasons, indicating that heavy metals also had significant influences on the seasonal dynamics of phytoplankton. In other words, Zn, As, and Hg were the main possible metals that affected the seasonal dynamics of phytoplankton along the coastal Yellow Sea. This result, however, is in line with a previous study that metals Zn, As, and Hg have diverse consequences for the dynamics of phytoplankton in the Bohai Sea (Wei et al., 2022a). It is well known that some heavy metals are essential micronutrients but some have no known metabolic function for phytoplankton growth (Abdou and Tercier-Waeber, 2022; Wei et al., 2022a). For instance, Zn is an essential element in key phytoplankton biochemical functions within an optimal concentration range. Recent studies have also suggested that Zn may be involved in the biological function and adaptive evolution of phytoplankton (Mikhaylina et al., 2022; Ye et al., 2022). In contrast, Hg is thought to be a hazardous metal that can be accumulated by phytoplankton as well as zooplankton, but zooplankton are much more sensitive to Hg than phytoplankton (Zhu et al., 2020; Abdou and Tercier-Waeber, 2022). The positive correlation between phytoplankton abundance and metal Hg in fall may be a result of the harmful effect of Hg on zooplankton, which thus reduces the predation pressure of zooplankton on phytoplankton. Although As was also related to the phytoplankton dynamic in summer (Figure 7E), it is generally considered as a non-essential toxic metal with no known metabolic function, and thus more data are required for future work. Overall, heavy metals can impact the seasonal dynamics of phytoplankton along the coastal Yellow Sea with effects that may differ physiologically and functionally.

Additionally, Coscinodiscus granii bloom was observed at several stations along the coastal Yellow Sea during the autumn (Figure 5). Analogously, the autumnal blooms in phytoplankton have also been observed in many eutrophic ecosystems around the world (Song et al., 2010). The classic theory suggests that phytoplankton blooms in autumn are related to the vertical mixing in autumn (Chen et al., 2003; Findlay et al., 2006). This is because the increased vertical mixing and subsequent decomposition of stratification in autumn can lead to the inflow of nutrients into the upper layers of the ocean. The ocean surface has sufficient light to support photosynthesis, which is a key for the massive growth of phytoplankton. In addition, the grazing of zooplankton is affected by the increase of vertical mixing, it may further promote the growth and proliferation of phytoplankton (Irigoien et al., 2004; Findlay et al., 2006; Song et al., 2010). In theory, the combination of the above factors can thus initiate a bloom of phytoplankton in autumn.




5 Conclusions

Marine phytoplankton, as primary producers in marine ecosystems, play crucial roles in food chains, energy supply, element cycling, ecosystem functioning as well as the global biogeochemical cycles. The characteristics of phytoplankton community and diversity are thus important indicators for evaluating the nutrient level, pollution status, resource status, production potential and stability of marine ecosystems. Major progress has been made in the study of phytoplankton dynamics in the past decades. However, more studies are needed to further increase the knowledge of the processes for marine environments affecting the phytoplankton dynamics, especially in coastal regions where environmental variables are comparatively complex. In this study, we conducted 3 cruises during three different seasons in the coastal Yellow Sea to suggest that temperature and DIN may be the determinants controlling the seasonal variability of phytoplankton abundance in this coastal region. We also found that metals Zn, As, and Hg had potential affects on the seasonal dynamics of phytoplankton community along the coastal Yellow Sea. Accordingly, we suggested that the interaction of water temperature, DIN, and metals Zn, As, and Hg might be key in driving the seasonal variation of phytoplankton community that was dominated by diatoms.
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  Winds potentially affect primary production in shelf seas during the stratified season by enhancing upwelling and mixing. However, the exact extent and modalities of this effect in the Yellow Sea remain unclear. Here, based on the satellite and in situ observation data, statistical method, and wind-driven upwelling theory, we examined the wind effect on the chlorophyll-a (Chl-a) variability in the summer of 2002-2020 and the effect mechanism. The satellite data revealed a significantly positive correlation between anomalies of the monthly mean of the summer sea surface Chl-a and wind speed at the continental slope region (water depth of 20-60 m) in the southwestern Yellow Sea where strong wind-driven upwelling has been indicated by previous studies. The wind-driven upwelling along the continental slope was further verified using two summer in-situ observations. After a fortnight of southeasterly wind, the upwelling patterns of high salinity and rich nutrients from the Yellow Sea cold water mass were observed, and consequently, high Chl-a concentrations occurred in the upper layer of the slope region. The wind-driven upwelling occurred in the region at water depth of ~20-60 m, which is consistent with the result of the wind-driven coastal upwelling theory (0.5D < water depth < 1.25D, where D is the thickness of the Ekman layer). The dissolved inorganic nitrogen, phosphorus, and silicate fluxes contributed by wind-driven upwelling were estimated as 1345 ± 674 μmol/m2/d, 81 ± 45 μmol/m2/d and 1460 ± 899 μmol/m2/d, respectively, accounting for 30%-40% of total nutrient supply, and were several times larger than that contributed by the turbulent mixing, which can explain why the strong wind-Chl-a correlation only occurred at the upwelling region rather than the entire sea. In addition, in this region, the interannual variability of the summer mean Chl-a was negatively correlated to both the Pacific Decadal Oscillation (PDO) and El Niño-Southern Oscillation (ENSO) indexes, due to the opposite phase of the summer wind anomaly and the PDO/ENSO. This study revealed the wind effect on the shelf phytoplankton is regional and highlighted that wind could be a pivotal factor driving the climate variability of shelf primary production in the stratified season.
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  1. Introduction.

Shelf seas support more than a third of the oceanic primary productivity and significantly influence global biogeochemical cycles (e.g., Wollast, 1998; Bauer et al., 2013). Understanding the forcing factors which regulate phytoplankton biomass in shelf seas is highly important. In summer, stratification in shelf seas can reduce the vertical transport of nutrients from deep water to the surface, and consequently limit the growth of phytoplankton (e.g., Tian et al., 2005; Xu et al., 2011; Liu and Wang, 2013; Wihsgott et al., 2019). Summer wind is one of the key dynamic factors which can pump nutrients from deep water to the surface by forming wind-driven upwelling and enhancing vertical mixing. Thus, it can regulate phytoplankton production during the stratified season (e.g., Jacox and Edwards, 2011; Daneri et al., 2012; Williams et al., 2013; Li et al., 2018; Zhabin et al., 2019). However, the correlation between wind and phytoplankton biomass is of region difference which relies on latitudes, water depth, and other environmental factors (e.g., Kahru et al., 2010; Shen et al., 2018). Therefore, more studies are needed to fully understand the role of wind on phytoplankton, especially for the coastal oceans with complex environments.

The Yellow Sea is a part of the western Pacific marginal sea surrounded by China and the Korean Peninsula ( Figure 1 ), with an average water depth of about 40 meters. It is a typical mid-latitude shelf sea with distinct seasonal characteristics. In winter, its seawater is well-mixed and features high turbidity and rich nutrients (Lin et al., 2019a; Guo et al., 2020). Deep mixing and high turbidity limit the light availability for phytoplankton growth, and the vertical average irradiance dominates the spatial pattern of chlorophyll-a (Chl-a) concentration (Lin et al., 2019a). After winter, stratification gradually forms with the sea surface heat flux increase. Consequently, cold water is retained at the bottom of the central Yellow Sea, forming the Yellow Sea Cold Water Mass (YSCWM) in summer (Zhang et al., 2008). The YSCWM occupies ~1/4–1/3 of the total volume of the Yellow Sea and contains rich nutrients (Su and Weng, 1994). The nutrients stored in the YSCWM account for approximately half of the total nutrients in the Yellow Sea (Chen et al., 2012). Nevertheless, summer stratification limits the vertical transport of nutrients in the YSCWM to the upper layers, resulting in low Chl-a concentrations (<1.0 mg/m3), especially in the central Yellow Sea (Fu et al., 2009; Yamaguchi et al., 2012; Liu et al., 2015). Understanding the YSCWM nutrient release process and the dynamic mechanism is therefore of significance for understanding the variability of primary productivity in the Yellow Sea. Previous studies reported that the turbulence entrainment and the upwelling of the tidal mixing fronts could induce the upward transport of nutrients in the YSCWM, compensate for the nutrient supply of the upper layer, and finally promote the phytoplankton growth at the regions of the front and subsurface (e.g., Wei et al., 2002; Liu et al., 2003; Su et al., 2013; Wei et al., 2016; Choi et al., 2017; Fu et al., 2018; Wei et al., 2020).

 

Figure 1 | (A) A map of the Yellow Sea with isobaths and sampling stations (Black circles: July 2018; red triangles: August 2015). The Yellow Sea Cold Water Mass (YSCWM) scaled by the blue dash-line is defined as the 10 °C isotherms in the bottom layer in summer, (Zhang et al., 2008). (B) The climatological mean of sea surface chlorophyll-a (Chl-a) in summer. (C) The climatological mean SST (color) and wind (arrows) in summer. 



The Yellow Sea is significantly influenced by the East Asian monsoon. In summer, the average speed of southeasterly monsoon wind is 4–5 m/s (Su and Yuan, 2005), which is favorable for the formation of coastal upwelling in the southwestern Yellow Sea (Yuan et al., 2017). By numerical modeling and observation, Wang et al. (2021) revealed the critical role of the summer monsoon in the upwelling in the southwestern Yellow Sea, and their numerical experiments showed that the contribution of summer wind to the coastal upwelling system was almost equal to that of tides. The numerical study by Meng et al. (2020) found strong wind could effectively enhance vertical mixing by triggering near-inertial internal waves and near-inertial oscillations in the Yellow Sea in summer, which is especially important for vertical exchange in the central Yellow Sea. These studies have suggested the important effect of wind on the water vertical transport by enhancing upwelling and mixing during summer. Thus, the summer wind could be another potential factor driving the nutrient release from the bottom YSCWM and rising the phytoplankton biomass in the upper layer. Nevertheless, the effect of wind on the phytoplankton and nutrient in summer has not been carefully examined, and especially the exact extent and modalities of the effect remain unclear. In this study, based on the satellite data from 2002-2020 and two sets of observational data from summer field surveys during weak and strong winds, we analyzed the correlation between summer Chl-a and wind speed and the response of the nutrient distribution on the wind to further understand the effect of wind on the phytoplankton variability and its mechanism.

The remainder of this paper is organized as follows: Section 2 describes the data source and analysis methods; Section 3 shows the correlation analysis results between wind and Chl-a using the satellite data and the observed results of the two summer field surveys; Section 4 discusses the roles of wind on phytoplankton variability and the wind contribution on the nutrient flux in summer, and Section 5 summarizes the main findings of this study.


 2. Data and methods.

 2.1. Data sources.

 2.1.1. Satellite and reanalysis data.

Satellite and reanalysis data were used to analyze the correlation between Chl-a and wind in the Yellow Sea during summer. For comparison, the correlation between Chl-a and other two factors, i.e., sea surface temperature (SST) and Changjiang River discharge (CRD), were also analyzed. The monthly mean satellite Chl-a data for the Yellow Seas over the past 19 years (2002-2020) was acquired from Wang et al. (2017); and the summer Chl-a data (from June to August) were used to analyze the correlations between environmental factors in this study. To enhance the accuracy, the data were calibrated using the GAM (generalized additive model) algorithm developed by Wang et al. (2017). The regional GAM algorithm was developed to alleviate the effect of suspended sediments and colored dissolved organic matter on the Chl-a concentrations. Details of the GAM algorithm and Chl-a validation in the Yellow Sea are available in Wang et al. (2017). The satellite-derived Chl-a data have been used in several studies on Chl-a variability in the Yellow Sea (e.g., Lin et al., 2019a; Wang and Gao, 2020), which confirmed their agreement with in situ data in the Yellow Sea even during winter with high water turbidity (Lin et al., 2019a).

Monthly SST data in the Yellow Sea were obtained from the Advanced Very High Resolution Radiometer (AVHRR) (downloaded from https://coastwatch.noaa.gov). The reanalysis monthly wind data from the ERA-Interim dataset were derived from the European Center for Medium-Range Weather Forecasts (ECMWF, downloaded from https://www.ecmwf.int/). The freshwater discharge data of the Changjiang River were obtained from the Datong hydrological station (http://www.cjh.com.cn/). In addition, the PDO (Pacific Decadal Oscillation) and Niño 3.4 indexes were used to characterize the climate variability of the Pacific and obtained from the World Meteorological Organization (http://climexp.knmi.nl/selectindex.cgi?id=someone@somewh).


 2.1.2. Field observations and sample analysis.

Two summer field surveys were conducted in the Yellow Sea during August 17–21, 2015 (C15) and July 24–27, 2018 (C18), respectively. The wind over the Yellow Sea in July 2018 was significantly stronger than that in August 2015 ( Figure 2 ). The average wind speeds in the Yellow Sea a week before the C18 and C15 field surveys were ~6.0 m/s and ~2.7 m/s, respectively. The physical, chemical, and biological parameters of triplicate water samples collected from 36 sites ( Figure 1A ) were measured. A conductivity–temperature–depth instrument (CTD, SeaBird 911 plus) was used to measure seawater temperature, salinity, and water depth. The observation sites during the two field surveys overlapped basically along 34°N, 35°N and 36°N transects, which cross the region of stratification and the YSCWM ( Figure 1A ). The buoyancy frequency (N 2) is used to quantify the intensity of stratification of the seawater, which is calculated as follows:

 

Figure 2 | Daily mean winds in the southwestern Yellow Sea during the two field surveys (A: August 2015; B: July 2018). The gray bars and the blue arrows denote the wind speed and wind direction, respectively. The blue shadings in the horizontal axis denote the date of the observation. 



 

where, ρ is the seawater density, ρ0  is a reference density, and g is the gravitational acceleration. We compared the data at the three transects during the two field surveys to evaluate the effect of the summer winds on the southwestern Yellow Sea.

Seawater samples were collected at different water depths (3–5 layers) at each site using a Go-Flo bottle (5 L). Water samples (1 L) at each layer were initially filtered in situ through cellulose acetate membranes (Whatman, 0.45 μm) for nutrient analysis. Next, the filtered water samples were added with HgCl2 (0.05% final concentration) to prevent microbial alteration and then frozen at -20°C for the subsequent laboratory analysis. Dissolved inorganic nitrogen (DIN), dissolved inorganic phosphorus (DIP), and dissolved silicate (DSi) were analyzed in the laboratory using flow injection analysis (AA3, Bran + Luebbe, Germany). In this study, DIN denotes the total concentrations of NO3 −, NO2 −, and NH4 +. NO3 −, NO2 −, and NH4 + concentrations were measured using the diazo-azo, cadmium-copper reduction, and salicylate methods, respectively. DIP and DSi were measured using the phosphomolybdenum blue method and the silicomolybdic complex method, respectively. For Chl-a measurements, we filtered 1 L water samples through GF/F filters (Whatman, 0.45 μm) under a low vacuum, and the filters were frozen at -20°C before laboratory analyses. Chl-a was extracted using 15 mL of 90% acetone in the dark for 24 hours in a refrigerator, and the concentrations were determined using the Chl-a fluorescence method (Turner Design Trilogy).



 2.2. Data analysis.

The coefficient of variation (CV) of the satellite Chl-a data was used to evaluate the Chl-a variability in summer, which is calculated as the ratio of the standard deviation of the monthly mean Chl-a in summer to the summer mean Chl-a. According to the definition, a larger CV means a high variability of Chl-a. To examine the effect of wind, SST, and Changjiang River discharge (CRD) on summer phytoplankton biomass in the Yellow Sea, we performed correlation analyses on the monthly mean surface Chl-a concentrations, wind, SST, and CRD in summer (June, July and August). As the monthly mean wind direction basically remains the same in summer (e.g., Lin et al., 2019b), we used the monthly mean wind speed to quantify the wind intensity. Distributions of Chl-a in June, July, and August all show similar patterns and weak monthly variability during summer (see  Figure S1  in the supplementary material), indicating the basically identical environmental background for the three summer months in the Yellow Sea. To further avoid the potential effect of the intrinsic monthly variation in one summer on the correlation, the anomalies of monthly mean values were used in the correlation analysis, which was calculated by subtracting the corresponding climatological monthly mean from the monthly mean values. Using the least squares method, we analyzed the correlations between the anomalies of wind, SST, CRD, and Chl-a concentration in June, July, and August of 2002-2020. Moreover, to understand the effect of the climate variability on the interannual variability of the summer Chl-a, i.e., PDO and El Niño-Southern Oscillation (ENSO), the correlation between the summer mean Chl-a concentration and the PDO and Niño 3.4 Indexes. As the strong signal of ENSO occurs in winter and there are usually several month lags between the variabilities of the climate and coastal environment (e.g., Zhai et al., 2021), the mean Niño 3.4 Index in winter (January to March) was used in the correlation analysis. The correlation coefficient (R value) was used to quantify the degree of correlation, and the positive and negative R values denote positive and inverse correlations, respectively. The statistical significance (P value) was assessed using an F-test.


 2.3. Wind-driven upwelling theory.

In this study, the wind-driven upwelling theory was adopted in our analysis to understand the response of the western Yellow Sea to summer winds. The 2D analytical solution derived by Estrade et al. (2008) suggests that a wind-induced upwelling cell should be concentrated in the region of

 

where h is the water depth and  is the thickness of the Ekman layer ( A  υ  is the vertical viscosity coefficient and f is the Coriolis parameter).

According to the wind-driven Ekman transport, the magnitude of wind-driven coastal upwelling can be estimated as (e.g., Estrade et al., 2008):

 

where L is the cross-shore width of the upwelling region (~140 km on average according to the observation in the western Yellow Sea), ρ 0 is the reference density (1025 kg/m3) and τ is the sea surface alongshore wind stress. The wind stress related to wind speed is formulated as:

 

where ρ  a  is the air density (~1.22 kg/m3), C  d  is the drag coefficient (0.0013) and  is the alongshore wind speed. As the summer wind direction is basically parallel to the coastline of the western Yellow Sea ( Figure 1C ), the summer mean wind speed was directly used here to estimate the upwelling intensity in the western Yellow Sea. Based on Equations (3) and (4), the average magnitude of wind-induced upwelling in the western Yellow Sea can be estimated using:

 . 

Based on the upwelling velocity and nutrient concentrations of the YSCWM, the average nutrient fluxes to the upper layer induced by wind-driven upwelling can be estimated using:

 

where F is the upwelling nutrient flux, C is the average nutrient concentration in the YSCWM and w is the upwelling velocity.



 3. Results.

 3.1. Correlation between summer winds and Chl-a concentrations.

The satellite data showed that the relatively high variability (high CV) of summer Chl-a occurred in the continental slope region where the water depth ranged between 20 m and 60 m ( Figure 3A ). Meanwhile, there was a significant positive correlation between summer winds and satellite Chl-a concentrations at the water depth of 20-60 m in the western Yellow Sea ( Figure 3B ). Whereas, in the eastern Yellow Sea, the wind-Chl-a correlation was negative ( Figure 3B ). In contrast, the spatial correlations between SST ( Figure 3C ), CRD ( Figure 3D ) and Chl-a were much weaker than the wind-Chl-a correlation. The location overlaps of the high Chl-a variability and the strong wind-Chl-a correlation ( Figures 3A, B ) suggest the effect of the summer wind on the variability of summer Chl-a in the southwestern Yellow Sea.

 

Figure 3 | (A) The coefficient of variation (CV) for the monthly mean Chl-a in summer. (B–D) The correlation coefficient R for the monthly wind-Chl-a (B), SST-Chl-a (C), and CRD-Chl-a (D) correlation analyses, respectively. The gray dots in (B–D) denote the location of significant correlation (P<0.05). The black dash lines in (A, B) are the isobaths. 



As the Pacific climate variabilities (especially PDO and ENSO) have important effects on the East Asian Monsoon system (e.g., Chen et al., 2013; Kim et al., 2014), they could indirectly influence the Chl-a in the Yellow Sea, which is demonstrated by the negative correlation between the summer mean Chl-a and both PDO and ENSO in the western Yellow Sea ( Figures 4A, B ). As shown in  Figure 4 , the region with the strong negative correlation between the summer Chl-a and the climate variabilities concentrated in the western Yellow Sea and basically corresponds to the region with the strong positive wind-Chl-a correlation ( Figure 3B ). Although the effect of ENSO and PDO on the East Asian monsoon could be complex and not be a simple linear correlation (e.g., Kim et al., 2014), the PDO/ENSO positive (negative) phase over the past nineteen years basically corresponded to the negative (positive) anomaly of the summer wind speed of the Yellow Sea ( Figure 4C ). Thus, the negative PDO/ENSO-wind and positive wind-Chl-a correlations in the western Yellow Sea could result in the inverse correlation between the PDO/ENSO and Chl-a, implying that the wind variability could be the pivotal factor driving the climatic variability of the summer Chl-a in the western Yellow Sea. In addition, PDO/ENSO could also influence SST and CRD besides wind. However, as shown in the correlation analysis ( Figures 3C, D ), the effects of SST and CRD on the summer Chl-a were much weaker than that of wind in summer (the potential cause will be discussed in Section 4.3). Thus, it is more likely that the PDO/ENSO influences the summer Chl-a variability by modulating the summer wind.

 

Figure 4 | The correlation coefficient R for the interannual PDO-Chl-a (A) and ENSO-Chl-a (B) correlation analyses, respectively. The gray dots in (A, B) denote the location of significant correlation (P<0.05). (C) The interannual variability of the summer mean wind speed (m/s) over the Yellow Sea and the ENSO/PDO indexes from 2002 to 2020. 




 3.2. .In-situ observations under different wind conditions

Based on two summer field surveys in C15 (weak wind time) and C18 (strong wind time), we analyzed the variations of sea temperature, salinity, nutrients along the three transects ( Figure 1A : 34°N, 35°N and 36°N) to understand the effect of wind on the southwestern Yellow Sea. As shown in  Figure 5 , significant thermoclines and stratification occurred during the C15 and C18, with water depth > 20 m, high salinity (> 32), and low temperature (<12°C) occurring below the thermoclines, showing the edge position of the YSCWM. Compared with the T-S characteristics during weak wind observation (C15), high salinity water tongue (~32–33) during strong wind observation (C18) expanded more toward the coastal side and tilted upward to the surface waters ( Figures 5A , and  6 ), indicating the occurrence of upwelling along the continental slope of the southwestern Yellow Sea under a strong wind condition.

 

Figure 5 | (A) The patterns of sea temperature (black lines, °C) and salinity (colors) along the three transects (34°N, 35°N, and 36°N) during C15 (upper panels) and C18 (lower panels). (B) The same as (A), except with the pattern of the buoyancy frequency. 



 

Figure 6 | Temperature-Salinity (T-S) diagram during the two cruises (C15 and C18). The gray dash lines denote isopycnals (-1000 kg/m3). The dash boxes mark the different water masses (surface, thermocline, and bottom layers). 



The spatial patterns of DIN, DIP, and DSi ( Figure 7 ) along the three transects matched well with the patterns of water temperature and salinity ( Figure 5A ). The average DIN, DIP, and DSi concentrations in the YSCWM were similar during the observations in the C15 and C18 and larger than 6.0 μM, 0.32 μM, and 6.5 μM, respectively, which were 2-3 times higher than those in the upper waters ( Table 1 ). Similar to the water temperature and salinity pattern, during the C18, high nutrient water expanded more to the coastal side along the seabed slope and tilted upward to the upper waters compared with their characteristics during the C15. The results reflect that the upwelling can transport nutrients from the YSCWM to the upper waters.

 

Figure 7 | The patterns of DIN (A), DIP (B), and DSi (C) concentrations along the three transects (34°N, 35°N and 36°N) during C15 (upper panels) and C18 (lower panels). The black dash lines are isotherms (the interval of the isotherms is 2 °C). The red dashed boxes in (A) denote the upwelling region at water depths between 25 m and 62.5 m, which were derived from the analytical solution of wind-driven upwelling. 



 Table 1 | Nutrient conditions and Chl-a concentrations of the three water masses during the two summer field surveys in the Yellow Sea. 



The relatively high Chl-a concentrations responded to the upwelling during the C18 ( Figure 8 ). In comparison, the Chl-a concentrations along the three transects in C18 were about twice of that in C15 ( Table 1 ). In addition, relative to Chl-a in C15, the spatial scale of high Chl-a in C18 was denser and covered a wider range, including the edge of the YSCWM ( Figure 8 ).

 

Figure 8 | Chl-a concentrations along the three transects (34°N, 35°N, and 36°N) during C15 and C18. The black lines are isotherms. 



In summary, the observation results of the two cruises show that the stronger upwelling along the slope in the southwestern Yellow Sea occurred during the cruise with the stronger wind, which pumped up more nutrient from the bottom water and resulted in a higher Chl-a in the upper layer. Although other factors (e.g., tide and stratification) could contribute to the different results of the two cruises, the wind is considered as the main factor inducing the strong upwelling and the higher Chl-a in the C18, which is further discussed in Section 4.



 4. Discussion.

 4.1. Verification of the wind effect on the upwelling during the C18.

The observation results showed a stronger upwelling along the slope in the southwestern Yellow Sea during the C18. However, the two summer cruises C15 and C18 were carried out in August and July, respectively, and have about 20 days interval. Beyond wind, other environmental factors, such as tides and stratification, could also be different and influence the coastal upwelling. The upwelling induced by tidal mixing fronts and its contribution to the nutrient fluxes in this region has been reported by Lü et al. (2010) and Wei et al. (2016). The numerical studies by Huang et al. (2018) and Liang et al. (2018) suggested the existence of a relation between the upwelling intensity induced by the tidal mixing fronts and the tidal phase. Their study indicated that the spring tide phase (larger tidal range) corresponds to a stronger upwelling in the southwestern Yellow Sea than the neap tide phase (smaller tidal range). Our analysis showed that the tidal range during C15 was slightly larger than that during C18 (see  Figure S2  in the  Supplementary Material ), but the observations demonstrated a stronger upwelling during C18, implying that the stronger upwelling observed in C18 than C15 should not be induced by the difference in the tidal phase. Meanwhile, the intensity of stratification could also affect the intensity of the coastal upwelling to some extent (e.g., Jacox and Edwards, 2011). However, the temperature sections showed no significant difference in the stratification intensity between the two cruises ( Figure 5 ). Hence, we suspected that the stronger upwelling observed during C18 could be mainly caused by wind since the upwelling-favorable wind during C18 was much stronger than that during C15 ( Figure 2 ). Our speculation was further confirmed using the wind-driven upwelling theory (Method section: Equation 2) as the following analysis.

According to Estrade et al. (2008), wind-driven upwelling in coastal waters should occur in the region of 0.5D < h < 1.25D. According to the model results of Lin et al. (2020), the order of A  υ  in the Yellow Sea in summer was ~10-2 m2/s, and f was ~10-4 1/s. Thus, the thickness of the Ekman layer D can be calculated as ~50 m for the southern Yellow Sea during summer. Finally, the wind-driven upwelling in the Yellow Sea should occur at 25 m < h < 62.5 m according to the wind-driven upwelling theory, which is highly consistent with the upwelling location inferred from the observed nutrient distribution in C18 (see the box region in  Figure 7A ). Meanwhile, the satellite-derived high wind-Chl-a correlation also was found exactly in this region ( Figure 3B ), indicating the important role of the wind-driven upwelling on the variability of summer Chl-a.

Moreover, the analytic analysis by Estrade et al. (2008) suggests that a steep sea-bottom slope can induce more intense upwelling than a gentle slope under the same wind conditions. In this study, the slope of the seafloor at the 34°N transect was steeper than that of the other two transects ( Figure 5 ). Higher nutrient concentrations in the upper layer of the upwelling region in the 34°N transect indicate more intensified upwelling at 34°N than at 35°N and 36°N ( Figure 7 ), which agrees with the wind-driven theory. The average wind speeds during the week before C18 and C15 were 6.0 m/s and 2.7 m/s, respectively. The two field survey months generally showed southerly wind direction, which is upwelling-favorable for the western Yellow Sea ( Figure 2 ). According to Equation (5), the upwelling velocities for 6 m/s and 2.7 m/s winds were estimated as ~0.47 × 10-5 m/s and <0.1 × 10-5 m/s, respectively. The significant difference in the upwelling intensity estimated by the wind-driven upwelling theory could well explain the observed difference between the two cruises.


 4.2. Estimating the contribution of wind-driven upwelling on the nutrient supply.

The wind-driven upwelling could increase the nutrient release from the YSCWM and thus rise Chl-a concentrations in the upper layer. Compared with the C15, the surface nutrient concentration in the C18 significantly increased ( Table 1 ), indicating the significant contribution of wind-driven upwelling to nutrient upward transport. Thus, both satellite and observation data showed the positive effects of summer winds on phytoplankton biomass at the continental slope region in the southwestern Yellow Sea. In general, cold water masses with rich nutrients appear in shelf seas (also referred to as the “cold pool”) in summer because of ocean stratification, e.g., Middle Atlantic Bight, North Sea, and Irish Sea (Houghton et al., 1982; Brown et al., 1999; Holt and Proctor, 2003). Some earlier studies have reported the significant impact of nutrients released from the cold pool on primary production on shelves (Dickey-Collas et al., 1997; Stabeno et al., 2007; Na et al., 2010). The turbulence entrainment and upwellings induced by tidal-mixing fronts are also important physical processes for transporting nutrients from the bottom to the upper water during summer (e.g., Wei et al., 2016). However, the tidal-mixing front is relatively stable with negligible monthly variability during summer (Pisoni et al., 2015; Lin et al., 2019b). Thus, wind with relatively strong variability becomes an important factor to drive the monthly and interannual variability of the summer chl-a ( Figure 3 ).

Based on Equations (5) and (6), the contribution of the wind-driven upwelling to the nutrient upward flux can be estimated. The climatological mean wind in the Yellow Sea during summer is ~4.5 m/s, and thus the mean wind-induced upwelling in summer was estimated at ~0.26 × 10-5 m/s. According to Equation (6), the estimated mean nutrient fluxes DIN, DIP, and DSi (see  Table 2 ) induced by wind-driven upwelling were 1345 ± 674 μmol/m2/d, 81 ± 45 μmol/m2/d, and 1460 ± 899 μmol/m2/d, respectively, accounting for ~30% of the total DIN and DSi supply and ~40% of the total DIP supply. These numbers are comparable to the upwelling fluxes induced by the tidal mixing front ( Table 2 ), which is supported by the finding in the numerical study by Wang et al. (2021) that the summer wind and tide contribute almost equally to the coastal upwelling system in the southwestern Yellow Sea.

 Table 2 | Nutrient fluxes to the upper layer by different dynamic processes in the Yellow Sea during summer. 



As shown in  Table 2 , the DIN fluxes contributed by the wind-driven upwelling are also comparable to the horizontal transport fluxes from nearshore water, but the contribution of the former to the DIP and DSi fluxes is much larger than that of the latter. Especially, the DIP nutrient flux by wind-driven upwelling was several times higher than the horizontal DIP transport flux from nearshore waters, which can sufficiently compensate for the phosphorus deficiency of the upper layer (Wang et al., 2003). Moreover, the long residence time of the nearshore water in summer (average ~91 days according to Lin et al., 2022) could also limit the effect of the nearshore nutrient on the phytoplankton in the central Yellow Sea. Thus, for the southwestern Yellow Sea, the nutrient supply from the bottom water could be more important than that from the supply from the nearshore water.

Wind can enhance not only upwelling but also vertical turbulent mixing, both of which can facilitate the upward transport of the bottom water (e.g., Williams et al., 2013). Based on observed data and a turbulent model in summer, Wei et al. (2002) calculated the average upward fluxes of DIN, DIP, and DSi driven by turbulent mixing in the Yellow Sea, which were 211 μmol/m2/d, 16.4 μmol/m2/d, and 284 μmol/m2/d, respectively. These numbers are approximately one order of magnitude smaller than those caused by wind-driven upwelling ( Table 2 ), implying that the importance of wind-induced mixing in pumping bottom nutrients is much weaker than that of the wind-driven upwelling, especially for the continental slope region, which can well explain why the strong correlation between Chl-a and wind only occurred at the upwelling region rather than the entire sea. This conclusion is also supported by the numerical study by Meng et al. (2020). Meng et al. (2020) analyzed the effect of wind on the variability of the water temperature in the Yellow Sea in summer and pointed out that the mixing played a more important role in the variability in the central Yellow Sea while the advection dominated the variability in the slope region. In addition, our results also showed a negative correlation between winds and Chl-a in the eastern Yellow Sea ( Figure 3B ), indicating the dominance of wind-driven downwelling on phytoplankton variability over wind-induced mixing, because the latter can enhance Chl-a concentrations and should lead to a positive wind-Chl-a correlation. Therefore, the effect of wind on the summer Chl-a variability in the southwestern Yellow Sea should be mainly related to the wind-driven upwelling process, and the wind-induced mixing could play a secondary role. In addition, we further analyzed the correlation between the southeasterly wind (the alongshore component of the wind which is the major contributor to coastal wind-driven upwelling) and Chl-a in summer. The correlation pattern of the southeasterly wind with Chl-a was very similar to that of the wind speed ( Figure S3  in the  Supplementary Material ), further suggesting the dominant role of the wind-driven upwelling in the wind effect on the Chl-a variability.


 4.3. Effect of CRD and SST on the summer Chl-a.

The effect of nutrient input from CRD was considered here because of the high Chl-a variability near the northern CRD ( Figure 3D ). The Changjiang River is the third largest river in the world and delivers abundant nutrients into the sea. However, Yamaguchi et al. (2012) and Wang et al. (2014) indicated that the influence of the Changjiang River diluted water mainly concentrated in the region from the central East China Sea to the Jeju Island. Under the forcing of the southeasterly summer wind, the Changjiang River diluted water extended northeasterly to the Jeju Island due to the Ekman transport (Lie and Cho, 2016), which could explain its influence on the regions from offshore of the Changjiang River mouth to the east of Jeju Island. However, the correlation between CRD and Chl-a was relatively weak in the southwestern Yellow Sea and even negative in some places, suggesting the limited effect of CRD on the southwestern Yellow Sea. This might be related to the influence of tides and the southwards of tidal residual currents in the Jiangsu offshore water during summer (Xuan et al., 2016). Thus, from the perspective of the ocean current, the Changjiang River’s diluted water might have a relatively small effect on the phytoplankton in the southwestern Yellow Sea during summer. In addition, the correlation between CRD and Chl-a was not significant in the Changjiang estuary offshore region ( Figure 3D ), which was also found in Yamaguchi et al. (2012). The insignificant correlation between Chl-a and CRD could be due to the large nutrient stocks in the offshore region of the Changjiang estuary, which is sufficient for the phytoplankton. However, there was a strong light limitation for the phytoplankton in this region due to the high water turbidity (e.g., Li et al., 2021), and thus the light was more important for the phytoplankton growth in this region, which can explain the weak correlation between CRD and Chl-a in the Changjiang estuary offshore region.

This study also presented a weak correlation between Chl-a and SST in the Yellow Sea during summer. SST can influence phytoplankton by affecting the density stratification between the surface layer and the nutrient-rich bottom waters, which can modulate vertical turbulent mixing and supply the upper layer with bottom nutrients for phytoplankton utilization (Boyce et al., 2011). However, the cold YSCWM and the strong surface heating induced a significant vertical temperature difference of >14°C within a water layer thickness of just 20 m ( Figure 5A ). This produced a highly stable thermocline in the Yellow Sea during summer, which could not be easily affected by the SST variability (monthly ±1.1°C). Earlier biophysiological studies also mentioned the poor effect of the SST variability of ±1.1°C on the growth rate of phytoplankton (e.g., Eppley, 1972; Berges et al., 2002). This should explain why the change in SST has a limited impact on phytoplankton biomass in the Yellow Sea in summer. Some studies reported significantly inverse correlations between interannual SST and Chl-a in the Yellow Sea (Liu and Wang, 2013; Liu et al., 2019; Zhai et al., 2021). Lin et al. (2019a) suggested the importance of water turbidity and vertical average irradiance in influencing Chl-a variability during winter. Thus, the inverse interannual SST-Chl-a correlation might be related to the impact of SST on phytoplankton biomass in spring and autumn during the occurrence of phytoplankton blooms. Both spring and autumn phytoplankton blooms are related to water stability (e.g., Song et al., 2010; Shi et al., 2017; Lv et al., 2022). Due to the relatively weak thermocline in spring and autumn, the SST variability might have a more significant effect on water stability and thus influence phytoplankton biomass in spring and autumn. Nevertheless, the detailed mechanism of the SST effect on interannual Chl-a variability is beyond the scope of the present study and will be investigated in the following study.



 5. Conclusions.

Using satellite data and in-situ observations, this study examined the effects of wind on the variability of phytoplankton biomass in the Yellow Sea during summer. Wind and Chl-a satellite data showed a significant positive correlation in the southwestern Yellow Sea during summer, suggesting a positive contribution of summer wind to the phytoplankton biomass. Compared with the effect of wind, the effect of SST and CRD on the phytoplankton variability was much weaker during summer. By comparing data from two summer field observations in the southwestern Yellow Sea, we found that wind-driven upwelling of the nutrient-rich YSCWM increased the nutrient and Chl-a concentrations in the upper layer of the southwestern Yellow Sea. The estimated mean nutrient fluxes DIN, DIP, and DSi caused by wind-driven upwelling in summer were 1345 ± 674 μmol/m2/d, 81 ± 45 μmol/m2/d, and 1460 ± 899 μmol/m2/d, respectively, which accounted for more than 30% of the total nutrient supply to the upper layer of the southwestern Yellow Sea during summer. This study highlights the pivotal role of summer wind on Chl-a variability in the shelf sea.
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Tropical cyclone (TC) size is an important parameter for estimating TC risks such as wind damage, rainfall distribution, and storm surge. Satellite observation data are the primary data used to estimate TC size. Traditional methods of TC size estimation rely on a priori knowledge of the meteorological domain and emerging deep learning-based methods do not consider the considerable blurring and background noise in TC cloud systems and the application of multisource observation data. In this paper, we propose TC-Resnet, a deep learning-based model that estimates 34-kt wind radii (R34, commonly used as a measure of TC size) objectively by combining infrared and microwave satellite data. We regarded the resnet-50 model as the basic framework and embedded a convolution layer with a 5 × 5 convolution kernel on the shortcut branch in its residual block for downsampling to avoid the information loss problem of the original model. We also introduced a combined channel-spatial dual attention mechanism to suppress the background noise of TC cloud systems. In an R34 estimation experiment based on a global TC dataset containing 2003–2017 data, TC-Resnet outperformed existing methods of TC size estimation, obtaining a mean absolute error of 11.287 nmi and a Pearson correlation coefficient of 0.907.
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1 Introduction

Tropical cyclones (TCs), also known as typhoons, hurricanes, or cyclones are severe weather systems that form and develop over warm tropical oceans. TC landfall can pose a significant threat to life and property (Chen et al., 2018; Chen et al., 2020). Global TC warning centers routinely estimate the maximum radial extents of 34, 50, and 64 kt winds (R34, R50, and R64, respectively, where 1 kt = 0.514 m/s) for TC advisory and warning (Knaff et al., 2016; Kim et al., 2022). These estimates are often collectively called wind radii in describing TC sizes; of these wind radii, R34 is the most frequently analyzed and probably the best observed for measuring TC sizes (Knaff and Sampson, 2015; Sampson et al., 2018). The size of a TC is directly related to the extent of its damage area (Kim et al., 2022). Real-time wind radius estimates help initialize numerical weather prediction (NWP) models (Kurihara et al., 1993; Tallapragada and Coauthors, 2016). They are also utilized as inputs to many operations, such as the calculation of wind speed probabilities by the National Hurricane Center (NHC) (DeMaria et al., 2013), modeling of potential infrastructure damage (Quiring et al., 2014), and storm surge forecasts (NHC, 2016). However, despite the importance of TC wind radii in business prediction, studies on TC wind radii are rare compared with studies on TC trajectories and intensities (Chavas et al., 2015). This is because TC wind radius estimates are often generated subjectively by the institutions concerned, which affects data accuracy and consistency (Landsea and Franklin, 2013; Knaff et al., 2017; Cha et al., 2020; Kim et al., 2022).

Wind radii are usually provided by three NWP models, namely, the Global Forecast System, Hurricane Weather Research and Forecasting, and Geophysical Fluid Dynamics Laboratory Hurricane models (Sampson et al., 2017). In addition to NWP models, some statistical-based methods use various TC-related parameters to estimate TC sizes. Demuth et al. (2006) developed a statistical model based on linear regression that uses 24 estimated parameters, including 18 parameters obtained from the Advanced Microwave Sounding Unit (AMSU), for objective, almost-real-time TC size estimation; their model was introduced to NHC/Tropical Prediction Center (NHC/TPC) operation in 2005. Kossin et al. (2007) presented a statistics-based method for estimating TC surface wind structures without aircraft reconnaissance and this method uses the regression relationships of current storm intensity, storm location, storm age, and principal components retrieved from infrared imagery to obtain wind radius estimates. Dolling et al. (2016) combined spatial information from deviation angle variance (DAV) maps with information from the Cooperative Institute for Research in the Atmosphere’s extended best-track archive and the Statistical Hurricane Intensity Prediction Scheme model to create a statistical regression model of the TC wind radius parameters in the North Atlantic basin. Lee and Kwon (2015) used four parameters, namely, center location, maximum sustained wind, radius of the maximum wind, and relaxation coefficient for the decreasing rate with TC distances, to construct a regression model for TC size estimation. Mueller et al. (2006) used geostationary IR satellite data, radius of the maximum wind, and maximum sustained wind speeds to derive a statistical regression model for TC size measurement.

However, these traditional methods heavily rely on large amounts of prior meteorological knowledge and complex manual intervention, which brings the difficulty of obtaining wind radii. Motivated by the successful application of deep learning methods to TC intensity research (Chen et al., 2019; Zhang et al., 2019; Miller et al., 2017; Pradhan et al., 2017; Lee et al., 2019), researchers have recently proposed the use of deep learning–based methods to overcome the abovementioned problem in TC size estimation. Meng et al. (2021) developed a convolutional neural network (CNN) to estimate R34 based on IR satellite images, and it obtained a mean absolute error (MAE) of 24.4 nmi. Zhuo and Tan (2021) constructed a multitask model with a VGGNet backbone for wind radius estimation based on geostationary IR satellite images. Baek et al. (2022) used a multitask model with a CNN backbone for wind radius estimation. These deep learning–based methods overcome the shortcomings of traditional approaches and achieve good TC size estimation results. However, TC cloud systems are more complex than normal animal or vehicle images because they contain more background noise resembling the target subject. Current deep learning–based methods have not paid attention to this problem.

The accuracy of TC size estimates is greatly affected by data. Infrared and microwave satellite data are the main data used in TC size estimation. Infrared satellite data are widely used in TC size estimation due to their effective continuous observation of TC structures. Stark et al. (2019) developed a DAV-based multiple linear regression wind radius model using IR satellite imagery for the North Atlantic basin. Dolling et al. (2016) developed a multiple linear regression model for the TC wind radius parameters of the North Atlantic basin based on long-wave IR satellite images; the model was used to estimate 34, 50, and 64 kt wind radii on a half-hourly time scale, yielding MAEs of 20.8, 12.5, and 7.3 nmi, respectively. Lee and Kwon (2015) used COMS IR imagery to estimate TC sizes. Although microwave satellite data are too rough for TC observation, they are suitable for TC research (Demuth et al., 2004). The low-horizontal-resolution microwave data provided by the AMSU cannot individually estimate clear wind structures, but they can be used feasibly for R34, R50, and R64 estimation via statistics-based methods (Bessho et al., 2006). Demuth et al. (2006) developed a statistical model based on AMSU data for the Atlantic Ocean (AL) and the eastern Pacific Ocean (EPAC) to estimate the azimuthal mean of TCs objectively. However, current deep learning–based methods base on IR satellite data to estimate R34, ignoring the applicability of microwave data. Although IR satellite and microwave data come from different sources, they both describe observed TC structures from their perspectives. The effect of incorporating microwave satellite data into deep learning–based methods of TC size estimation should therefore be explored.

In this paper, we constructed a deep learning–based model named TC-Resnet, which combines infrared and microwave data for R34 estimation. The model improves the Conv-block (the residual block used to downsample the feature map) of the ResNet-50 model (He et al., 2016) to avoid the loss of detailed features. A combined channel–spatial dual attention mechanism (CBAM) was introduced into the model to suppress background noise and enhance target features. We conducted sensitivity experiments on various input satellite data. The main contributions of this study are as follows:


	
1. This study proposes a deep learning–based model named TC-Resnet, which can attenuate the influence of the unique background noise of TC cloud systems and obtain accurate, effective features. Experiments on a large amount of data showed that our deep learning–based method achieved promising results.


	
2. To our knowledge, this study is the first to combine infrared and microwave satellite data for R34 estimation. We found that the combination of the two data types is significantly better than the use of infrared data alone for wind radius estimation.




The rest of this paper is structured as follows. The second section describes the materials and methods. The third section presents the results and analysis of the experiments, and the conclusion is the last section.



2 Materials and methods


2.1 Data

In this study, we used the TC image-intensity regression (TCIR) dataset (Chen et al., 2018), which provides four satellite channels: CDR-quality infrared window (IR1) channel (near 11 μm), Infrared water vapor (WV) channel (near 6.7 μm), Visible (VIS) channel (near 0.6 μm), and passive microwave (PMW). The satellite images and associated timestamps in this work are from two open sources: GridSat (Knapp et al., 2011) and CMORPH (Joyce et al., 2004). The dataset contains global TC images from 2003 to 2017; these images cover six TC-generating regions: AL, EPAC, western Pacific Ocean (WPAC), central Pacific Ocean (CPAC), Indian Ocean (IO), and Southern Hemisphere (SH). As VIS channel data are unavailable at night, we chose the IR1, WV, and PMW channels for this study (
Figure 1
). The spatial resolution of the images is 0.07° latitude/longitude, and all TCs are in the centers of the images. The size of all images is 201 × 201 points, and the actual spatial distance between points is about 7 km. The temporal resolution of the images is 3 h. The TCIR dataset integrates the best-track datasets from the Joint Typhoon Warning Center and the revised Atlantic hurricane database (HURDAT2) to create labels for R34.




Figure 1 | 
Examples of three channels from TCIR. They are scaled to the range [0, 256) and presented in grayscale.




It should be noted that there were a lot of near-dissipating or immature tropical cyclones in the dataset with size designated as 0, so we selected basin images with TC sizes larger than 0 for this study. Therefore, our final experimental data contain 44,161 frames with three channels of IR1, WV, and PMW per frame.

In the dataset, there exist some damaged values. There are two groups of them, one is NAN values, and another is extremely large values. These damaged values will have a negative impact on the performance of wind radius estimation, so we refer to the method of previous researchers (Chen et al., 2018) to assign the NAN values as 0, and replace the value greater than 1000 with 0. We scaled the image size to 64 × 64 by bilinear interpolation to reduce the computational cost. The dataset was randomly divided into training, validation, and test sets in the ratio of 80:5:15 (
Table 1
). The training dataset was used to learn the intrinsic association of the images with R34, and the validation dataset was used to find the best super-parameters in the model to obtain the best-performing CNN solution. Finally, the best-performing CNN scheme was applied to the test data for an independent evaluation of its performance.


Table 1 | 
Sample data used in the study.






2.2 Problem definitions

Deep learning methods can automatically learn important features related to the target from large amounts of data and establish a relationship between the data and the target (Fei et al., 2022). The proposed deep learning method is designed to discover the intrinsic relationship between the TC image data and R34 to provide accurate R34 estimates. Thus, our problem is a regression problem for image data. Multisource satellite data are inputted into the deep learning model. After several nonlinear operations, the regression result of this image (R34) is outputted (
Figure 2
).




Figure 2 | 
Problem definition framework.






2.3 Architecture of TC-Resnet model

Considering the good performance of the ResNet-50 model in image processing tasks (Ray, 2018; Dong et al., 2020; Walvekar and Shinde, 2020; Torres and Fraternali, 2021; Oerlemans et al., 2022), we chose it as the basic framework for TC-Resnet (
Figure 3
) and improved it: the Conv-block (
Figure 4A
) in the standard resnet50 model was replaced with our proposed improved residual block (
Figure 4B
), and a combined channel–spatial dual attention mechanism (Woo et al., 2018) was applied to our model. TC-Resnet uses three convolution blocks with different convolution layers and filter sizes. The first type of convolution block consists of a convolution layer with a 7 × 7 convolution kernel and a maximum pooling layer. This convolution block acts as the input layer of the model, and the input contains 12,288 (3 × 64 × 64) values. The second type of convolution block consists of three convolution layers with 1 × 1, 3 × 3, and 1 × 1 convolution kernels. Each convolution layer in this convolution block uses a unique number of filters. The third type of convolution block has a two-branch structure that can be used for downsampling according to the input requirements of the model. Each branch of this convolution block consists of three convolution layers; one branch has 1 × 1, 3 × 3, and 1 × 1 convolution kernels, and the other has 1 × 1, 5 × 5, and 1 × 1 convolution kernels. These convolution blocks are stacked in a certain number of repetitions to form the main structure of TC-Resnet for extracting features. The output feature maps are then successively inputted into a channel attention mechanism and a spatial attention mechanism to suppress irrelevant features and enhance the target regions. The computed feature maps are compressed into 2,048 1 × 1 feature maps by applying a global average pooling operation after the attention mechanism. These feature maps are flattened and then fed into the fully connected (FC) layer for wind radius computation.




Figure 3 | 
Overall structure of TC-Resnet.







Figure 4 | 
(A) Conv-block of standard resnet-50 and (B) improved residual block. “⊕” denotes add, which is the element-by-element addition of the values. “s” is the acronym for Stride, which indicates the step size when the convolution kernel traverses the feature map.




Padding is applied to all convolution layers to avoid removing features from the outer regions of the TC. “1 × 1, Conv, 64, s = 2” in 
Figure 3
 indicates a convolution operation with a step size of 2 that uses 64 filters with a 1 × 1 convolution kernel. “3 × 3, Pool, 64, s = 2” indicates a maximum pooling operation with a range of 3 × 3 and a step size of 2 for the feature maps. The other expressions follow this naming convention. The dashed sections, namely, X3, X3, X5, and X2, indicate that the corresponding residual structures are repeated 3, 3, 5, and 2 times, respectively. “Avg pool” denotes the average pool, and “Flatten” denotes the conversion of a multidimensional feature to a one-dimensional feature so that it can be fed to the FC layer.


2.3.1 Improvement of residual blocks

If the input and output feature maps of the residual unit are not the same size, then the shortcut branch cannot be directly added to the trunk branch. The Conv-block of the standard ResNet-50 network uses a 1 × 1 convolution kernel with a step size of 2 in the shortcut branch for downsampling to make both feature maps the same size (He et al., 2016) (
Figure 4A
).

Since the convolution kernel width (kernel = 1) is smaller than the step size (s = 2), it cannot traverse all the feature information in the feature map. Only the information in the red boxed part of 
Figure 5A
 can be passed to the next layer. None of the information in the nonboxed part is involved in the convolution calculation; thus, 3/4 of the information is missing, and some fine features in the data are not captured. For neighboring time-node cloud systems with small feature differences, such missing information prevents the model from extracting deeper spatial pixel information, thereby reducing recognition accuracy. The 1 × 1 convolution kernel of the shortcut branch can reduce dimensionality by linearly combining information from different channels but cannot extract feature information, thus decreasing the utilization of the shortcut branch. Therefore, we improved the convolution block by adding one 1 × 1, stride = 1 convolution layer to the shortcut branch for up-dimensioning and a 5 × 5, stride = 2 convolution layer for spatial and channel feature extraction (
Figure 4B
). The original downsampling process of the shortcut branch was transferred to the new 5 × 5 convolution layer, and the large convolution kernel can traverse all the information of the feature map, hence solving the information loss issue of the original model (
Figure 5B
). The ReLu activation function was then introduced to enhance nonlinear fitting.




Figure 5 | 
(A) Feature information traversal before improvement and (B) feature information traversal after improvement.






2.3.2 Integration of attention mechanism

The complex atmospheric factors during typhoon formation make features within the cloud spiral radius obscure (Zhou et al., 2020), which makes wind radius estimation difficult. We introduced CBAM into TC-Resnet, so that the model could actively learn to focus on the contours of the target wind radius in an image while suppressing irrelevant background regions for excellent wind radius estimation. The CBAM attention module combines the spatial and channel dimensions (
Figure 6
). Compared with SENet, CBAM can achieve better results because the latter uses an attention mechanism that focuses on the channel only (Hu et al., 2018; Chen et al., 2021).




Figure 6 | 
Structure of the CBAM. The left part represents the channel attention module and the right part represents the spatial attention module. The feature map passes first through the left part and then through the right part.




CBAM is implementated as follows.

The first step is to generate the channel attention map. Global maximum pooling and global average pooling are performed on the input feature map F in the HW direction respectively, and the information in the HW direction is aggregated into two C × 1 × 1 vectors, which are then passed to a multilayer perceptron MLP for calculation respectively. Both share the weight values of the MLP, and the results of the two calculations are summed to regenerate a C × 1 × 1 vector. The sigmoid function is applied to this regenerated vector to generate the channel attention map. This process is expressed as follows:

	

Next, the spatial attention map is generated. F first performs global maximum pooling and global average pooling in the direction of channel C to generate two 1 × H × W feature maps. The two feature maps are spliced in the channel dimension to obtain a 2 × H × W feature map, which is then convolved to generate a 1 × H × W feature map. Finally, the sigmoid function is applied to generate the spatial attention map. This process is expressed as follows:

	

where Conv represents the convolution operation applied to the feature map and Concat represents that two feature maps are concatenated together in the channel direction.

The overall operation process of CBAM can be expressed as follows:

	

where ⊗ represents the Hadamard product, F′ is the intermediate variable of the feature map F passing through the channel attention module, and F″ represents the output passing through the spatial attention module.

CBAM combines channel and spatial attention mechanisms sequentially, thereby effectively improving the extraction of key features from the feature maps and suppressing unnecessary features. The channel attention mechanism automatically calculates the weight of each channel feature map so that the model learns to focus on the key information channels that contain considerable weight. The spatial attention mechanism can calculate the importance of each region of the image. Thus, the model learns to filter out unimportant background noise information and enhance the feature regions of the target to obtain critical features. The application of CBAM to wind radius estimation can enhance the model’s ability to extract key features from TC cloud maps and improve its wind radius estimation performance.




2.4 Model validation and optimization

We use the Pearson correlation coefficient (R) and Mean absolute error (MAE) to evaluate model performance.

MAE: the average of the distance between the model-prediction (R34 estimation) and the sample’s true value (Best-track R34). MAE can be defined as:

	

where n is the number of samples,   is the R34 estimation, and yi is the true value (Best-track R34).

R: the quotient of the covariance and standard deviation between two variables (R34 estimation and Best-track R34). R can be defined as:

	

where n is the number of samples,   is the R34 estimation, and yi is the Best-track R34.

For the optimizer, adaptive moment estimation (Adam) is used because this optimizer is commonly adopted and properly considers the direction and learning rate to find the optimal loss (Nair and Hinton, 2010; Kingma and Ba, 2014).

Comparison of model performance: We compare several deep learning models commonly used in image processing, namely, ResNet-18 (He et al., 2016), ResNet-50 (He et al., 2016), VGGNet (Simonyan and Zisserman, 2014), and GoogLeNet (Szegedy et al., 2015), on the same dataset to evaluate the performance of our model.

The size of the convolution kernel in each layer is sensitive to the characteristics of the input data. The smaller the convolution kernel, the better the model can capture the local features of the input image. Large convolution kernels are suitable for acquiring the general pattern of the input image (Li et al., 2017). Therefore, the optimal convolution kernel size suitable for the characteristics of satellite TC images should be determined. Therefore, we experimented with the size of the convolution kernel of the downsampled convolution layer in the modified residual block to select the size (from 3 to 9, with increments of 2) that best fits TC image characteristics.




3 Results and discussion

The model was trained using the CUDA-enabled PyTorch framework (Python). After testing different learning rates, we finally determined the learning rate to be 0.0001. For epoch selection, we used the early stop strategy, which is a method of informing when to stop running the iterative algorithm during training to improve the overall performance of the CNN model by reducing model overfitting (Raskutti et al., 2014). The validation loss is the model error of the validation data from a specified loss function, which tells the CNN model when to stop training. In the training process of this study, we set the iteration period to 20 epochs, and the model training process was stopped when the validation loss stopped decreasing within a certain period (
Figure 7
).




Figure 7 | 
Plot of the decreasing loss values of the model on the training and validation sets. An epoch indicates that all training samples are computed in the model once in full and MSE indicates mean squared error.





3.1 Test on independent datasets

We used 2,208 (validation) and 6,624 (test) satellite images to analyze the performance of TC-Resnet. The optimal-parameter-based TC-Resnet model configuration on the validation set yields MAE and R values of 10.958 nmi and 0.918, respectively, in R34 estimation (
Figure 8A
). MAE and R values of 11.287 nmi and 0.907, respectively, are obtained from the model application to the test dataset (
Figure 8B
). The scatterplots in 
Figure 8
 suggest that our results fit well; the R34 estimates obtained from our model are highly correlated with the Best-track R34, although there are some outliers. Both the validation and test sets contain peculiar outliers (in the red boxes in 
Figure 8
); this anomalous part shows that the model gives estimates of around 210 nmi regardless of the true wind radius. This is because some of the images in our dataset had large numbers of missing values and unusually large values; in some cases, the entire image was empty. To investigate the robustness of our model to large quantities of missing values and outliers, we did not remove them. Instead, we simply set them to 0. After this method, TC images with a small number of damaged values can still get good R34 estimates by the calculation of our model, and these weakened images also make the model enhanced to handle low-quality images. It is worth noting that some images with a large number of damaged values have considerable similarity after such processing, so the model can easily mistake them for the same type of TC images and predict very close R34 values (about 210 nmi) for them. These close R34 values depend on the distribution of anomalous data in the satellite data and vary with the data, so we did not set a specific threshold in the model to attenuate the side effects of the damaged data because this threshold is difficult to determine. This type of anomalous image is a very low percentage of the dataset, only about 1%, so we allowed it to exist. The fact that the test set had more data than the validation set (red boxes) is the reason the test set has weaker results than the validation set.




Figure 8 | 
Scatter plot of model results on the (A) validation and (B) test sets.




As shown in 
Figure 9
, we examined 60 predictions randomly selected from the test set, whose MAE and R were 8.675 nmi and 0.923, respectively, which were similar to the evaluation indicators of the whole independent test set. The predicted values fit well with the actual values for most points, which indicates that our deep learning model performs well on the independent dataset.




Figure 9 | 
Comparison of predicted results and labeled values for 60 randomly selected test sets.






3.2 Sensitivity experiment of data sources

Researchers mainly use infrared satellite data in TC size studies because their high resolution reveals substantial observational information. Nonetheless, despite the low resolution of microwave satellite data, they can penetrate most clouds beyond the top layer, which is a beneficial feature when a central dense overcast exists (Demuth et al., 2004) and play a crucial role in revealing convective organization and eyewall structure (Xiang et al., 2019; Hawkins et al., 2001; Wimmers and Velden, 2010). Therefore, we investigated the effect of data sources on wind radius estimates. The experimental results are shown in 
Figure 10
. In wind radius estimation, the MAE values of the R34 estimation errors based on IR1, WV, and PMW channel data are 15.266 nmi, 13.751 nmi, and 17.882 nmi, respectively, when only single-channel data are considered, which shows that the infrared data perform significantly better than the microwave data. When considering the dual-channel data for wind radius estimation, the performance of the WV and PMW dual-channel data (MAE=11.684 nmi) is significantly better than that of the IR1 and WV dual-channel data (MAE=12.357 nmi) and the IR1 and PMW dual-channel data (MAE=13.254 nmi). We found that the WV channel and PMW channel each seem to have more complementary information about the wind radius features. Wind radius estimation was further improved by adding IR1 channel data to the combined WV and PMW channel data. Findings show that the combined use of infrared and microwave data provides more valid features about wind radii than single-channel infrared data and single-channel microwave data in wind radius estimation. The wind radius estimation results obtained from the use of multisource data (combined infrared and microwave data) are better by about 26% than those from the use of infrared data alone, which is the common practice.




Figure 10 | 
Performance of different channels of satellite data and their combinations.






3.3 Determination of optimal model parameters

In improving the convolution block, we configured the appropriate convolution kernel size for the downsampling layer to avoid information loss and optimize the model. As shown in 
Figure 11
, the configuration of different convolution kernel sizes significantly affects the wind radius estimation performance of the model. In the validation dataset, the improved model does not totally outperform the standard ResNet-50; only the 3 × 3 and 5 × 5 convolution kernel configurations perform better, indicating that the model is sensitive to the convolution kernel size. When the convolution kernel size is 5 × 5, the model obtains MAE and R values of 11.375 nmi and 0.907, respectively. The wind radius estimation performance is better compared with that under the three other convolution kernel sizes. This may be because a smaller convolution kernel loses some important information due to the step size (s = 2), whereas a larger convolution kernel does not capture local features well.




Figure 11 | 
Scatterplot of different parameter settings on validation set. (A) Unimproved residual blocks, (B) with added 3 × 3 convolution kernel, (C) with added 5 × 5 convolution kernel, (D) with added 7 × 7 convolution kernel, and (E) with added 9 × 9 convolution kernel. In each figure, the horizontal axis is the R34 estimation of the model output, the vertical axis is the corresponding label, and the bottom-right corner shows the N, R, and MAE values.




To explore whether reducing the background noise of the TC cloud system by the attention mechanism can improve the wind radius estimation results, we added CBAM behind the last convolution layer. And we tested the model with different configurations after introducing the attention mechanism and made the scatterplot in 
Figure 12
. By comparing 
Figure 11
, 
12
, it can be found that after reducing the background noise of the TC cloud system, the performance of the Resnet-50 model, the 5×5 convolution kernel configuration, the 7×7 convolution kernel configuration, and the 9×9 convolution kernel configuration show 2.46%, 3.66%, 3.74%, and 2.31% improvement in the R34 estimation task, respectively, and only the performance of the model with the 3×3 convolution kernel configuration decreases by 0.83%. Accordingly, we believe that not every model can effectively reduce the background noise of the TC cloud system and thus optimize the R34 estimation with the help of the attention mechanism. However, the attention mechanism can suppress the image background noise well in most cases to achieve better operational performance. Based on the test results, we chose a model with a 5×5 convolutional kernel configuration embedded with an attention mechanism as our final operational model. This model is able to fully capture the important detailed features of the TC cloud system as well as reduce the background noise of the TC cloud system to achieve better performance.




Figure 12 | 
Scatterplot of results obtained after incorporation of attention mechanism (CBAM) based on 
Figure 11
. (A) Unimproved residual blocks, (B) with added 3 × 3 convolution kernel, (C) with added 5 × 5 convolution kernel, (D) with added 7 × 7 convolution kernel, and (E) with added 9 × 9 convolution kernel. In each figure, the horizontal axis is the R34 estimation of the model output, the vertical axis is the corresponding label, and the bottom-right corner shows the N, R, and MAE values. .






3.4 Comparison with other deep learning models and previous studies

We evaluated several widely used deep learning models on the same dataset and compared the performance of TC-Resnet with previous research results (
Table 2
). Among these commonly used deep learning models, the ResNet-50 model performs the best, with MAE and R values of 12.788 nmi and 0.892, respectively. However, the performance of TC-Resnet, with MAE and R values of 11.287 nmi and 0.907, respectively, is better by 11.73% compared with that of ResNet-50. Our model also performs excellently compared with previous models. However, a direct quantitative comparison with previous research results was difficult because of the studies’ differences in study periods and regions. Nonetheless, we used TC data with the longest period (2003–2017) and the most comprehensive spatial coverage (global), yet our R34 estimation performance is better compared with that of the other operational products. Therefore, the proposed method should be an effective tool for TC size estimation.


Table 2 | 
Comparison of TC size estimation models in terms of correlation and MAE. WNP: western north Pacific; ENP: eastern north Pacific; NAL: north Atlantic.







4 Conclusions

This study proposes TC-Resnet, a deep CNN model that automatically estimates wind radii based on combined infrared and microwave satellite data. In light of the considerable blurring and background noise in TC cloud systems, we introduced CBAM to suppress such background noise while enhancing target features and improved the traditional residual structure to enhance the model’s ability to capture detailed features. We trained, validated, and independently tested TC-Resnet, and the results show that our method, which does not require specialized domain knowledge or manual operation, is easy to operate and outperforms traditional methods. Our method also performs better than widely used deep learning–based methods. Thus, TC-Resnet can obtain vital information about wind radius features.

To our knowledge, this study is the first to estimate R34 using a deep learning model that combines infrared and microwave satellite data. In previous studies, although microwave data were considered suitable for investigating TC structures, their low spatial resolution limited their application. Current deep learning–based methods of R34 estimation focus only on infrared satellite data; they ignore the applicability of microwave data to wind radius estimation. According to the results of the current study, in R34 estimation, the use of combined infrared and microwave satellite data outperforms the use of microwave or infrared satellite data alone. The use of such combined data produces a performance improvement of about 26% compared with the use of infrared data alone. Therefore, this new method can be a powerful tool for TC size estimation.

In this study, infrared and microwave satellite data were used to estimate wind radii. Although satisfactory results were obtained, the possibility of optimizing the model by adding other environmental data, such as wind field data, needs further study. In addition, according to JTWC data, tropical cyclones usually have asymmetric wind fields. Lu et al. (2011) found that larger radii are usually found in the northeast quadrant, followed by the southeast and southwest quadrants. However, this study only used the average of 34kt wind radii in the four quadrants and did not consider the asymmetric situation of tropical cyclones due to low-level environments, such as enhanced cross equatorial flow and low/mid-level relative humidity (Mohapatra and Sharma, 2015). The study of tropical cyclone asymmetries is important for more accurate predictions of TC-related hazardous areas, which is a priority for future research.
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The Pearl River Delta (PRD), where several megacities are located, has undergone drastic morphological changes caused by anthropogenic impact during the past few decades. In its main estuary, the water area has been reduced by 21% whilst the average water depth has increased by 2.24 m from 1970s to 2010s. The mainly human-induced morphological change together with sea level rise has jointly led to a remarkable change in the water stratification. However, the spatial and temporal variability of stratification in the estuary and associated driving mechanisms remain less understood. In this study, stratification in the Pearl River Estuary (PRE) in response to morphological change and external forcing is investigated by 3-dimensional numerical modeling. Simulation results indicate that stratification in the PRE exhibits distinct spatial and temporal variabilities. At a tidal-to-monthly time scale, variation of stratification is mainly driven by advection and straining through tidal forcing. At a monthly-to-seasonal scale, monsoon-driven river runoff and associated plume and fronts dominate the variation of stratification. Human-induced morphological change leads to an enhancement of stratification by up to four times in the PRE. Compared to an overwhelming human impact in the past few decades, future sea level rise would further enhance stratification, but to a much lesser extent than past human impacts. In addition, stratification in different areas of the estuary also responds differently to the driving factors. The western shoal of the estuary is most sensitive to changes in morphology and sea level due to its shallowness, followed by the channels and other parts of the estuary, which are less sensitive.




Keywords: stratification, salinity variation, morphological change, sea level rise, scenario 

  1 Introduction

Water column stratification is an essential characteristic of estuaries. Conventionally, according to stratification or vertical salinity structure, estuaries can be classified as salt wedge, strongly stratified, weakly stratified and well mixed types (Pritchard, 1955; Cameron and Pritchard, 1963). In tidal estuaries, stratification is normally determined by salinity gradients which result from a balance between the stratifying tendency of estuarine circulation and mixing by tides, with additional but short-term impacts generated by energetic weather events (Zhang et al., 2018). Stratification has important consequences for estuarine ecology and matter transport (Li et al., 2018a; Zhang et al., 2020; Zhang et al., 2021b) and environmental hazards such as hypoxia or anoxia may be triggered by a persistently stable stratification (Cui et al., 2019).

Estuaries and coastal seas are transition areas between land and ocean with profound changes exerted by human activities and climate change (Wu et al., 2016; Ralston and Geyer, 2019; Deng et al., 2020). Numerous observational and modeling studies have confirmed a significant modification in estuarine stratification by morphological changes and sea level rise. For example, the dredging of shipping channels results in enhanced estuary circulation and salinity intrusion in many estuaries (Kennish, 2003). Chant et al. (2018) demonstrated that a relatively small (15%) increase in depth by dredging in a short reach of an estuary may double the exchange of salt flux and remarkably increase stratification in the estuary. In contrast, Ralston and Geyer (2019) showed that channel deepening due to dredging may result in an increase in salinity intrusion but almost no change in the estuarine circulation, suggesting that the impact of channel dredging on stratification is nonlinear and site dependent. Sea level rise also influences the stratification of estuaries. Gong and Shen (2011) simulated the hydrodynamics of Chesapeake Bay in response to the projected sea level rise scenarios in the 21st century. Their results show that the bay-scale averaged stratification would strengthen along with a sea level rise and characterized by obvious seasonal and inter-annual variations. Through scenario simulation Chua and Xu (2014) found that sea level rise would increase the strength of gravitational circulation, resulting in higher vertical stratification by increasing the strength of salinity gradient and reducing the bottom-generated turbulence.

The Pearl River, located in the south of China, with an annual mean discharge of 336×109 m 3 (Zhang et al., 2009), is one of the world largest rivers in terms of river discharge ( Figure 1A ). The Pearl River Estuary (PRE) is featured by a complex channel network through its delta that hosts several megacities (Guangzhou, Shenzhen and Hong Kong) with a total population of 63.01 million (Zhang et al., 2021a). A major portion (~61%) of river discharge from the Pearl River to the continental shelf of the South China Sea is delivered through Lingding Bay ( Figure 1C ) (Han et al., 2021), where is subject to intense morphological changes by human activities (Wu et al., 2016). Since 1970s, frequent dredging in the two main shipping channels (i.e., east and west channels) have deepened the mean channel depth by more than 15% till 2010s. Meanwhile, the water area of Lingding Bay has decreased by ~170 km2 (8.1% of the total Lingding Bay water area in 1970s) due to land reclamation, and sediment input to the bay has been reduced by 70% by human activities at the catchment like river damming (Dai et al., 2007). A joint accumulative effect of land reclamation, channel dredging, river damming and sand excavation resulted in a decrease of water areas and a deepening of the mean water depth by 2.24 m from 1970s to 2010s over the entire Lingding Bay, with annual variation at local sites up to ± 5m/yr (Wu et al., 2016).

 

Figure 1 | Location maps. (A) The location of the Pearl River Estuary in south China. (B) The model domain. Squares represent sites for salinity validation; triangles represent sites for temperature validation; the black dot is the location of the tidal gauge. (C) Bathymetric change from the 1970s to 2010s. The black frame indicates the Lingding Bay. The orange line refers to the shoreline in the 1970s. (D) Bathymetry (unit: m) of the PRE in 2010s, the marksed areas are: Zone 1 (Lingding Bay), Zone 2(channels), Zone 3 (west shoal), and Zone 4 (river plume dominated area). The four red triangles indicate the selected sites which are used to assess the stability of stratification. The five-pointed star indicates the location of Victoria harbor. The four-pointed star indicates the location of Waglan Island. (E) An example of computational grid around small island. 



The mean sea level at the mouth of PRE rose at a rate of 3.1 mm/yr during 1954-2021 (https://www.hko.gov.hk/en/climate_change/obs_hk_sea_level.htm), and exhibits an accelerating trend in recent decades (Wong et al., 2003; Masson-Delmotte et al., 2021). Existing studies show that the impact of sea level rise on the estuarine circulation and stratification in the PRE is through a modification of tides and estuarine circulation. Based on three-dimensional hydrodynamic modeling, Hong et al. (2020) found that the salinity, stratification and tidal range all increase as sea-level rises and are characterized by clear spatial and seasonal variations. By calculating the water flux, Yuan et al. (2015) found that the upstream salinity intrusion increased linearly in the main channel (Modaomen) of the estuary with sea level rise, meanwhile the isohaline of 0.45 (which is the salinity standard for drinking water) moved offshore in other two smaller channels Jiaomen and Hongqimen.

Previous studies of stratification in the PRE mainly focused on the extent of saltwater intrusion. The spatial and temporal variation of stratification in the PRE in response to decadal-scale morphological change and sea-level rise remains largely unknown. As the PRE is a bell-shaped estuary, the tidal range and current in response to the morphological change and sea-level rise are highly nonlinear (Hong et al., 2020; Valentim et al., 2013). In the short term, the stratification strength varies from days to seasons, with a prominent variation in the tidal cycle (Luo et al., 2009). In the longer term, how the interaction between tides and river runoff responds to morphological change and sea-level rise and consequent impact on stratification are yet to be explored (Hong et al., 2020). The aim of this study is to contribute to addressing this question and quantify the role of morphological change and sea level rise in driving the variation of stratification in the PRD at multi-temporal and spatial scales by high-resolution 3-dimensional numerical modeling.


 2 Data and methods

We used a 3-D model to simulate three scenarios, namely one historical scenario based on the morphology (bathymetry and coastline configuration) in 1970s, one present day scenario based on the morphology in 2010s and one future scenario for 2050s based on the present day morphology superposed by a moderate sea level rise of 20cm, which are represented by Run_1970s, Run_2010s and Run_2050s, respectively. Data for model setup and performance assessment as well as methods for result analysis are described in following sections.

 2.1 Data

Several observational datasets obtained via field surveys and gauge stations in the study area as well as global hydrographic datasets and projections were used to initialize and validate the model. The topographic data used in this study primarily consist of historical bathymetrical maps of Lingding Bay (Deng et al., 2020). Two topographic datasets of Lingding Bay derived from the 1970s and 2010s were used for modeling in this study. Another two topographic datasets from 1980s and 1990s were additionally used for the analysis of morphological change during the period of 1970s - 2010s.

Compared to dominance by the human-induced morphological change between 1970s and 2010s, future change of stratification in the PRE would be mainly driven by climate change especially the sea-level rise because of a legal prohibition of land reclamation and sand excavation initiated in recent years (Zhao et al., 2015).

The historical mean sea level recorded at the estuary mouth (Vitoria Harbor at Hong Kong, https://www.hko.gov.hk/en/climate_change/proj_hk_msl.htm) was used in the simulation of the scenarios 1970s and 2010s. A sea level rise by 20 cm from present day level was used to study the sensitivity of stratification to a moderate sea level rise for a futures scenario corresponding to 2050. Recorded data from the Hong Kong Observatory indicate that the mean sea level in the station Victoria Harbour rose at a rate of ~3 mm/year during 1954-2021 (https://www.hko.gov.hk/en/climate_change/obs_hk_sea_level.htm). However, it is expected that future sea-level rise rate would be accelerated. The scenario simulation for 2050s in this paper is based on SSP2-4.5 from IPCC AP6, showing that the mean sea level of the world sea would rise at a mean rate of 5 mm/year in the future, which means that the sea level would rise by 20 cm until 2050s compared to that in 2010s. The SSP2-4.5 scenario considers intermediate greenhouse gas emissions, in which CO2 emissions around current level until 2050, then falling but not reaching zero by 2100. The probability for likely range of SSP2-4.5 to cover the outcome is at least 66% (IPCC, 2021). Thermal expansion of a warming ocean makes up 21-43% of the total global mean sea level rise in the scenario SSP2. The melting of land ice (glaciers and ice sheets) adds mass to the ocean (as freshwater), and makes up most of the remainder of global mean sea level rise (Couldrey et al., 2022).

Monthly river discharge data are available from the China Sediment Report (http://www.mwr.gov.cn/sj/tjgb/zghlnsgb/). Daily river discharge from July to September 2017 was collected from existing publications (Liu and Gan, 2020) to assess model performance against observations. In addition, historical data from the eight main outlets of the PRE (Liu and Gan, 2020; Yu et al., 2021) were collected to calculate the proportion of river tributary discharge.

The Copernicus Marine Environment Monitoring Service (CMEMS) data were used to specify the initial fields of temperature and salinity as well as to provide open boundary conditions in the study area (Shen et al., 2018). The CMEMS data is a reanalysis product of the global ocean eddy-resolving model (with 1/12 degree horizontal resolution and 50 vertical levels). Cruise data for surface water temperature and salinity during the period of July to September 2017 were collected from existing publications (Liu and Gan, 2020) to assess model performance.

Atmospheric forcing driven by monsoons was included in open boundary (CMEMS data) and interpolated into our model grid using wind, air pressure, precipitation, and net solar radiation obtained from European Centre for Medium Range Weather (ECMWF) ERA-interim (https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=overview). The spatial resolution of ERA-interim data is 0.25° × 0.25° and the temporal resolution is 1 day.

Eight primary tidal constituents (M2, S2, N2, K2, K1, O1, P1, Q1) were specified at the open boundary. The tidal data were extracted from the global TPXO9-atlas (https://www.tpxo.net/global/tpxo9-atlas). In addition, daily data of water level, salinity, temperature, and currents (u, v) from 1th June 2017 to 1th June 2018 obtained from CMEMS were specified at the open boundary. At the upstream river boundaries, a constant salinity of 3 psu was specified with a daily varying temperature extracted from the Himawari-8 satellite product (http://www.data.jma.go.jp/mscweb/en/index.html) from 1th June 2017 to 1th June 2018.


 2.2 Methods

 2.2.1 Hydrodynamic model and setup for the study area

The hydrodynamic model used in this study is the Semi-implicit Cross-scale hydroscience Integrated system Model (Zhang et al., 2016). SCHISM is developed from the SELFE model and includes new features that ensure its robustness in application to estuarine and coastal areas with complex coastline and morphology. In particular, SCHISM includes (1) a new advection scheme for the momentum equation which includes an iterative smoother to reduce excess mass produced by higher-order kriging method, (2) a new viscosity formulation to work robustly for generic unstructured grids and effectively filter out spurious modes without introducing excessive dissipation, and (3) a new higher-order implicit advection scheme for transport (TVD 2) to effectively handle a wide range of Courant number as commonly found in typical cross-scale applications. In addition, the model shows a good performance in the eddying regime, which represents the last missing link for cross-scale modeling (Zhang et al., 2016).

The model domain covers the PRE and its eight river outlets spanning from 21 to 23°N in latitude and 112.4 to 115.25°E in longitude ( Figure 1B ), with a high grid resolution (~50 m) in the Lingding Bay and coarsening resolution (till ~1000 m) toward the open boundary at the shelf of the South China Sea. In particular, sparsely distributed islands in the PRE are resolved by a high-resolution grid so that their impact on hydrodynamics is included ( Figure 1E ). Three scenarios, namely Run_1970s, Run_2010s and Run_2050, were designed. The morphological data of 1970s and 2010s were used in the Run_1970s and Run_2010s, respectively. Land reclamation and sand excavation in the PRE were officially banned during the past decade (Tang et al., 2016). Therefore, it is expected that future morphological change until 2050 would not be as dramatic as the historical change between 1970s and 2010s. Dredging in the two main shipping channels is expected to continue to maintain the depth. Based on this, the Run_2050s adopted the morphology in 2010s but superposed by a 20 cm higher sea level compared to that of 2010s. The 3D hydrodynamic model time step was 60 seconds and the simulation period was one year (starting from 1st June 2017) in each scenario and adopted the same atmospheric forcing from 1st June 2017 to 6th July 2018. The simulation results of Run_2010s are assessed by observation data from 2017. Further details of model setup are provided in the  Supplementary Material ( Supplementary Table 1 ).


 2.2.2 Potential energy anomaly

In this study, potential energy anomaly (PEA) φ (Simpson and Bowers, 1981) is used as a measure for stratification:

 

Where ρ is the vertical density profile over the water column of depth H, given by H = η + h, η is the free surface, h is the bed level,  is the depth average density, z is the vertical coordinate, and g is the gravitational acceleration. The value of φ indicates the work required per unit of volume to cause a complete vertical mixing of the water column.

The water column is considered as stratified when φ exceeds the threshold 10 J/m 3 (Chegini et al., 2020). Based on the scenario Run_2010s, the average value of φ>10J/m 3 covers 89% of the time over the entire simulation in a major part of the study area. In order to distinguish strong stratification, another threshold φ>50J/m 3 is used, above which the water column is highly stratified.


 2.2.3 Gradient Richardson number

To evaluate the stability of vertical stratification, the gradient Richardson number Ri  is computed by:

 

with the definition of buoyancy frequency

 

and the vertical shear

 

The water column is considered stably stratified when log10(Ri)≥1 (Chen, 2018).


 2.2.4 Salinity variance balance

 MacCready et al. (2018) introduced the concept of salinity variance to understand the budget change of salinity. Salinity variance is given by  , where s is the in-situ salinity,  is the salinity averaged over the entire water body of the estuary. According to Wang et al. (2017), the total salinity variance of an estuary can be calculated by:

 

where V indicates the whole estuarine water volume. Li et al. (2018b) separated the total salinity variance into two parts corresponding to the horizontal and the vertical components:

 

where  represents the horizontal salinity variance and  represent the vertical salinity variance.

In this study, we focus on vertical density stratification. For this reason, only the vertical salinity variance is considered. Based on the conservation of vertical salinity variance  , Li et al. (2018) proposed a dynamic equation to describe the temporal change of the vertical salinity variance integrated over the entire water column:

 

where  is the vertically averaged salinity, ∇ h  is the horizontal gradient operator, Uh  is the horizontal velocity vector, and Kzz  is the vertical eddy diffusivity. In a physical process-based understanding, Equation (7) can be expressed as Tendency + advection = straining + dissipation.

By using the above equations, Li et al. (2018b) quantified the influence of straining and mixing on stratification in the Yangtze estuary. Their research indicated that the salinity variance method could be used as a useful approach for examining the spatial and temporal variability of stratification in estuaries and coastal environments.


 2.2.5 Sub-division of the study area for process understanding

To better understand the spatial variation in stratification, the study area is divided into four zones, as shown in  Figure 1D , taking into account their distinct features in hydrodynamic conditions and morphology. Zone 1 covers the entire Lingding Bay. Zone 2 covers the channel area in the Lingding Bay, including two channels and the area in between. Zone 3 covers the west shoal of the Lingding Bay and Zone 4 covers the coastal area dominated by the river plume.




 3 Results

 3.1 Model validation

To assess the model performance, simulation results of the scenario Run_2010s were compared to observation data (salinity and temperature) collected in a cruise from 11th to 21th of July 2017 (Yu et al., 2021) as well as water level recorded at a fixed gauge station (Waglan Island,  Figure 1B ).

The comparison demonstrates a general satisfactory model performance in capturing both spatial and temporal variations of water level, salinity and temperature ( Figure 2 ). The recorded tidal amplitude is ~2 m at the gauge station (Waglan Island) and the Root Mean Square Error (RMSE) of the simulated water level is 0.15 m, corresponding to 7.5% deviation from observation. The data show a dominance of semi-diurnal tides with a distinct spring-neap cycle in the study area. Salinity constantly changes under the effect of tides ( Figure 2B ). The correlation coefficient between the simulated surface water salinity and field data is 0.93, and the RMSE is 2.7 psu. The Taylor diagram of the simulated sea surface temperature compared to field data indicates a high correlation coefficient between 0.95 and 0.99, and a RMSE within 1°C. Based on the satisfactory agreement between observation and simulation for the surface water, and the understanding that surface water dynamics in the estuary, especially temporal and spatial variation of temperature and salinity, is jointly controlled by interaction between freshwater discharge and bottom saline water, we therefore believe that the model also reliably captures the bottom water dynamics which is not covered by existing observation data. The overall good model performance allows for using the extended simulation results (for 400 days in each scenario) to derive insights into the impact of morphological change and sea-level rise on variation of stratification in the PRD at multi-temporal and spatial scales.

 

Figure 2 | Comparison between model result and field data of (A) water level at the gauge station Waglan Island and (B) surface salinity collected during a research survey in July 2017 by Yu et al. (2021). In addition, simulated temporal variation of surface salinity within a tidal cycle at each measuring station is indicated by the bar crossing the measured value. Location of the stations is shown in  Figure 1B . (C) Taylor diagram showing the standard deviation, the correlation coefficient, and the RMSE of simulated surface temperature against field data at 23 stations. Location of the stations is shown in  Figure 1B  by red dots. 




 3.2 Variability of stratification and driving factors

The morphology of the PRE changed considerably from 1970s to 2010s, especially in the Lingding Bay ( Figure 1C ). The average depth of Lingding Bay (Zone 1) increased by 2.24 m. The most significant deepening occurred in the channels (Zone 2) due to dredging, with a mean depth increase of 4.85 m and local maximum of 12 m in the southern Lingding Bay, close to the Lantau island. Depth of the western shoal area (Zone 3) was increased by approximately 1 m on average (the calculation is based on the water area of 2010s), whilst the area close to the west bank became shallower and the coastline extend to the sea due to land reclamation. The total water area of the Lingding Bay decreased by approximately 170 km2 because of land reclamation, accounting for 8.1% of the total water area in the 1970s. Most reduction of water area occurred in west shoal (Zone 3), with 14.32% of its total water area in the 1970s transformed to land till 2010s by artificial reclamation. The overall trend of changes in the Lingding Bay was narrowing and deepening from 1970s to 2010s.

River runoff in the PRE has a remarkable seasonality driven by monsoon. A direct comparison of the spatial distribution of stratification among the three scenarios can be seen in the salinity difference between the bottom and surface water averaged in two representative seasons ( Figure 3 ). The wet season from 1st July to 1st September is characterized by a mean river runoff of 2.5×104 m 3/s, while the dry season from 1st October to 1st December has a much reduced mean river runoff of 0.75×104 m 3/s. Model results indicate a salinity increase in the bottom water of Lingding Bay by about 70% during the wet season and about 50% during the dry season from 1970s to 2010s. In contrast, the increase of salinity in the bottom water of the Lingding Bay from the 2010s to 2050s is 3.5% and 2.1% in the wet and dry seasons, respectively.

 

Figure 3 | The salinity difference from bottom to surface in wet and dry season of Run_1970s, run_2010s and Run_2050s, areas with salinity difference values greater than 12 psu is surrounded by brown lines. The black line indicates the 7-m isobath. The white dashed line in the Run_1970s refers to the location of coastline in 2010s. (Unit: psu). 



The salinity difference of 12 psu between the bottom and surface water can be used as a simple indicator for stratification (depicted by the brown line in  Figure 3 ) as proposed by Li et al. (2017). As shown in  Figure 3 , the morphological change from 1970s to 2010s has notably changed the spatial distribution of stratification in the Lingding Bay. In the simulation result of 1970s, we found that the 7-m isobaths (described by the black lines in  Figure 3 ) roughly describe the northern edge of stratification in the wet season. Stratification is mainly located in the outer the Lingding Bay and the river plume dominated area (Zone 4). Whilst in the 2010s, although the northern edge of stratification is still mostly limited by the 7-m isobaths in the wet season, stratification extends to the interior the Lingding Bay along the two channels (Zone 2) and appears in the western shoal (Zone 3) and further expands in Zone 4 due to the morphological change. Compared to the wet season, stratification in the dry season is weaker but with a different spatial pattern ( Figure 3 ). Due to decrease in river runoff, stratification appears in the upper part of the Lingding Bay and extends into the rivers. Stratification in the Run_2050s shows very minor difference with the Run_2010s in both wet and dry seasons, suggesting a minor role of sea level rise (by 20 cm) in controlling the spatial pattern of salinity difference between bottom and surface water in the study area.

 3.2.1 Variation caused by morphological change

To further understand the spatial and temporal variation of stratification and driving processes behind, the potential energy anomaly (φ) the four terms in Equation 4 are quantified for each sub-region for each scenario and compared accordingly. A variation index σ mc , calculated by σ mc =φ2010  s /φ1970  s  where φ2010  s  and φ1970  s  represent the potential energy anomaly in the Run_2010s and Run_1970s, respectively, is used to indicate the change of stratification induced by the morphological change between the 1970s and 2010s, while σ sc =φ2050  s /φ2010  s  is used to indicate the change of stratification induced by sea-level rise.

The daily value of φ for each sub-region in the three scenarios is shown in  Figure 4 . The results cover the period of simulation, which includes variation in wet and dry season. Results of both wet season and dry season were shown. There exists a persistently strong stratification (φ≥50J/m 3) in the PRE during the wet season in all scenarios (Run_1970s, Run_2010s and Run_2050s), due to the large river runoff. Morphological changes mainly occurred in the Lingding Bay (Zone 1). Consequently, enhancement of stratification also mainly occurs in the Lingding Bay. In the channel area (Zone 2), stratification is always strong in the wet season, whilst in the dry season the strength of stratification becomes much weaker with φ normally ranging between 10 and 30 J/m 3 in all three scenarios (Run_1970s, Run_2010s and Run_2050s). In the west shoal area (Zone 3), strong stratification does not occur before the morphological change (Run_1970s), but occasionally occurs after the morphological change (Run_2010s and Run_2050s) in the wet season. Stratification in the river plume dominated area (Zone 4) exhibits similar change to that in Zone 3 in the wet season, but in the dry season the value of φ is almost the same in all scenarios in Zone 4 whilst periodic enhancement in φ is seen in Zone 3.

 

Figure 4 | Time series of daily-averaged potential energy anomaly (φ) in the entire PRE and different sub-regions in the three scenarios (Run_1970s, Run_2010s and Run_2050s). The light blue and yellow rectangles indicate the wet season (July and August) and dry season (October, November and December), respectively. 



The enhancement of stratification due to morphological change in the entire PRE is most significant in the wet season. In the wet season, the strength of stratification averaged over the Zone 1 and 2 is up to 4 times and in Zone 3 even up to 7 times stronger in the Run_2010s than that in the Run_1970s, while in the dry season the enhancement of stratification by morphological change becomes less prominent ( Table 1 ). Besides a general strengthening of stratification in the wet season, the enhancement also exhibits some obvious periodic cycles ( Figure 4 ).  Figure 5  indicates that this periodic enhancement is caused by the spring-neap tidal cycle. These results indicate that the stratification of the Lingding Bay becomes much more sensitive to tidal and river runoff impact after the morphological change.

 Table 1 | The factor by which the stratification is enhanced due to morphological changes and sea-level rise in different areas. 



 

Figure 5 | Potential energy anomaly (φ) in different sub-regions in the three scenarios from 16 July to 15 August. Duration of the typhoon Roke is marked by the orange rectangle. 



Tides affect stratification in the PRE mainly at short time scales from hours extending to spring-neap cycle. Tidal signals are clearly seen in the time series of φ at each sub-region ( Figure 5 ). Spectral analysis of φ in the Run_2010s shows that the tide-driven fluctuation of φ is mainly at M4, M2, and K1 cycles, which is consistent with field observation (Mao et al., 2004). According to the simulation results, morphological change in the Lingding Bay (Zone 1) from 1970s to 2010s results in an increase intidal in this region, the increase range gradually decreases from north to south, and the maximum increase can reach 0.5 m in the northern of the Lingding Bay near the coastline. The increase of tidal amplitude caused by the changes of coastline (Shen et al., 2018); and the deepening of the channels area (Zone 2) makes stronger tidal flow than before(Run_1970s) in the Lingding Bay, which leads to stronger salt water intrusion. Both the increase of tidal amplitude and the intensification of tidal flow lead to a nonlinear response of stratification.

Before the morphological change (i.e. in the Run_1970s), φ 1970s in the Lingding Bay (Zone 1) fluctuates mildly around 25 J m-3 in the wet season and slightly higher than 15 J m-3 in the dry season. The impact of spring-neap tidal cycle is hardly visible. By contrast, φ 2010s exhibits a positive correlation with the tidal cycle, and fluctuates between 25 to 100 J m-3 during the spring-neap tidal cycle ( Figures 4 ,  5 ). The enhancement of stratification caused by the morphologic change σ mc  ranges between 1 and 4 depending on the tidal phase. The peaks of σ mc  appear normally before the peak of spring tides, and the troughs appear after the spring peaks but before the neap tides. Advection is primarily responsible for this phenomenon ( Figure 6 ), as the advection term (Equation 4) increases by about three times during the transition from neap tides to spring tides. It can be seen in  Figure 6  that the advection of the horizontal gradient of salinity variance is the main contributor to stratification. During the advection process, the vertical salinity variance  increases significantly (by about 200% on average) with a strong saltwater intrusion from the bottom, resulting in an import of salinity variance to the Lingding Bay.

 

Figure 6 | Spring-neap tidal cycle reflected in the change of water level and corresponding change in the vertical salinity variance (tendency, advection, straining, dissipation) in the Lingding bay (Zone 1). Duration of the typhoon Roke is marked by the orange rectangle. 



In the channels of the Lingding Bay (Zone 2), stratification is more significant than in other sub-regions, which is attributed to a strong saltwater intrusion, similar to many other estuarine channels (Xu et al., 2008; Ralston and Geyer, 2019). The response of stratification to morphological deepening in the channels is similar to that in the entire Lingding Bay (Zone 1) as seen in  Figures 4 ,  5  as well as  Table 1 . Advection is the main controlling process for variation of stratification in the channels. In the west shoal area (Zone 3), φ1970s fluctuates mildly around 10 J m-3 without obvious seasonal variation. This means that water is between well mixed and weakly stratified in this area before the morphological change (Run_1970s). By contrast, a clear fluctuation related to the spring-neap tidal cycle is seen in φ2010s, which can reach up to 70 J m-3 in the wet season during the transition from the neap tides to spring tides, approximately 7 times larger than that in the Run_1970s. This result indicates that the morphological change alters the west shoal (Zone 3) from a well mixed/weakly stratified environment in 1970s to periodically strongly stratified environment in 2010s.

Compared to the sub-regions Zone 1-3, the river plume dominated area (Zone 4) appears to be less affected by the morphological change ( Figures 4 ,  5 ;  Table 1 ). In the dry season, stratification is only slightly enhanced by morphological change (up to 1.2 times) and sea level rise (up to 1.15 times), while in the wet season, stratification is persistently enhanced by morphological change (up to 2.5 times) and sea level rise (up to 1.25 times) and can exceed the threshold of strong stratification (φ=50 J m-3) episodically during neap tides and transition to spring tides.

Short-term extreme events such as typhoons also impact the stratification in the PRE. Three typhoons (Roke on 23rd July, Hato on 22-23rd August, Pakhar on 26-27th August, www.hko.gov.hk) occurred in 2017 and were included in the simulations. Impact of the typhoon Roke (23rd July) was shown in  Figure 5 . In the Run_1970s, there is no obvious response to the typhoon in the channels (Zone 1 and 2) and the shoal area (Zone 3). The reduction in stratification occurs only in the river plume-dominated area (Zone 4). After the morphological change, stratification is significantly reduced by the typhoon in every sub-region in the Run_2010s and 2050s. This is caused by a higher landward advection of salt water induced by the typhoon, as well as higher straining and dissipation ( Figure 6 ). However, typhoons impact stratification in the PRE only for a short-term and the system rapidly (in 2 days after the typhoon Roke) restores to a tide-driven status after the typhoon passage.

At a monthly-to-seasonal scale, monsoon-driven river runoff dominates the variation of stratification ( Figure 4 ). The location of stratification is bounded by the estuarine fronts. The fronts in the PRE are formed by salinity gradient between the riverine water and saline shelf waters (Wong et al., 2004).

To identify the location of the fronts, the horizontal salinity gradient in surface and bottom water is calculated respectively in the three scenarios with peak values (>0.0015 psu/m) indicating the fronts ( Figure 7 ). Results show that in the surface water ( Figure 7A ), the front is dominated by the river runoff, and is mostly located in the outer estuary and the estuarine plume area (Zone 4) in the wet season of all three scenarios. As river runoff decreases, the surface front moves landward in the dry season. In the Run_1970s, the surface front is located in the middle of the Lingding Bay, exhibiting a belt-like shape. After the morphological change (Run_2010s), the surface front is located in the inner part of the Lingding Bay and close to the river outlets. This is also the case in the Run_2050s. In the bottom water ( Figure 7B ), result of the Run_1970s shows that the front is roughly limited by the 7m isobath of the Lingding Bay in the wet season, whilst in the Run_2010s and Run_2050s, the front is located along both sides of the two shipping channels, on the shoal between the channels and the western shoal (Zone 3). These results indicate that the shoals have become the place for the frontogenesis (in the wet season) after the morphological change. In the dry season, the bottom front in the Run_1970s is located quite close to the surface front, indicating a vertically homogeneous but horizontally stratified state. After the morphological change, the fronts retreat onshore and are located close to the river outlets (Run_2010s and Run_2050s).

 

Figure 7 | Location of estuarine fronts in the (A) surface and (B) bottom water (identified by salinity gradient greater than 0.0015 psu/m) in the PRE in the three scenarios. The black line indicates the 7-m isobaths. (Unit: psu/m).  Supplementary Material  provides a zoom in view of Lingding Bay ( Supplementary Figure 1 ). 




 3.2.2 Variation caused by sea-level rise

Sea level rise is one of the main drivers of the variation in future scenarios. As seen in  Figures 4 ,  5 ;  Table 1 , the enhancement of stratification due to sea-level rise (Run_2050s) is minor compared with that caused by morphological change, but it varies among the sub-regions. The strongest enhancement of stratification due to sea-level rise occurs in the west shoal (Zone 3) in both wet and dry seasons. In Zone 3, stratification is enhanced up to 2.5 times in the wet season while 1.5 times in the dry season by a sea-level rise of 20 cm (Run_2050s). In other sub-regions, stratification is enhanced by maximum of 1.25 times in the wet season and 1.15 times in the dry season by the sea level rise.

The study of Chua and Xu (2014) mentioned that sea-level rise results in a stronger baroclinic pressure gradient proportional to the water depth, indicating an increase in the strength of gravitational circulation, thereby resulting in higher vertical stratification. The enhancement of stratification is through a tidal straining of the density field (Cheng et al., 2011). In Equation (7), the straining term  describes a transformation of horizontal salinity gradient to vertical salinity gradient. A positive value of the straining term means destruction of stratification (destratification), while a negative value refers to enhancement of stratification. The temporal variation of the straining term ( Figure 8 ) shows amplified negative straining during spring tides, which means that stratification is enhanced during the spring tides, as the negative straining leads to increased salinity variance. The peaks of enhancement of stratification caused by sea level rise also appear during spring tides ( Figure 8 ). This result means that the sea level rise would cause a transformation of horizontal salinity gradient to vertical salinity gradient, with most significant effect in spring tides caused by negative straining, thereby increasing the vertical stratification. Thus, the impact of sea level rise on stratification is different from the morphological change, as the morphological change mainly alters the advection process as described previously.

 

Figure 8 | Time series of (A) water level, (B) straining and (C) magnification of negative straining due to morphologic change and sea-level rise. 




 3.2.3 Variation of stability in stratification

To further assess the impact of morphological change and sea level rise on stratification in the PRE, stability of stratification in the four selected sites ( Figure 1D ) is calculated based on the gradient Richardson number Ri . As already indicated by results from previous sections (3.2.1), stratification is most significant in the wet season. Therefore, the analysis of the stability of stratification is focused on the wet season.

  Figure 9  shows one-month variation of the vertical distribution of the gradient Richardson number Ri  at the four sites in the wet season. In the Run_1970s, stratification does not exist in the eastern channel (S1), where water depth is around 3 m. Stable stratification (log10(Ri)>1) frequently occurs in the western channel (depth > 7 m, S2) and the river plume-dominated area (depth is around 3.5 m, S4). By contrast, stable stratification in the shallow western shoal (Zone 3) mainly appears during neap tides and is absent for the rest of the time. In the Run_2010s, stability of stratification is enhanced at all four sites, with most significant change in the eastern channel ( S1 ,  Table 2 ), where the channel depth is increased by ~ 3 m. Similar to the strength of stratification represented by φ, stability of the stratification also presents fluctuations following the spring-neap tidal cycle. The strongest enhancement of Ri  occurs during neap tides and their transition to spring tides, whilst is weakened or completely destroyed by strong mixing during spring tides.

 

Figure 9 | Time series of vertical profile of the gradient Richardson number Ri  (plotted in log10(Ri)) in the wet season at the four selected sites in the Run_1970s (left column), Run_2010s (middle column) and Run_2050s (right column). Duration of the typhoon Roke is marked by the orange rectangle. 



 Table 2 | Index of stability of stratification at the four sites in the wet season. 



The stability of stratification at the two channels and the west shoal exhibits similar temporal variation in response to the spring-neap tidal cycle, meanwhile is characterized by a vertical variation in its maximum value ( Figure 9 ). Maximum Ri  migrates downward to the deeper part of the water column during a transition from spring to neap tides, and then starts to rebound towards surface during the transition from neap to spring tides. However, such pattern is not observed at S4 located in the river plume-dominated area (Zone 4). The reason is attributed to the spatial variation of the river plume and its front. During neap tides, the river plume and its front reach their maximum extent in Zone 4. The site S4 is mainly dominated by well mixed fresh water which greatly dampens stratification. During the transition from neap to spring tides, the river plume and its fronts retreat to the inner shore, and stratification at S4 becomes more stable.

It is worth to note that typhoons exert only short-term perturbations to the stability of stratification. As can be seen in  Figure 5 , it takes around two days for the stratification to restore to a tide-driven state after the typhoon passage. The stability of stratification exhibits similarly ( Figures 9 ,  10 ). Further, our simulation results show that the instability of stratification is controlled by a joint impact of spring-neap tidal cycle and typhoons ( Figure 10 ). Stratification is quite unstable and relatively weak during the typhoon period overlapping with the transition from spring tide to neap tides. However, stratification rapidly restores with a significantly enhanced stability after the typhoon passage and during the transition from neap tides to spring tides. In addition, morphological change results in a delay of the restoration by half a day as seen by a comparison between the Run_1970s and Run_2010s, whilst the impact of sea level rise is hardly seen.

 

Figure 10 | Time series of the (A) water elevation, and the gradient Richardson number Ri in the (B) Run_1970s, (B) Run_2010s, and (D) Run_2050s at site 2 (Zone 2). The arrival and duration of two typhoons (Hato and Pakhar) are marked by red triangles and orange rectangles, respectively. 



Sea-level rise also increases the stability of stratification in the PRE, although the extent is much weaker than that caused by the morphological change ( Figure 9 ;  Table 2 ). The extent also varies among the sites, with maximum increase (by ~15%) at S1 (Zone 2) and S3 (Zone 3), and minimum increase at S4 (Zone 4).




 4 Discussion

 Geyer and MacCready (2014) provided a quantitative means of classification of estuaries in terms of stratification, which are based on two dimensionless parameters. The first parameter, i.e., the Freshwater Froude number Frf =U 0/(βgS 0 H)1/2, represents the ratio of the mean river velocity (U 0) to the gravitationally driven exchange flow that is scaled with the water depth H. Here, S 0 is the background ocean salinity and β≅7.7×10-4 is the coefficient of saline contraction. The second is the mixing parameter  , which measures the ratio between the tidal timescale and the timescale of vertical turbulent mixing. In, N 0=(βgS 0/H)1/2 is the buoyancy frequency for maximum top to bottom salinity variation in an estuary, where ω is the tidal frequency, Ut  is the amplitude of the depth-averaged tidal velocity, Cd ≅(1–2.5)×10-3 is the drag coefficient.

Estuaries can be classified into different stratification conditions based on the freshwater Froude number Frf  and the mixing number M ( Figure 11 ). The range of M is calculated from the variation of tidal current velocities and water depth in a spring-neap cycle, whereas the range of Frf  is estimated by the variation of the monthly mean river runoff within a year. Many estuaries, including the Puget sound, the Chesapeake Bay, the Pearl River Estuary and the Yangtze River, are characterized by a broad range of M not only due to the variation of spring-neap tides but also owing to the signification variation of water depth (Geyer and MacCready, 2014; Chen, 2018). Data from these estuaries show that M decreases along with an increase in the average water depth, which is evidenced by a decrease of M for the Lingding Bay from the 1970s to the 2010s ( Figure 11 ). Compared to the Yangtze Estuary which mainly falls into the type of salt wedge because of its large Frf , stratification in the PRE in 2010s is more variable and encompasses three types (salt wedge, strongly stratified and partially mixed) in the wet season, and two types (strongly stratified and partially mixed) in the dry season (Chen, 2018). However, Frf  of the PRE seems to be underestimated in our simulation, since salt wedge intrusion in the area has been reported by several studies (Mao et al., 2004; Cui et al., 2019) both during the wet and dry seasons. The main reason for underestimation is likely caused by an exclusion of tributaries on the western coast of the bay in our model, therefore U 0 is underestimated in our results.

 

Figure 11 | Estuarine parameter space with the freshwater Froude number (Frf ) and mixing number (M). The red solid line calculated from  , in which α=3.4, which divides the estuarine parameter space into estuaries that always remain stratified and those that experience boundary-generated mixing during a tidal cycle. The location of PRE in different ages and different seasons are indicated in the figure. The yellow rectangle is the location of North passage Yangtze River according to Chen (2018); the green rectangle represent the Hudson River according to Geyer and Maccready (2014). SIPS is Strain-Induced Periodic Stratification. Modified from Geyer and Maccready (2014). 



The morphological change in the Lingding Bay between 1970s and 2010s not only causes a remarkable decrease of M but also a mild decrease of Frf . According to the simulation results in the Run_1970s, stratification in the PRE mainly encompasses three types (salt wedge, strongly stratified and partially mixed) in the wet season, whilst in the dry season salt wedge is replaced by strain-induced periodic stratification (SIPS) ( Figure 11 ). In the Run_2010s, SIPS does not exist in the dry season anymore, and the whole system is shifted toward strongly stratified conditions. By contrast, a sea level rise of 20 cm (Run_2050s) only shows a minor impact on M and Frf  when comparing with the Run_2010s scenario. The range of M shifts slightly to the left due to a sea level rise-induced decrease in mixing. The range of Frf  remains unchanged, suggesting that a 20 cm-sea level rise alone would not affect river flows in the study area.

The PRE shows both similarity (e.g. decrease of M along with an increase of depth) and difference with other estuaries which have also experienced human-induced deepening. In the Hudson estuary, modification for navigation since the late 1800s has increased the channel depth by 10-30%, which results in a strong salinity intrusion but almost no change in the estuarine circulation according to the study by Ralston and Geyer (2019), which argued that the import of salt by estuarine circulation is balanced by the export of salt by the mean advection due to river discharge. Our results demonstrated that both the import of salt and the estuarine circulation are enhanced by the morphological change. The difference is likely to be attributed to that (a) the Lingding Bay experienced not only deepening but also reduction in water area by 8.1%, which have consequent impact on tidal velocity and amplitude (Shen et al., 2018), and (b) an exclusion of the effect of tidal mixing in the estimate by Ralston and Geyer (2019).

The relationship between depth change and salt fluxes is nonlinear in estuaries. Chant et al. (2018) found that a relatively small (15%) increase in depth by dredging in a short reach of an estuary may double the exchange salt flux and remarkably increase stratification in the estuary. Ralston and Geyer (2019) found that channel deepening by 10%-30% in the Hudson estuary increases salinity intrusion by 30% and enhanced stratification during neap tides. In the PRE, the channels (Zone 2) were deepened by 49% (4.85m) from 1970s to 2010s, and the salt fluxes are increased by 78%, resulting in an increase of stratification by max. 400% in the channel area. Meanwhile, the west shoal was deepened by 28% along with a significant reduction in its water area, leading to an increase of stratification by max. 700%. These results suggest a highly amplified and irreversible impact of human-induced morphological change on estuarine environments in terms of stratification. It is worth noting that although direct human interventions including sand mining and land reclamation have been banned, other human activities which may also affect morphological change of the estuary, such as channel dredging and river damming, will still continue in future (Liu et al., 2018). An exclusion of potential morphological change caused by reduced sediment input from rivers due to damming or by extreme events (e.g. floods, typhoons) in the future scenario Run_2050s would lead to uncertainties of our estimation. To what extent these natural and anthropogenic drivers would lead to morphological change and consequence on estuarine circulation and stratification in future remains to be explored.

Our simulations show a minor impact of sea level rise (by 20 cm from 2010s to 2050s) on the stratification and circulation in the PRE. However, climate change impacts not only the sea level but also other environmental variables such as temperature and precipitation which have not been taken into account in this study so far. Climate change also seems to cause more frequent occurrence of extreme events such as cyclones (storms) and marine heat waves. The former may strongly affect the stratification at a short-term (as shown in our results), while the latter could cause higher temperature in the surface water, thus enhancing a thermal induced stratification [e.g., the southern North Sea, Chen et al. (2022)]. However, in typical estuarine environments such as the PRE where stratification is caused mainly by salinity gradient, we hypothesized that a change in temperature gradient by marine heat waves and enhanced solar radiation would not significantly affect the stratification. To test the impact of sea surface temperature increase on the stratification of PRE, a scenario with an increase of surface water temperature (above the pycnocline) at the open boundary by 2°C and enhanced atmospheric radiation over the entire model domain in summer (July and August). These results confirms our hypothesis and shows that the change in surface water temperature has only minor impact on stratification of the PRE, characterized by a change of the PEA within 5% from the reference level ( Supplementary Table 1 ;  Supplementary Figure 2 ).

Future climate change might affect stratification in the PRE mainly through modified river runoff. Hong et al. (2020) found that the rate of increase in stratification in response to the sea-level rise is higher during the high-flow conditions than that during the low-flow conditions. This might be related to the stability of the stratification, which shows a weaker vertical stratification with lower stability during dry season, and opposite in the wet season. Since river runoff is the main driving factor for monthly-to-seasonal variation of stratification in the PRE, how future climate change would affect monsoon intensity and associated river runoff and consequent impact on estuarine stratification remains to be further explored.


 5 Conclusion

A high-resolution 3-D hydrodynamic model was used to investigate the impact of mainly human-induced morphological change (from 1970s till 2010s) and climate-induced sea level rise (from 1970s till 2050s) on the stratification in the PRE. The following conclusions are drawn from the simulation results.

 	 Morphological change in the Lingding Bay (the main estuary of the PRE) from 1970s to 2010s results in a bay-scale enhancement of stratification by up to four times, with maximum enhancement (up to seven times) at the western shoal of the bay; 

	 Stratification in the PRE becomes more sensitive to tidal and river runoff impact after the morphological change. The variation is greatly amplified by the spring-neap tidal cycle. The maximum enhancement in stratification occurs in the transition period from neap to spring tides due to the increase of advection of salinity variance; 

	 The relationship between depth change and salt fluxes is nonlinear and varies among different morphological units. In the PRE, the eastern channel and the western shoal experience the greatest enhancement in both strength and stability of stratification caused by the morphological change; 

	 Compared to an overwhelming impact of human-induced morphological change in the past few decades, future change of stratification driven by sea level rise would be further strengthened but to a much less extent. The maximum enhancement associated with sea level rise occurs in spring tides due to the increased negative straining; 



Our results suggest a highly amplified and irreversible impact of human-induced morphological change on estuarine environments in terms of stratification, which should be taken into account in future planning of estuaries. The results of our researches might have potential implications for the estuarine management, in particular, human intervention such as the planning of land reclamation or sand mining in Lingding Bay, etc. As the human intervention is the main driving factor of variations of the hydrodynamic environment in PRE. With the deepening of channels as well as the average depth of Lingding Bay, the stratification becomes more stable and extends in space. Cui et al. (2019) found that the spatial distribution of coastal hypoxia can be well predicted by the overlapping zone between river plume and salt wedge. Therefore, the distribution of stratification is highly relevant to the occurrence of hypoxia in the PRE. Our model is suitable for further scenario studies to assess the impact of climate change and human intervention on estuaries.
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The Haihe River system is a major conduit of land-based pollution into the Bohai Sea in North China, This study presented the first-ever observation of hypoxia in the Haihe River estuary, providing valuable insights into the complex interplay between physical and biochemical factors influencing hypoxia in estuarine systems. The research found seasonal variations in DO distribution in the estuaries of the Haihe and Yongdingxin Rivers. Hypoxia emerged in summer at the bottom of the Haihe River estuary and dissipated in autumn, with the minimum DO concentration of 1.85 mg/L recorded at the bottom of the HH-2 station. Within the hypoxic zone, the average DO concentration was 4.02 mg/L, and the average of DO saturation was less than 0.4. This study also identified the primary drivers of summer hypoxia as a combination of physical and biochemical factors, with water stratification due to hydrodynamic factors limiting exchange and reoxygenation between different water layers. In addition, the decomposition of organic matter in the bottom consumed a significant amount of dissolved oxygen.The significantly higher DO concentration and saturation in autumn compared to summer suggested the possible existence of seasonal hypoxia in the Haihe estuary. This study of hypoxia in the Haihe River estuary contribute to a better understanding of the factors that influence seasonal hypoxia. The findings have important implications for the management and remediation of hypoxia in the Haihe estuary and other estuarine systems.
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Introduction

Dissolved oxygen (DO) is a crucial water quality parameter that profoundly affects the survival and reproductive of aquatic organisms.Various studies have defined hypoxia as DO concentrations below 3 mg/L, with anoxia defined by concentrations below 2 mg/L (Dai et al., 2006; Chen et al., 2007). In recent years, hypoxia has become increasingly prevalent in aquatic ecosystems worldwide due to the accelerated pace of urbanization and industrialization (Rabalais et al., 2010; Conley et al., 2011; Breitburg et al., 2018).

The concentration of DO in water is influenced by various factors such as temperature, salinity, water exchange capacity, organic matter types and concentrations, and plankton abundance. Hypoxia not only affects the growth and reproduction of primary producers but also has further impacts on higher trophic-level organisms, causing a decline in fish abundance and biodiversity in aquatic ecosystems, as well as affecting the growth of benthic organisms (Diaz and Rosenberg, 2008; Levin et al., 2009). Because of these ecological hazards, hypoxia is recognized as a major global environmental problem.

Previous research had indicated that hypoxia occurred in coastal waters as a result of the stratification process of water (Stanley and Nixon, 1992; Rabalais et al., 2010; Murphy et al., 2011). This process led to the depletion of DO in the bottom layer of the water, making its recovery difficult due to the presence of stratification. Moreover, the input of eutrophic water accelerated the consumption of oxygen in both water and sediment (Morse and Rowe, 1999), exacerbating the hypoxic conditions. The increasingly severe hypoxia in coastal waters has prompted many scientists to investigate the mechanisms behind this phenomenon.

Coastal hypoxia has received widespread attention from researchers, and many reports of hypoxia have been documented in the Yangtze River Estuary, Pearl River Estuary, and Gulf of Mexico. In the Yangtze River Estuary, various water masses with large differences in properties existed due to the confluence of diluted freshwater, the northward Taiwan Warm Current, and the nearshore Kuroshio branch (Zhang et al., 2007; Yang et al., 2013; Luo et al., 2018). These different water masses had different distribution depths, resulting in the existence of stratification in the Yangtze River Estuary. The input of organic matter from primary productivity growth in the spring exacerbated the process of oxygen consumption (Wang et al., 2017), and the difficulty of reoxygenation caused by stratification led to the phenomenon of hypoxia. In the Pearl River estuary, the large amount of freshwater input in summer was distributed in the surface water (Yan et al., 2015), causing both density stratification and a large amount of external organic matter. In the process of organic matter decomposition, DO in the water was also significantly consumed (Cole et al., 1987), leading to the formation of hypoxic areas. The Gulf of Mexico is one of the most severe areas of coastal hypoxia worldwide and is a typical seasonal hypoxic zone. Hypoxia generally began to form in late spring and early summer, reached its peak in summer, and gradually disappeared in autumn. The reasons for eutrophication and hypoxia in the coastal zone here were due to the Mississippi River and Atchafalaya River’s dissolved organic carbon (POC) flux into the Gulf of Mexico, reaching up to 3.1 Tg (Dagg et al., 2007). The continuous influx of freshwater and a large amount of organic matter not only met the conditions for stratification but also provided sufficient organic matter for sediment oxygen consumption in the bottom water (Mccarthy et al., 2013). Although there are differences in the reasons for stratification and organic matter sources in these regions, they still conform to the widely accepted “stratification-eutrophication-hypoxia formation” route.

Since the 1980s, the surface temperature in the Bohai Sea has gradually increased, the thickness of the upper mixed layer has become thinner, the thermocline has become shallower, and the bottom water temperature difference has increased, leading to the gradual enhancement of water stratification (Liang et al., 2004). In summer, the DO in the bottom water has decreased year by year. In early September 2015, the Bohai Sea experienced the historically lowest DO concentration (66 μmol/L), close to the hypoxic threshold (Chen et al., 2022). Studies have shown that the hypoxic areas in the Bohai Sea are mainly distributed in the narrow and deep water areas to the west of the shallow water in the central bank of the Bohai Sea, forming two hypoxic centers, the south (offshore of the Yellow River mouth) and the north (near Qinhuangdao) (Wei et al., 2019). The weak stratification structure and anti-cyclonic eddy in the central shallow bank of the Bohai Sea weakened the connectivity between the hypoxic zones in the south and north, while the tidal front provided the dynamic conditions for the expansion of hypoxic zones in low-lying areas (Liu et al., 2019). Isotopic methods have indicated that the formation of hypoxia in the Bohai Sea was mainly caused by the oxygen consumption of organic matter produced by phytoplankton in the upper ocean (Chen et al., 2022). In addition, the mineralization of accumulated organic matter in sediments in summer was also an important reason for the formation of bottom hypoxia and acidification environment.

In this study, through water quality monitoring of the Haihe River and Yongdingxin River estuary section in the summer and autumn of 2020, we found for the first time that hypoxia also existed in the Haihe River estuary area of the Bohai Bay. The Haihe River estuary is a weakly tidal and bidirectional estuary. When the tide gate is open, it is jointly affected by tide and flood. When the tide gate is closed, it is mainly influenced by tides. The Yongdingxin River, Jiyun Canal, and Chaobai River converge and flow into the Bohai Bay from the Yongdingxin River estuary. This estuary is mainly affected by tides (Li, 2016). The two estuaries are located in the northwest of the Bohai Bay, with weak circulation and poor water exchange capacity (Rabalais et al., 2002). Studies have shown that under multiple environmental pressures, this sea area has become one of the most prominent marine areas of coastal environmental problems in the Bohai Bay, and it is also a key area for the Chinese government to strengthen governance in the “14th Five-Year Plan”. Therefore, this study will explore the causes and mechanisms of hypoxia by analyzing and comparing the distribution characteristics of dissolved oxygen in different river estuaries in the Bohai Bay, providing scientific basis and reference value for improving the ecological environment of river estuary areas.





Materials and methods




Cruise and sample collection

The “R/V Jinhan 04700” vessel conducted two cruises in the summer from July 23 to August 3, and in the autumn from October 23 to November 6, 2020, to investigate the Bohai Bay area. Fourteen sampling stations were set up in the Haihe River estuary section (HH section) and Yongdingxin River estuary section (JYC section), with five stations in each of the two river channels and the rest in the adjacent sea areas near the two river mouths (Figure 1).




Figure 1 | Location map of sampling stations at the HH section and JYC section in the Bohai Bay, China.



At each investigate station, multi-channel samplers (CTD, SBE-19 plusV2; Sea-bird Electronics, USA) were used to collect seawater samples from different water layers based on pre-set sampling depths. Prioritizing DO, Alkalinity (Alk), N2O, and other gas samples, the outflow rate was controlled during sampling to prevent bubble formation. Samples for DO measurements were immediately treated with MnCl2 and KI-NaOH reagents to fix the DO, and were then shaken and left in the dark for two hours. Water samples for pH determination were allowed to rest for a period of time after collection to minimize the effect of temperature differences on the measurements. All samples were collected in appropriate containers for subsequent analysis.

A volume of seawater was filtered using a Whatman GF/F filter membrane under 15 kPa pressure with a vacuum pump. The filtered membrane is used to determine chlorophyll a (Chl a) concentration, which should be wrapped in aluminum foil before being stored at -20 °C. The filtrate should be transferred to PE plastic bottles and frozen for nutrient concentration measurement. For COD determination, no filtration is required, and samples should be directly transferred to PE plastic bottles with added mercuric chloride (HgCl2) and stored in cold storage. It is necessary to pre-treat containers for sample storage by burning aluminum foil paper at 450 °C and soaking PE plastic bottles in acid solution, and then rinsing them with Milli-Q water.





Sample analyses

Water quality multi-parameter (RBR, Ottawa, Canada) was deployed to obtain parameters such as temperature, salinity, depth, pH, and DO. These parameters were recorded in the operation record file. pH and DO were manually measured on site. The pH samples were measured using a pre-calibrated ( ± 0.001) S210-K pH meter (S210-K, Mettler Toledo Technologies, Zurich, Switzerland). DO samples were titrated by the Winkler iodometric method. Three sets of parallel samples were set up for pH value and DO concentration measurement.

Nutrient samples were thawed at room temperature in the laboratory and measured using the nutrient auto-analyzer (AA3, Seal, Germany). Nitrate (NO3-N), ammonium (NH4-N), nitrite (NO2-N), phosphate (PO4-P), and silicate (SiO3-Si) were measured using the cadmium-copper reduction, sodium hypobromite, diazotization, phosphomolybdate blue, and silicomolybdate blue methods, respectively (Hansen and Koroleff, 1999).

Chl a samples were extracted in 90% acetone under dark and -20°C conditions for 24 hours. The supernatant was taken and measured using the Trilogy laboratory fluorometer (Trilogy, Turner Designs Ltd, USA). A standard working curve was plotted based on the calibrated Chl a standard concentration and fluorescence intensity, and the concentration of seawater Chl a was quantitatively calculated.

COD samples were measured using the alkaline KMnO4 method to determine COD concentration (Dhanjai et al., 2019).

Alkalinity samples were measured using the Gran titration method (Gran, 1952) with a T5 automatic potentiometric titrator (T5, Mettler Toledo Technologies, Zurich, Switzerland) equipped with a DGi111-SC pH probe, the accuracy was 0.001.





Data analyses

Calculation and correction of dissolved oxygen saturation concentration (DOs) were performed according to the formula developed by Garcia and Gordon (1992) and the relevant guidelines provided by the United States Geological Survey (USGS). The DOs were then used to calculate the apparent oxygen consumption (AOU) and the dissolved oxygen saturation (σ).

The dissolved oxygen saturation (σ) in seawater represents the percentage of the measured DO concentration to the saturated DO concentration. The formula used for its calculation is as follows:

 

Apparent oxygen utilization (AOU) is the difference between the saturation concentration and the measured concentration of DO, is often used to describe biological oxygen consumption processes. The formula for calculating AOU is as follows:

 

The eutrophication index (E) is often used to describe the nutritional status of seawater, and its calculation formula is:

 

In this formulation, E stands for the eutrophication index; CCOD refers to the measured value of chemical oxygen consumption (mg/L); CDIN and CDIP represent the measured values of inorganic nitrogen and inorganic phosphorus, respectively. The higher the E, the higher the degree of eutrophication.

The stratification coefficient, N, is commonly used to describe the stratification state of water.

 

In Equation 4, Δρ represents the density difference between different water layers, and Δz represents the change in depth. The magnitude of N reflects the stability of water stratification, with larger values indicating greater stability.

The concentration of CO2 in water was calculated by determining the total alkalinity (Alk). The CO2SYS_V2.1 script, compiled using VB language (Brookhaven National Laboratory, New York City, NY, USA) was used for the calculation.

The figures and tables in this paper were generated using the software Ocean Data View (ODV 5.4.6) and Origin PRO 2021. The data were analyzed using SPSS 27.






Results




Distributions of temperature and salinity in the HH and JYC section

Temperature and salinity are important parameters for reflecting the properties of seawater, and both can affect water stratification through the presence of thermoclines and haloclines. Figure 2 illustrated the temperature and salinity distribution in two estuaries during different seasons. During the survey periods in July (summer) and October (autumn) 2020, the water temperature in the study area ranged between 14.77 °C and 28.92 °C. The water temperature in the two estuarine sections differed considerably between summer and autumn due to seasonal warming, with summer temperature being significantly higher than those in autumn (p<0.01). The temperature distribution characteristics of the two estuarine sections were generally consistent in summer survey, with high inshore water temperature, low distant shore water temperatures, high surface water temperature, and low bottom water temperature (Figure 2A, E). However, in autumn, the temperature distribution was opposite to that of summer (Figure 2B, F), with the highest temperature appearing at the bottom of the eastern station and the lowest temperature at the surface of the western station. Furthermore, the water temperature in the vertical direction of the HH section changed significantly during summer, with an average rate of change of 0.18 °C/m, while in autumn, the vertical change rate of water temperature was 0.01 °C/m. However, in both summer and autumn, the difference of water temperature in the vertical direction in the JYC section was not as significant as that in the HH section (p<0.01).




Figure 2 | Temperature and salinity distributions of HH Section (A–D) and JYC Section (E–H) in summer and autumn.



The salinity distribution of the HH and JYC sections was generally similar. Both sections exhibit a west-to-east gradient of increasing salinity during the summer and autumn. Salinity increased with distance from the shore, gradually increasing from the surface to the bottom. During the autumn survey, the discharge of floodwaters in the upper reaches of the HH section resulted in a large input of freshwater, leading to a low-salinity area in the upper reaches of the HH section and causing a wider range of salinity distribution in autumn (6.63 to 31.44). Although the salinity distribution range of the JYC section is larger in autumn, the effect of freshwater runoff on salinity was weaker than that of the HH section.





Distributions of pH and DO in the HH and JYC section

Figure 3 illustrated the pH, DO and DO saturation distributions in two estuaries during different seasons. In summer, the pH values of the HH section ranged from 7.74 to 8.19, and gradually decrease with depth. The lowest pH value was observed at the bottom of station HH-2 (7.73). In autumn, the pH of the middle water layer was lower, and the average pH of the bottom layer (8.30) and the surface layer (8.39) were both higher than that of the middle layer (8.26). The vertical distribution characteristics of pH were significantly different from those observed in summer (p<0.01). In the JYC section, the pH distribution characteristics differed in different seasons, with lower values observed in the upper reaches and higher values in the lower reaches. However, the pH did not vary significantly with depth, ranging from 7.84 to 8.16 in summer, with a negligible change in the vertical direction (ΔpH≈0.005/m). Under the influence of tides, the pH value of the surface water at the confluence of the river and the ocean was higher, while the pH value of the bottom water was lower in autumn. The observation results of the stations located in the upper reaches of the estuary showed that the pH distribution in the surface layer was consistent with that in the bottom layer.




Figure 3 | Distributions of pH, DO concentration and dissolved oxygen saturation σ in the HH Section (A, E, I, B, F, J) and JYC Section (C, G, K, D, H, L) in summer and autumn.



Based on the analysis of the collected samples during the voyage and the calculation of the saturated DO concentration, significant temporal and spatial differences were observed in the distribution of DO concentration in the HH section. In summer, the DO content in the HH section was low, ranging from 1.84 to 8.00 mg/L, with a wide range of hypoxia areas in the bottom water. The average DO content in the bottom layer was 4.02 mg/L, and the minimum DO value appeared at the bottom of HH-2 station, with an oxygen saturation of 0.27, indicating hypoxic conditions. In autumn, the DO content in the HH section was higher than that in summer, ranging from 7.35 to 10.89 mg/L, with more than half of the stations being supersaturated with DO. The concentration of DO in all stations was higher than the hypoxia critical value. In autumn, the water in the HH section mixes more evenly in the vertical direction, and the distribution of DO in the surface and bottom layers was relatively consistent. The change rate of DO in the vertical direction was significantly different between the two seasons compared with the distribution in summer (p<0.01).

Similar to the HH section, the JYC section also exhibited a distribution pattern of low DO concentration near the shore and high DO concentration far from the shore in both seasons. In summer, the DO concentration in the JYC section ranged between 6.14 and 8.77 mg/L, which was relatively uniform and generally higher than the defined value for low-oxygen water. In autumn, DO concentrations ranged from 6.62 to 10.86 mg/L. The DO concentration increased significantly from the estuary to offshore.





Distributions of eutrophication and Chl a in the HH and JYC section

Sources of oxygen-depleting organic matter in water include both freshwater inputs and local production. Figure 4 illustrateed the degree of eutrophication and distribution of Chl a in the two estuaries during the summer and autumn seasons. Influent water from the upper reaches of the two rivers consistently exhibited high trophic states (EHH-1 = 186.95, EJYC-1 = 57.49). Eutrophic water inputs from runoff were continuously diluted by oligotrophic seawater, resulting in a gradual decrease in eutrophication indices in the horizontal direction. Due to variations in water mixing, the eutrophication indices of the estuary sections exhibit different vertical distributions during different seasons. Overall, eutrophication tended to be more homogeneous in the surface and bottom layers during autumn, while eutrophication was mostly confined to the surface layer during summer.




Figure 4 | Eutrophication index (E) and Chl a concentration distributions of HH Section (A–D) and JYC Section (E–H) in summer and autumn.



Inconsistencies were observed between the distribution of Chl a and eutrophic water. During summer, Chl a in the HH section was mainly distributed in the surface water of HH-1~HH-3 stations located in the upper reaches of the estuary section, with an average concentration of 25.7 μg/L. At the bottom of the upstream sampling sites, the concentration of Chl a was low, only 1.40 μg/L. In the upper reaches The distribution of Chl a was consistent with the eutrophication water, while the Chl a concentration in the bottom water of the lower reaches was up to 10 μg/L, despite the low degree of eutrophication. In autumn, two areas of high Chl a concentration were observed in the HH section, namely, HH-1 station (84.89 μg/L) located in the upper estuary and HH-5 station (80.83 μg/L) in the Bohai Bay. In the upper part of the JYC section, the eutrophication index was higher but the concentration of Chl a was lower, while the lower part of the JYC section showed high levels of both Chl a and eutrophication index. The distribution of Chl a in autumn was essentially inconsistent with that of highly eutrophic water. Except for HH-1 and JYC-1 stations in the upper reaches of these two sections, which were greatly affected by runoff input, the area of high Chl a values in the two estuarine sections did not coincide with the severe eutrophication water in general.






Discussion




Mechanism of hypoxia formation in HH section

Research has demonstrated that water stratification is a prerequisite for the formation of hypoxia (Diaz and Rosenberg, 2008). In this process, we found temperature to be the dominant factor, with solar irradiation as the main contributor to the temperature increase in summer. The variation in temperature, particularly during the summer months, significantly contributes to the DO stratification of water. Due to the HH section’s deeper depth, the temperature increase was not uniform between the surface and bottom water when heated by solar irradiation, resulting in a large temperature difference between them and the formation of density difference. The runoff input of low-salinity surface water also contributed to the density difference, thus promoted the formation of stratification. However, compared to temperature, salinity is not the main cause of stratification. The linear correlation graph between salinity and dissolved oxygen concentration (Figure 5B) shows that there was no significant salinity difference accompanying the change in dissolved oxygen concentration in the upstream and downstream sections of the Haihe Estuary in summer. By calculating the stratification coefficient N, we found that the HH-2 and HH-3 stations belong to the slow mixed type, indicating that there was some degree of stratification during summer investigation. Additionally, Figure 5A indicated a positive correlation between temperature and DO concentration in the HH section during summer. The stratified structure in the HH section made it difficult to reoxygenate the bottom cold water after DO depletion (Murphy et al., 2011), while the surface water, with high temperatures and frequent exchange of water and air, results in high DO concentrations. This not only explained the positive correlation between DO and temperature but also suggested that temperature was the primary factor causing delamination in the HH section.




Figure 5 | Linear relationship between DO concentration and other parameters (A, temperature; B, salinity; C, eutrophication index; D, chlorophyll a) in the HH section and JYC section in two seasons.



In comparison to the HH section, the water depth in the JYC section was relatively shallower (Hmax< 9 m). Due to exposure to solar radiation, there was a more uniform temperature distribution in the water column with a smaller temperature gradient from the surface to the bottom (ΔT< 1°C). These conditions were not conducive to the formation of a stratified structure. Additionally, the topography of the JYC section’s riverbed played a role in the difficulty of forming a stratified structure. As shown in the sectional diagram, the bed of the JYC section gradually descends through a step-like drop and increases in-depth uniformly, while the bed of the HH section had a large drop at station HH-2 and a large uplift at station HH-4, forming a “basin” on the riverbed. This topography, similar to a valley and a “V”-shaped trough, prolongs the water’s stagnation time and limits its composition exchange with the surrounding water (Rowe and Chapman, 2002; Bianchi et al., 2010), further restricting the reoxygenation process in the bottom water. Most of the low-oxygen regions found during the summer survey in this study were located in depressions in this riverbed. It is evident that the stable stratified structure formed in the HH section during summer hinders the reoxygenation of the underlying water, which was consistent with existing research conclusions (Conley et al., 2011; Rabalais et al., 2014).

The depletion of oxygen due to microbial decomposition of organic matter is the primary cause of hypoxia. The eutrophication index (E) is an indicator of the nutritional status of a body of water. The presence of dissolved inorganic and organic matter can both contribute to the increase of the eutrophication index, which is closely related to the DO concentration.

Linear analysis revealed instances where the correlation between DO concentration and the eutrophication index did not reach statistical significance. Nevertheless, a negative correlation was observed overall (Figure 5C). This finding suggests that, despite the existence of certain data points not conforming to statistical significance, the overarching trend highlights eutrophication as a significant promoter of hypoxia formation (Diaz, 2001). This reflects the intricate interactions within ecological systems and the role various factors play in influencing DO concentrations.

By analyzing the components of the eutrophication index formula, it was found that the concentrations of nutrients (DIN, DIP) were significantly negatively correlated with DO concentration in different seasons (Summer: r HH-DIP=-0.44, r HH-DIN=-0.50, r JYC-DIP=-0.60, r JYC-DIN=-0.78, Autumn: r HH-DIP=-0.59, r HH-DIN=-0.64, r JYC-DIP=-0.77, r JYC-DIN=-0.80). However, the correlation coefficient between COD and DO showed considerable variability across different seasons.(Summer: r HH-COD=0.12, r JYC-COD=-0.66, Autumn: r HH-COD=0.63, r JYC-COD=-0.023). This suggests that DIN and DIP had a greater impact on the eutrophication index, as microorganisms decompose organic matter to produce DIN and DIP at the bottom of the section. It is noteworthy that there was no significant difference between the two river sections in autumn (p>0.05). Additionally, during summer, the effect of the eutrophication index on the DO concentration in the JYC section was less pronounced than in the HH section. This may be because the stations in the JYC section mainly collected surface samples, and the DO concentration was significantly affected by sea-air exchange (Diaz, 2001).

Chl a is an important indicator of phytoplankton biomass and a major source of DO content. At the upstream end of the JYC section, the JYC-1 station was an exception. Despite displaying Chl a concentrations similar to other stations, this station experienced markedly elevated levels of eutrophication due to upstream influences. This was reflected in an initial correlation coefficient of -0.12 between DO and Chl a concentrations at the JYC section prior to data exclusion. This unusual correlation indicated an overlying impact of organic matter decomposition on DO concentrations at this station, resulting in lower DO levels even with comparable Chl a concentrations. In light of this finding, we made the decision to exclude data from the JYC-1 station in our analysis. After this adjustment, a positive correlation between Chl a and DO concentration emerged in the JYC section as well, aligning with the correlations seen in both river sections during both seasons (rHH=0.77, rJYC=0.86 in summer; rHH=0.45, rJYC=0.43 in autumn). In summer, the correlation between Chl a and DO concentration in the HH section was significantly higher compared to other seasons. This suggested that the reoxygenation process in stable stratified water was more reliant on photosynthesis in summer, while the replenishment pathway of DO through sea-air exchange was hindered by stratification. In autumn, the correlation between Chl a and DO concentrations showed no significant difference in the HH section and JYC section (p>0.05), suggesting a similar contribution of sea-air exchange and photosynthesis to the DO sources in both river sections.





The coupling relationship between low oxygen and pH in the river estuary

The mechanism of water acidification may be due to the mixing of low pH water from terrestrial sources with seawater or the result of biological oxygen consumption. Our study found a strong correlation between pH and DO concentration (Figure 6A), consistent with previous research (Wang et al., 2017). As mentioned earlier, the distribution of acidification zones and hypoxic zones was similar. The higher water temperature in summer accelerated respiratory and decomposition reactions, and CO2 produced by cellular metabolism further promoted the acidification process (Cai et al., 2020). Due to the presence of stratification, material exchange between surface and bottom water was limited, and CO2 in bottom water cannot be diluted in time, which exacerbated water acidification (Cai et al., 2011). To further quantify the relationship between pH and DO, we calculated the CO2 concentration and redundant CO2 concentration (ΔCO2) in water. It is worth noting that the CO2 content in hypoxic water was mainly derived from two pathways: microbial decomposition of organic matter and denitrification. By measuring the N2O concentration in water (average value of 37.44 nmol/L), the corresponding CO2 content produced is much lower than that due to AOU. Therefore, we neglected the CO2 content produced by denitrification and only calculated the CO2 production from organic matter decomposition based on the (Redfield, 1963) equation for oxygen consumption.




Figure 6 | Correlations between DO and pH (A), DO and CO2 (B), ΔCO2 and pH (D) in HH and JYC sections, respectively, and cross-sectional distribution of ΔCO2 (C) in HH section during summer.



	

Under ideal conditions, the ratio of O2 consumption to CO2 release is expected to be 138:106. The AOU was utilized to compute the theoretical concentration of CO2 release (CO2-T). The current concentration of CO2 in the water (CO2-S) was calculated based on the total alkalinity Alk and pH (Dickson and Millero, 1987), and the difference between the two values resulted in the redundant CO2 concentration (ΔCO2). Comparison of the theoretical CO2 concentration with the concentration of free CO2 in the carbonate equilibrium system calculated by AOU revealed that the CO2 produced by the decomposition of organic matter in the upper reaches of the HH section in summer far exceeded the free CO2 in the carbonate system. The concentration distribution of this portion of redundant CO2 corresponded to the region of low pH (Figure 6C) and showed a significant negative correlation (Figure 6D), suggesting that the decrease in pH was closely linked to the accumulation of carbon dioxide generated by the decomposition process of organic matter.






Conclusion

In the summer of 2020, during the investigation of the Bohai Bay, hypoxia was discovered for the first time in the Haihe estuary. We found that the seasonal hypoxia appeared in summer and disappeared in autumn. A hypoxic zone was observed in the bottom layer between stations HH-2 and HH-4, and the minimum DO concentration (1.85 mg/L) was appeared at the bottom of station HH-2. The occurrence of hypoxia followed the route of “stratification-eutrophication-hypoxia formation”. Temperature, riverbed topography, and freshwater input promoted the formation of stratification, which consumed DO in the bottom water through the decomposition of organic matter. Stratification also hindered the reoxygenation of the bottom water and caused the accumulation of carbon dioxide, resulted in the formation of hypoxic and acidified zones. The limitations of existing data made it difficult to determine the origin of organic matter in the hypoxic zone and the contribution of sediment oxygen consumption to hypoxia formation. Future research will address these limitations. With a better understanding of the mechanism of hypoxia formation, controlling hypoxia in estuaries will become a crucial step in optimizing the ecological environment of marine systems.
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Marine planktonic Ciliophora serve as a key component of the plankton food web. The formation of cysts is of common occurrence among planktonic Ciliophora, and encystment plays an important role in the persistence and diffusion of population. However, studies on the seasonal pattern of encystment of planktonic Ciliophora in natural environments were limited. Here, we investigated the sedimentation of Ciliophora cysts, and explored the seasonal differences of encystment between aloricate Oligotrichea and Tintinnina in Bohai Bay. Ciliophora cysts were collected monthly with a sediment trap from July 2019 to June 2020 at a fixed station, and identified according to the morphological characteristics of cysts by fluorescence microscopy. Ten types of aloricate Oligotrichea cysts were identified and only three species of Tintinnina cysts were recognized, namely, Favella sp., Helicostomella longa and Tintinnopsis sp. There were obvious seasonal differences of encystment between aloricate Oligotrichea and Tintinnina. Encystment of Tintinnina mainly occurred in summer, while encystment of aloricate Oligotrichea was found at all seasons and the seasonal patterns varied among species. The production rate of several types of cysts showed significant positive correlations with water temperature and Chlorophyll a concentration, and a significant negative correlation with salinity. Our study exhibited that the seasonal pattern of encystment of Ciliophora varied greatly from species to species, and assessing seasonal patterns of encystment will aid our ability to understand the mechanism of vegetative population dynamics.
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1 Introduction

Planktonic Ciliophora, mainly including aloricate Oligotrichea and Tintinnina, comprise a major part of microzooplankton in various marine environments (Yang et al., 2008; Montagnes et al., 2010; Romano et al., 2021) and they play an important role in material recycling and energy flow through pelagic marine ecosystems (Pierce and Turner, 1992; Calbet, 2008). Similar to Bacillariophyceae, Dinophyceae and other microorganisms, the formation of cysts is of common occurrence among planktonic Ciliophora. Generally, encystment is considered as a protection strategy against ‘unfavorable environmental conditions’, and therefore playing an important role in the persistence and diffusion of population (Lennon and Jones, 2011; Verni and Rosati, 2011; Li et al., 2022).

Knowledge on cysts of planktonic Ciliophora in marine environments was limited, although Ciliophora serve as a key component of the plankton food web (Calbet, 2008). To the best of our knowledge, about 17 species of aloricate Oligotrichea and 61 species of Tintinnina (Belmonte and Rubino, 2019; Ganser et al., 2022; Yu et al., 2022) were recorded to produce cysts in marine environments. Assessing seasonal patterns of encystment will aid our ability to understand the mechanism of vegetative population dynamics. At present, few studies focused on the seasonal pattern of encystment in natural waters. Mass encystment of Strombidium crassulum (Reid, 1987) and Cyrtostrombidium boreale (Kim et al., 2002) were both found in spring. Mass encystment of Strombidium capitatum occurred in spring in Onagawa Bay and in autumn in Masan Bay (Kim et al., 2008). Encystment of Tintinnina was primarily a late summer/autumn event (Paranjape, 1980; Reid and John, 1981; Davis, 1985). These previous studies showed that the seasonal pattern might vary from species to species, and from region to region. More investigations are required to further study the seasonal patterns of encystment of planktonic Ciliophora.

Bohai Bay is a typical temperate semi-closed bay (mean depth of 12 m) on the continental shelf of the western Pacific Ocean. Seasonal variation of cyst bank of planktonic Ciliophora was investigated in surface sediments of Bohai Bay (Yu et al., 2022). However, the seasonal patterns of the formation of cysts in the water column are not clear. Here, we reported annual variation of encystment through continuous recording the production rate of cysts in the waters, and explored the seasonal differences of encystment between aloricate Oligotrichea and Tintinnina in Bohai Bay. Consequently, assessing seasonal patterns of encystment will aid our ability to understand the mechanism of vegetative population dynamics.




2 Materials and methods

Ciliophora and the sedimentation of their cysts were investigated monthly from July 2019 to June 2020 at a fixed station (118°02′ E, 39°02′ N, with less human disturbance due to far from marine ranching and seaway) in Bohai Bay (Figure 1). Water depth was 8 to 9 m according to tide. Surface water temperature and salinity were measured by YSI Professional Plus instrument. For total Chlorophyll a (Chl a) determination, 250 ml of surface water was filtered (GF/F) and filters were frozen at -20°C. Chl a was extracted with 90% acetone at -20°C in the dark for 24 h. Chl a concentration was determined using a spectrophotometer.




Figure 1 |    Position of the sampling station (●) in Bohai Bay with isobaths in meters.



For sampling of Ciliophora vegetative cells, 1 L of surface water was fixed (1% acid Lugol’s iodine, Harris et al., 2000) and stored in dark until analysis. Samples were concentrated and examined following Utermöhl method (Utermöhl, 1958) under inverted microscope (Olympus IX71). Due to the lack of infraciliature, aloricate Oligotrichea were only identified to the genus level according to the morphological characteristics and the common species recorded in Bohai Bay. For Tintinnina, species were identified based on lorica morphology (Hada, 1937; Yin, 1952; Zhang et al., 2012).

Sinking Ciliophora cysts were collected with a cylindrical sediment trap of 56 cm in height and 14 cm in inner diameter (HYDRO-BIOS, Saarso). The trap was deployed at 7 m depth and retrieved after 70 h, except February 2020 when the trap was deployed for only 50 h because of a strong wind. After retrieval of the trap, supernatant water was gently siphoned after settling at 4°C for 12 h, and the trapped particles were frozen at -20°C until analysis (Figure 2).




Figure 2 | Photographs of sediment trap after retrieval. (A): supernatant water was released through the faucet; (B): collecting bottle; (C): trapped particles.



Cyst samples were treated and analyzed in accordance with Ichinomiya et al. (2004). An aliquot (1 g wet weight) of the sample was suspended in ca. 20 ml of filtered seawater and sonicated for 30 s. The fraction between 20 to 125 μm was retained on a sieve, and diluted with 10 ml of filtered seawater. The sieved fraction was treated with glutaraldehyde (2.5% final concentration) and stored in a refrigerator for 24h. For the enumeration of cysts, 1 ml aliquot of the suspension (concentrated to 5 ml) was placed on a counting slide and the whole slide was examined under blue-light excitation (450 to 480 nm) using a fluorescence microscope (Olympus BX53). Cysts of aloricate Oligotrichea were classified according to the shape, size and the characteristics of cyst wall (Kim and Taniguchi, 1995; Kim et al., 2002; Ichinomiya et al., 2004; Agatha et al., 2005; Kim et al., 2008). Tintinnina cysts were identified by the characteristics of lorica, since the cyst was inside the lorica. All the examinations were replicated 3 times.

Annual data were presented as line and bar charts by Grapher (Version 18, Golden Software Inc., USA). Mantel test was performed between cyst compositional and environmental data given geographic distance (9,999 permutations) using the vegan R software package.




3 Results



3.1 Annual cycle of water temperature, salinity and Chl a concentration

Water temperature was lowest in January (2.35°C) and peaked in July (29.60°C). In contrast, salinity was lower in the summer-autumn and highest in December (32.11). There were two peaks in Chl a concentration: one in March (5.53 μg/L), and another in July (15.29 μg/L, Figure 3).




Figure 3 | Monthly variation of surface water temperature (T), salinity (S), Chlorophyll a (Chl a) concentration.






3.2 Annual cycle of vegetative population of Ciliophora

The Ciliophora community was dominated by aloricate Oligotrichea, accounting for an average 71.4 ± 32.1% of the total abundance of Ciliophora. A total of eight taxa of aloricate Oligotrichea were identified, among which Strombidium spp. were dominant with an average abundance ratio of 90.3 ± 10.0% (Figure 4). Twenty-one Tintinnina species were recognized, and the species composition of Tintinnina exhibited obvious seasonal variation (Figure 5). The dominant Tintinnina were Leprotintinnus simplex, Leprotintinnus nordqvisti and Tintinnidium primitivum.




Figure 4 | Monthly variation of species composition of aloricate Oligotrichea. Scale bar: 20 μm.






Figure 5 | Monthly variation of species composition of Tintinnina.



There were two peaks of aloricate Oligotrichea abundance: one in April (3266 ind/L), and another in August (6748 ind/L). One peak of Tintinnina abundance occurred in July (8440 ind/L). There were two peaks of total Ciliophora abundance: one in April (3266 ind/L), and another in July (8577 ind/L). The average contribution of Tintinnina to the total Ciliophora through the whole year was 28.6 ± 32.6%, and they dominated over aloricate Oligotrichea only in May (72.8%), June (53.5%) and July (98.4%, Figure 6).




Figure 6 | Monthly variation of aloricate Oligotrichea (AO) and Tintinnina (Tin) abundance.






3.3 Cyst types

A total of 10 types of aloricate Oligotrichea cysts were identified based on their morphological characteristics under regular light and epifluorescent light.

Type I: similar to Cyrtostrombidium boreale, same as Type I in earlier study of Bohai Bay (Yu et al., 2022).

Type II: similar to Strombidinopsis sp., same as Type II in earlier study of Bohai Bay (Yu et al., 2022).

Type III: similar to Strombidium biarmatum, same as Type III in earlier study of Bohai Bay (Yu et al., 2022).

Type IV: similar to Strombidium capitatum, same as Type IV in earlier study of Bohai Bay (Yu et al., 2022).

Type V: similar to Strombidium conicum, same as Type V in earlier study of Bohai Bay (Yu et al., 2022).

Type VI: same as Type IX in earlier study of Bohai Bay (Yu et al., 2022).

Type VII: same as Type X in earlier study of Bohai Bay (Yu et al., 2022).

Type VIII: an elliptical shape with a short collar at one end, closed by a hyaline, elliptical papula (Figure 7A, a). Size varies from 27–42 μm in total length and 20–32 μm in width. The papula was 7–8 μm in height and 5–6 μm in width. The cyst wall enclosing the cytoplasm of dense granular structure is single and hyaline.




Figure 7 | Microphotographs of Ciliophora cysts under regular light (A–D) and epifluorescent light (a–d). (A, a): Type VIII;(B, b): Type IX; (C, c): Type X; (D, d): cyst of Tintinnopsis sp. Scale bar: 20 μm.



Type IX: a nearly spherical body with a short collar at one end, closed by a hyaline papula (Figure 7B, b). Size varies from 45–54 μm in total length and 41–49 μm in width. The papula was 2–3 μm in height and 10–11 μm in width. The cyst wall is composed of two layers, and the inner cyst wall encloses the cytoplasm of dense granular structure.

Type X: a nearly spherical body with a short collar at one end, closed by a hyaline papula (Figure 7C, c). Size varies from 33–45 μm in total length and 30–40 μm in width. The papula was 2 μm in height and 9–10 μm in width. The cyst wall enclosing the cytoplasm of dense granular structure is single and hyaline.

Only three types of Tintinnina cysts were recognized, namely, Favella sp., Helicostomella longa and Tintinnopsis sp.

Cyst of Favella sp.: same as Type VI in earlier study of Bohai Bay (Yu et al., 2022).

Cyst of Helicostomella longa: same as Type VII in earlier study of Bohai Bay (Yu et al., 2022).

Cyst of Tintinnopsis sp.: a spherical cyst, surrounded by a thin layer, within a lorica (Figure 7D, d). Size varies from 16–18 μm in diameter. The cyst wall enclosing the cytoplasm of dense granular structure is hyaline.

The community of Ciliophora cysts was dominated by aloricate Oligotrichea cysts, with an average contribution of 96.2 ± 6.0% through the whole year. The dominant types were Type VIII, Type III, Type IX and Type X, and they accounted for 33.3 ± 17.2%, 15.9 ± 13.4%, 12.7 ± 7.3% and 11.5 ± 10.4% of the total cyst production through the whole year, respectively (Figure 8).




Figure 8 | Monthly variation of species composition of Ciliophora cysts.






3.4 Annual cycle of sedimentation of Ciliophora cysts

The production rate of aloricate Oligotrichea cysts ranged from 23.2×103–263.9×103 cysts m-2 d-1 (on average 92.9×103 ± 72.5×103 cysts m-2 d-1). The production rate was lowest in April and higher in January, July and October. The production rate of Tintinnina cysts ranged from 0–20.0×103 cysts m-2 d-1 (on average 4.2×103 ± 6.5×103 cysts m-2 d-1). No production of Tintinnina cysts was detected from January to June, and the production peaked in July and August. In the case of total Ciliophora cysts, the production rate ranged from 23.2×103–269.8×103 cysts m-2 d-1 (on average 97.1×103 ± 74.4×103 cysts m-2 d-1), and the production exhibited the same annual trend with aloricate Oligotrichea cysts (Figure 9).




Figure 9 | Monthly variation of production rate of aloricate Oligotrichea (AO) and Tintinnina (Tin) cysts.



The production of different types of cysts exhibited different seasonal patterns, and could be dived into three classes. In Class I, the production peaked in one single season. For instance, the production of three types of Tintinnina cysts all peaked in summer (Figures 10A–C); the production of Type III and VII both peaked in autumn (Figures 10D, E); the production of Type VIII peaked in winter (Figure 10F). In Class II, the production peaked in two seasons. For example, the production of Type IV, V and X peaked in both summer and autumn (Figures 10G–I); the production of Type II and IX peaked in both autumn and winter (Figures 10J, K). In Class III, the production occurred throughout the year without obvious seasonal pattern, such as Type I and VI (Figures 10L, M).




Figure 10 | Monthly variation of production rate of Ciliophora cysts. (A): cyst of Favella sp.; (B): cyst of Helicostomella longa; (C): cyst of Tintinnopsis sp.; (D): Type III; (E): Type VII; (F): Type VIII; (G): Type IV; (H): Type V; (I): Type X; (J): Type II; (K): Type IX; (L): Type I; (M): Type VI.






3.5 Relationships between production rate of Ciliophora cysts and environmental factors

The production rate of two types of aloricate Oligotrichea cysts, including Type IV and Type X, showed significant positive correlations with water temperature and Chl a concentration. The production rate of Type III, Type IV and Type X showed a significant negative correlation with salinity. The production rate of Type II, tentatively identified as the cyst of Strombidinopsis sp., showed a significant positive correlation with the abundance of Strombidinopsis sp. (Table 1).


Table 1 | Correlation between the production rate of aloricate Oligotrichea cysts and water temperature, salinity, Chlorophyll a (Chl a) concentration, and abundance of vegetative stages of aloricate Oligotrichea.



In Tintinnina cysts, the production rate of cyst of Favella sp. showed significant positive correlations with water temperature and Chl a concentration, and a significant negative correlation with salinity. The production rate of cyst of Favella sp. showed a significant positive correlation with the abundance of Favella panamensis. The production rate of cyst of Tintinnopsis sp. showed a significant positive correlation with the abundance of Tintinnopsis nana (Table 2).


Table 2 | Correlation between the production rate of Tintinnina cysts and water temperature, salinity, Chlorophyll a (Chl a) concentration, and abundance of vegetative stages of Tintinnina.



Mantel test showed that there was no significant correlation between aloricate Oligotrichea cyst community and environmental factors. In the case of Tintinnina cysts, Mantel test showed that water temperature (R=0.184, P=0.024) and Chl a concentration (R=0.331, P=0.025) were the main environmental factor driving the annual change of Tintinnina cyst community (Table 3).


Table 3 | Mantel test between Ciliophora cyst community (measured as Bray-Curtis dissimilarity) and environmental factors.







4 Discussion

In our study, a total of 13 types of Ciliophora cysts were identified by morphological characteristics using fluorescence microscopy. This method may lead to inaccuracy in species identification, which has been mentioned in previous papers (Yu et al., 2022). It would be necessary to apply molecular biology techniques, such as DNA metabarcoding, to ecological studies of Ciliophora cysts in the future.

Water depth was shallower than 10 m and only surface water was sampled in our study. No significant difference was observed in water temperature and salinity between surface and bottom layers in coastal waters of Bohai Bay (Shen, 1999; Song, 2009), and thus water temperature and salinity in surface water could be used as a reference for bottom layer in our study.



4.1 Production rate of Ciliophora cysts

To the best of our knowledge, investigations on the seasonal pattern of encystment of Ciliophora in natural waters were limited, except for few studies in Bedford Basin (Paranjape, 1980), the North Atlantic and North Sea (Reid and John, 1981), Conception Bay and Placentia Bay (Davis, 1985), the western English Channel (Reid, 1987), Onagawa Bay (Kim et al., 2002), Masan Bay (Kim et al., 2008) and north coast of Taiwan island (Chao et al., 2013). In early study, Paranjape (1980) collected water samples directly to observe tintinnid cysts. Tintinnid cysts were found from plankton samples by CPR (Continuous Plankton Recorder, Reid and John, 1981) or closing net hauled vertically (Davis, 1985). Later, sediment traps were applied to collect sinking cysts in the water, which are the most convenient tool to obtain qualitative information, such as production rate of cysts and timing of encystment (Kim et al., 2008).

In Bohai Bay, the production rate of Ciliophora cysts varied greatly from species to species, and the maximum value ranged from 1.9×103 cysts m-2 d-1 (cysts of Tintinnopsis sp.) to 1.2×105 cysts m-2 d-1 (Type VIII). Our data is similar to that in previous studies (Reid, 1987; Kim et al., 2002; Kim et al., 2008). The maximum production rate of cysts of Strombidium crassulum was almost 3.5×104 cysts m-2 d-1 in the western English Channel (Reid, 1987). Peak production rate of cysts of Cyrtostrombidum boreale was 5.7×103 cysts m-2 d-1 in Onagawa Bay (Kim et al., 2002). The production of cysts of Strombidium capitatum reached a maximum of 1.4×105 cysts m-2 d-1 in Onagawa Bay, and about 9.0×103 cysts m-2 d-1 in Masan Bay (Kim et al., 2008). The maximum production of two dominant cysts was 1.8×104 and 2.4×104cysts m-2 d-1, respectively in north coast of Taiwan island (Chao et al., 2013).




4.2 Seasonal differences of encystment between aloricate Oligotrichea and Tintinnina

The seasonality of encystment could be speculated by observing sinking cysts in the water periodically and continuously. Most previous studies focused on the seasonal pattern of encystment of single species (Paranjape, 1980; Davis, 1985; Reid, 1987; Kim et al., 2002; Kim et al., 2008). Reid and John (1981) recorded seasonal occurrence of several types of Tintinnina cysts. Chao et al. (2013) concerned about the seasonal dynamics of the entire Ciliophora cyst community (including 5 types of aloricate Oligotrichea cysts and one type of Tintinnina cysts). In this study, we carried out annual change study in production of 10 types of aloricate Oligotrichea cysts and 3 types of Tintinnina cysts, and compared seasonal differences of encystment between aloricate Oligotrichea and Tintinnina in Bohai Bay.

In Bohai Bay, the encystment of Favella sp. mainly occurred in July–August, with minor occurrence from September to December. The sedimentation of cysts of Helicostomella longa and Tintinnopsis sp. were only found in August. Our data is consistent with previous studies that encystment of Tintinnina was primarily a late summer/autumn event (Paranjape, 1980; Reid and John, 1981; Davis, 1985). The abundance of cysts of Helicostomella subulata was high in September, October and November in Bedford Basin (Paranjape, 1980). Tintinnid cysts were most abundant in the late summer/autumn in the North Atlantic and North Sea (Reid and John, 1981). Cysts of Acanthostomella norvegica were mainly found in October and November in Placentia Bay (Davis, 1985). Cysts of these species, which may function as “overwinter stages”, could help Tintinnina to survive in “unfavorable” environmental conditions of winter (Paranjape, 1980; Reid, 1987). The encystment in late summer/autumn, which could provide a means of hibernating through the winter, may have important implications for population persistence (Lennon and Jones, 2011).

In terms of aloricate Oligotrichea, encystment was found at all seasons and the seasonal patterns varied among species in Bohai Bay. Most species could encyst in late summer/autumn, which is similar to Strombidium capitatum whose encystment peaked in autumn in Masan Bay (Kim et al., 2008). These cysts formed in late summer/autumn, similar to Tintinnina cysts, could help ciliates survive “unfavorable” conditions in winter (Müller and Wünsch, 1999). In addition, there were three types of aloricate Oligotrichea (Type II, Type VIII and Type IX) with mass encystment of cysts in January/February. The mass encystment in winter, to our knowledge, has not been recorded in previous investigations. Further studies should be carried out to figure out the role of the winter cysts in population persistence of Ciliophora.

Also, the production of two types of aloricate Oligotrichea (Type I and Type VI) occurred throughout the year without obvious seasonal pattern in our study. Cyst formation of these ciliates maybe part of the regular life cycle and does not require a specific environmental stimulus (Verni and Rosati, 2011). Combination of field investigations and laboratory culture experiments would be needed to confirm this assumption.




4.3 Encystment of Ciliophora and environmental factors

Ciliophora cysts are probably produced in response to environmental stresses, like food shortage, water temperature and salinity, tidal rhythm, etc. However, factors acting in natural environments are still largely unknown (Verni and Rosati, 2011; Kamiyama, 2013). In this study, we found production rate of several types of cysts (Type IV, Type X and Favella sp.) exhibited a significant positive correlation with water temperature, and a significant negative correlation with salinity. This suggested that the variation of temperature and salinity might play important roles in cyst production of Ciliophora, which was consistent with previous studies. The encystment of Cyrtostrombidium boreale in early spring may be triggered by a rapid increase of temperature in Onagawa Bay (Kim et al., 2002). High temperature could impede cyst production of Pelagostrombidium fallax during the summer in freshwater Lake Constance (Müller and Wünsch, 1999). Chao et al. (2013) suggested that variations of salinity might excite Ciliophora to enhance encystment in a coastal ecosystem of subtropical western Pacific. All of these speculations were based on data observed in natural environments, and have not been tested experimentally. Culture experiments in laboratory are needed for a better understanding of the relationships between temperature and salinity and encystment of Ciliophora.

In our study, most species exhibited no significant correlation between cyst production and the presence of vegetative stages, which was consistent with the study in the Mar Piccolo of Taranto (Rubino and Belmonte, 2021). On the one hand, this absence of correspondence was due to identification difficulties of cysts (which cysts belong to which species). A combination of microscopic morphology observation and single-cell sequencing would assist in linking the identity of cysts to vegetative stages (Rubino and Belmonte, 2021). Another reason for this lack of connection was that vegetative stages were active in the past and temporarily absent at the time of cyst study (Rubino and Belmonte, 2021). This time-lag between vegetative stages and cysts was found in both laboratory culture (Müller, 1996) and field investigation (Müller and Wünsch, 1999; Kim et al., 2002; Kim et al., 2008). Cyst abundance of the freshwater ciliate Pelagostrombidium fallax began to increase after the vegetative cells reached a high abundance value in laboratory culture (Müller, 1996). Highest production of Limnostrombidium viride cysts (Müller and Wünsch, 1999), Cyrtostrombidium boreale cysts (Kim et al., 2002) and Strombidium capitatum cysts (Kim et al., 2008) were all recorded shortly after maximum development of the motile population in field investigation. A combination of laboratory culture experiment and field investigation is needed to find out the correspondence between vegetative stages and cysts, and explore the mechanism of vegetative population proliferation on Ciliophora encystment.





5 Conclusions

For now, studies on encystment of planktonic Ciliophora in natural environments were limited. Our study indicates that the production of Ciliophora cysts exhibited obvious seasonal variation, and there were obvious seasonal differences of encystment between aloricate Oligotrichea and Tintinnina in Bohai Bay. The variation of temperature and salinity might play important roles in encystment of various types of Ciliophora. Culture experiments in lab would be required for a better understanding of the role of environmental factors on Ciliophora encystment.
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High biological productivity and the efficient export of carbon-enriched subsurface waters to the open ocean via the continental shelf pump mechanism make mid-latitude continental shelves like the northwest European shelf (NWES) significant sinks for atmospheric CO2. Tidal forcing, as one of the regionally dominant physical forcing mechanisms, regulates the mixing-stratification status of the water column that acts as a major control for biological productivity on the NWES. Because of the complexity of the shelf system and the spatial heterogeneity of tidal impacts, there still are large knowledge gaps on the role of tides for the magnitude and variability of biological carbon fixation on the NWES. In our study, we utilize the flexible cross-scale modeling capabilities of the novel coupled hydrodynamic–biogeochemical modeling system SCHISM–ECOSMO to quantify the tidal impacts on primary production on the NWES. We assess the impact of both the barotropic tide and the kilometrical-scale internal tide field explicitly resolved in this study by comparing simulated hindcasts with and without tidal forcing. Our results suggest that tidal forcing increases biological productivity on the NWES and that around 16% (14.47 Mt C) of annual mean primary production on the shelf is related to tidal forcing. Vertical mixing of nutrients by the barotropic tide particularly invigorates primary production in tidal frontal regions, whereas resuspension and mixing of particulate organic matter by tides locally hinders primary production in shallow permanently mixed regions. The tidal impact on primary production is generally low in deep central and outer shelf areas except for the southwestern Celtic Sea, where tidal forcing substantially increases annual mean primary production by 25% (1.53 Mt C). Tide-generated vertical mixing of nutrients across the pycnocline, largely attributed to the internal tide field, explains one-fifth of the tidal response of summer NPP in the southwestern Celtic Sea. Our results therefore suggest that the tidal NPP response in the southwestern Celtic Sea is caused by a combination of processes likely including tide-induced lateral on-shelf transport of nutrients. The tidally enhanced turbulent mixing of nutrients fuels new production in the seasonally stratified parts of the NWES, which may impact the air–sea CO2 exchange on the shelf.
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1 Introduction

Continental shelves play an important role in the global carbon cycle. High biological productivity and the efficient export of carbon-enriched waters to the open ocean via the continental shelf pump mechanism (Tsunogai et al., 1999; Thomas et al., 2004) on middle- and high- latitude continental shelves are understood to contribute to globally significant oceanic uptake of atmospheric CO2 (Frankignoulle and Borges, 2001; Laruelle et al., 2014; Legge et al., 2020). Both the physical and biological components of the continental shelf pump mechanism rely on seasonal stratification and processes specific to the respective shelf environments. Given the complexity of the dynamic shelf systems, there still are considerable knowledge gaps on the role of shelf-specific physical and biogeochemical processes for the magnitude and variability of carbon sequestration on continental shelves.

On the northwest European shelf (NWES; Figure 1A), the biological component of the continental shelf pump mechanism is suggested to be critical for observed carbon sequestration (Legge et al., 2020). Tidal forcing, as one of the regionally dominant physical forcing mechanisms, regulates the mixing-stratification status of the water column that acts as a major control for biological productivity in the shelf system. During seasonal stratification, tidal forcing structures the NWES into shallow permanently mixed regions, transitionary regions with tidal fronts and weak stratification and deep stably stratified regions (Simpson and Hunter, 1974). Each of these tide-induced subsystems feature distinct primary production dynamics (van Leeuwen et al., 2015), in which tidal forcing impacts net primary production (NPP), both positively and negatively, by enhanced vertical mixing of nutrients, biomass, and suspended matter and by causing sediment resuspension (Zhao et al., 2019).




Figure 1 | (A) Bathymetry in the model domain; red lines delineate subareas. (B) Horizontal model resolution of the unstructured triangular grid of the NWES-IT configuration. Magenta stars in (B) indicate positions of stations used for validation and analysis. White line in (B) indicates transect used in Sect. 3.3.



In tidally dominated shelf seas, tides produce turbulence due to friction of tidal currents with the sea bed (Simpson and Hunter, 1974; Rippeth, 2005). This tidally generated turbulence vertically mixes the bottom layer of a stratified shelf system, whereas wind stress and breaking surface waves turbulently mix the surface layer. Bottom-driven tidal mixing is well reproduced by state-of-the-art numerical ocean models (Burchard et al., 2002). Its impact on water column stratification and vertical fluxes is strong in shallow shelf areas where the bottom and surface mixed layers can directly interact. Bottom-driven tidal mixing increases primary production by replenishing nutrients in the surface mixed layer (Hu et al., 2008; Sharples, 2008) but also decreases productivity by degrading light conditions through upward mixing of resuspended sediments (Porter et al., 2010; Capuzzo et al., 2013; Capuzzo et al., 2018) and by promoting dilution that hinders phytoplankton growth (Cloern, 1991). Numerous studies have established local effects of bottom-driven vertical mixing by tides on primary production on the NWES and regionally differing responses to tidal forcing (e.g., Cloern, 1991; Richardson et al., 2000; Sharples, 2008). In their comprehensive modeling study that accounted for tide-modulated benthic–pelagic coupling and lower trophic- level dynamics, Zhao et al. (2019) found a considerable, but spatially heterogeneous, tidal response of primary production in the North Sea. To date, there however is no comparable study that quantifies the tidal response of primary production for the entire NWES while accounting for the spatial heterogeneity of the shelf system.

In addition to bottom-driven vertical mixing, tides can also generate vertical mixing in stratified shelf regions by causing intermittent shear instabilities within the pycnocline (Rippeth, 2005). Tide-related shear instabilities in the pycnocline can be caused by breaking internal tides (Whalen et al., 2020), the interaction of wind-induced inertial oscillations with internal tides (van Haren et al., 1999; Hopkins et al., 2014), or the barotropic tide itself (Becherer et al., 2022). Such pycnocline mixing is crucial for the supply of nutrients for biological productivity in the subsurface biomass maximum (SBM) at the base of the pycnocline (Cullen, 2015). It is suggested that primary production in the SBM is predominantly new production (Hickman et al., 2012), i.e., sustained by allochthonous nutrient sources, and accounts for up to 50% of annual carbon fixation on the NWES (Richardson et al., 2000; Rippeth et al., 2009; Hickman et al., 2012). This makes pycnocline mixing a potentially important component of the continental shelf sea pump on the NWES (Rippeth et al., 2014).

Baroclinic tides, also termed internal tides, are generated by a transfer of energy from the barotropic tide to the baroclinic tide through interaction of stratified flow with extreme topography like the shelf break (Baines, 1982). The NWES is a hotspot of internal tide generation, and particularly high tidal energy conversion has been reported for the steep Celtic Sea shelf break (Baines, 1982; Vlasenko et al., 2014). Observational studies have shown intensified pycnocline mixing associated with the internal tide at the shelf break of the NWES (New and Pingree, 1990; Rippeth and Inall, 2002). Low-mode internal tides propagate coherently for hundreds of kilometers across the Celtic Sea (Pingree and New, 1995; Green et al., 2008) and generate shear instabilities in the pycnocline when dissipating. Mixing by internal tides was shown to impact nutrient fluxes and biological productivity in the Celtic Sea (Pingree and Mardell, 1981; Sharples et al., 2007; Sharples et al., 2009; Tweddle et al., 2013). Sparse observations and the high spatial variability and episodic nature of mixing by internal tides however impede a comprehensive analysis and quantification of the role of internal tides for biological carbon fixation on the shelf.

Model- based studies on the other hand face the problem that the reproduction of realistic levels of pycnocline mixing in state-of-the-art numerical ocean models is a difficult task. Commonly implemented turbulence closures only crudely account for the contribution of high-frequency internal waves (Simpson et al., 1996; Burchard et al., 2002; Rippeth, 2005). Recent advances in high-resolution regional ocean modeling have however demonstrated the reproduction of the kilometrical-scale internal tide field on the NWES (Guihou et al., 2018). Graham et al. (2018a) further suggest that increased pycnocline mixing in a kilometrical-scale model configuration improved a bias in the representation of sea surface temperature at the shelf break of the NWES present in a coarser model configuration. Until now, no study has however addressed the implications of the improved representation of the internal tide field for primary production on the shelf.

In this paper, we present a novel coupled physical–biogeochemical regional model framework with kilometrical-scale horizontal resolution for the NWES. The model employs a flexible unstructured horizontal grid that explicitly resolves the low-mode internal tide field generated by the regionally dominant M2 tide in the Celtic Sea and shelf areas along the shelf break. The flexible horizontal grid facilitates coupled physical–biogeochemical simulations at reasonable computational cost and thus enables multiyear model integrations of the entire NWES and adjacent regions in the northeastern Atlantic. We apply the model to for the first time quantify tidal impacts on primary production on the entire NWES and provide a first estimate for the role of internal tides for biological carbon fixation along the shelf break of the NWES. We present the details of the applied model configurations and assess overall model performance in Section 2. In Section 3, we investigate the tidal impacts on primary production and disentangle the contribution of barotropic and baroclinic tides to vertical mixing of nutrients.




2 Materials and methods



2.1 Regional ocean circulation model SCHISM

The open-source community- supported 3D physical modeling system SCHISM (Zhang et al., 2016b) is used in this study. SCHISM is a derivative product built from the original SELFE (Zhang and Baptista, 2008) and distributed with an open-source Apache v2 license. SCHISM is a numerically efficient and robust modeling system designed for the effective cross-scale simulation of 3D baroclinic ocean circulation. SCHISM has been used in multiple studies that span from shallow coastal areas to the deep open ocean (Yu et al., 2017; Ye et al., 2020; Wang Z. et al., 2022), as well as in a study of up/downwelling in shelf break canyons (Wang H. et al., 2022).

SCHISM is based on a customizable triangular–quadrangular unstructured horizontal grid. Flexible local refinement of the unstructured grid allows telescoping high horizontal resolution in areas of specific interest, and vice versa a low resolution in other parts of the domain. This feature facilitates high-resolution coupled ocean-ecosystem simulations at reasonable computational costs. The vertical coordinate is discretized with flexible hybrid Localized Sigma Coordinates with Shaved Cells (LSC²; Zhang et al., 2015). The LSC² vertical coordinate effectively reduces the pressure gradient force error (Zhang et al., 2016b). The LSC² vertical coordinate further enables the accurate representation of bathymetry without requiring bathymetry smoothing, which improves model accuracy at steep bathymetric slopes and sites of complex 3D bathymetry (Yu et al., 2017; Ye et al., 2018).

SCHISM solves the Reynolds-averaged Navier–Stokes equations in hydrostatic and Boussinesq approximated form with a semi-implicit finite-element/finite-volume method and an Eulerian–Lagrangian method (ELM) for momentum advection. The transport equations are solved with a robust third-order Weighted Essentially Non-Oscillatory (WENO) solver in the horizontal and an implicit Total Variation Diminishing (TVD) scheme in the vertical dimension. The advanced transport schemes are crucial for the simulation of baroclinic circulation and mesoscale dynamics in cross-scale applications (Ye et al., 2019). Density is calculated with the non-linear International Equation of State for Seawater (Fofonoff and Millard, 1983). Exchange with the atmosphere is computed with a bulk aerodynamic model (Zeng et al., 1998). Bottom drag is parameterized with the log law drag formula by Blumberg and Mellor (1987) and the use of a constant bottom roughness of 0.5 mm in this study. More detailed descriptions of the SCHISM model are given in Zhang et al. (2016a) and Zhang et al. (2016b).

Turbulence in form of eddy viscosities and eddy diffusivities is computed in SCHISM using the Generic Length-Scale formulation (GLS; Umlauf and Burchard, 2003). The specific parameterization of the GLS turbulence closure is set according to the k–kl model with KC94 stability functions (Kantha and Clayson, 1994). In this parameterization, the critical gradient Richardson number is  , in accordance with linear stability theory. The background diffusivity is set to  . The maximum cutoff eddy diffusivity is set to  .

SCHISM further adds bi-harmonic viscosity to the horizontal momentum equation to effectively remove spurious modes (Zhang et al., 2016b). The domain simulated in this study covers the deep ocean (e.g., eddying regime) and steep bathymetry at the shelf break that particularly exacerbates spurious modes (Yu et al., 2017; Ye et al., 2020). SCHISM augments the dissipation for such conditions by an additional Laplacian viscosity in the form of a spatially variable Shapiro filter (Zhang et al., 2016b; Ye et al., 2020). The local strength of the Shapiro filter is derived as a function of the local bathymetric slope   given by   with a reference slope of  .




2.2 Ecosystem model ECOSMO

SCHISM is coupled to the biogeochemical model ECOSMO II (Daewel and Schrum, 2013) via the FABM framework (Bruggeman and Bolding, 2014). ECOSMO II is a further developed version of the ecosystem model ECOSMO first introduced for the North Sea (Schrum et al., 2006). ECOSMO II uses a nutrient–phytoplankton–zooplankton–detritus (NPZD) conceptual model approach, and its extended formulation allows the simulation of lower trophic- level dynamics in a wide range of ecosystems (Daewel and Schrum, 2013; Pein et al., 2021; Yumruktepe et al., 2022).

ECOSMO II solves prognostic equations for a total number of 16 state variables. It simulates three separate nutrient cycles for nitrogen, phosphorous, and silicate. Oxygen is solved as an additional tracer. Primary production in ECOSMO II is divided into three phytoplankton functional groups (diatoms, flagellates, and cyanobacteria) and is limited by either nutrients or light. ECOSMO further includes two zooplankton functional groups (herbivorous and omnivorous) and three functional groups for detritus (particulate organic matter, dissolved organic matter, biogenic opal). Benthic–pelagic coupling is considered, as described in Daewel and Schrum (2013). The model considers three different integrated surface sediment pools for each of the three nutrient cycles, one for opal, one for particular organic material consisting of N and C at a Redfield ratio, and one for iron-bound phosphorous. Sediment processes include sediment nutrient release as well as sinking, deposition, and resuspension of POM depending on a critical bottom shear stress.

Light attenuation in ECOSMO II includes phytoplankton self-shading as well as shading by particulate organic matter (POM) and dissolved organic matter (DOM), as proposed by Nissen (2014) and implemented in Zhao et al. (2019). With this dynamical coupling of turbidity to the seasonal primary production cycle, the model explicitly resolves the competing major bottom-up tidal processes controlling primary production, namely, the reduction of light availability by resuspension and mixing of organic matter into the euphotic zone and the supply of nutrients by tidal mixing.

A detailed description of the ecosystem model as well as a validation against observations are given in Daewel and Schrum (2013). The parameter set used in this study is documented in the Supplementary Material (Table S1).




2.3 Model configurations and experiments

The unstructured horizontal grid for the North-West European Shelf-Internal Tide (NWES-IT) model configuration used in this study was constructed with the Surface-water Modeling System software (SMS; Aquaveo, 2019). The NWES-IT domain spans 40°N – 66°N and 20°W – 30°E and thus covers the entire NWES and a part of the northeast Atlantic (see Figure 1). The Baltic Sea is included to adequately resolve basin-exchange processes but is not particularly attended to in this study as it does not feature relevant tidal energy. Sea ice, which usually develops seasonally in the Baltic Sea, is neglected for this study.

SCHISM’s cross-scale capabilities are used to achieve telescoping high horizontal resolution in regions affected by internal tide generation at the shelf break and at other extreme bathymetric slopes. The high horizontal resolution of 1.5 km is realized throughout the Celtic Sea and Armorican Shelves and in a 75-km- wide band delimited in an off-shelf direction by the 200-m isobath. The on-shelf extent of 75 km was chosen against the backdrop that most internal tide energy is dissipated within tens of kilometers of their generation site (Pingree et al., 1986; Inall et al., 2011). The horizontal resolution of 1.5 km resolves internal tides with wave lengths of 12–25 km generated by the regionally dominant M2 tide (Guihou et al., 2018). In order to accommodate numerical constraints on model accuracy, the horizontal resolution in the rest of the model domain is determined relative to local water depth and the model time step of 100 s used in this study. This yields a horizontal resolution that smoothly varies from a minimum of ~2.5 km in the shallow coastal zones, or even 500 m at finely resolved areas like the Danish Straits, to a maximum resolution of ~10 km in the deepest parts of the shelf (see Figure 1B). At the shelf break, defined as the 200-m isobath, horizontal grid size smoothly transitions from 1.5 km to a quasi-uniform horizontal resolution of 10 km in the open Atlantic. The NWES-IT horizontal grid comprises a total number of ~386k grid nodes and ~758k triangular grid elements. A model configuration with a uniform horizontal resolution of 1.5 km would require approximately 2.3 million grid nodes. The coupled SCHISM–ECOSMO NWES-IT configuration runs ~  times faster than real time with 36 CPUs on the Levante HPC-System at the German Climate Computing Center (DKRZ; https://www.dkrz.de, last accessed March 2023).

The coastline for the unstructured horizontal grid was derived from the GSHHS shoreline database at 5-km resolution (Wessel and Smith, 1996). The bathymetry for the domain was interpolated from the EMODnet Digital Bathymetry Digital Terrain Model (version 2018) dataset derived from the EMODnet Bathymetry portal (http://www.emodnet-bathymetry.eu; accessed 04/2020). The bathymetry in the model domain is documented in Figure 1A. The minimum water depth in the domain was set to 10 m to reduce computational demand. The bathymetry was modified at deep fjords along the Norwegian coast to simplify the horizontal and vertical gridding processes. No other bathymetry smoothing was applied.

The LSC² vertical grid designed for the NWES-IT model configuration realizes a high vertical resolution of 2.5–6 m from the surface to ~60-m depth in order to highly resolve the regional thermocline. The number of layers in the vertical grid varies from three layers for the minimum depth of 10 m to 53 layers for water depths larger than 6,000 m.

Model forcing for temperature and salinity, and ECOSMO state variables nitrate, phosphate, silicate, and oxygen, is provided from WOA2018 climatological data (Boyer et al., 2018). Open boundary conditions for the remaining ECOSMO state variables are taken from a HYCOM–ECOSMO hindcast simulation of the North Atlantic (Samuelsen et al., 2022). Dynamic oceanic forcing is provided twofold. Subtidal SSH and horizontal velocities are provided using daily averages from Samuelsen et al. (2022). The harmonic tidal signal is added to both SSH and the horizontal velocities from the FES2014 product (Lyard et al., 2021) for 15 tidal constituents (Q1, O1, P1, S1, K1, 2N2, MU2, N2, NU2, M2, L2, T2, S2, K2, M4). Corrections for multiyear tidal cycles like the lunar nodal and lunar perigee tide are applied. Tidal potential is applied for the partial tides in the model domain; the effects of self-attraction and loading are neglected. We provide daily river forcing in form of river discharge and nutrient loads for the 172 largest rivers in the domain. River discharge and nitrate, ammonium, phosphate, and silicate loads represent daily mean climatological values computed for the period 1986–2015 from a regional river dataset compiled and used by Daewel and Schrum (2013) and further updated as described by Zhao et al. (2019). We assume ambient temperatures for river discharge. At the sea surface, boundary conditions are provided from a hindcast simulation with the regional atmospheric model COSMO-CLM version 5 with 0.11° horizontal resolution (Geyer, 2017). The atmospheric forcing is provided at an hourly time step. A domain wide bias correction of +15% is applied to shortwave radiation in COSMO-CLM to account for a domain- wide sea surface temperature (SST) bias. Surface albedo is globally set to 0.06, and SCHISM light attenuation parameters are set to Jerlov type IA.

A faster coarse resolution SCHISM–ECOSMO NWES-LR configuration was used to run a 10 year spin-up simulation from which the initial conditions for the NWES-IT configuration are interpolated. The separate coarser resolution NWES-LR configuration was co-developed in the same manner as the NWES-IT configuration. Horizontal- grid resolution in the NWES-LR configuration ranges from 4.5 km in shallow coastal regions to approximately 10 km in deep central shelf areas and reaches 15 km in the open ocean (Supplementary Material Figure S1). The LSC² vertical grid in NWES-LR is the equivalent of the one used in NWES-IT. Temperature, salinity, nitrate, phosphate, silicate, and oxygen for the NWES-LR configuration were initialized from WOA2018 (Boyer et al., 2018). ECOSMO sediment fields for NWES-LR were interpolated from long-term ECOSMO simulations provided by F. Werner (in prep.) and Samuelsen et al. (2022). Forcing data for the spin-up simulations is equivalent to the NWES-IT configuration.

We perform two numerical experiments with the NWES-IT model configuration to assess the impact of tides on NWES primary production. The TIDE experiment includes tidal forcing at the lateral open boundaries and tidal potential in the domain. In the NOTIDE experiment, the same model configuration is run completely without tidal forcing. Both experiments are integrated for a period of 6 years from 2010 to 2015 with hourly instantaneous model output. Model output is averaged to daily means and only saved in full temporal resolution for specified months to reduce memory use. The first year of the TIDE/NOTIDE experiments is treated as a secondary spin-up period and omitted from the analysis.




2.4 Analysis methods for the internal tide field and turbulent mixing

Seasonal stratification on the NWES leads to a quasi two-layer system in spring and summer, with a warm wind-mixed surface layer formed over cold deeper water masses. The pycnocline separates the two layers. Internal tides propagate in the horizontal direction along the pycnocline. In order to achieve realistic bulk mixing, the model needs to adequately represent the properties of the surface and bottom layers, as well as the depth of the layer interface.

We use the potential energy anomaly (PEA, Simpson et al., 1981) to characterize the stratification of the water column. The potential energy anomaly is a measure of the amount of work required to vertically mix the entire water column and is calculated as:

 

with the depth mean density  , the mean water depth H, the sea surface elevation  , the actual water depth  , and the gravitational acceleration g.

In order to assess stratification in vertical temperature profiles, we define the thermocline depth following Guihou et al. (2018) as a normalized first moment of stratification:

 

Here, H is the depth of the water column,   and   are the surface and bed temperatures at a given time, and   is the depth-averaged temperature. The thermocline depth is represented by   in the limit of a two-layer vertical density structure. The pycnocline depth is derived in the same manner using density instead of temperature.

Internal waves that propagate along the layer interface lead to oscillatory vertical displacements of the pycnocline. We analyze the variability due to tidally generated internal waves with the help of the tidally filtered interface depth   computed with a Doodson X0 filter (Intergovernmental Oceanographic Commission, 1985). The pycnocline depth variability is then defined as:

 

The standard deviation of the tidal fluctuations in pycnocline depth can then be calculated as an estimate of the internal tide activity on shelf scale:

 

The standard deviation of   is calculated over a moving 3 × 24-h window to avoid aliasing from the spring-neap cycle while retaining sufficient data to isolate a clear signal. The standard deviation of   represents a conservative estimate of the tidal variability in the vertical pycnocline displacements (Guihou et al., 2018).

Dissipation of the energy of baroclinic and barotropic tides induces turbulence that mixes nutrients and other tracers in the water column. To assess the ecosystem-relevant turbulent mixing associated with tides, we compute the turbulent nitrate flux in the water column following Sharples et al. (2001) as:

 

with the (vertical) eddy diffusivity   computed by the model turbulence closure, the difference in nitrate concentration between the respective discretized vertical model layers  , and the vertical model layer thickness   in meters. The turbulent nitrate flux   can be used to estimate the potential for new production (Dugdale and Goering, 1967) fueled by allochthonous nitrate from the bottom layer. Assuming full utilization of the vertically mixed nitrate by phytoplankton, we compute potential new production as:



where   is the turbulent nitrate flux evaluated at the base of the euphotic zone,   is the standard N:C Redfield ratio, and   is the molar mass of carbon.




2.5 Model validation

We evaluate the newly developed NWES-IT configuration’s ability to reproduce general hydrographic and biogeochemical conditions on the NWES and specifically assess its skill in regard to tidal processes. We evaluate the results of the TIDE experiment on the western part of the NWES (i.e., the Celtic Seas and greater North Sea) over the 5-year period from 2011 to 2015.

To facilitate model validation, we divide the NWES into subareas (see Figure 1A) following a combination of bathymetric, geographic, and physical and ecosystem considerations based on Holt et al. (2012) and the ICES subareas (ICES, 1983). The greater North Sea is divided into the southern North Sea (SNS), the central North Sea (CNS), the northern North Sea (NNS), the English Channel (EC), the Norwegian Trench (NT), and the Kattegat/Skagerrak (SK) subareas. The Celtic Seas are divided into the Armorican Shelf (A), the Celtic Sea (C), the Irish Sea (I), the Inner Seas off the West Coast of Scotland (Sc), and the North-Western Approaches (NWA). The Celtic Sea and the North-Western Approaches are further separated into smaller subareas for a more detailed analysis of tidal impacts. The northeastern inner shelf region (NEC) and the southwestern outer shelf region (SWC) of the Celtic Sea are separated by the approximate 130-m isobath. The North-Western Approaches subarea is divided into the Western Irish Shelf (WI), the Malin Shelf (MS), and the Hebrides Shelf (HS).



2.5.1 Tides

The NWES-IT model configuration´s ability to simulate barotropic tides is evaluated against observational data from tide gauges and tidal current meters. Tide gauge data are compiled from CMEMS In Situ TAC (http://www.marineinsitu.eu; last accessed 08/2022), UHSLC tide gauge data (Caldwell et al., 2015), and the UK Tide Gauge Network provided by the British Oceanographic Data Centre (https://www.bodc.ac.uk/data/hosted_data_systems/sea_level/uk_tide_gauge_network; last accessed 08/2022). Simulated tidal currents are compared against observational data from the British Oceanographic Data Centre (made available by Karen Guihou under a CECILL license at https://github.com/Karen-Guihou/tidal_analysis; last accessed 08/2022).

Hourly model output from the TIDE experiment in July and August 2014 is used for the harmonic analysis of the tidal signal. Statistics are computed for the eight major constituents and shown in Table 1. For the regionally dominant M2 constituent, tidal elevations yield an RMSE of 33.15 cm and a mean error of −7.33 cm. The RMSE for the maximum M2 tidal current velocities is 13.42 cm/s, with a mean error of 3.5 cm/s. Mean errors in both tidal elevations and maximum tidal current velocities of the regionally dominant M2 constituent compare well with the performance of established NEMO AMM7 configurations (O’Dea et al., 2012; Guihou et al., 2018). RMSE for the M2 constituent in the SCHISM NWES-IT configuration is somewhat higher than in NEMO AMM7, which might be related to model boundary forcing and the implemented 10-m minimum water depth. Overall, Table 1 documents generally good comparability between model and observations and underlines adequate model performance in regard to tides.


Table 1 | RMSE and mean error for comparison (model-obs) of model results against harmonic analysis from tide gauge data and tidal current semi-major axis from historical current meter data for the NWES.






2.5.2 General hydrography

We assess the adequate representation of the spatial, seasonal, and interannual variability of temperature by co-locating observation and model data in space and time against in situ temperature data obtained for the period 2011–2015 from the ICES database (https://data.ices.dk; downloaded 12/2022). The ICES data comprises a total number of 17,420 temperature profiles from CTD casts. Each CTD cask is depth-averaged for comparison against model data to account for differing vertical discretization. The Taylor diagram shown in Figure 2A demonstrates a good fit between the model and observational data for the defined subareas. Centered RMSE (CRMSE) errors are low (  0.5), and the correlation between model and observational data is high (R >0.85) except for the Norwegian Trench area (excluded in Figure 2A). The mean temperature bias calculated for the co-located data included in the Supplementary Material (Table S2) further underlines the good model performance.




Figure 2 | (A) Taylor diagram of depth-averaged model temperature co-located against observational data (2011–2015) downloaded from the ICES database (https://data.ices.dk; downloaded December 2022). Data are co-located in time and space for a total number of 17,420 temperature profiles from CTD casts. (B) Taylor diagram for surface (<20 m) nitrate (orange) and phosphate (green) concentrations co-located to ICES observational data (2011–2015). We use a total number of 6,045 stations for nitrate and 6,083 stations for phosphate.



We further compare mean summer (JJA) sea surface temperatures (2011–2015) against satellite observations obtained from the European Space Agency SST Climate Change Initiative (ESA SST CCI) reprocessed sea surface temperature analysis (https://doi.org/10.48670/moi-00169; downloaded 11/2022). Figure 3A shows simulated mean summer SST for 2011–2015. SST on the NWES has a latitudinal gradient. It is highest in the Celtic Sea (16°C–18°C), followed by the shallow southern North Sea (15°C–17°C). Surface temperature then decreases with latitude and reaches temperatures around 12°C in the northern North Sea. The model configuration reproduces a cool band of summer SST with a distinct difference of 1°C – 2°C to adjacent areas along the shelf break of the Armorican and Celtic Sea. Such a band of cold SST is frequently documented in observations (Pingree et al., 1982; Sharples et al., 2007). Comparison with the observed SST field from ESA SST CCI satellite data in Figure 3B shows high agreement between the two fields. The mean bias is below   0.5°C in most of the domain. Too warm temperatures along the Celtic Sea shelf break suggest underestimated mixing in the region, and too cold temperatures along the northwestern GB coast conversely suggests minor overmixing.




Figure 3 | Simulated mean summer (JJA) SST for 2011–2015 (A) and temperature bias for simulated mean summer SST (2011–2015) against ESA SST CCI satellite observations (B).



Stratification is evaluated by a direct comparison of vertical temperature structure against observations from a mooring station in the Celtic Sea. Data for the CSE5 mooring station in the Celtic Sea was obtained from the UK FASTnet project (https://www.bodc.ac.uk/projects/data_management/uk/fastnet, downloaded 08/2022). The CSE5 mooring station was deployed at a distance of approximately 40 km to the Celtic Sea shelf break in a mean water depth of 184 m. The nominal position of the CS5 station is 48.77° N and 9.41° W. The CSE5 station is marked in Figure 1B. The water column at the CSE5 station shown in Figure 4 features a well-established two-layer system in June 2012. Simulated temperatures of 13.5°C–15°C in the surface mixed layer match observations, and the model resolves the cooling of the surface layer during a wind event on 14–18 June. The thermocline depth is captured well in the model. Bottom temperatures at the CSE5 station are marginally overestimated by 0.25°C–0.5°C in the model.




Figure 4 | Time series of temperature at the CS5 station at 48.77°N, 9.4°W from model (top) and observations (bottom). Black contour indicates thermocline depth computed with Eq. 2.



The presented validation of temperature indicates an overall good representation of the spatial, seasonal, and interannual variability of temperature and the associated mixing-stratification status on the shelf. An additional comparison of mean sea surface salinity to climatological data from the Baltic and North Seas climatology (BNSC; Hinrichs and Gouretski, 2019) is included in the Supplementary Material (Figure S2). The model configuration enables the efficient simulation of the general hydrography of the NWES required to capture relevant coupled physical–biogeochemical circulation features (Pätsch et al., 2017).




2.5.3 Internal tides

The vertical temperature profile in Figure 4 shows high-frequency oscillatory vertical displacements of the thermocline also documented in observations. Such thermocline depth variability indicates the presence of internal tides. We use the tidal thermocline depth variability defined in Eq. 3 to evaluate the model’s ability to reproduce internal tides in more detail. We extract the tidal thermocline depth variability at the CS5 station as well as at the CCS, MSE, and HSE stations on the NWES (all stations are marked in Figure 1B). The CS5 station features low-mode internal tides but is positioned well out of the complex internal tide generation zone at the shelf break (Hopkins et al., 2014). The CCS station is located in the central Celtic Sea at a nominal position of 49.32° N and 8.49°W with a mean water depth of 145.4 m. Observational data at the CCS station are available for August 2014 from the UK Shelf Sea Biogeochemistry project (Wihsgott et al., 2016). The MSE station is located at the shelf break of the Malin Shelf at 55.87° N and 9.06° W with a mean water depth of 149 m. The HSE station is positioned at 58.7°N and 7.6°W in proximity of the shelf break of the Hebrides shelf and has a mean water depth of 153 m.

At the CCS and CS5 stations, we extract the tidal thermocline depth variability for the respective observational periods to allow evaluation against observations. At the MSE and HSE stations, we extract data in August 2014 to evaluate stratified conditions. The fast Fourier transform spectral (FFT) analysis of the thermocline depth signal in Figure 5 shows that the thermocline depth variability at all stations clearly shows frequency banding that is best captured by regionally relevant M2, M4, and S1 tidal harmonic bands. The frequency banding fits well with observations at the CS5 and CCS stations. The M2 frequency band holds the most energy at all four stations. The model underestimates the energy in the M2 tidal frequency band at the CS5 station close to the shelf break. The simulated energy in the M2 frequency band fits with observations at the CCS station in the central Celtic Sea. The model further generally underestimates energy in higher frequency bands, e.g., for the M4 and M6 overtides, at both the CS5 and CCS stations.




Figure 5 | Frequency analysis of thermocline depth signal at CCS, CS5, MSE, and HSE stations. The FFT is implemented with a Welch filter (with 192h segments) and a Hanning window (with 50% overlap). Dotted lines show frequency analysis of available observational data.






2.5.4 Biogeochemistry

We assess the model’s consistency with large-scale nutrient distributions and seasonality against in situ data of nutrients obtained from the ICES database (https://data.ices.dk; downloaded 11/2022) for the period 2011–2015. Similar to Daewel and Schrum (2013), we compute the vertical integral of the observational data in the top 20 m if observations at different depth levels are available. For stations with surface values only (max. depth< 5m), we use the shallowest observation for direct co-location, as the thickness of the surface layer in the model ranges between 2.5 and 5 m. The observational data is co-located in time and space against daily mean model output of the TIDE experiment, and we visualize the normalized statistics for the different subareas with the help of a Taylor diagram in Figure 2B.

For nitrate, the Taylor diagram in Figure 2B shows centered RMSE values   for all subareas except the Armorican shelf (CRMSE  ), the Skagerrak/Kattegat region (CRMSE  ), the southern North Sea (CRMSE  ), and the northeastern Celtic Sea (CRMSE  ). Normalized standard deviation is slightly below 1 for the NWA and SWC subareas and between 1 and 1.75 for NEC, I, NNS, and CNS subareas, indicating a slightly underestimated/overestimated representation of nitrate variability in the respective subareas. The SNS, A, and SK subareas have high standard deviation ( ). The correlation is   for all subareas except SK  . The correlation is   for the CNS, NNS, and SWC subareas.

Model performance for phosphate is slightly better than for nitrate (Figure 2B) but also shows reduced performance for the A and SNS subareas. Centered RMSE is high for the southern North Sea and Armorican Shelf but   for the other subareas. The standard deviation shows a pattern similar to CRMSE; it is high for the SNS and A subareas, intermediate for the CNS ( ), and around 1 for SK, NEC, SWC, and I. The standard deviation is   for NNS and NWA. The correlation is higher than for nitrate, with all subareas showing correlation > 0.6 except for the NWA ( ) and A subareas ( ). The correlation is particularly high (>0.8) for SWC, I, SNS, and CNS subareas.

We complement the normalized and centered statistics with the percentage bias (Allen et al., 2007) documented in Table S2 in the Supplementary Material. The percentage bias shows decent model performance on the NWES but again shows a reduced model skill particularly in shallow subareas like the southern North Sea, northeastern Celtic Sea, or the Irish Sea. The model’s particular difficulties in reproducing low summer nutrient concentrations in shallow regions is a common issue with ECOSMO. Daewel and Schrum (2013) relate the reduced model skill in shallow coastal regions to unconsidered impacts of near-coast ecosystems (e.g., the Wadden Sea) and the utilization of Redfield stoichiometry in the model. Other aspects of the presented nutrient validation, like the better model performance in regard to phosphate, show promising consistency with previous model studies based on smaller domain sizes and different physical model components (Daewel and Schrum, 2013; Zhao et al., 2019).

Mean annual primary production in the TIDE experiment (2011–2015) shown in Figure 6A reproduces the characteristic spatial pattern of primary production on the NWES (e.g., Holt et al., 2012; Holt et al., 2016). Shallow and coastal regions feature high primary production, whereas NPP is substantially lower in the deeper central basins of the shelf where seasonal stratification limits vertical nutrient supply. NPP simulated with ECOSMO is typically in the lower range of what is reported in literature for the region (Daewel and Schrum, 2013; Zhao et al., 2019). Productivity is particularly low along the European continental coast, where observations suggest NPP to range from 199 to 261   (Joint and Pomroy, 1993). Simulated annual NPP of 70–85   in the stratified central Celtic Sea fits well with published estimates of   based on in situ incubations (Joint and Groom, 2000). The model also resolves intensified biological productivity in tidal frontal zones (Mann and Lazier, 2013), e.g., in the southern North Sea, along the western British coast, the English Channel, or between the Irish and Celtic Seas. A qualitative comparison of mean seasonal phytoplankton biomass to a chlorophyll-a Copernicus Global Colour satellite product (https://doi.org/10.48670/moi-00281, downloaded 5/2023) in Figure S3 shows the adequate seasonal evolution of phytoplankton biomass in the model. The model reproduces a pronounced bloom in spring and subsequent bloom progression from south to north in summer also documented in the satellite chlorophyll-a product. Phytoplankton biomass and chlorophyll-a are high in the shallow coastal areas throughout the summer, whereas the seasonally stratified central basins of the North Sea and Celtic Sea show low values due to nutrient limitation in the surface layer in summer.




Figure 6 | (A) Mean annual primary production (2011–2015) in TIDE experiment and (B) difference in mean annual primary production for 2011–2015 between the experiments (TIDE–NOTIDE). Dashed black contour shows the 200-m isobath. Daily primary production computed for period 2011–2015 for the southwestern Celtic Sea (C) and Hebrides Shelf subareas (D).



Light attenuation in ECOSMO II explicitly includes phytoplankton self-shading as well as shading by POM and DOM. In combination with resolved benthic–pelagic coupling by sedimentation and resuspension of POM, this allows the representation of the spatially diverse primary production dynamics in turbid coastal regions of the NWES (Capuzzo et al., 2013; van Leeuwen et al., 2015; Taylor et al., 2021). Figure S4 shows a qualitative comparison of simulated mean seasonal surface organic detrital matter concentration (DOM + POM) with the volume absorption coefficient of radiative flux in sea water due to dissolved organic matter and other detrital organic particles obtained from a Copernicus Global Colour satellite product (https://doi.org/10.48670/moi-00281, downloaded 5/2023). Figure S4 documents the adequate spatial distribution of DOM and POM in the model. Maximum DOM and POM concentrations and associated light absorption occur in the shallow near-coast areas, especially in permanently mixed regions with strong resuspension of POM. The seasonality of DOM and POM varies with the seasonal cycle of primary productivity, which is also present in the satellite-derived absorption coefficient.

The consistency across model configurations and the overall good agreement between simulated nutrient fields and ICES observation data affirm overall adequate SCHISM–ECOSMO performance in regard to simulated biogeochemical cycles. SCHISM–ECOSMO resolves key processes regarding the effects of tidal forcing on nutrients and light, and the presented validation analysis encourages the use of SCHISM–ECOSMO for the investigation of tidal impacts on primary production on the entire shelf.






3 Results and discussion



3.1 Tidal mixing and the internal tide field in the NWES-IT model configuration

The signature of tidal mixing is illustrated in Figure 7A by means of the annual mean Potential Energy Anomaly (PEA; Eq. 1) computed for the period of maximum stratification from mid-June to mid-August (2011–2015). Permanently mixed areas (PEA  ) are separated from seasonally stratified areas by tidal mixing fronts, e.g., in the southern North Sea, the western approaches of the English Channel or the St. George front separating the Celtic and Irish Seas. PEA magnitude and the positions of the tidal fronts match results of previous studies and observations (Holt and Umlauf, 2008; Pätsch et al., 2017; Graham et al., 2018a) and thus further substantiate the adequate simulation of the mixing-stratification status on the NWES outlined in Sect. 2.5.




Figure 7 | Mean Potential Energy Anomaly for period of highest stratification in TIDE experiment (15 July – 15 August; mean for 2011–2015) computed for top 200 m (A). Pycnocline standard deviation in TIDE experiment computed for spring tide period 11 – 14 August 2014 for top 200 m (B). Permanently mixed regions ( ) are masked out in (B). Please note the non-proportional color bar discretization in (A).



The refined horizontal grid resolution in the NWES-IT configuration reproduces pycnocline depth variability at tidal frequencies that suggests the presence of kilometrical-scale internal tides (Sect. 2.5.3). We compute the pycnocline depth tidal standard deviation   (Eq. 4) for a spring tide period from 11 to 14 August 2014 to evaluate the resolved internal tide activity on the entire NWES. We chose a period in early August because the vertical temperature gradients, which mainly control stratification on the NWES, are largest in late July and early August.

The computed   in Figure 7B shows high spatial variability on the NWES; it ranges from 0 to over 8 m at sites along the shelf break. The results from the NWES-IT configuration show high consistency with kilometrical-scale regional model results presented by Guihou et al. (2018). The   along the shelf break of the northern North Sea, where the continental slope is subcritical for internal tide generation (Huthnance et al., 2022), is low. The local horizontal grid resolution (6–10 km; see Figure 1B) does not resolve kilometrical-scale processes in the central North Sea, and the NWES-IT configuration consequently does not reproduce internal tides in this region. The study of Guihou et al. (2018) shows only very low internal tide activity in the central North Sea, so that the low internal tide activity in the NWES-IT configuration fits with the expected internal tide activity in the region. The   in Figure 7B is significantly elevated along the steep shelf break of the Celtic Sea, in line with multiple observational studies that show high internal tide activity in this region (Pingree and Mardell, 1985; New and Pingree, 1990; Sharples et al., 2007; Green et al., 2008; Inall et al., 2011). The   is also elevated on the Malin Shelf and its continental slope, where on-shelf propagation of internal tides has also been observed (Sherwin, 1988; Rippeth and Inall, 2002). The   is intermediate on the narrow Hebrides Shelf but is elevated on the continental slope close to the Wyville Thomson Ridge known for internal tide generation (Sherwin, 1991; Hall et al., 2019).

The fine-scale structure of   throughout the Celtic Sea further suggests a complex and spatially variable internal tide field with internal tide generation at small-scale bathymetric features like canyon ridges and sea banks. Increases of   at the edge of the permanently mixed areas on the shelf do not indicate increased internal tide activity but reflect reduced stratification. The resolved spatial variability of internal tide activity in the Celtic Sea is consistent with the results of Guihou et al. (2018) and non-hydrostatic simulations in smaller areas of the Celtic Sea (Vlasenko et al., 2013; Vlasenko et al., 2014).




3.2 Tidal impacts on primary production on the NWES

We investigate the impact of tidal forcing on primary production on the NWES by comparing the mean annual primary production (2011–2015) from the NWES-IT experiments with and without tidal forcing. Figure 6A shows mean annual net primary production (NPP) in the TIDE experiment with tidal forcing. Figure 6B shows the respective difference in mean annual NPP between the TIDE experiment and the NOTIDE experiment. Table 2 further documents the NPP response to tidal forcing for the subareas introduced in Sect. 2.5. Note that the Celtic Sea and the North-Western Approaches are separated into smaller subareas for a more detailed analysis of tidal impacts, as described in Sect. 2.5.2 and documented in Figure 1B.


Table 2 | Annual mean primary production (2011–2015) on the NWES in NOTIDE and TIDE experiments.



The comparison of mean annual NPP in the two experiments in Figure 6B shows that tidal forcing extensively structures biological productivity on the NWES. Tidal forcing substantially increases mean annual primary production on the shelf by around 16% (~14.47 Mt C; Table 2). The tidal response of primary production on the inner shelf found in this study is similar to results obtained by Zhao et al. (2019) for the central and southern North Sea. Tidal impacts on the inner shelf can largely be classified based on stratification characteristics and water depths. Tidal forcing decreases productivity in the majority of the shallow permanently mixed regions of the NWES (see PEA in Figure 7A). The tidal NPP response is also negative in the tidally energetic North Channel between Ireland and the UK. Shallow stratified areas of the NWES in turn are particularly responsive to tidal mixing of nutrients and show strong productivity increases. The dynamic tidal frontal systems in the southern North Sea, northeastern Celtic Sea, or western English Channel particularly invigorate local primary production in the TIDE experiment.

The tidal NPP response is generally lower in the deep outer shelf regions of the NWES. The northern North Sea shows a minor positive response to tidal forcing (+2%; Table 2) but features local reductions of up to  . Tidal NPP response on the northern North Sea continental slope is neutral or marginally negative. Tidal forcing also locally decreases NPP on the Hebrides shelf, but the HS subarea still shows an aggregated increase of +4%. At around 58°N, tidal forcing locally increases NPP by   in a patch on the continental slope. The tidal NPP response further increases southward and yields +6% for the Malin Shelf subarea, where NPP is particularly enhanced by tidal forcing in a small region that also features high internal tide activity in Figure 7B. NPP is also increased by   on the continental slope of the Malin Shelf at around 55.5°N and on the northern flank of the Porcupine Seabank.

The Celtic Sea in the southwest of the NWES stands in stark contrast to the North-Western Approaches, highlighting substantial regional differences in the impact of tidal forcing on primary production along the NWES shelf break. Although the water depth in the southwestern Celtic Sea (SWC) subarea is comparable with, e.g., the NNS (> 130 m), the SWC subarea still shows a substantial NPP increase of +25% with tidal forcing (Table 2). Highest NPP increases (locally up to  ) occur on the continental slope of the Celtic Sea in the English Channel tidal flux window at around 5.5 – 8.5°W. Tidal forcing moreover substantially increases NPP in the deep outer shelf area along the Celtic Sea shelf break (up to  ) and the central Celtic Sea (up to  ). The deep water column limits the impact of the barotropic tide in the region. Figure 7B however indicates high internal tide activity.

We turn to the seasonal cycle of NPP to examine the regional differences of the tidal NPP response in the deep shelf areas along the shelf break in more detail. Figures 6C, D show the mean seasonal cycle of NPP (2011–2015) averaged for the southwestern Celtic Sea (SWC, Figure 6C) and the Hebrides Shelf (HS, Figure 6D) subareas. The seasonal cycle of NPP in the TIDE experiment in Figure 6C fits with observations by Joint et al. (2001), who found an extended spring bloom from March to June in the Chapelle Bank region on the Celtic Sea shelf break. Tidal forcing marginally increases spring NPP in the HS subarea in March and then decreases from April to early June (Figure 6D). In the Celtic Sea, tidal forcing similarly increases NPP in late March/early April and then reduces NPP until late May. The decrease of spring NPP by tidal forcing is more pronounced in the HS subarea than in the SWC subarea. We attribute the reduction in spring NPP to a delay of the spring bloom that is caused by the deepening of the mean spring surface mixed layer in the TIDE experiment by 8 and 4 m in the HS and SWC subareas, respectively. In a deeper mixed layer, phytoplankton spends less time in favorable light conditions close to the surface, which hinders the buildup of spring bloom biomass in this period. This mechanism was also identified for the northern North Sea in Zhao et al. (2019).

Tidal forcing continuously enhances NPP during the summer bloom period in the southwestern Celtic Sea. The largest tidally induced increase in NPP in the SWC occurs in late spring/early summer; the averaged NPP in the SWC is up to 6   higher in the TIDE experiment in late May/early June. Tidal forcing moreover marginally increases autumn NPP in the SWC. Tidal forcing also increases summer NPP in the HS subarea, but the magnitude of the increase is substantially lower (only up to 2  ) than in the SWC. In the HS subarea, the largest difference between the TIDE and NOTIDE experiment occurs in July.

Tinker et al. (2022) have shown significant tidal impacts on the residual circulation on the NWES, which are reproduced in our study (Figure S5 Supplementary Material). Tidal phase-driven transport can locally increase residual shelf circulation. Tides also increase bed friction on the shelf, which in turn can decrease the residual shelf circulation. The latter tidal impact particularly affects regions of freshwater influence (Lin et al., 2022; Tinker et al., 2022). A tidal slowing of river water export may contribute to the decrease in mean (summer) surface nutrient concentrations found in ROFIs along the Dutch and German continental coast or in the English Channel (see Figure 8). The (permanently mixed) near-coast areas however are not nutrient limited but light limited (Tett and Walne, 1995) because of intense vertical mixing, high riverine nutrient inputs, and on-shore transport of nutrients and organic matter by estuarine-type circulation (Hofmeister et al., 2017). The reduction of the residual circulation along the continental coast is thus not the decisive factor for the negative near-coast NPP response to tidal forcing. Instead, in line with Zhao et al. (2019), we find that this impact is caused by the degradation of local light conditions due to tidally enhanced resuspension and vertical mixing of POM. Zhao et al. (2019) further established that the major tidal impact on NPP in the seasonally stratified and tidal frontal regions of the North Sea is via vertical mixing of nutrients. We therefore focus our analysis of tidal impacts on vertical mixing in the following sections.




Figure 8 | Difference (TIDE–NOTIDE) of mean nitrate concentration in June (2011–2015) vertically integrated over (A) the surface layer (top 20 m) and (B) over internal depths (20–100 m).



The presented study considers major bottom-up processes controlling the tidal impact on primary production, including the tidal mixing of nutrients and organic matter, as well as the resuspension of POM. The 10-m minimum water depths used in this study however limits the representation of particularly shallow coastal regions, as a wetting and drying scheme is not implemented in the model configuration. River plumes and related near-coastal currents may therefore be underrepresented. Moreover, the identified sensitivity of primary production to tidal forcing could be affected by sediment retention by macrobenthos (Prins et al., 1996; Kamp and Witte, 2005; Le Guitton et al., 2017) and its impact on water column turbidity through reduced POM resuspension. The influence of inorganic suspended particulate matter on tidal impacts on NPP is another source of uncertainty in the presented approach that needs to be addressed in future research.




3.3 Vertical mixing by the barotropic and baroclinic tide

We investigate the tidal impact on vertical mixing of nutrients to evaluate its role for the tidal NPP response shown in the previous section. In light of the substantial positive NPP responses found in areas of internal tide activity, we will particularly evaluate the impact of internal tides on vertical mixing. We focus on nitrate in the following, as it is the main limiting nutrient for primary production in the stratified regions of the NWES. We compute the mean turbulent nitrate flux   (Eq. 5) during the period of strongest stratification (15 July– 15 August; mean for 2011–2015) to assess how effective turbulence in the water column mixes across the nitrate gradient and replenishes nutrients in the euphotic zone. Figure 9A shows the difference in   between the TIDE experiment and the NOTIDE experiment along a vertical transect that spans from the tidal frontal region in the Irish Sea to the shelf break of the Celtic Sea. The transect is marked in Figure 1B. The corresponding vertical transect of mean eddy diffusivity   from the TIDE experiment is shown in Figure 9B.




Figure 9 | Vertical transect from Irish Sea (52.63°N, 5.49°W) to Celtic Sea shelf break (48.11°N, 9.54°W) of (A) the difference (TIDE–NOTIDE) of the mean turbulent nitrate flux, Δ , during the period of strongest stratification (15 July –15 August, 2011–2015) and (B) corresponding eddy diffusivity   from TIDE experiment. Transect is marked in Figure 1B. Black contours indicate pycnocline in TIDE experiment (  and  ).



In shallow regions with strong tidal currents, like the Irish Sea on the left- hand side of Figure 9, tides and wind generate turbulence in the entire water column (Figure 9B). In transitionary tidal frontal areas, the surface and bottom layer strongly interact and wind forcing or the spring-neap tidal cycle can laterally move the tidal front. The persistent competition between tidal mixing and thermal stratification generates intense turbulent mixing of nutrients into the upper water column on the stratified side of the front (e.g., Pingree et al., 1975). Changes in stratification and/or the vertical nitrate gradient by tidal stirring in the bottom boundary layer can also decrease turbulent transports in some regions (see Figure 9A).

In the stably stratified section of Figure 9, the pycnocline (marked by the N² contours) suppresses turbulence and acts as a flux barrier. Tidal forcing can however also generate turbulence within the pycnocline, where turbulence has a particularly high mixing efficiency due to stronger vertical gradients (Rippeth, 2005). Figure 9A accordingly shows high tidally generated   at the base of the pycnocline in the northeastern Celtic Sea (water depth< 130m). Pycnocline mixing is elevated at bathymetric features and particularly high at the Jones Bank (approx. 350km in Figure 9).

Pycnocline mixing requires shear to be produced in the pycnocline, either directly by the barotropic tide, internal waves, or wind-induced inertial oscillations. Becherer et al. (2022) found the barotropic tide alone to produce sufficient shear at the base of pycnocline to generate observed diapycnal mixing in the shallow southern North Sea. In the Celtic Sea, with its energetic internal tide field, internal wave breaking will contribute as well. The separation of the surface and boundary mixed layers increases in the deeper water column in the southwestern part of the transect shown in Figure 9 (beyond the Jones Bank). Here, the impact of the barotropic tide becomes negligible and pycnocline mixing relies on shear instabilities produced by inertial oscillations and internal waves. Figure 9A shows tidal forcing enhances   within the pycnocline in the deep southwestern section of the transect. Tidal forcing particularly enhances   within the pycnocline in the region close at the shelf break. Turbulent mixing of nitrate across the pycnocline has been observed in the shelf regions along the Celtic Sea shelf break and is attributed to mixing by the energetic internal tide field (Sharples et al., 2007; Sharples et al., 2009). Tidally elevated   in the pycnocline in proximity to the Jones Bank further suggests mixing by internal tides generated at the local extreme bathymetry, which also fits with observations (Palmer et al., 2013; Tweddle et al., 2013).




3.4 Tide-generated vertical mixing of nutrients across the pycnocline

To obtain a shelf-wide estimate of the turbulent transport that can sustain (new) primary production in the stratified system during summer, we evaluate the mean turbulent nitrate flux at the nutricline (denoted as   in the following). We define the nutricline as the maximum vertical nitrate gradient in the water column. We here follow Sharples et al. (2001) and utilize the condition that primary production sets up the nutricline at the base of the euphotic zone below the subsurface biomass maximum in the pycnocline. We show   averaged for the period of maximum stratification from the 15 July to 15 August for the entire NWES in Figure 10A and for the Celtic Sea in Figure 10C. To understand the impact of tides on vertical mixing, we further compute the difference between   in the TIDE and NOTIDE experiments. The proportional difference between the two experiments, expressed as  , is shown in Figure 10B.




Figure 10 | (A) Mean turbulent nitrate flux evaluated at nutricline,, during period of strongest stratification (15 July – 15 August, mean for 2011–2015). Yellow contour in (A) shows  . (B) Proportional difference   ([TIDE–NOTIDE]/TIDE) of the mean turbulent nitrate flux in percent relative to TIDE experiment. Areas where   is zero masked for clarity. (C)  during the period of strongest stratification (15 July – 15 August, mean for 2011–2015) in Celtic Sea. Dashed black contours indicate 100-, 150-, and 200-m isobaths. (D) Mean distance Δ  between the nutricline and the depth at which the eddy diffusivity   falls below   in the bottom layer for 15 July – 15 August (mean for 2011–2015). Please note non-proportional colorbar discretization in (A, C).



  in Figure 10A, C is zero if there is no vertical nitrate gradient, like in the permanently mixed regions along the coasts. In the northeastern Celtic Sea, the fresh and nutrient-rich river outflow from the Bristol Channel obscures the mixing signal. Figure 10A shows that turbulent transports are high in the tidal frontal regions and weakly stratified shallow regions (delineated by PEA =   in Figure 10A). The high turbulent nutrient supply to the surface sustains particularly high NPP rates in the transitionary regimes, as can be seen by the spatial coherence of high NPP in Figure 6A and the high   found along tidal frontal zones in the NWES (e.g., in the western English Channel or southern North Sea).

Turbulent nitrate fluxes across the nutricline are generally low in the stably stratified regions of the NWES (PEA >  ). Figure 10A shows   in most of the central areas of the Celtic Sea and North Sea basins. Observations of diapycnal nutrient fluxes on the NWES are sparse and limited in time, making a direct comparison difficult. Observational estimates suggest a background flux of   for the wider Celtic Sea region (Sharples et al., 2001; Williams et al., 2013b). A general underestimation of pycnocline mixing in stratified shelf areas is common for turbulence closures like the GLS k–kl closure used in this study. The deficiency in the representation of pycnocline mixing is attributed to the fact that the parameterizations do not include all physical processes that contribute to pycnocline mixing on the shelf (Simpson et al., 1996; Rippeth, 2005). Observational estimates close to the Norwegian Trench region of the North Sea ( ; Bendtsen and Richardson, 2018) and the Western Irish Sea (  Williams et al., 2013a) however fit better with the mixing reproduced by the model.

The difference in   between the NOTIDE and TIDE experiments in Figure 10B shows that tidal impacts explain almost all turbulent mixing across the nutricline in the shallow stratified regions of the NWES and a relevant proportion of   in the central basins of the North Sea and Celtic Sea. Tidal impacts on   clearly depend on local water depths and mirror the decreasing positive tidal NPP response with water depths in Figure 6B.   decreases with water depths as mixing driven by the barotropic tide loses the potential to affect the euphotic zone. To effectively differentiate between turbulent mixing induced by the barotropic tide and by baroclinic processes like internal tides, we compute the distance   between the nutricline, as a proxy for the euphotic depth, and the depth at which the eddy diffusivity   falls below   in the bottom layer as a proxy for the extent of the bottom boundary layer.

Figure 10D shows mean   on the NWES for the period of maximum stratification from the 15 July to 15 August (mean for 2011–2015). The visual comparison with   in Figure 10B indicates that in the North Sea, where there is low internal tide activity,   approximately concurs with the extent of positive (i.e., tide-induced)  . The comparison with the tidal NPP response in Figure 6B supports this assumption; here,   approximately corresponds to the boundary of the positive tidal NPP response. We use this simplified approximation to define that at   , the impact of the barotropic tide on pycnocline mixing becomes negligible and baroclinic processes like internal tides are the dominant drivers of pycnocline mixing.

As already indicated in Figure 9A, turbulent nitrate fluxes across the nutricline are enhanced in a distinct band along the Celtic Sea shelf break (Figures 10A–C). The barotropic tide plays a role in the EC tidal flux window (5.5 – 8.5°W), where tidal energy dissipation is very high (Pingree et al., 1982) and   extends nearly up to the shelf break (Figure 10D).   is particularly high at the shelf break part of the EC tidal flux window (locally up to   ). The remaining area of elevated   along the shelf break shows pronounced separation of bottom and surface mixed layers (  ). In the sector of the Celtic Sea shelf break north of 8.5°W, Figures 10A, C show elevated   with values in the range of  . Local mixing hotspots with   of up to   are also evident on the northern sector of the Celtic Sea shelf break. The elevated average turbulent nitrate fluxes fit with the observed range of   reported for the northern sector of the Celtic Sea shelf break by Sharples et al. (2007). The area of tidally enhanced nitrate fluxes along the Celtic Sea shelf break in Figures 10A–C extends approximately 10–40 km onto the shelf. This also agrees with the observed dissipation of the majority of baroclinic energy within tens of kilometers of the generation site (Pingree et al., 1986; Inall et al., 2011).

Figure 10C further indicates elevated   at small-scale bathymetric features throughout the Celtic Sea, with mean mixing rates of   at the respective ridges and sea banks.   shown in Figure 10C reaches values of up to   at the distinct Jones Bank, which is well within the range of observed mixing rates attributed to local internal lee wave generation (Tweddle et al., 2013;  ).

Background turbulent nitrate fluxes across the nutricline are overall higher on the narrow North-Western Approaches than in the southwestern Celtic Sea. Figure 10A shows elevated   in some areas along the shelf break of the NWA where the surface and bottom layer are well separated ( ).   is up to   along the shelf break northwest of Ireland at around 54.5 – 55.5°N, where upper-slope bathymetry is irregular and features a distinct canyon (Huthnance et al., 2022).   is also elevated ( , locally up to  ) along the shelf break of and on the Malin Shelf at around 56 – 57°N, in an area where Figure 7B shows high internal tide activity and mixing by internal tides has been observed (Sherwin, 1988; Rippeth and Inall, 2002). A small area of high   further occurs on the shelf break of Hebrides Shelf at around 7–8°W; here, Figure 10A shows values of up to  .   on the northern North Sea shelf and shelf break is comparatively low. Small patches of elevated   with up to   occur at the shelf break north of the Fair Isle Channel and the Shetland islands. A small area at northwestern edge of the Norwegian Trench potentially affected by the low salinity Baltic Sea outflow also shows   of up to  .

The impact of the barotropic tide in the deep regions along the shelf break of the NWES is negligible (  in Figure 10D). Figure 10B nevertheless shows that tidal forcing accounts for >60% of locally elevated   in the region along the Celtic Sea shelf break during the investigated period of strongest stratification. Tidal forcing also accounts for >40%–60% of the locally elevated   on the Malin Shelf. Positive   further correlates with elevated   on the northern flank of the Porcupine Bank, the Hebrides Shelf at around 7–8°W and the shelf break section north of the Fair Isle Channel. Sites of positive   generally feature relevant internal tide activity (Figure 7B), whereas regions of low internal tide activity along the shelf break of the NWES partially feature low or negative  . The finding that   predominantly explains locally elevated   along the shelf break and the coherence with sites of high internal tide activity shows that the vertical mixing along the shelf break is caused by the resolved kilometrical-scale internal tide field in the region. The dissipation of on-shelf propagating low-mode internal tides vertically mixes nutrients into the euphotic zone and can contribute to the positive tidal NPP response identified for the shelf break regions in Figures 6B–D.

The emergence of substantially tidally elevated pycnocline mixing rates in proximity to internal tide generation sites suggests that resolving kilometrical-scale internal tides locally reduces the mid-water mixing deficiency commonly identified for stratified shelf regimes in ocean models (Simpson et al., 1996; Burchard et al., 2002; Rippeth, 2005). Our results here support Graham et al. (2018a), who suggested that a reduction of a warm SST bias along the Celtic Sea shelf break in their kilometrical-scale AMM15 NEMO model configuration was due to enhanced mixing by resolved internal tides. Pycnocline mixing simulated with a hydrostatic model like SCHISM will still likely underestimate mixing by the fully non-hydrostatic internal wave field (Vlasenko et al., 2014). Our results thus only constitute a lower bound for the impact of internal tides on shelf primary production. An improved representation of the non-linear interaction of wind-generated inertial oscillations and internal tides would also further improve the parameterization of the magnitude and episodic nature of mixing within the pycnocline (Davies and Xing, 2003; Hopkins et al., 2014), with potential impacts in central shelf areas as well. The representation and potentials for such non-linear interaction in kilometrical-scale regional ocean models is particularly interesting in this regard.




3.5 Impact of tide-generated pycnocline mixing on summer primary productivity

We further assess the contribution of tide-induced vertical mixing to the overall tidal NPP response in summer for the shelf areas along the shelf break. We compute tidally generated potential new production (PNP; Eq. 6) using the sum of tide-generated mean turbulent nitrate fluxes across the nutricline, i.e.,  , over the summer months (JJA; mean for 2011–2015). We only consider stably stratified areas with PEA  , which explicitly excludes the tidal frontal areas. We further isolate the contribution of the internal-tide field from   by masking regions with   and only considering the shelf area resolved at kilometrical-scale horizontal resolution. The results are summarized in Table 3.


Table 3 | Overview of tidal impacts on summer net primary production in subareas along the shelf break.



Tide-generated potential new production sustained by vertical mixing across the pycnocline explains 20% (0.23 Mt C) of the mean tidal summer NPP response (JJA; 2011–2015) in the SWC subarea, with around 50% of PNP attributable to mixing by the internal tide alone (Table 3). Tide-generated pycnocline mixing in summer therefore only sustains ~ 3% of mean annual primary production in the SWC subarea. The remaining difference in mean summer NPP between the TIDE and NOTIDE experiments in the southwest Celtic Sea (0.92 Mt C; 80%) suggests that other tidally modulated processes are relevant for local primary production as well.

An intensification of regenerated primary production in the surface layer with tidal forcing, potentially associated with the delay of the spring bloom with tidal forcing (see Sect. 3.2) or re-entrainment of organic matter into the surface layer, could also play a role in the tidal NPP response in the Celtic Sea. Huthnance et al. (2022) further showed baroclinic on-shelf transport by internal tides at mooring stations at the Celtic Sea shelf break in summer. Graham et al. (2018b) also found substantial on-shelf transports along the pycnocline and in the surface layer at the Celtic Sea shelf break in late spring and summer and attributed the on-shelf transport at internal depths to internal tides resolved in their kilometrical-scale NEMO AMM15 model configuration. Tide-driven on-shelf transport would explain higher early summer nutrient concentrations in the TIDE experiment found in the outer shelf regions along the Celtic Sea shelf break for both the surface layer (>20 m; Figure 8A) and at internal depths (20–100 m; Figure 8B) in our study. In combination, the increased lateral on-shelf transport of nutrients from the tidally enhanced shelf break front (Figures 6B , 8A) and vertical mixing by internal tides likely account for the majority of the tidal response of summer NPP in the region. Recent work by Tinker et al. (2022) has also shown an impact of tidal forcing on the residual circulation on the NWES, with a pronounced tidal impact on the continental slope current. Tidal flow can additionally influence local circulation through topographically driven residual eddies, which are resolved at kilometrical-scale horizontal resolution in the Celtic Sea (Polton, 2015). Changes in the residual circulation potentially affect the nutrient distribution and biological productivity in the southwestern Celtic Sea. A detailed analysis of the different tidal impacts on cross-shelf horizontal transports is however beyond the scope of this study.

Analysis of potential new production driven by vertical mixing is more complex on the narrow shelves of the North-Western Approaches. The surface layer on the North-Western Approaches is not nutrient depleted in summer (Savidge and Lennon, 1987; Painter et al., 2017) because of cross-shelf exchange with nutrient-rich North Atlantic current water masses and upwelling at the shelf break (Huthnance et al., 2022). The persistent availability of nutrients in the surface layer throughout summer effectively limits the local NPP response to additional nutrient supply by tidal processes, which is particularly evident in tidal frontal zones (see Figure 6B). Table 3 nevertheless shows that tide-generated potential new production supplied by vertical mixing across the pycnocline can explain most of the low tidal response of summer NPP in the stratified areas of the Malin Shelf (92%) and Hebrides Shelf (65%). Tide-generated potential new production however only accounts for 30% of the tidal summer NPP response in the northern North Sea, suggesting relevant contributions of other tidally modulated processes here as well.





4 Conclusions

We introduce the flexible SCHISM-ECOSMO NWES-IT configuration and apply it to quantify the impact of barotropic and baroclinic tides on primary production on the NWES. The model validation demonstrates the reasonable simulation of the general hydrography and relevant biogeochemical cycles on the NWES. The applied strategy of local grid refinement shows high efficiency in computational cost and storage requirements, as the number of grid nodes is reduced by a factor of ~  compared with a uniform high-resolution configuration. This makes the NWES-IT configuration a powerful tool for the investigation of kilometrical-scale physical processes relevant for shelf ecosystems and the continental shelf carbon pump.

Our results suggest that tidal forcing increases biological productivity on the NWES and that around 16% (14.47 Mt C) of annual mean primary production on the shelf is related to tidal forcing. Our study explored the hydrodynamic control of primary production on the shelf and identified a dominant role of tides for structuring primary production in shallow inner shelf regions like the southern and central North Sea, the English Channel, and the Irish Sea. Vertical mixing of nutrients by the barotropic tide particularly invigorates primary production in the tidal frontal regions of the NWES. Tidal mixing and the resuspension of suspended matter however also decrease primary production in shallow permanently mixed regions of the NWES.

A substantial increase of mean annual primary productivity by +25% (1.53 Mt C) was shown for the deep southwestern Celtic Sea. Tidal forcing mainly enhanced NPP in the southwestern Celtic Sea during the summer productive period. Tide-generated turbulent nutrient mixing across the pycnocline explains approximately one-fifth of the tidal response of summer NPP in the southwestern Celtic Sea. The overall contribution of tide-generated pycnocline mixing to mean annual primary production in the southwestern Celtic Sea is small (only around ~3%). Around 50% of the tide-generated pycnocline mixing in the southwestern Celtic Sea is attributed to the kilometrical-scale internal tide field resolved in the NWES-IT configuration. The large unaccounted remainder of the tidal response of summer NPP found in this study suggests that the tidal NPP response in the southwestern Celtic Sea is caused by a combination of processes. The enhancement of lateral on-shelf transport by tidal forcing, e.g., by internal tides along the pycnocline, is likely particularly important for primary production in the southwestern Celtic Sea. Tidal forcing only plays a minor role for primary production along the shelf break of the North-Western Approaches and the northern North Sea. The high productivity in these regions is rather due to nutrients supplied by cross-shelf exchange with nutrient-rich North Atlantic current water masses and upwelling at the shelf break.

Tidally enhanced turbulent mixing of nutrients across the pycnocline will likely affect the f ratio of summer primary production in the stratified regions of the NWES. The f ratio, which is the rate of new production to total primary production, is a relevant control for the oceanic uptake of atmospheric CO2. A tidally enhanced biological carbon pump may increase sequestration of atmospheric CO2 in shelf sediments or via off-shelf transport in the continental shelf carbon pump. As much of the tidal NPP response occurs in the frontal areas of the NWES, the particular dynamics of primary production in and adjacent to tidal fronts merit careful consideration in future work on the shelf carbon cycle. The substantial overall tidal impact on primary production on the NWES could potentially lead to a contribution of long-term tidal variations (e.g., the 18.61-year nodal cycle or the 8.85-year lunar perigee cycle) to long-term variability of marine ecosystem dynamics and oceanic CO2 uptake.

The significant contribution of the barotropic and baroclinic tide to primary production on the NWES identified in this study further underlines the need to accurately assess and constrain tidal impacts on oceanic uptake of atmospheric CO2. Further research should also address the potential sensitivity of pycnocline mixing to the increase in thermal stratification in a warming climate (Holt et al., 2010; Mathis et al., 2019). The impact of barotropic and baroclinic tides on primary production found in this study moreover highlights the necessity of their representation in regional and global ocean models. This particularly applies to modeling studies that address regional and global marine carbon cycle dynamics. Kilometrical-scale horizontal resolution will likely remain beyond computational feasibility for large-scale model applications in the near future, although advances in model development were recently made to overcome such conceptual limitations (Mathis et al., 2022). Therefore, further work is required to improve the parameterization of kilometrical-scale physical processes like internal tides.
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Introduction

Currently, deep-learning-based prediction of Significant Wave Height (SWH) is mostly performed for a single location in the ocean or simply relies on a single factor (SF). Such approaches have the disadvantage of lacking spatial correlations or dynamic complexity, leading to an inevitable growth of the prediction error with time.





Methods

Here, attempting a solution, we develop a Multi-Factor (MF) data-driven 2D SWH prediction model for the Bohai, Yellow, and East China Seas (BYECS). Our model is developed based on a multi-channel PredRNN algorithm that is an improved deep-learning calculation of the ConvLSTM.





Results

In our model, the MF of historical SWH, 10 m surface winds, ocean surface currents, bathymetries, and open boundaries are used to predict 2D SWH in the next 1-72h. Our modeled SWHs show the correlation coefficients as 0.98, 0.90, and 0.87 for the next 6h, 24h, and 72h, respectively.





Discussion

According to the ablation experiments, winds are the dominant factor in the MF model and the memory-decoupling module is the key improvement of the PredRNN compared to the ConvLSTM. Furthermore, when the historical SWH is excluded from the input, the correlation coefficients remain around 0.95 in the 1-72h prediction due to the elimination of the error accumulation. It was worse than the MF-PredRNN with the historical SWH before 10h but better than it after 10h. Overall, for the prediction of SWH in the BYECS, our MF-PredRNN-based 2D SWH prediction model significantly improves the accuracy and extends the effective prediction time length.





Keywords: multi factors-PredRNN, significant wave height, spatiotemporal forecast, long time prediction, memory decouple




1 Introduction

Ocean waves (hereinafter referred to as waves) are the most common phenomenon in the ocean. Waves of extreme heights have been regarded as marine disasters that threaten maritime operations and navigation (Mahjoobi and Mosabbeb, 2009), and thus wave forecasting has been an essential and indispensable routine in maritime institutions worldwide (Gao et al., 2021).

As a most important parameter, the Significant Wave Height (SWH) is used to characterize the statistical distribution of the wave heights. Traditionally, based on the wave action balance equation, a numerical model is able to calculate the SWH, e.g., by the recently developed 3rd generation numerical wave models including SWAN (Booij et al., 1999; Liang et al., 2019) and WaveWatch III (Tolman, 2009). These models run discrete calculations rather than differential equations, at great expense in terms of consumption of computational resources, and often introduce inevitable systematic errors (Dong et al., 2022). Furthermore, the inadequacy of numerical models to integrate data from new observing systems and the drawbacks of inappropriate application of large amounts of observing data are gradually becoming apparent (Gao et al., 2022). In comparison, the recent development of big data and artificial intelligence technologies provides a new data-driven approach to the prediction of ocean waves. In particular, deep learning has been noticed for its potential in wave prediction (e.g., Portillo Juan and Negro Valdecantos, 2022). However, most deep-learning approaches have been designed for a single location without considering the spatial correlation with the surrounding areas (e.g., Gao et al., 2021; Jörges et al., 2021; Ning et al., 2021; Tang et al., 2021; Minuzzi and Farina, 2022; Song et al., 2023). This inevitably reduces the accuracy in the prediction of the SWH at the target location, because wave height is a 2D field and spatially cross-correlated.

Alternatively, the convolutional long short-term memory (ConvLSTM) (Shi et al., 2015) is a spatiotemporal predictive learning algorithm that has been widely applied in 2D temporal SWH prediction (e.g., Zhou et al., 2021; Han et al., 2022; Song et al., 2022; Wang et al., 2022a). Zhou et al. (2021) apply ConvLSTM to single-factor (historical SWH) driven SWH prediction in the China Sea, but the prediction period is limited to 24h due to the lack of dynamic factors. In addition, an increasing number of studies have used 10 m surface winds as the primary dynamic factor in the spatiotemporal SWH prediction due to the close correlation between SWH and winds (e.g., Bethel et al., 2021; Laface and Arena, 2021; Wei and Chang, 2021). Kim et al. (2022) and Han et al. (2022) improve the prediction accuracy in the calculation of SWH at a leading time of 1-48h by incorporating both historical winds and SWH as input to the ConvLSTM algorithm. This study, however, does not update future winds, leading to rapid development in the prediction errors over time. Bai et al. (2022) obtain a 72h SWH prediction model for the South China Sea based on the CNN algorithm, by introducing the future winds into the SWH prediction model. In their model, the SWH prediction applies a direct multi-step ahead forecasting strategy (Bahrpeyma, 2021) that prevents the model from making time-continuous predictions. Considering the spatial and temporal correlation of waves, Ouyang et al. (2023) use a double-stage ConvLSTM network to incorporate future winds but neglect historical winds in the Atlantic Ocean and promote wave prediction in the following three days. In comparison, Song et al. (2022) used a recursive-based multi-step ahead forecasting strategy to apply historical and future 10 m surface wind data from numerical models to the SWH prediction process based on the ConvLSTM algorithm in the South China Sea. However, it only considers the effect of wind on SWH but ignores other dynamical factors.

Although the ConvLSTM algorithm is the most widely used artificial intelligence algorithm in spatiotemporal SWH prediction, it still suffers from the drawbacks caused by its layer-independent memory mechanism (Wang et al., 2017). To solve this problem, Wang et al. (2017) propose a new spatiotemporal prediction algorithm, so called Predictive Recurrent Neural Network V1 (PredRNN-V1), which enhances the ConvLSTM with a brand-new spatiotemporal LSTM (ST-LSTM) unit that simultaneously stores spatial and temporal representations. In addition, a newer version named as PredRNN-V2 spatiotemporal prediction algorithm is then developed to more effectively learn the long-term and short-term dynamics of frames in spatiotemporal observation by adding a new convolutional recurrent unit with a pair of decoupled memory cells and reverse scheduled sampling (Wang et al., 2022c). Furthermore, the transformer recently made a significant breakthrough in artificial intelligence algorithms. For instance, the attention mechanism has also been applied to spatiotemporal prediction algorithms (e.g., Lin et al., 2020; Gao et al., 2022). Specifically, in the prediction of SWH, the influence scope of dynamic factors, such as winds and currents, is limited by its own movement speed, and the architectures of convolutional and recurrent neural networks can effectively transfer spatiotemporal features. Therefore, in this study, the PredRNN-V2 algorithm is used to predict the spatiotemporal SWH (Wang et al., 2022c).

In addition to the choice of a deep learning algorithm, multi-factor (MF) based calculation is also important to improve the accuracy of SWH prediction (Minuzzi and Farina, 2022). Most 2D wave predictions based on deep learning algorithms have used only a single factor such as historical SWH while ignoring the influence of other dynamic factors such as 10 m surface winds or ocean surface currents (e.g., Zhou et al., 2021; Wang et al., 2022b). In comparison, Bai et al. (2022) and Song et al. (2022) have improved the SWH prediction by adding the correlation of winds and waves, based on the aforementioned works. Furthermore, Villas Bôas et al. (2019) have shown that ocean waves are strongly coupled to the ocean surface currents and the overlying atmosphere. Karmpadakis et al. (2020) summarize the statistical distribution of wave heights in coastal seas and showed a close correlation between SWH and bathymetries. Therefore, the MF of bathymetries and tides are important for the calculation of the shelf sea area, e.g., the BYECS in this work, should be considered as the input of a spatiotemporal SWH predictive learning model.

The main contributions of this work are as follows:

(I) We develop a Multi-Factor PredRNN (MF-PredRNN) model for 1-72h prediction of the SWH in the BYECS, using MF of 10 m surface winds, ocean surface currents, bathymetries, historical SWH, and open boundaries (Table 1).


Table 1 | The introduction of the data source.



(II) We perform ablation experiments on MF and the improved algorithm components of the PredRNN to reveal their roles.

(III) The input sequence length as an important parameter and the performance of the MF-PredRNN model under the high wave condition is also investigated.




2 Materials and methods



2.1 Study area and data

In this paper, the study area is 24°N~41°N and 118°E~132°E in the BYECS. The SWH is considered as the input sequence, the open boundary, and the target of the prediction. Important for the exchange of momentum and energy between the atmosphere and ocean (He et al., 2018), 10 m surface winds and ocean surface currents are added to the SWH prediction as upper boundaries. The SWH, 10 m surface winds and ocean surface current datasets are selected from a 1 Jan 2011 to 31 Dec 2019. The SWH and 10 m surface winds data are generated from a subset of ECMWF’s ERA5 reanalysis archive (www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5, Hersbach et al., 2020). The ocean surface currents are generated from numerical model ROMS (Yu et al., 2017 and Yu et al., 2020). The 1-min resolution bathymetry (Choi et al., 2002) that shows a strong statistical correlation with the SWH (Karmpadakis et al., 2020) is added to the SWH prediction. All the datasets are uniformly interpolated to 0.5°×0.5° spatial resolution, 1-hour temporal resolution using cubic spline interpolation. The processed datasets contain 87,648 hours temporally, 35 × 29 data matrix spatially, and consist of four different types of data. The processed dataset is divided into a training set (2011-2017), validation set (2018), and test set (2019), respectively. A mask matrix of the same size as the data matrix is set to distinguish land and sea, with land points set to 0 and sea points set to 1. The result is dot-multiplied by the mask matrix to eliminate the influence of land, and the points at the open and sea-land boundaries are removed in the loss function. Only the data within the open and sea-land boundaries are trained and tested.




2.2 MF-PredRNN algorithm

In this study, the PredRNN algorithm (c.f. Wang et al., 2022c) is applied to predict the spatiotemporal SWH, which mainly proposes these three improvements over the ConvLSTM algorithm:

1) Spatio-Temporal Memory Flow (STMF): The ST-LSTM recurrent unit and the double flow memory transition mechanism solve the problem of spatial feature loss from the top layer to the bottom layer of ConvLSTM. The ST-LSTM replaces the previous ConvLSTM as the basic recurrent unit of the stack structure, and the original memory cell   and the new memory cell   are used together for information transmission between the recurrent units. The following are the memory state transfer formulas in the recurrent unit ST-LSTM, where  ,   and   used to calculate horizontal propagation memory cell   represent the input modulation gate, input gate, and forget gate respectively,  ,   and   used to calculate the memory cell   which flows in the zigzag direction,   represents the output gate,   represents the time,   represents the layer of the stack structure,   represents the input data at time  .

	

	

	

	

	

	

	

	

	



2) Memory Decoupling (MD): The PredRNN algorithm adds the decoupling module for memory cells   and   to decouple long-term and short-term dynamics in transmission. The memory cell  , which focuses on long-term motion, is used to transmit the information from the previous moment, and the memory cell  , which focuses on short-term motion updated across all the layers and time steps,   is used to transmit the spatiotemporal information from the previous layer and time step. The MD module separates the character of   and   to improve the information transmission. The equations are as follows,

	

	



where Wdecouple represents the convolution shared by all recurrent units, Ldecouple is the memory decoupling regularization. l, t and   represent the layers, time steps, and channels,   represents the dot product of   and  ,   represents the L2 norm of  .

3) Reverse Scheduled Sampling (RSS): To force the model to learn long-term dynamics from historical data, the PredRNN algorithm uses RSS as a new learning strategy that randomly hides true data as training proceeds.

Compared with ConvLSTM, the STMF module and MD module effectively use the long- and short-term dynamics and spatial correlation to improve prediction accuracy, and the RSS module promotes prediction accuracy by learning the long-term characteristics of historical data. Furthermore, the multiple channels of the PredRNN algorithm are used to combine multiple factors and historical SWH data to improve the long-term prediction accuracy of SWH.




2.3 Framework of the SWH prediction model

The framework of the data-driven SWH prediction model based on MF-PredRNN is shown in Figure 1. The input includes  ,  , and SWH open boundary data, and its output is represented by  , which is the predicted SWH data, where   represents SWH data;   represents multi factors (MF) including the U and V components of 10 m surface winds, the U and V components of ocean surface currents, and bathymetries. In the prediction process, the MF-PredRNN model is modified to a one-step prediction based on the recursive strategy. Taking the SWH prediction at time   as an example: firstly, the historical SWH   from time 1 to time   and the MF from time 2 to time      are combined as the input to predict the SWH   ; secondly, the SWH at the open boundaries is imposed to correct the SWH   at open boundaries; finally,   and   are added to the input data sequence to predict the SWH  . This process cycles and iteratively predicts the SWH for 1-72h. In this study, we choose 12h as the input sequence length.




Figure 1 | Framework of the MF-PredRNN-based SWH prediction model. The red lines show the imposed SWH at the open boundaries.






2.4 Evaluation indicators

Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and Mean Absolute Percentage Error (MAPE) are chosen to evaluate the error between predicted values and reanalysis data. MAE and MAPE measure the actual situation and the proportion of error, while RMSE reflects the dispersion between the predicted and reanalysis data. The Correlation Coefficient (CC) is used to measure the linear correlation between predicted values and reanalysis data.





3 Result



3.1 Results of prediction

As shown in Figure 2, The MAE of the MF-PredRNN predicted SWH relative to the ERA-5 reanalysis in the first 12 hours is within a small value (~0.2m) in most regions of the BYECS but increases with time. After 12 hours, the MAE accumulates and is mainly distributed in the Bohai Sea and the eastern Korean Peninsula with the MAE of ~0.4m. The MAE gradually stabilizes after 24 h and there is no significant difference between the 24h and 72h. According to our knowledge, the accumulation of MAE in the Bohai Sea and the eastern Korean Peninsula is likely caused by the complexity of the land-sea environment, and the sea area being surrounded by land. Although the dataset is separated by a land-sea mask, this also leads to eigenvalues in the offshore region.




Figure 2 | The MAE (A–F) between the MF-PredRNN predicted SWH and the ERA-5 reanalysis SWH for the 1-, 3-, 6-, 12-, 24- and 72-h respectively in the BYECS in 2019. Images for 24-72 h are omitted due to high similarity.



In addition, scatter plots and the other evaluation indicators such as RMSE, MAPE, and CC are used to evaluate the accuracy of the MF-PredRNN-based SWH prediction at different times (Figure 3). For the MF-PredRNN-based SWH prediction model, the CC decreases from 0.99 at 1h to 0.95 at 12h, 0.90 at 24h, and 0.87 at 72h, respectively, and the RMSE increases from 0.04m at 1h to 0.26m at 12h, 0.36m at 24h and 0.39m at 72h, respectively. The MAE at 24h is close to that at 72h, but the scatter plot of the 72h forecast is more dispersed compared to 24h, indicating that the error inevitably accumulates gradually. This is superior to the previous work. Due to the incomplete dynamic factors and the drawbacks of the ConvLSTM algorithm, the predictive time length of the ConvLSTM-based historical SWH-driven SWH prediction model is limited as the CC decreased from 0.99 at 1h to 0.83 at the 24h while the RMSE increased sharply from 0.20m at 1h to 0.60m at 24h (Zhou et al., 2021). With the introduction of winds, the ConvLSTM-based winds and historical SWH-driven SWH prediction model performs better. The RMSE increased from 0.09m at 1h to 0.49m at 24h (Song et al., 2022). By using a double-stage ConvLSTM network to incorporate future winds, the CC decreased from 0.95 on day 1 to 0.82 on day 3 (Ouyang et al., 2023). To our knowledge, the MAE, RMSE, MAPE, and CC of 1h, 6h, 12h, 24h, and 72h prediction show that the MF-PredRNN extends the effective prediction time length of SWH to 72h, and the accuracy of MF-PredRNN performs better than the existing spatiotemporal predictive learning ConvLSTM based 2D SWH prediction models (e.g., Zhou et al., 2021; Song et al., 2022; Ouyang et al., 2023), which take SWH or winds as model input.




Figure 3 | Two-dimensional scatter density plots (A–E) of the MF-PredRNN predicted SWH versus the ERA5 reanalysis data for the 1-, 6-, 12-, 24-, and 72-h respectively. The dashed line indicates that the predicted value is equal to the true value. The MAE, MAPE, RMSE, and CC are also calculated.






3.2 Comparison of the multivariate inputs and algorithms

To further explain the roles of MF and the PredRNN algorithm, a group of control experiments based on MF-PredRNN, MF-ConvLSTM, SF-PredRNN, and SF-ConvLSTM are conducted for 1-72h SWH prediction. SF refers to a single factor such as historical SWH, while MF refers to multi factors such as historical SWH, 10 m surface winds, surface currents, and bathymetries. MF-PredRNN, MF-ConvLSTM, SF-PredRNN, and SF-ConvLSTM have the same input sequence length. The difference between them is the factors labeled SF and MF and the algorithm labeled ConvLSTM and PredRNN. The experiments demonstrate the important role of both MF and PredRNN algorithm, as well as the error suppression of MF for long-term SWH prediction.

As shown in Figure 4, the MAE, RMSE, MAPE, and CC of PredRNN gradually stabilize after 24 hours. The spatially hourly averaged CC of the MF-PredRNN increased by 0.35, 0.62, and 0.44 compared with the MF-ConvLSTM, SF-PredRNN, and SF-ConvLSTM, and the spatially hourly averaged MAE decreased by 0.24m, 0.54m, and 1.45m.




Figure 4 | Comparison of spatially averaged MAE (A), RMSE (B), MAPE (C), and CC (D) among MF-PredRNN, SF-PredRNN, MF-ConvLSTM and SF-ConvLSTM over 1-72h hourly SWH prediction.



It is shown that both the PredRNN algorithm and MF can significantly improve the accuracy of SWH prediction. Moreover, the accuracy of PredRNN on the SWH prediction is generally better than the ConvLSTM, as the MF-PredRNN is superior to the MF-ConvLSTM in all indicators. Using the MF-PredRNN, the MAE, RMSE and MAPE reduced by 0.24m, 0.32m, and 35.12% respectively. At the same time, the CC increases by 0.35 compared to the MF-ConvLSTM in the 1-72h SWH prediction. Similarly, the SF-PredRNN is superior to the SF-ConvLSTM in MAE, RMSE, and MAPE indicators except for CC. The MF effectively prevents the rapid increase of the error in the long-term SWH prediction, much better compared to the single-factor calculation. There is no insignificant change between the MF and single-factor driven SWH during the first 12 hours of prediction, even for the ConvLSTM algorithm. The model driven by MF tends to be stable gradually after 18h, however, the error of the single factor driven SWH model increased rapidly. This leads to a gap in long-term SWH prediction. Compared to the SF-PredRNN, the mean MAE decreased by 0.54m, RMSE decreased by 0.89m, MAPE decreased by 70.39%, and CC increased by 0.62 in the 1-72h MF-PredRNN SWH prediction. Similarly, MF-ConvLSTM is superior to SF-ConvLSTM in all indicators. Above all, the MF-PredRNN algorithm provides the most accurate 1-72h SWH prediction.





4 Discussion



4.1 Input ablation experiments

The ablation experiments for MF are carried out to measure the role of each factor (Table 2). The factors include 10 m surface winds, ocean surface currents, bathymetries, historical SWH, and SWH as open boundaries. Our ablation experiments show that winds, as a dominant factor (Gao et al., 2021; Kim et al., 2022), can decrease the spatially hourly averaged MAE and RMSE by 0.13m and 0.28m, while the rest factors such as ocean surface currents, bathymetries and SWH as open boundaries only decrease the spatially hourly averaged MAE and RMSE by commonly around 0.02m and 0.04m (Table 2). In addition, the spatially averaged MAE of all experiments increases along with time (Figure 5). In the case of SWH prediction at 72h, relative to the MF-PredRNN control experiment, the spatially averaged MAE in the experiments of R-Wind, R-Current, R-Bathymetry, and R-Boundary increased by 0.22m, 0.05m, 0.04m, and 0.04m, respectively. In particular, the removal of winds induces about 5 times larger spatially averaged MAE growing with time than the other factors.


Table 2 | The ablation experiments of MF-PredRNN-based SWH prediction model on multi factors.






Figure 5 | Comparison among ablation experiments of MF-PredRNN based SWH prediction model on multi factors. Figures (A-C) show the spatially averaged MAE (m) of 1-6h, 1-24h and 1-72h predicted SWH; Figure (D) shows the two-dimensional scatter density plots for the SWH prediction without the historical SWH; The legend shows the Experiment ID in Table 2. The grey solid line indicates the spatially averaged MAE for the R-SWH experiment.



The input ablation experiments show that MF has a greater impact on long-term prediction relative to short-term prediction. During the first 24 hours, the MAE of the MF-PredRNN experiment does not show much difference from other experiments with winds (<0.02m). But after 24 hours, the MAE of the MF-PredRNN with all factors control experiment is kept around 0.27m. That is slightly better than the MAE (0.32m) of experiments with winds and much better than the MAE of the R-Wind experiment (~0.50m).

The R-SWH experiment indicates that the historical SWH data has a positive impact on the accuracy of short-term prediction (Figures 5B, C). Due to the removal of the historical SWH, the error accumulation with time in the SWH prediction is eliminated (Figures 5A–C). The MAE value is stable at 0.15 (m) in both short- and long-term predictions. The RMSE, MAPE, and CC for the R-Historical SWH experiment are stabilized at 0.23m, 15.13%, and 0.95, respectively (Figure 5D). This is worse than the prediction with historical SWH in the first 10h, but better than it after 10h (Figures 3A–C, 5B–D). This illustrates the importance of historical SWH for short-term SWH prediction and MF for long-term SWH prediction. It is suggested that if the SWH in the next 1-10 hours is predicted by the MF-PredRNN model, while the SWH after 10 hours is predicted by the R-SWH model, the prediction error can be effectively suppressed.




4.2 Algorithm ablation experiments

In addition to the input ablation experiments, the algorithm ablation experiments are performed to evaluate the role of the improved components of the PredRNN including the memory decoupling (MD), reverse scheduled sampling (RSS), and spatiotemporal memory flow (STMF) compared to the ConvLSTM algorithm (Table 3). The roles of the MD and RSS are estimated by comparing the R-MD and R-RSS experiments with the MF-PredRNN control experiment. Since the STMF is encoded as a basic module in the MD module and cannot be removed separately, the role of STMF is verified by comparing the R-MD-RSS and MF-ConvLSTM experiments.


Table 3 | Ablation experiments on algorithm components of PredRNN. Table legend: The spatially hourly averaged MAE (m) and RMSE (m) for 1-72h SWH prediction are used to evaluate.



The ablation experiments demonstrate the MD module is the key improved algorithmic component of PredRNN compared to ConvLSTM. Compared to the MF-PredRNN control experiment, the spatially hourly averaged MAE and RMSE of the 1-72h SWH prediction in the R-MD experiment dramatically increased by 0.19m and 0.29m respectively. In the R-RSS experiment, the MAE and RMSE increased slightly by 0.05m and 0.08m respectively due to the removal of the RSS module. Comparing the R-MD-RSS and MF-ConvLSTM experiments, the MAE and RMSE only increased by 0.06m and 0.10m respectively, showing the less important role of STMF. All of the three improved components of PredRNN have a positive impact on the accuracy of SWH prediction. Among them, the MAE and RMSE decreased by the MD module reached 0.19m and 0.29m, about 4-times larger than the MAE and RMSE decreased by the other two improvements including either STMF or RSS. It can be concluded that the MD module is the key component among the three improved components of the PredRNN compared to the ConvLSTM.




4.3 The sequence length of the input

Furthermore, the input sequence length of historical SWH is investigated as a sensitive parameter (Figure 6). The results show that the accuracy of the short-term prediction increases with increasing sequence length while the accuracy of the long-term prediction decreases and vice versa. When the input sequence length is 1h, i.e., only the spatial correlation information of SWH is retained while the temporal information is removed, the MAE of the 72 h prediction shows the smallest value (0.25m), meanwhile, the 1 h SWH prediction has the largest one (0.03m) compared to other input sequence length. This indicates that the spatial correlation information of SWH has a greater positive influence on the long-term prediction of SWH rather than on the short-term prediction. As the length of the input SWH sequence increased, the MAE of the short-term prediction gradually decreases but the long-term prediction gradually increases. When the input sequence length increases to 24h, the MAE of the 1-h prediction is the lowest (0.02m) and the 72-h prediction is the highest (0.45m) which indicates that the temporal information has a greater positive effect on the short-term prediction of SWH. Since the input sequence length is positively correlated with the accuracy of short-term prediction but negatively correlated with the accuracy of long-term prediction, we chose 12h as the input sequence length in this study to balance the accuracy of the short-term and long-term prediction.




Figure 6 | Time growth of MAE (h1, h3, h6, h12, h18, h24) for 1-3h (A), 1-24h (B), and 1-72h (C) SWH prediction with the input sequence length of historical SWH as 1, 3, 6, 12, 18 and 24 hours respectively.






4.4 Spatio-temporal SWH forecast for high wave

Under the high wave conditions of SWH >= 6 m, the MF-PredRNN can provide effective 6h spatiotemporal SWH prediction (Figures 7, 8). Under high wave conditions, the MAE became dramatically larger than the MAE under normal wave conditions (Figures 2, 7). The MAE in the first 6h is relatively smaller and well-distributed without significant error accumulation and is generally not higher than 1.20m (Figures 7A, B). In comparison, the MAE in the first 6h is less than 0.15m under normal wave conditions (Figure 2C). After 12 hours, the error accumulated rapidly and was mainly distributed in the Yellow Sea (Figure 7C). The MAE stabilized gradually after 24 hours. And there is no significant difference between the prediction of 24h and 72h (Figures 7D, E). In addition, the MAE of the 1h and 6h predictions are 0.10m and 0.73m, the RMSE are 0.14m and 0.89m, the MAPE is 1.50% and 10.24%, and the CC are 0.99 and 0.78 respectively (Figure 8). Without the historical SWH data as input, the MAE, RMSE, MAPE, and CC indicators are 0.70m, 0.86m, 9.98%, and 0.69, respectively, which are close to the prediction of 6h (Figures 8B, C).




Figure 7 | The MAE (A–E) between the MF-PredRNN predicted SWH and the ERA-5 reanalysis SWH for the 1-, 3-, 6-, 12-, 24- and 72-h respectively under high wave scenarios (SWH>=6m) in the BYECS in 2019. Images for 24-72 h are omitted due to high similarity. Figure (F) represents the MAE of prediction without the initial SWH data.






Figure 8 | Two-dimensional scatter density plots (A, B) of the MF-PredRNN predicted SWH versus the ERA5 reanalysis data for the 1- and 6-h respectively under high wave scenarios (SWH>=6m); Figure (C) show the SWH prediction without the historical SWH. The dashed line indicates that the predicted value is equal to the true value. The MAE, MAPE, RMSE and CC were also calculated.



A group of control experiments based on MF-PredRNN, MF-ConvLSTM, SF-PredRNN, and SF-ConvLSTM are also conducted for a 1-12h SWH prediction to compare their accuracy under high wave conditions (Figure 9). The MF-PredRNN performs best in the 1-12h SWH prediction. The spatially hourly averaged CC of the MF-PredRNN increased by 0.21, 0.31, and 0.31 compared with the MF-ConvLSTM, SF-PredRNN, and SF-ConvLSTM respectively. The spatially hourly average MAE decreased by 1.62m, 0.34m, and 0.79m respectively. Here, the pairwise comparison shows that both the MF and the PredRNN algorithm also significantly improve the accuracy of SWH prediction under high wave conditions.




Figure 9 | Comparison of spatially averaged MAE (A), RMSE (B), MAPE (C), and CC (D) among MF-PredRNN, SF-PredRNN, MF-ConvLSTM, and SF-ConvLSTM over 12h SWH hourly prediction under high wave scenarios (SWH>=6m).







5 Summary

In this study, an intelligent SWH prediction model based on the spatio-temporal predictive learning algorithm PredRNN and the MF including historical SWH, 10 m surface winds, ocean surface currents, bathymetries, and open boundaries is applied in the BYECS. The MF-PredRNN-based 2D SWH prediction model significantly improves the accuracy and extends the effective prediction time length, which can be used as a potential alternative to the numerical wave model. The correlation coefficients can reach 0.98, 0.90, and 0.87 for 6h, 24h, and 72h SWH prediction respectively. Under the high wave condition (SWH >= 6m), the MF-PredRNN-based SWH prediction model also provides effective 6h wave prediction.

The SWH prediction model based on MF-PredRNN performs much better than the SF-PredRNN, MF-ConvLSTM, and SF-ConvLSTM. Both the MF and PredRNN algorithms significantly improve the accuracy of the long-term SWH prediction. The ablation experiments have shown that winds are the most important factor among the MF. In addition, the removal of the historical SWH data from MF eliminates the accumulation of errors in the prediction process. The memory decoupling module is the key improved algorithmic component of PredRNN compared to ConvLSTM. As an important parameter, the input sequence length is chosen to be 12h to balance the short- and long-term prediction. As a future perspective to further improve the accuracy of wave prediction, the complexity of introducing other physical factors and mechanisms should be considered in the SWH spatiotemporal prediction.
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The dilution experiment technique was used in two cruises in July-August (summer) and October-November (autumn) 2020, with a total of 14 stations. The grazing impact of microzooplankton on phytoplankton in the interior of Bohai Bay was comprehensively investigated. We compared phytoplankton growth rates (μ0) and microzooplankton grazing rates (m) spatially (distance between experimental stations and shore far vs. near) and seasonally (summer vs. autumn). Both m and μ0 values were significantly higher in summer than in autumn, and the phytoplankton growth rate μ0 was positively correlated to temperature. Offshore stations showed higher values. There is no significant spatial and seasonal differences in the ratio of microzooplankton grazing rate and phytoplankton growth rate (m/μ0) indicating that daily consumption of primary production by microzooplankton was similar in the two seasons. Therefore, our research showed a close coupling between microzooplankton grazing with phytoplankton growth in the Bohai Bay.
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Introduction

Phytoplankton is the most fundamental component of the marine biological network, the leading primary producer, and plays a crucial role in the marine ecosystem. Photosynthesis of phytoplankton in the marine food web directly converts inorganic carbon to organic carbon (Sun et al., 2013). Microzooplankton are the zooplankton with body lengths of less than 200 μm. It includes ciliates, heterotrophic dinoflagellates, and flagellates which consume most of the primary production and affect the community composition of phytoplankton (Landry and Calbet, 2004; Banse, 2007; Jyothibabu et al., 2008). Microzooplankton is the main phytoplankton grazers and can control phytoplankton growth through grazing, known as “top-down” control, and can also influence phytoplankton growth due to “bottom-up effects” of nutrient availability (e.g., nitrogen, phosphorus, silicon, and iron) (Landry and Hassett, 1982; Landry and Calbet, 2004; Strom et al., 2007; Schmoker et al., 2013).

Since Landry and Hassett proposed the dilution method in 1982, it has been widely used to estimate phytoplankton growth and microzooplankton grazing rate in marine ecosystems. However, the increasing utilization of this method has faced criticism and has been the subject of ongoing improvements (Landry and Hassett, 1982; Dolan and McKeon, 2005; Schmoker et al., 2013). The ratio of the microzooplankton grazing rate to the phytoplankton growth rate (m/μ0) is a crucial parameter that influences the efficiency of the biological pump. It quantifies the fraction of primary production consumed by microzooplankton, with the remainder being either consumed by mesozooplankton or sinking out of the euphotic zone (Landry et al., 1998a; Landry et al., 2003). A higher m/μ0 indicated a more active microbial food web in the region. The m/μ0 ratio is often reasonably believed to be greater in oligotrophic waters where phytoplankton are dominated by small-sized species which are more edible for microzooplankton, whereas in eutrophic waters, mesozooplankton grazing and sinking should be more important for the loss of phytoplankton production, contributing to greater efficiency of carbon export than in oligotrophic waters (Laws, 2003). Using a global dataset, Calbet and Landry (2004) showed that the mean value of m/μ0 decreased from 70% in the oligotrophic seas to about 60% in coastal and estuarine areas, although they did not find a significant correlation between m/μ0 and Chlorophyll a (Chl a) concentration in the pooled dataset of all dilution experiments. Liu et al. (2002) observed that in the Bering Sea, where diatoms dominate the taxa, only one-third of the daily primary production was consumed by microzooplankton because perhaps some diatoms were too large to be effectively grazed. In a separate study by Strom et al. (2007). in the coastal Gulf of Alaska, the authors examined the relationship between microzooplankton grazing rates and phytoplankton size. Their findings indicated that microzooplankton grazing rates were generally lower for large phytoplankton (>20 μm) compared to small phytoplankton (<20 μm) within this specific marine environment. Furthermore, Chen and Liu (2010) demonstrated a negative correlation between the m/μ0 ratio and mean phytoplankton size, indicating that as the average size of phytoplankton increased, the ratio of microzooplankton grazing rate to phytoplankton growth rate decreased.

Seawater temperature is another important factor that may decouple phytoplankton growth and microzooplankton grazing rates. Caron (2007) showed that maximal zooplankton growth rate increases faster with temperature than maximal phytoplankton growth rate. Quantitatively, the slope between the growth rate of ln phytoplankton and temperature was 0.06 (Q10 = 1.82), and the slope between the growth rate of ln herbivorous microzooplankton and temperature was 0.10 (Q10 = 2.72) The implication is that other things being equal, m/μ0 should increase with temperature with a Q10 of 1.49. According to a global database, Schmoker et al. (2013) found that seasonal variations in phytoplankton communities and environmental parameters caused seasonal change in microzooplankton grazing and phytoplankton growth in temperate, polar, and subpolar regions. However, there is a need for further studies on phytoplankton growth and microzooplankton grazing in coastal nearshore areas (Landry et al., 1995; Landry et al., 1998b; Caron and Dennett, 1999; Landry et al., 2011; Chen et al., 2013).

Bohai Bay is a typical inland semi-enclosed bay in the southwestern Bohai Sea. It is connected to the central Bohai Sea on the east and surrounded by several major coastal cities on the other three sides. There are many factories, farmlands, and aquaculture bases in the city. A lot of pollutants such as nitrogen and phosphorus generated by human activities can enter the ocean through surface runoff and rivers, leading to the eutrophication of seawater and thus affecting the marine ecosystem of the Bohai Bay (Wang et al., 2013; Liu et al., 2022). Through hydrodynamic model simulations, there are two eddies inside Bohai Bay, one of which is a counterclockwise eddy in the southern part of the estuary, and the other is a clockwise eddy in the northwestern part of the bay. At the same time, there is a relatively stable counterclockwise wake circulation in the bay (Ma et al., 2014). Driven by the currents, seawater from the Yellow Sea will flow from the north of the Bohai Strait to the middle of the Bohai Sea, then enter the north side of the mouth of the Bohai Bay through Liaodong Bay, and finally flow from the south side of the mouth of the Bohai Bay. As the connection between the coastal land area and the central Bohai Sea, Bohai Bay is influenced by the circulation of the Yellow and Bohai Seas and human activities. Therefore, it has become increasingly important to investigate the condition of the marine ecosystem environment within Bohai Bay (Lin et al., 2001; Ma et al., 2014).

Based on the above basis, we try to test the following two hypotheses: (i) is phytoplankton growth rate (μ0) higher in summer than in autumn due to temperature difference? (ii) will the phytoplankton growth rate decrease due to the decrease in nutrient supply rate and the m/μ0 ratio show an increasing change? In this study, the spatial and seasonal characteristics of plankton ecosystem of Bohai Bay were investigated. It included temperature, salinity, nutrients, chlorophyll a, and phytoplankton communities, using dilution methods to determine phytoplankton growth and microzooplankton grazing rates. Based on these data, we investigated the spatial and seasonal variation in phytoplankton growth rates and microzooplankton grazing rates. The relationship between these parameters and environmental factors (e.g., temperature and nutrients) was explored. We also investigated the relationship between phytoplankton growth rates and microzooplankton grazing rates, which was critical for understanding coastal marine ecological food web structure, nutrient cycling, and carbon export (Steinberg and Landry, 2017). The outcome of this study can provide useful references for understanding marine planktonic ecosystems and the cycling of essential elements.





Materials and methods




Sample collection and experimental manipulation

Dilution experiments were conducted at a total of 14 stations during two cruises, one during the summer (22 July to 4 August 2020; 8 stations) and the other in autumn (22 October to 6 November 2020; 6 stations) in the Bohai Bay, aboard the “JinHan 04700” (Figure 1). To identify the spatial distance, we divided the stations into three categories based on their distance to continent. Where region I is less than 35 km from land, II is between 35 km and 111 km, and region III is more than 111 km from land (Figure 1).




Figure 1 | Map of experimental stations in the Bohai Bay, China. The distance from land is less than 35 km (I), between 35 km and 111 km (II), and more than 111 km (III).



The seawater used for the dilution experiment was collected from a depth of 1 m using a clean ZKS-C01H reinforced marine glass water sampler (5L). Then it was first pre-screened through a nylon mesh filter (200 μm) sieve with gravity filtration and slowly poured into a polycarbonate bottle called raw seawater and then filtered through 0.7 μm pore-size membrane (Whatman GF/F, USA) filter to obtain particle-free seawater. In the dilution experiments, particle-free seawater was diluted at 10%, 25%, 50%, 75%, and 100% dilution multiples of the original seawater and slowly poured into 350 ml clean polycarbonate bottles in triplicate. All bottles were incubated for 24 h in a seawater bath with flow through surface seawater and covered by a mesh to reduce irradiance at a depth of 1 meter. All containers, bottles, and filters were soaked in 10% HCl for over 24 hours and cleaned with deionized water and Milli-Q water before departure on each survey cruise. To follow the assumptions of the dilution experiment (Landry and Hassett, 1982), additional nutrients were added to all culture flasks (within the cultivation system concentration of 20 μmol/L NaNO3, 1.25 μmol/L KH2PO4, 20 μmol/L Na2SiO3, and 1.0 nmol/L FeSO4) to ensure that the phytoplankton would grow stably. A non-filtered seawater bottle without nutrients added is set as a control for each dilution group.

Before the start of each culture experiment, 150 ml of raw seawater was collected and filtered through a 25 mm Whatman GF/F glass fiber filter under less than 0.02 MPa pressure conditions to obtain the initial Chl a concentration. After filtration, the samples were stored in dark at -20°C. For each incubation bottle, the same procedures were used to determine Chl a concentrations to calculate microzooplankton grazing rates and phytoplankton growth rates after incubation. Using 100 ml of raw seawater was filtered through 0.45 μm acetate membrane and stored at -20°C for nutrient analysis. Before initializing culturing, 1 L seawater was fixed with formaldehyde (final concentration 1%) to identify the phytoplankton community. These samples were stored cool in dark until they were returned to the laboratory for identification using the Utermöhl method (Hans, 1958).





Sample analyses

At each station, seawater samples were collected using 6 L Niskin bottles equipped with a Sea-bird CTD (Conductivity, Temperature, and Depth; SBE 19 Plus) rosette sampler. Temperature and salinity were recorded in situ at the same time using the CTD sensors. The filters of Chl a samples were extracted with 5 ml 90% acetone and stored in dark for 24h at -20°C. Then the Chl a concentrations were measured with a Turner-Designs Trilogy fluorometer (Welschmeyer, 2003). Nutrients including phosphate ( ), ammonium ( ), nitrate ( ), nitrite ( ), and silicate ( ) were analyzed using the Technicon Auto-Analyzer 3 (Bran + Luebbe, SEAL, Germany) (Hansen and Koroleff, 2007). For quantitative and qualitative analysis of phytoplankton communities, it is necessary to precipitate a 1 L sample for 24 h and then concentrate it to 10 ml, siphon the supernatant, and then measure it under an inverted microscope at a magnification of 200× or 400× and count it according to the Utermöhl method (Hans, 1958).





Data analyses

According to the calculation and analysis steps of the dilution experiment proposed by Landry and Hassett (1982) and an assumed exponential growth model, the net growth rate (kd) of phytoplankton under dilution conditions can be calculated according to the equation:

	

Where d is the dilution ratio (the proportion of unfiltered seawater), and t is incubation time. Pt is the concentration of Chl a after incubation, and P0 is the concentration of Chl a before initial incubation. The phytoplankton growth rate (μn, d-1) and microzooplankton grazing rate (m, d-1) were calculated by least squares regression between kd and the actual dilution factor. The m and μn values were calculated as the absolute value of the slope and the intercept of the linear regression equation, respectively. In situ, phytoplankton instantaneous growth rates (μ0, d-1) were calculated as the sum of grazing rates (m) and net growth rate in control bottles without added nutrients (Landry, 1993). The nutrient limitation index, which indicates the adequacy of nutrients for phytoplankton growth, is assessed by the ratio of μ0/μn, which generally varies with the nutrient status within the ecosystem (Landry et al., 1998b). In contrast, the impact of microzooplankton grazing on phytoplankton growth is generally assessed by the ratio of the microzooplankton grazing rate to the phytoplankton growth rate (m/μ0) and measures the extent to which daily phytoplankton production is taken up and consumed by microzooplankton (Landry et al., 1998b).

A station map was created using Ocean Data View 5.6.2 (ODV). Color scatter diagrams and linear regressions were processed by OriginPro 2021. All calculations in this study were performed using SPSS 14.0. Tukey’s test (t-test) was used to compare differences in parameters, and Pearson’s test was used to test correlations between variables.






Results




Environmental variables and Chl a

The basic parameters of the hydrological environment for 14 survey stations in two cruises in different seasons were shown in Table 1. It can be seen that the surface seawater temperature varied significantly between the two seasons. In summer, the temperature was always above 25°C, with a range of 25.69 to 28.92°C and an average of 27.21±1.12°C (Arithmetic mean±S.D.). Autumn temperature ranged from 15.11 to 17.32°C, with an average temperature of 16.02±0.74°C. Seasonal temperature difference reached 10°C or more. While the difference in surface salinity was very small, the range of surface salinity in summer was 25.60 to 31.92, and the average value was 30.38±2.09. Autumn surface salinity ranged from 29.39 to 31.82, with an average of 30.93±0.91. Therefore, it can be seen that the temperature tended to decrease from west to east in the study area, while the salinity tended to decrease in the opposite direction (Table 1). The nutrient concentrations of surface seawater varied considerably among the survey stations. The NOx (nitrate plus nitrite) concentration at station S3 was 15.45 μmol/L and the lowest NOx concentration at station S6 was only 0.31 μmol/L. Silicate concentrations vary from 0.30 to 5.92 μmol/L in summer and from 1.77 to 5.41 μmol/L in autumn. Phosphate concentrations at all stations were low in both seasons, ranging from 0.13 to 1.10 μmol/L in summer and 0.04 to 0.24 μmol/L in autumn. Except for station S1 where the ammonium concentration was very high at 12.00 μmol/L, the concentrations at the remaining stations ranged from 0.74 to 3.26 μmol/L, and the autumn range was 0.45 to 0.96 μmol/L (Table 1). In summer, all nutrient parameters were higher at station S1 than other stations, primarily due to the station’s proximity to the land bank and the opening of the river reservoir during operation.


Table 1 | Background information on hydrological and environmental parameters at the experimental stations.



Chl a concentrations ranged from 2.72 to 26.64 μg/L with an average of 10.14±7.91 μg/L in summer and ranged from 1.53 to 35.52 μg/L with an average of 10.82±12.95 μg/L in autumn, respectively. The differences in Chl a concentrations between summer and autumn in the same area were insignificant (paired Wilcoxon test, p>0.05). Spatially, the Chl a concentration showed a decreasing trend in both seasons in the order of I, II, and III (Table 1).

There were significant differences in environmental parameters in summer and autumn (Table 1). The surface seawater temperature in summer (27.21±1.12)°C was significantly higher than that in autumn (16.02±0.74)°C (t-test, p<0.01), While the surface seawater salinity (t-test, p=0.59) and the concentrations of Chl a (t-test, p=0.91) The difference between the two seasons were not statistically significant. The silicate concentrations in summer (1.95±1.63) μmol/L were less than in autumn (3.67±1.17) μmol/L (t-test, p<0.05), and the ammonium concentrations were higher in summer than in autumn (t-test, p<0.05).

The results of Pearson correlation analysis between different environmental parameters in two seasons were shown in Figure 2. The results obtained from different seasons were also different. Chl a concentrations were significantly and positively correlated (p<0.01 or p<0.05) with SST, silicate, and NOx concentrations during summer, showed a significant negative correlation with SSS (p<0.001) (Figure 2A). Chl a concentrations showed a negative correlation (p<0.01 or p<0.05) with SST, phosphate, and NOx in autumn (Figure 2B). NOx was positively correlated with silicate and SST (p<0.01 or p<0.05) and negatively correlated with SSS (p<0.01) in summer (Figure 2A). In contrast, it showed a positive correlation with SSS only in autumn (p<0.05) (Figure 2B).




Figure 2 | Correlation analysis among different environmental factors. (A) summer (B) autumn. The color and size of the circles represent Pearson’s correlation coefficient (r). *, **, and ***represents a significance level of p<0.05, p<0.01, and p<0.001, respectively.







Phytoplankton community composition

A total of 79 species in 54 genera of phytoplankton belonging to Bacllariophyta, Dinophyta, Chlorophyta, Chrysophyta, and Cyanophyta were identified in the initial phytoplankton samples collected from 12 stations in two seasons (The station data of S6 and A6 were missing due to failed sampling). Among them, Cyanobacteria are only found in the summer. Bacllariophyta was the most diverse group in both summer and autumn, with 12 genera and 18 species in summer and 17 genera and 31 species in autumn. The species composition of dinophyta was also significant, with 9 genera and 12 species in summer, and 10 genera and 12 species were found in the autumn. Chlorophyta and Chrysophyta were observed in both seasons but in small numbers (Table 2).


Table 2 | Phytoplankton communities and abundance in the survey area.



The minimum phytoplankton abundance in summer was 2,560 cells/L, the maximum value was 185,960 cells/L, and the mean value was 43,706 cells/L. In autumn, the minimum value was 5,240 cells/L, and the maximum value was 94,060 cells/L, with a mean value of 42,168 cells/L. The difference in phytoplankton abundance between the two seasons was not significant. However, in terms of cell abundance, the stations with a large proportion of Dinophyta were more abundant. The summer Dinophyta accounted for 68% of the total phytoplankton abundance, and its dominant species was Prorocentrum dentatum (Figure 3). The mean cell abundance of 40 cells/L (station S5) ~115,000 cells/L (station S3) was 16,451 cells/L. In autumn, it reached 60% of the total phytoplankton abundance. The dominant species was Akashiwo sanguine, with cell abundance ranging from 560 cells/L (station A3) to 82,500 cells/L (station A1), with an average abundance of 24,132 cells/L. The composition of the phytoplankton community at each station is shown in Figure 3. The abundance of Dinophyta was higher than that of Bacllariophyta at most of the stations in both seasons, and the dominant Bacllariophyta at most of the stations in summer were Paralia sulcata, Thalassiosira sp., and Guinardia delicatula. The dominant algae of Dinophyta are Prorocentrum dentatum and Gymnodinium sp. In autumn, the dominant species of Bacllariophyta are Paralia sulcata, Schröderella delicatula, and Pseudo-nitzschia delicatissima. The dominant Dinophyta are Akashiwo sanguine and Gymnodinium sp.




Figure 3 | Phytoplankton community composition at each experimental station. (A) abundance (cells/L); (B) proportion (%). (The station data of S6 and A6 were missing due to failed sampling).







Rates of phytoplankton growth and microzooplankton grazing

Microzooplankton grazing rates (m) and phytoplankton growth rates (μ0) at the investigated experimental stations are shown in Table 3. The microzooplankton grazing rates were 1.42±0.78 d-1 and 0.53±0.42 d-1 in summer and autumn, respectively, when data from each region were integrated, and data collected in summer was significantly higher than in autumn (t-test, p<0.05) (Figure 4A, Table 4). Phytoplankton growth rates were 1.80±0.78 d-1 and 0.58±0.51 d-1for summer and autumn, and growth rates were significantly higher in summer than in autumn, which is similar to the patterns of grazing rates (t-test, p<0.01) (Figure 4B, Table 4). In contrast, the proportion of daily primary production consumed by microzooplankton (m/μ0) did not differ significantly between the two seasons, Summer (Average value ± Standard deviation, 0.85±0.43) and autumn (1.33±0.98) (t-test, p>0.05) (Figure 4C, Table 4).


Table 3 | Summary result of the phytoplankton growth rates (μ, d-1), microzooplankton grazing rates (m, d-1) phytoplankton growth rate with nutrient enrichment (μn), phytoplankton instantaneous growth rate (μ0). and related parameters for all experimental stations in the Bohai Bay in the summer and autumn of 2020.






Figure 4 | Box plots of the (A) microzooplankton grazing rates (m), (B) phytoplankton growth rates (μ0), (C) m/μ0, and (D) μ0/μn (where a, b, c, and d represent the trend plots of each parameter by region in different seasons).




Table 4 | Comparison among parameters of dilution experimental results in summer and autumn.



The nutrient limitation index (μ0/μn) exhibited a wide distribution range in this study. In summer, the index ranged from 0.43 to 0.97 with an average value of 0.74±0.17. In Autumn, the range expanded from 0.31 to 1.65, with an average value of 0.96±0.49 (Table 3, 4). The wide distribution of nutrient limitation indices indicated that the nutrient composition of the stations differed significantly. In autumn, the ratio reached 0.96 on average, which indicated that the phytoplankton growth rate (μn) obtained after nutrient addition treatment (μ0) was essentially the same as that of the control group without nutrient addition, there was no nutrient limitation in the autumn. The mean value of nutrient limitation index (μ0/μn) in summer was only 0.77 and the ratios of μ0/μn for all 8 stations were less than 1, indicating that nutrients had become a limiting factor for phytoplankton growth in summer. However, the differences between the two seasons were not statistically significant and did not show differences (t-test, p>0.05) (Figure 4D, Table 4).

The phytoplankton growth rates (μ0) were higher in summer than in autumn, which might be related to high temperature in summer, Because μ0 was positively correlated with temperature in the combined data analysis (p<0.05) (Figure 5A), it did not show a correlation with Chl a concentration (p>0.05) (Figure 5B). The microzooplankton grazing rates (m) showed a negative correlation with the concentration of Chl a (p<0.05) (Figure 5C). However, m did not show a correlation with temperature (only an upward trend was shown). This is also consistent with the relationship between grazing rate and temperature found by Liu et al. (2021) in the ecological theory of metabolism (Figure 5D). The m/μ0 ratios did not correlate with either temperature or Chl a (Figures 5E, F).




Figure 5 | Relationships among surface seawater temperature and ln Chl a concentration with μ0 (A, B), m (C, D), and m/μ0 (E, F).








Discussion




Phytoplankton growth rate and microzooplankton grazing rate under different seasons and regions

Our results showed significant seasonal variations in phytoplankton growth and microzooplankton grazing in the Bohai Bay. However, the ratios of microzooplankton grazing to phytoplankton growth (m/μ0) and the nutrient limitation index (μ0/μn) showed insignificant seasonal variations (Table 4). Seasonal variations in phytoplankton growth and microzooplankton grazing have been found in many studies in temperate and high-latitude waters and many representative areas (Kim et al., 2007; Calbet et al., 2008; Lawrence and Menden-Deuer, 2012; Dong et al., 2021).

The growth of phytoplankton in the ocean is influenced by various factors such as temperature, nutrients, light, and community structure (Li et al., 2010). The temperature has been considered an essential driver of phytoplankton growth (G-Yull and Gotham, 1981). In our study, it revealed a significant temperature difference between summer and autumn. Furthermore, the obtained results align with our initial hypothesis presented in the previous section. The phytoplankton growth rate in summer was significantly higher than in autumn (Figure 5A). The mean surface temperature of seawater in summer was approximately 10°C higher than in autumn. Assuming that Q10 is 1.82 (Caron, 2007), 10°C of temperature difference would lead to 2.3 times μ0 difference. Based on the data provided by Quevedo and Anadon (2001), it was calculated that the phytoplankton growth rate (μ0) and microzooplankton grazing rate (m) in the subtropical NE Atlantic were higher in summer (0.61±0.43 d-1 and 0.49 ±0.28 d-1) than in spring (0.33±0.27 d-1 and 0.29±0.18 d-1). It had also been recently reported that the average winter μ0 and m in the subtropical East China Sea region was lower than in the summer (Guo et al., 2014). Furthermore, the latest study by Liu et al. (2021) not only explored the correlation between temperature and phytoplankton growth but also quantified this relationship. Through their research, they were able to establish a predictive model for phytoplankton growth under specific environmental conditions. These findings were consistent with the seasonal changes in phytoplankton growth and microzooplankton grazing reported in this study.

Contrary to our second hypothesis, the results obtained for the spatial variation did not show a decrease in phytoplankton growth rate (μ0) as the distance from the shore increased and nutrient availability decreased. This unexpected finding may be explained by the potential influence of nutrient excretion by herbivores and intermittent nutrient supply from below the nutrient line, which can provide additional nutrients to support phytoplankton growth (Chen et al., 2013). Consequently, the nutrient content present in the seawater could sufficiently meet the growth requirements of phytoplankton, thereby mitigating the anticipated decrease in growth rate with increasing distance from the shore. These findings highlight the complex interplay of factors influencing phytoplankton dynamics in different spatial contexts.

Bacllariophyta and Dinophyta predominated at all stations during both seasons. To further investigate the relationship between their abundance, the ratio of the two groups, the grazing rate (m), and the parameter m/μ0, was conducted, and the results were presented in Figure 6. This analysis could provide valuable insights into the dynamics and interactions of these phytoplankton groups and their potential influence on grazing rates and the overall ecosystem. Changes in phytoplankton community species and size composition have been found to affect microzooplankton grazing (Teixeira and Figueiras, 2009). Most ciliates were resistant grazers to Bacllariophyta, while some larger heterotrophic methanogens (e.g., Gyrodinium) preferentially grazed on Bacllariophyta (Robinson et al., 1999; Huang et al., 2011). In this study, we found that the microzooplankton grazing rates (m) negatively correlated with the abundance of Dinophytas in summer. As the abundance of Dinophytas in the stations decreased, the grazing rate increased (Figure 6C). This might be due to the resistance of microzooplankton to Dinophytas in the study stations. In a recent study, microzooplankton grazing on the phytoplankton of different size classes was also investigated, and the results showed that microzooplankton usually grazed on smaller pico-phytoplankton at a higher rate (Zhou et al., 2011; Dong et al., 2021). The species composition and abundance of different microzooplankton also affected the grazing and growth rates of phytoplankton (Gómez, 2007).




Figure 6 | Relationships among grazing rate (m) and m/μ0 with Bacllariophyta abundance (cells/L) (E, F), Dinophyta abundance (cells/L) (C, D) and Ba: Di (A, B); Ba: Di was Bacllariophyta abundance: Dinophyta abundance.







Relationship between phytoplankton growth and microzooplankton grazing

Calbet and Landry (2004) showed a significant positive correlation between phytoplankton growth rates and microzooplankton grazing rates based on data sets collected from the Open Global Ocean and Offshore Marine System (R2 = 0.37, p<0.001). The present study also found that the growth rate of phytoplankton was closely related to the grazing rate of microzooplankton and showed a positive correlation (Figure 6). At the same time, this was consistent with the results of previous studies in other seas (Claire et al.; Burkill et al., 1987; Calbet and Landry, 2004; Kim et al., 2007; Zhou et al., 2011; Schmoker et al., 2013). The passive grazing of microzooplankton always prioritizes faster-growing species to obtain a more stable food source and maintain their growth. Moreover, the high coupling of microzooplankton grazing rates and phytoplankton growth rates will contribute to maintaining ecosystem stability (Strom, 2002; Sun et al., 2007).

According to previous studies, phytoplankton mortality due to microzooplankton grazing was lower in coastal environments with high nutrient concentration and higher in open ocean areas with low nutrient concentration (Landry et al., 1998a; Calbet and Landry, 2004). In the present experimental study, a similar phenomenon was observed. In summer, it was obvious that the nutrient concentrations in regions I, II, and III changed from high to low (Table 1). It was consistent with the regional environmental characteristics presented with the distance from the coastal area from near to far. In summer, m/μ0 gradually increase (Figure 5C). In our study, the temperature in summer was significantly higher than in autumn. The grazing rate of microzooplankton was more sensitive to temperature than the growth rate of phytoplankton (Caron, 2007). This implies that the phytoplankton growth rate may be smaller than microzooplankton grazing rate with increasing temperature (Lopez-Urrutia et al., 2006; Caron, 2007; Lopez-Urrutia, 2008; Chen et al., 2012). The high grazing impact in the experiment maybe because the increase in microzooplankton grazing rate was more significant than the increase in phytoplankton growth rate.

There were some other points to be considered. Since the estimation errors of μ, m are not independent, Gutierrez-Rodriguez et al. (2009) indicated that the correlation between microzooplankton grazing rates and phytoplankton growth rates was influenced mainly by the conditions assumed in the dilution experiment (k = μ - m). As demonstrated by Zhou et al. (2015), the effect of method artifacts was minimal (methodological R-spearman = 0.137) in the correlation analysis of grazing rate and growth rate. This correlation reflects a real ecological relationship; that is, there is a strong coupling between phytoplankton and microzooplankton (Strom, 2002). Firstly, the close correlation between microzooplankton grazing and phytoplankton growth rates, as depicted in Figure 7 was often explained as microzooplankton exerting a higher grazing rate on the faster-growing phytoplankton that enhanced the coupling between phytoplankton and microzooplankton (Burkill et al., 1987). Secondly, the correlation could also be explained as being the result of increased phytoplankton growth due to an increase in recycled nutrient supply from phytoplankton mortality through grazing by microzooplankton, especially in oligotrophic waters (Capblancq, 1990; Banse, 2013).




Figure 7 | Positive correlation between phytoplankton growth rate (μ0) and microzooplankton grazing rate (m).



Microzooplankton grazing is one of the important ways to phytoplankton losses. This study showed that the value of m/μ0 in summer was 0.85±0.43, and removed the maximum departure point in autumn was 0.88±0.44 (Table 4). It indicates that most primary production passes through the microzooplankton to higher trophic levels or food webs. Compared to microzooplankton, mesozooplankton (>200 μm) prefer to graze on large phytoplankton, so their contribution to grazing was less than microzooplankton (Calbet and Landry, 1999; Steinberg and Landry, 2017; Karu et al., 2020). Zooplankton generally consumes 12% of primary production (Calbet, 2001; Liu et al., 2010); in the coastal waters near the Pearl River estuary, it was in the range of 0.7% to 31% variation. At the same time, microzooplankton feed on ultramicro zooplankton to a greater extent than micro phytoplankton, which may indicate that microzooplankton is size-selective for prey grazing (Chen et al., 2015).

In summary, there was a close relationship between phytoplankton growth and microzooplankton grazing. Meanwhile, the high impact of microzooplankton grazing on the whole phytoplankton community may result from the close coupling between phytoplankton and microzooplankton. Closer coupling was facilitated by the bottom-up effects of continuous nutrient supply from phytoplankton mortality and the top-down effects of grazing through microzooplankton.






Conclusion

We comprehensively studied microzooplankton grazing and phytoplankton growth in the Bohai Bay during summer and autumn. Significant seasonal variations in some hydrological parameters, phytoplankton growth rates, and microzooplankton grazing rates were found. We also focused on the relationship between phytoplankton growth and microzooplankton grazing. Although microzooplankton grazing is an important pathway for primary production, insufficient measurement data still supports it (Landry et al., 2011). Therefore, theoretical studies on microzooplankton grazing are still not widely accepted by the academic community and can be easily fitted to in situ data. Current estimates of the global average of primary production grazed by microzooplankton accounts for approximately 60% to 80%. However, the actual ratio of m/μ0 can vary between 0 and 100%, showing almost unpredictable (Calbet and Landry, 2004; Chen et al., 2012). The real ocean state can be disturbed by various physical phenomena (e.g., eddies, typhoons, etc.), deviating the ocean from its steady state. Although coupling between phytoplankton growth rates and microzooplankton grazing rates was frequently observed in this study, it was sometimes physically interfered with and decoupled (Murrell et al., 2002).
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Fluid dynamic calculations play a crucial role in understanding marine biochemical dynamic processes, impacting the behavior, interactions, and distribution of biochemical components in aquatic environments. The numerical simulation of fluid dynamics is a challenging task, particularly in real-world scenarios where fluid motion is highly complex. Traditional numerical simulation methods enhance accuracy by increasing the resolution of the computational grid. However, this approach comes with a higher computational demand. Recent advancements have introduced an alternative by leveraging deep learning techniques for fluid dynamic simulations. These methods utilize discretized learned coefficients to achieve high-precision solutions on low-resolution grids, effectively reducing the computational burden while maintaining accuracy. Yet, existing fluid numerical simulation methods based on deep learning are limited by their single-scale analysis of spatially correlated physical fields, which fails to capture the diverse scale characteristics inherent in flow fields governed by complex laws in different physical space. Additionally, these models lack an effective approach to enhance correlation interactions among dynamic fields within the same system. To tackle these challenges, we propose the Spatial Multi-Scale Feature Extract Neural Network based on Physical Heterogeneous Interaction (PHI-SMFE). The PHI module is designed to extract heterogeneity and interaction information from diverse dynamic fields, while the SMFE module focuses on capturing multi-scale features in fluid dynamic fields. We utilize channel-biased convolution to implement a separation strategy, reducing the processing of redundant feature information. Furthermore, the traditional solution module based on the finite volume method is integrated into the network to facilitate the numerical solution of the discretized dynamic field in subsequent time steps. Comparative analysis with the current state-of-the-art model reveals that our proposed method offers a 41% increase in simulation accuracy and a 12.7% decrease in inference time during the iterative evolution of unsteady flow. These results underscore the superior performance of our model in terms of both simulation accuracy and computational speedup, establishing it as a state-of-the-art solution.




Keywords: unsteady flow, multi-scale features, ASPP, passive scalar advection, spatial discretization, discretization acceleration




1 Introduction

Fluid dynamics calculations play a crucial role in marine biochemical domains, including air pollution (Wei et al., 2020), climate change (Benmoshe et al., 2012), engine engineering design (Arcoumanis and Whitelaw, 1987), and physical science (Tang and Chan, 2005). By comprehending and manipulating fluid flow, these calculations facilitate the anticipation of nutrient dispersion, oxygen diffusion, solute conveyance, particle migration, and other phenomena.

Traditional approaches for fluid numerical simulations involve employing grid discretization of the continuity equations and physical fields. Stuart (2009) proposed a finite-difference based mesh technique to solve the governing equations of fluid motion. This approach has the advantage of considering the intricate characteristics of fluid motion, including the fluid structure and energy conversion processes. Spalart and Allmaras (1992) introduced a gridded fluid numerical simulation technique based on the finite volume method. This method utilizes a single transport approach incorporating eddy viscosity to model fluid effects, leading to enhanced predictive capability and accuracy in complex engineering scenarios. However, the traditional gridding method faces a drawback of high computational complexity as the grid resolution increases. This limitation poses challenges when applying the method to simulate complex fluid characteristics with hierarchical structures in practical scenarios.

High-precision numerical simulation acceleration methods based on traditional gridding models have been developed to address the aforementioned challenges. These methods primarily focus on improving the grid generation process, resulting in accelerated simulations without compromising the accuracy of the results. Research in this field has focused on two main aspects. Firstly, there is a growing interest in achieving high-precision simulation of complex fluid motion. One prominent method in this regard is Large Eddy Simulation (LES) (Lesieur and Metais, 1996), which has found widespread applications in various engineering domains including internal combustion engines (Malé et al., 2019), turbomachinery (Arroyo et al., 2019), and gas turbine engine design (Esclapez et al., 2017). On the other hand, parallel efforts have been made to address the challenge of computational complexity in high-precision simulation. One such method is Reynolds-averaged Navier-Stokes (RANS) (Alfonsi, 2009), which is a highly efficient fluid numerical simulation technique. The fundamental concept of this method involves averaging the Navier-Stokes equations, resulting in a set of Reynolds-averaged equations that are computationally more tractable to solve. In essence, the RANS method allows for the prediction of the average behavior of fluid without explicitly resolving the fluid fluctuations at each point, thus reducing the computational cost of the simulation. However, as the RANS method averages the fluid field over time, it loses the detailed information about the unstable structures in the flow, making it unsuitable for simulating unstable and complex flows. Building upon the RANS method, Shur et al. (1999) introduced detached eddy simulation (DES). DES addresses the limitations of RANS and LES methods in simulating complex fluid by employing high-resolution grids near the wall region and low-resolution grids in the outer region. However, such traditional numerical simulation methods have certain limitations. Firstly, when dealing with high Reynolds number flows, these methods still incur high computational costs, demanding significant computing resources and time. Consequently, they may lack real-time capability in simulation prediction tasks and the ability to make timely engineering decisions. Secondly, the extent to which traditional numerical simulation methods truly enable a deep understanding of fluid behavior and fluid systems remains a subject of investigation.

Based on the aforementioned research, traditional methods have faced a trade-off between simulation accuracy and computational performance, which remains a bottleneck in current fluid numerical simulation. In recent years, there has been an emerging trend in combining traditional numerical simulation methods with machine learning techniques. Deep learning-based numerical simulation methods have demonstrated potential in achieving a balance between accuracy and computational efficiency. Kochkov et al. (2021) applied a deep learning-based acceleration method to numerical simulation of high-resolution flow fields. Their approach achieved a significant computational acceleration of 40-80 times compared to traditional benchmark solvers, while maintaining comparable accuracy. Zhuang et al. (2021) applied the aforementioned method to solve the advection equation in two-dimensional flow. They specifically focused on analyzing small-scale features in complex flow and conducting numerical simulation of turbulent flow fields at low resolution. Notably, their method achieved comparable accuracy to a baseline high-order solver, even when the baseline mesh was four times coarser, resulting in a computational speedup of approximately five times.

However, the previously mentioned numerical simulation method based on deep learning relies on a singlescale convolutional neural network to analyze the physical field with spatial-temporal correlation. This approach has limitations in effectively capturing the multi-scale flow field in space, especially when dealing with complex motion patterns of vortex clusters at different scales. Additionally, the spatial discretization of the velocity field can impact the evolution of the concentration field over time. Furthermore, the convolution filtering fusion strategy may not adequately facilitate the partial interaction among different physical fields. These challenges can result in the model’s limited ability to fully learn the differential coefficients that better match the actual behavior, consequently leading to a reduction in simulation accuracy. To address these challenges, we have introduced a novel approach that incorporates a spatial multi-scale feature extraction module to enhance the accuracy of numerical simulation by capturing the intricate characteristics of turbulent eddies across different scales within the flow field. Additionally, we have devised a physical heterogeneity fusion module to augment the heterogeneity of the velocity field and concentration field in the spatial domain while establishing global correlations between them. Moreover, to optimize computational efficiency, we have improved upon the traditional convolution operator by implementing a separation strategy that selectively retains intermediate feature information across specific channels, thereby reducing redundant computational processing.

In summary, our contributions can be categorized as follows.

	Our first contribution lies in addressing the impact of the divergence-free velocity field on the scalar concentration field by taking into account the advective form of the concentration field. To enhance the representation of the velocity field and the concentration field characteristics, we propose a pre-fusion module. This module enables us to capture the heterogeneity and nonlinear interaction information of the physical field in advance, leading to an improved understanding of the nature of the velocity field and the concentration field.

	We have developed a spatial multi-scale neural network with ASPP as the backbone, which enables the learning of eddy characteristics and motion patterns at different scales from the fluid dynamic field, leading to enhanced accuracy in numerical simulations. Furthermore, the inclusion of deredundant sidechannel convolutions within the backbone network reduces the need for extensive feature processing, resulting in accelerated numerical computations.

	We conducted comprehensive experiments, including comparisons with the baseline model and ablation studies, using a random velocity field dataset. Additionally, we performed experiments using constant velocity fields and deformed flow velocity fields to assess the model’s performance under different flow conditions. Our method demonstrates significant improvements compared to the current baseline model, achieving a 41% higher simulation accuracy and a 12.7% reduction in inference time during the iterative evolution of the unsteady flow field. These results highlight that our proposed model achieves state-of-the-art performance in terms of both simulation accuracy and computation speedup.



This paper is developed as follows: chapter 2 provides a comprehensive overview of recent advancements that have significantly contributed to fluid numerical simulation. In chapter 3, we propose a novel model called Spatial multi-scale feature extract neural network based on physical heterogeneous interaction to enhance the performance of numerical simulation in passive scalar advection. Our model leverages the Atrous Spatial Pyramid Pooling (ASPP) as the backbone network to capture spatial scale information from the two-dimensional discretized dynamic fields. Prior to the backbone, a feature fusion module is employed to extract the heterogeneity and interaction information among different dynamic fields. Notably, within the backbone, the channel-side convolution employs a separation strategy to minimize the processing of redundant feature information. Subsequently, chapter 4 is dedicated to conducting comparative experiments aimed at validating the overall model’s superior performance in classic test cases. Additionally, we conduct ablation experiments within this chapter to assess the performance impact of each sub-module within the network model on the system as a whole. Finally, in chapter 5, we summarize the proposed methods and their contributions. We also outline potential directions for further improvement by analyzing the experimental results.




2 Related work



2.1 Traditional fluid numerical calculation methods

The purpose of numerical simulation in fluid dynamics is to facilitate the study and comprehension of fluid behavior and the underlying principles governing fluid flow in various scenarios. During the early stages of fluid dynamics numerical simulation, conventional methods were employed, which involved discretizing the fluid domain into grid nodes to facilitate numerical calculations. These traditional methods encompassed fundamental techniques such as the finite difference method (Simos and Williams, 1997), finite volume method (Jameson et al., 1981), and finite element method (Bassi and Rebay, 1997). The classical methods mentioned discretize the computational domain of the original nonlinear partial differential equations, which consist of continuity equations, diffusion equations, and other relevant equations. This discretization process involves dividing the domain into grid nodes and formulating the equations in a discretized form. By doing so, the continuous equations are transformed into a set of discrete equations that can be solved numerically. In addition to the aforementioned methods, there are other numerical techniques utilized for fluid calculations, such as spectral methods and pseudospectral methods. Spectral methods employ fourier series to approximate the solutions of partial differential equations, aiming to achieve high accuracy by capturing the spectral content of the solution (Feit et al., 1982). However, these methods directly evaluate the nonlinear terms of the partial differential equations in physical space, which can lead to computationally expensive calculations and potential numerical instability issues. Subsequently, pseudospectral methods (Garg et al., 2010), which combine the advantages of spectral methods and finitedifference techniques, emerged as an alternative approach. Pseudospectral methods involve computing the nonlinear terms in fourier space, where they can be efficiently evaluated using fast fourier transforms, and then transforming them back to physical space using inverse fourier transforms (Orszag, 1974). Orszag (1972) conducted a comparative study of these methods in various model problems and demonstrated the effectiveness and stability of pseudospectral methods. Patera (1984) further extended the application of pseudospectral methods by combining them with the finite element method to solve the one-dimensional advection-diffusion equation, which proved useful in simulating laminar separation flow in channel expansion. Krastev and Schäfer (2005) proposed a pseudospectral solver with multigrid techniques for the numerical prediction of incompressible nonisothermal flow. These developments showcased the potential of pseudospectral methods in achieving accurate and efficient solutions for fluid dynamics problems.




2.2 Acceleration method for traditional fluid numerical simulation

Traditional fluid numerical simulation methods often face challenges when dealing with fluids exhibiting complex motion characteristics. These methods can be computationally demanding and time-consuming, limiting their efficiency and practicality in real-world applications. To address these issues, the development of fluid numerical simulation acceleration methods has gained attention. The primary objective of these methods is to reduce the computational burden while accurately capturing the intricate flow features at small scales. By achieving faster simulations of fluid fields, these acceleration methods aim to enhance the applicability of numerical simulation in engineering practice. Traditional methods for accelerating fluid numerical simulations include the multi-grid method (Alcouffe et al., 1981) and the adaptive grid method (Hiptmair, 1998). The multi-grid method is a convergence acceleration technique that combines iterative methods with coarse grid corrections. It involves generating grids at different scales to iteratively solve the discretized partial differential equations. The main advantage of this method is that it speeds up the numerical solution process through iterative computations, while the use of grids at different scales helps eliminate error components of varying wavelengths. Jameson (1993) successfully applied the multi-grid method to accelerate the computation of transonic potential flow. His proposed multi-grid alternating direction method demonstrated high efficiency and reliability in practical experiments. Ghia et al. (1982) introduced the coupled strong implicit multi-grid method (CSI-MG) for solving fine-grid incompressible flow with high Reynolds numbers. This method yielded solutions for fluid motion scenarios with a grid size of 257*257 and a Reynolds number of 10000. However, it should be noted that this method faces challenges in generating coarse meshes for complex geometries and in solving hyperbolic equations. Berger and Oliger (1984) introduced the adaptive grid method as a means to tackle more complex fluid problems. This method allows for the continuous adjustment of the grid during the iterative calculation process, enabling the gradual attainment of an optimized grid distribution and physical decoupling. Consequently, the adaptive grid method is well-suited for resolving scenarios involving highly dynamic or intricate fluid motion changes. Liu et al. (1998) introduced an adaptive grid technique that utilizes the cell volume deformation method. This approach enables direct control of cell volumes by transforming the jacobian matrix and determines grid movement speeds through the solution of the Poisson equation. The method’s effectiveness is showcased through its application in steady-state Euler flow calculations, where it successfully solves the compressible Euler equations and demonstrates its capability in computing transonic flow around a wing in a test case. However, the adaptive grid method has its limitations. When confronted with complex fluid motion, the computational burden associated with mesh refinement tends to increase substantially. Additionally, the interpolation required in regions undergoing rapid changes can introduce numerical errors (Vanella et al., 2010). With the advancement of computer processing power and the evolution of methods based on grid discretization, fluid numerical simulation methods suitable for engineering applications have emerged. Two notable examples are Large Eddy Simulation (LES) (Zhiyin, 2015) and Reynolds-Averaged Navier-Stokes (RANS) (Ling and Templeton, 2015). Both LES and RANS methods employ a low-pass filtering technique to capture the characteristics of the fluid field in time and space, enabling numerical simulation of fluid behavior. LES focuses on resolving turbulent features at larger scales, while subgrid stresses are used to represent smaller-scale turbulent effects. Recently, the approach of integrating weather research and forecasting models(WRF) with LES has gained widespread adoption. This includes applications in wind energy prediction (Liu et al., 2011), precipitation simulation (Rai et al., 2017), and turbulence simulation (Xue et al., 2016). On the other hand, RANS performs time averaging on the Navier-Stokes equation, decomposing the turbulent flow into a combination of steady and fluctuating components. The additional unknowns in RANS are expressed through Reynolds stress terms, transforming the turbulent flow problem into one under steady conditions. Mi et al. (2022) utilized the WRF-BEP and RANS coupled simulation to perform a multi-scale numerical assessment of urban wind resources. This approach has led to enhanced accuracy in simulating wind flow patterns within densely urbanized regions. However, both methods require modeling of the unresolved stress terms, introducing uncertainties and limitations. LES tends to overlook small-scale complex turbulent characteristics, while RANS suffers from the loss of information inherent in the time-averaging process. These limitations impact the reliability and confidence of the simulation predictions in practical applications.




2.3 Acceleration method for fluid numerical simulation based on deep learning

Over the past decade, significant advancements have been made in machine learning theory, leading to breakthrough results. The coupled model of ML (Machine Learning) and WRF demonstrates superior performance when compared to the traditional nested WRF model(Wang et al., 2021; Zhong et al., 2023). Deep learning methods, facilitated by the development and refinement of neural network algorithms, have found their way into a wide range of practical applications, including industries and service sectors. Moreover, deep learning has made significant contributions across various fields of computer science, permeating and influencing diverse domains of computational research. Recently, the application of deep learning in the field of fluid dynamics computing has been regarded as a breakthrough that promotes the advancement of fluid dynamics (Lu et al., 2021). It has shown promising prospects for further development. These methods can be classified based on whether they rely on mesh solving or not. In the early stages, Kansa et al. (2004) introduced the collocation method using radial basis functions, which enabled the solution of partial differential equations without relying on a mesh. Building upon this approach, Raissi et al. (2019) employs automatic differentiation for solving partial differential equations and utilizes a trained multi-layer perceptron to minimize residual losses at collocation points, as well as the initial and boundary conditions. The Physics-informed Neural Network (PINN) proposed by them incorporates physical prior knowledge into neural networks, addressing the limitation of pure data-driven inference that deviates from physical reality. Since then, a significant amount of research has been conducted on this novel approach, leading to the development of various related methods, including Res-PINN (Cheng and Zhang, 2021), SA-PINNs (McClenny and Braga-Neto, 2020), and PI-ESN (Doan et al., 2020). In subsequent studies, Raissi et al. (2020) embedded the Navior-Stokes equations into a PINN to perform more complex numerical simulations of the flow field. In experimental evaluations, PINN demonstrated promising performance in reconstructing the transmission of smoke and fuel within physical systems, as well as reconstructing physiological blood flow in patients with cranial aneurysms within the biological domain. These results highlight the practical applicability of the method in the fields of physics and biomedicine. While the PINN-based solver provides a novel acceleration approach for fluid numerical simulations, it is important to note that this method does not completely replace advanced traditional fluid solvers. One limitation arises from the challenge of optimizing the highly nonlinear and non-convex residual loss function within the model architecture. Moreover, despite the capability of PINN to expedite the solution of partial differential equations, its model architecture incorporates a fully connected layer with a significant number of parameters and utilizes complex residual losses that are challenging to model accurately. Consequently, addressing the trade-off between computational cost and accuracy remains a formidable task, particularly in the context of complex turbulence simulations.

On another front, hybrid methods that combine deep learning with mesh-based traditional numerical formats have emerged as means to accelerate numerical simulations. These approaches investigate the integration of deep learning techniques within the framework of traditional solvers (Hsieh et al., 2019; Belbute-Peres et al., 2020; Um et al., 2020). Recently, Bar-Sinai et al. (2019) proposed a method to reduce computational costs in solving fine-grained spatiotemporal features and achieve high-precision solutions on low-resolution grids. This approach involves data-driven grid coarsening and modeling coarse-grained equations. By utilizing neural network analysis, it addresses the features and interactions within the solution’s prior knowledge and infers spatial derivatives that satisfy the coarse-grained equations through end-to-end optimization. In the solution scheme of the one-dimensional Burgers equation, this method demonstrates the ability to achieve higher accuracy compared to the traditional finite difference method, even when using a grid that is 4 to 8 times coarser. Furthermore, they optimized the constant coefficients, which are unrelated to time and space, by replacing them with variable mapping functions based on the neighboring values of the field nodes. They employed a fully convolutional neural network (LeCun et al., 2015) to learn these coefficients. Interestingly, it was observed that the learned coefficients of the velocity field exhibited an “upwind” behavior, with the sign of the coefficient being opposite to the velocity value of the node. This aligns with the principles of fluid motion as described by the Burgers equation. Based on their work, Zhuang et al. (2021); Song et al. (2023) introduced a novel approach to accelerate the numerical solution process by replacing the resolution-affected components of the finite volume scheme with convolutional neural networks. Similar to the LES method (Zhou et al., 2021) used for fluid field analysis, the approach incorporates convolutional filters to assess the similarity of spatial and temporal characteristics in the fluid field. Furthermore, the data-driven method (Zhuang et al., 2021) is employed to interpolate high-precision differential operators onto coarser grids, resulting in notable reductions in computational complexity and enabling significant acceleration of the simulation process. In the verification experiment, the proposed method demonstrates superior accuracy compared to the high-order flux-limited advection solver, even when using a grid resolution that is four times coarser. In addition, the experimental results also showcase the model’s performance capabilities in handling other flow fields, including deformable flows. However, in order to strike a balance between accuracy and time complexity, the network model that replaces traditional components in this method is relatively simplistic. As a result, the simulation accuracy of this approach is limited since it does not fully account for the distinct scale characteristics of the physical field or the nonlinear interactions between different physical fields.





3 Proposed method



3.1 Overall architecture of PHI-SMFE

The proposed solver"s overall architecture is depicted in Figure 1. The model leverages a data-driven discretization technique to accurately interpolate the differential operator onto the coarse grid (Bar-Sinai et al., 2019). This process enables the acquisition of the velocity and concentration fields on low-resolution grids. In detail, our model utilizes neural networks to learn spatial discretization coefficients from analyzing the physical features in the velocity and concentration fields.




Figure 1 | Our proposed PHI-SMFE neural network architecture. PHI module, SMFE module, and CFP module are the abbreviations of Physical heterogeneous interaction module, Spatial multi-scale feature extraction module, and Concentration field prediction module, respectively. The input velocity field and concentration field at the current moment pass through the above three modules in turn to obtain the concentration field at the next moment.





As depicted in formula (1), the spatial discretization coefficient   encompasses various elements with physical significance, including velocity field templates U in both the horizontal and vertical directions, the concentration dynamic field C aligned with the direction of the velocity field, and trainable parameters W.

Subsequently, the two-dimensional velocity field and concentration field under the coarse grid are fed into PHI-SMFE for feature extraction. The network comprises two sub-modules: the physical heterogeneity interaction module (PHI) and the spatial multi-scale feature extraction module (SMFE). PHI module utilizes a 3×3 size two-dimensional periodic convolution to preprocess the velocity dynamic field in the X and Y directions, as well as the concentration dynamic field. The purpose of this preprocessing step is to enhance the heterogeneity in the characteristics of the dynamic field. Then, the correlation between the velocity dynamic field in the X and Y directions is enhanced through the nonlinear fusion, resulting in an interaction feature. Next, the interaction feature is combined with the concentration field feature through splicing. SMFE module receives the spliced features obtained from the previous module and utilizes convolution filters with varying dilated ratio to extract multi-scale features of the physical dynamic field. To tackle the computational complexity of the model, this module selectively performs convolution operations on specific channels of the features. This selective approach is employed due to the potential presence of redundant feature information in the expanded channels. By adopting this selective processing strategy, the inference process is accelerated. Next, the multi-scale features are concatenated, and two layers of conventional convolution are applied to obtain spatial discretization coefficient with the same number of channels as the number of flux templates. In the subsequent finite volume format module, these coefficients are divided into two parts to calculating the concentration field at the next time step. In the subsequent step, the CFP module calculates the concentration flux template using the spatial discretization coefficients obtained from the previous module, thereby obtaining the spatial derivative of the concentration field. The time derivative is computed using the finite volume scheme in the traditional solver to determine the concentration field for the next time step. Finally, a corresponding loss function is employed to minimize the discrepancy between the concentration dynamic field and update the learning parameters for the subsequent iteration of the network model.

Our proposed numerical simulation process for the passive scalar concentration dynamic field at the next time step can be summarized in the following three steps.

	1) Utilize the proposed network model to extract multi-scale features from the velocity and concentration dynamic fields following data-driven discretization.

	2) Perform the summation of the inner product between the spatial discretization coefficient and the concentration field template to obtain the spatial derivative.

	3) Use the finite volume format module to calculate the time derivative and obtain the concentration field at the next time step using the forward Euler formula.



In the following subsections, we will provide detailed introductions to the two sub-modules of the proposed neural network model in Section 3.2 and Section 3.3, respectively. We will then discuss the spatial derivative calculation module in Section 3.4, followed by an explanation of the loss function used in Section 3.5.




3.2 Physical heterogeneous interaction module

The PHI module is specifically designed to incorporate the heterogeneity and correlation of various physical dynamic fields into the model. Taking the analysis of the velocity dynamic field as an example, we initially employ a 3×3 size convolution to amplify the nonlinearity of the velocity field characteristics. This step aims to enhance the network model"s capacity to capture the heterogeneity of the velocity field. Next, we concatenate the preprocessed features of the velocity dynamic field in the X and Y directions along a specified dimension to enable the modeling of feature correlations. Subsequently, we apply distinct nonlinear mapping functions to process the concatenated features. The specific calculation process is as follows.







Where, U(x,t) denotes the velocity field in the horizontal direction at the current time step, while U(y,t) represents the velocity field in the vertical direction at the current time step. ϕ and φ represent convolution operators for different dynamic fields. Additionally, i, j, and k denote the features obtained through different nonlinear mapping functions. Although the mapping ranges of these three nonlinear functions are comparable, each function serves a distinct purpose.

After performing the aforementioned operations, we compute the interaction between feature i and the dynamic feature of the original velocity field o, denoted as M-O Feature. This fusion process aims to enhance the existing effect of the original features, which already exhibit a relatively high level of effectiveness. Similarly, we fuse feature j after applying the Sigmoid mapping function and feature k after applying the Tanh mapping function, denoted as S-T Feature. By combining the respective advantages of these two mappings, the resulting features capture more complex nonlinear interactions and contain richer interaction information. Finally, we fuse the original inter-mapping interaction features (M-O) with the inter-mapping interaction features (S-T) to obtain the final heterogeneous-correlation integrated feature information, denoted as   and  . The specific process is as follows.





In contrast to the analytical velocity dynamic field, we only employ a 3×3 size convolution operation to enhance the heterogeneity of the concentration dynamic field. denoted as Sc, Subsequently, we combine these enhanced features with the previously obtained integrated features of the velocity dynamic field. This fusion process yields the final set of features representing the physical dynamic field.



The obtained feature set I serves as latent features for the SFME module, which will be elaborated upon in the subsequent section.




3.3 Spatial multi-scale feature extraction module

In fluid dynamic systems, the energy cascade or inverse cascade effect (Boffetta and Ecke, 2012) leads to the exchange of energy between vortices of varying scales. This phenomenon gives rise to the presence of intricate and multiscale features within the dynamic system. To effectively handle the complexity of such systems, it is advantageous to employ convolutional filtering with richer receptive fields. Motivated by this understanding, we introduce a pivotal sub-module in our network architecture, referred to as the SMFE module. The SMFE module takes as input the extracted potential features obtained from the PHI module. It employs convolution filters with various dilated ratio to extract features of diverse scales within the potential field simultaneously. This parallel extraction process allows for the capture of information at multiple spatial scales.





In formula (8), ki represents the size of the original convolution kernel, Kirepresents the size of the expanded convolution kernel, and di represents the dilated ratio. Formula (9) calculates the receptive field size of the current layer based on the size of the expanded convolution obtained in the previous step. In this equation, si represents the stride number of the current layer, kn represents the convolution kernel size of the current layer, rn−1 represents the receptive field size of the previous layer, and rn represents the receptive field size of the current layer. Applying formula (8) and formula (9) helps us determine an appropriate dilated ratio for measuring the scale range in the feature extraction task. In our case, the size of the discretized grid is 16∗16. After careful consideration, we select dilated ratio of 1, 2, 3 respectively.



In formula (10), Dconv(·) represents the dilated convolution operator. The latent representation feature I undergoes the Dconv(·), resulting in the corresponding multi-scale features Mi(i = 1, 2, 3, 4).

To address the potential issue of redundant feature information in the feature extraction process, we introduce a batch-processing approach for channel features. This approach involves utilizing both dilated convolution and channel-biased convolution operators (Chen et al., 2023). The dilated convolution operator is applied to a portion of the channel features, while the channel-biased convolution operator is employed for the remaining channels. As shown in formula (11), the channel-biased convolution operator, based on feature selection, preserves the original features of certain channels while applying the convolution operator to process the features in the remaining channels. The resulting features from both operators are then concatenated in the channel dimension, yielding the feature set denoted as Pi(i = 1,2,3,4). This strategy effectively mitigates redundant feature information while maintaining the necessary computational efficiency.



Lastly, we combine the feature sets Miand Piby concatenating them along the channel dimension. The process is shown in formula (12). To ensure compatibility with the subsequent steps, we restore the number of channels to match the number of flux templates. This is achieved through two layers of conventional convolution. The obtained result is the spatial discretization coefficient, which plays a crucial role in our downstream inference tasks. The primary objective of our network is to learn and update this coefficient, enabling it to adaptively capture the spatial characteristics of the physical dynamic field.






3.4 Concentration field prediction module

The proposed concentration field prediction (CFP) module is grounded in the finite volume method (Jameson et al., 1981), which is dependent on the dynamic field flux template. This module calculates the predicted dynamic field based on the obtained spatial discretization coefficients, adhering to two key principles.

Prediction based on the current state: The concentration field for the next time step is solely predicted using the current state, without considering future information.

Euler framework for derivative calculation: The discretized spatial derivative is computed using the explicit forward Euler method. This framework ensures that the derivative calculation on the divided grid strictly follows the Euler method. The original formula for the calculation is presented in formula (13).



The spatial derivative of the discretized concentration dynamic field at the current moment is denoted as   represents the discretized spatial grid points,   is the matrix of discretized difference coefficients, and Cjdenotes the concentration at grid point xj. By employing a variant of the original Euler method, we calculate the corresponding flux template. This method involves separately obtaining the dynamic templates for the vertical and horizontal dimensions, utilizing a split operator approach. This allows for the extension to the numerical solution of the two-dimensional equation.

 



Where {Ur,Ut} and {Cr,Ct} represent the velocity and concentration dynamic field templates at the right and top boundaries, respectively, obtained after splitting the spatial discretization coefficients. By applying the forward Euler’s formula, we perform the inner product between the corresponding concentration field and velocity field. Using the SUM(·) function, we expand and sum the inner product values across each grid point in the first dimension. This process allows us to obtain the flux template {Fr,Ft} at the right boundary and top boundary. Similarly, the corresponding flux {Fl,Fb} at the left boundary and bottom boundary can be obtained based on the computed flux.

Finally, adhering to the principle of dynamic continuity in the physical field, we utilize the obtained fluxes at the four boundaries to calculate the time derivatives.



Where {Fr,Ft,Fl,Fb} represent the boundary flux templates in the right, top, left, and bottom directions, respectively, and dx represents the number of grid steps. By applying the forward Euler scheme, we can calculate the concentration dynamic field Ct+△t at the next time step using the time derivative  , the number of time steps dt, and the concentration field Ct at the current moment. This process allows us to update and predict the concentration dynamics over time based on the current state.






3.5 Loss function

We utilize the mean absolute value error (MAE) as both our loss function for model training and as a metric to evaluate the prediction confidence. The reason for selecting the MAE as the loss function is its robustness to extreme values and outliers in the forecast. This property ensures that extreme values resulting from numerical diffusion in the dynamic system do not disproportionately influence the forecast estimates. In addition, the conventional approach of estimating the conditional expected value as the prediction target is not well-suited for dynamic system prediction with an asymmetric error distribution. Instead, we propose using the approximate value of the conditional median as the prediction target. This approach allows us to capture the central tendency of the predicted values while accounting for the asymmetry in the error distribution. The specific formula is provided in formula (18).



MAE is computed as the sum of the absolute differences between the observed values and the corresponding true values, divided by the sample size n. In our study, Ct+△t represents the predicted value of the concentration field at the next moment, while   refers to the reference solution, derived from executing the second-order Van Leer advection solver (Lin et al., 1994) evolving under initial concentration conditions.





4 Experiments

In the experimental section, we provide a comprehensive description of the implementation details and the data sets creation process. The generated data sets are constructed by introducing various types of divergence-free velocity dynamic fields, which alter the flow patterns within the same initial concentration dynamic field conditions. In the experimental phase, we conduct a comparative analysis between our proposed model and state-of-the-art (SOTA) models, as well as traditional finite-difference models. Additionally, we perform an ablation study specifically on our proposed model. The objective of these experiments is to evaluate and assess the performance of our model in terms of simulation accuracy and computational efficiency. The experimental results clearly demonstrate that our proposed model outperforms the competing models in terms of both accuracy and acceleration, validating its effectiveness and superiority in simulating fluid dynamic fields.



4.1 Implementation details

PHI-SMFE, along with other baseline models, was tested and trained using the NVIDIA Tesla V100SXM2 GPU. During the training process, we utilized the Adam optimization algorithm with a default learning rate of 10−3. We set the learning rate decay rate to 0, indicating that the learning rate remained constant throughout training. The input batch size during training was set to 40. To prepare the input physical dynamic field, we applied a spatial grid coarsening method to downsample the original velocity dynamic field dataset and concentration dynamic field dataset from a grid resolution of 128*128 to a resolution of 16*16. Subsequently, the low-resolution raw dataset was split into separate training and testing sets. Both the training set and the test set were divided into two parts: a pre-inference input part and a post-inference output part. The input part before inference consisted of the velocity field and concentration field at the current time t, while the output part after inference contained the concentration field at the next time t+1. In the SMFE module, the dilated convolution layer and the channel-biased convolution layer are configured with 20 filters each, while the pooling layer utilizes 40 filters. During the training process, all network layers have their weights randomly initialized. The total size of the network model is 11.2k, and the size of the training weight parameters amounts to 61.4k.




4.2 Data sets



4.2.1 Random velocity dynamic field

The generation of random velocity dynamic fields follows the theory of non-divergent velocity field calculation (Kraichnan, 1970). According to this theory, it is essential to ensure that the two velocity component vectors are perpendicular to each other in order to achieve a non-divergent velocity field. This requirement guarantees the proper implementation of the non-divergence condition in the generated velocity fields. We obtain the final random velocity dynamic field by computing the horizontal velocity field component and the vertical velocity field component for each point on the designated 128x128 discretization grid. The calculation process of the velocity field is as follows.





Where the variables vn and wn represent the amplitudes determined based on velocity divergence constraints. The wave number is denoted by kn, while x and y represent the two-dimensional spatial positions within the current grid. The variable ωn represents the frequency, and t corresponds to the time parameter. We generate random velocity dynamic fields over multiple time steps by evenly spacing the time parameter, resulting in a dataset with diverse temporal variations. To ensure the generalization performance of the model, we carefully partition the random velocity dynamic field dataset into distinct training and test set portions. This division guarantees that the model is exposed to different instances during training and evaluation.




4.2.2 Concentration dynamic field

To initiate the concentration dynamic field, we generate initial values within the range [0,1] for each point in the two-dimensional concentration field. To ensure the periodicity of the field, we apply a two-dimensional periodic boundary constraint. Next, we employ the second-order finite-difference Van Leer advection model to evolve the initial concentration field over time, taking into account the corresponding velocity dynamic field. This process results in snapshots of the concentration field at multiple time steps. Similarly to the velocity dynamic field dataset, we partition the concentration dynamic field dataset into separate training and test sets. This division ensures that the training and evaluation phases use distinct subsets of data, preserving the consistency between the concentration and velocity dynamic field datasets. The specific calculations for the initial concentration field are detailed in formulas (21)-(25).











In the given equations, {x,y} represents the spatial coordinates of a two-dimensional grid point, indicating its position within the system. The function r denotes the boundary constraint, which imposes specific conditions on the behavior of the concentration dynamic field at the system boundaries. The constraints {c1,c2,c3} specify the conditions that the initial concentration dynamic field must satisfy at different locations or boundaries. These conditions include specific concentration values or other constraints relevant to the problem. C(x,y) represents the initial concentration value assigned to each grid point, determining the starting state of the concentration dynamic field.





4.3 Comparison with SOTA methods



4.3.1 Results on unsteady dynamic fluid fields

We conducted experiments using an unsteady dynamic flow field dataset to compare the performance of the proposed PHI-SMFE model with the traditional SOTA numerical simulation Van Leer solver. The traditional numerical simulation baseline schemes selected for passive scalar advection under 2D unsteady flow include the following:(1)Second-order Van Leer advection transport scheme with a grid resolution of 16x16 (Lin et al., 1994). (2)Second-order Van Leer advection transport scheme with a grid resolution of 32x32 (Lin et al., 1994). (3)Second-order Van Leer advection transport scheme with a grid resolution of 64x64 (Lin et al., 1994). The superiority of the second-order Van Leer method in transporting fluids with steep gradients, while avoiding unrealistic oscillations and negative mixing ratios, is showcased in low-resolution atmospheric simulations involving active cumulus convection. This state-of-the-art scheme replaces the fourth-order central difference scheme (Li et al., 1995) and has been implemented in the simulation of the general circulation of the atmosphere at the Goddard Laboratory. Figure 2 illustrates the comparative outcomes of the cumulative errors over multiple time steps between the PHI-SMFE model and the Van Leer method.




Figure 2 | Accuracy simulation results of the traditional competitive model and the proposed PHI-SMFE model at 32-time steps in a unsteady fluid field dataset.



The results clearly demonstrate that our PHI-SMFE model, trained on a 16*16 grid resolution, consistently achieves the lowest prediction error across 32-time steps. This substantiates the superiority of our proposed method in enhancing the accuracy of fluid numerical simulation. Notably, the prediction error of PHI-SMFE at the 32nd time step is 0.079, significantly outperforming the traditional solution model. This finding highlights the capability of our proposed method to achieve higher numerical solution accuracy at a grid resolution four times lower than that of the conventional SOTA numerical simulation scheme.

Subsequently, we conducted a comparative analysis between PHI-SMFE and a state-of-the-art deep learning-based spatially discretized CNN-FVM solver (Zhuang et al., 2021). The CNN-FVM approach employs a fusion framework that seamlessly integrates neural network modules into traditional finite volume schemes. Extensive research has demonstrated the ability of this method to achieve advanced simulation accuracy and acceleration in numerically solving various equations, including the Burgers equation (Bar-Sinai et al., 2019), advection equation (Zhuang et al., 2021), and incompressible NavierStokes equation (Kochkov et al., 2021). In the low-resolution advective transport simulation, which is represented by the advection equation, this method demonstrates an accuracy comparable to that of the traditional second-order flux-limited advection solver, even when using a grid that is four times coarser. In the direct numerical simulation of high-resolution turbulent flow governed by the incompressible NavierStokes equations, this method achieves a simulation accuracy comparable to that of the DNS baseline solver, even when using a grid resolution that is 8 to 10 times coarser. This remarkable accuracy is accompanied by a significant computational acceleration, reaching a speedup of 40 to 80 times compared to the baseline solver.

Our experimental comparison focuses on the advection of passive scalar in 2D turbulent flow. Specifically, we evaluate the performance of our proposed PHI-SMFE model against the baseline method CNN-FVM. In terms of single-step prediction, the CNN-FVM method achieves an inference error of 0.0044 and an inference time of 0.1781s. The average training time per epoch during the training phase is 4ms. On the other hand, our PHI-SMFE model achieves an improved performance with an inference error of 0.0027, an inference time of 0.0752s, and an average training time of 450us per epoch. Overall, our PHI-SMFE model demonstrates a significant enhancement in both single-step simulation accuracy, which has increased by 38%, and single-step inference speed, which has improved by 58%. These results position our model at the forefront of the current state-of-the-art performance. Additionally, we conducted tests to evaluate the cumulative loss over multiple time steps. The comparison of multi-step cumulative errors between PHI-SMFE and CNN-FVM is illustrated in Figure 3. The results demonstrate that PHI-SMFE exhibits a more gradual cumulative growth of error compared to the baseline Conv-FVM. Additionally, the overall loss at 32-time steps is reduced by 41% in PHI-SMFE, indicating its capability to significantly enhance simulation inference accuracy across multiple time steps.




Figure 3 | Accuracy simulation results of the deep learning competition model and the proposed PHI-SMFE model at 32-time steps on a unsteady fluid field dataset.



Furthermore, we conducted tests to evaluate the multi-time step inference speed of the proposed method and the SOTA model. Figure 4 illustrates the results, indicating that the baseline method requires a total running time of 0.7665s for multi-time step inference, while the proposed PHI-SMFE achieves a total running time of 0.6693s. This represents a notable reduction of 12.7% in running time compared to the baseline method. Considering that the model requires re-invoking the solver for inference at each time step, we believe that evaluating inference performance in the multi-sample case can provide a better indication of the accelerated computing power of the proposed model. This concept aligns with the findings observed in the single-step inference test described earlier. The superior acceleration performance of our proposed model compared to the baseline can be attributed to several factors. Firstly, in the spatial discretization coefficient prediction component, PHI-SMFE reduces the depth of the original model by employing a single layer of multi-scale pyramid network and two layers of convolutional network to handle dynamic field features. This reduction in model depth leads to significantly smaller trained model parameters compared to the original model. Additionally, PHI-SMFE minimizes redundant processing in scale feature extraction, and the lateral connections in the network layers retain feature information from previous layers in a channel-biased manner. The weight quantization index further supports the enhanced computational acceleration of our proposed model. Specifically, the weight parameters of the original model amount to 7.93MB, whereas the trained model’s weight parameters are only 61.4kB in size.




Figure 4 | The simulation results of the solution speed of the deep learning competition model and the proposed PHI-SMFE model under the unsteady fluid field dataset under 32-time steps.



We further provided visualizations of the results obtained by different models in the inference of the numerical evolution of the concentration field. Figure 5 illustrates these visualizations, showcasing the behavior of each model as the time step increases. It is evident that the inference results of the traditional finite-difference scheme model exhibit a significant amount of invisible diffusion when operating under a low-resolution grid. This observation indicates that the performance of the traditional model is inadequate and fails to provide satisfactory simulation results. Similarly, the Conv-FVM model also displays some numerical diffusion in the numerical simulation of the concentration field, suggesting that the model lacks stability. In contrast, our PHI-SMFE Network model surpasses the performance of the aforementioned models, producing inference results that align more closely with the actual simulation scenario.




Figure 5 | Visualization of predictions of the evolution of the initial concentration field after 32 time-step iterations of different models under a unsteady fluid field dataset. The third row represents the prediction results of the proposed PHI-SMFE model.






4.3.2 Results on other fluid fields

We conducted an evaluation of the simulation performance of the PHI-SMFE neural network on additional fluid dynamic field datasets, namely the constant flow dynamic field dataset and the deformation flow dynamic field dataset. For the constant flow dynamic field dataset, the velocity field values at each grid point remain constant throughout the simulation, and the initial concentration field is set to match that of the unsteady flow initial concentration field. On the other hand, the deformation flow dataset serves as a standard test field for atmospheric advection schemes, featuring a velocity field composed of periodic eddies. The specific calculation formulas for the deformation flow dataset can be found in formulas (26) and (27).





Where the period is denoted by T. It is worth noting that the velocity dynamic field at time t = nT remains consistent with the initial velocity dynamic field. The initial concentration field takes a circular shape, and its calculation formula is provided in formulas (28) and (29).





Under the conditions of the constant flow velocity field and the deformed flow velocity field, we performed time evolution of the initial concentration fields to generate the constant flow concentration dynamic field and the deformed flow concentration dynamic field, respectively. The visual simulation inference results under time evolution are presented in Figures 6 and 7. It can be observed that our model performs well in the inference of the deformed flow under the 32-step time iteration, exhibiting good agreement with the observed reality. However, in the results of the constant flow dynamic field simulation, it is evident that the concentration field at the 24th time step exhibits slight deviation signs, and the concentration field at the 32nd time step displays a slight trajectory drift. This can be attributed to the accumulation of errors as the number of iterations increases, resulting in poorer inference results. The experimental findings indicate that there is still ample room for improvement in our proposed model, and we will explore solutions to address this issue in future research endeavors.




Figure 6 | Visualization of iterative evolution predictions for different models under deformed flow field datasets. The third row represents the prediction results of the PHI-SMFE model.






Figure 7 | Visualization of Iterative Evolution Prediction of Different Models under Constant Flow Field Dataset. The third row represents the prediction results of the PHI-SMFE model.







4.4 Ablation study

Within the realm of machine learning, ablation study is geared towards the examination of specific components within a network model. This approach seeks to gain deeper insights into the network model’s behavior by selectively deactivating or altering certain parts of it. This section focuses on examining the impact of PHI modules and varying dilation coefficients on the accuracy of numerical simulation for passive scalar advection. Additionally, we investigate the effectiveness of channel-biased convolution in improving the computational performance of numerical simulations. The evaluations and metrics presented in this section are conducted using unsteady dynamic field datasets. It should be noted that the Contrast model in Figures 8–10 refer to the comparison models after ablation of the specified modules.




Figure 8 | Accuracy simulation results with and without PHI fusion model under unsteady fluid field dataset.






Figure 9 | Accurate simulation results of the model with and without the separation strategy under a unsteady fluid field dataset.






Figure 10 | Solution speed simulation results of the model with and without a separation strategy under a unsteady fluid field dataset.





4.4.1 Impact of PHI module for simulation of unsteady dynamic field

Considering the correlated nature of different physical dynamic fields, our PHI module aims to improve the heterogeneity of physical dynamic fields and the correlation between them, thereby enabling better simulations. Therefore, we ablated the PHI module, trained two models with and without the PHI module, and verified the superior performance of the PHI module by comparing the performance indicators of the ablated Contrast model and PHI-SMFE in numerical simulation tests. The test results are shown in Figure 8, from which it can be seen that the proposed PHI-SMFE obtains a lower cumulative error in time step iterations, which also indicates the best simulation performance.

We illustrate the reasons for these results by pointing out the shortcomings of the Contrast model and the advantages of PHI-SMFE, respectively. The Contrast model using the convolutional filter fusion strategy provides inferior simulation accuracy (23%) since the fact that the convolutional filter fusion strategy of the baseline method Conv-FVM only uses an increased number of channels to fuse the feature information after splicing velocity field and concentration field, which does not effectively enforce global correlation between velocity and concentration field features, resulting in poorer simulation guidance. On the contrary, the PHI module uses a shunt strategy before performing the correlation between the velocity field and the concentration field. By separately performing pre-feature extraction on different dynamic fields, the learning model can understand the unique heterogeneous information of different physical fields. The subsequent fusion strategy implements the nonlinear global interaction between the velocity field and the concentration field features, which strengthens the representation ability of the intermediate features and improves the simulation accuracy by 21%. This verifies that the PHI module is an effective fusion method for the numerical simulation of the flow field.




4.4.2 Impact of different dilated ratio for simulation of unsteady dynamic field

Due to the uncertainty in the scale of the fluid dynamic field features, the model performance will be affected by the limitation of the scale processing range of the dilated convolution in the SMFE module. We performed a heuristic search on the hyperparameters of the model. Under different dilated ratio, the model can extract features with different scale ranges to predict discretized difference coefficients. The best prediction results represent that the scale extraction range of the model can better match the scale size of the physical dynamic field characteristics under the selected dilated ratio, so as to obtain the optimal difference coefficient. The coarsened physical dynamic field is executed under the grid size of 16 ∗ 16, which limits the scaling processing to be within a reasonable range of the matching grid size. In other words, the range of dilated ratio we need to consider exists in a bounded within the collection. The size of our convolution kernel is 3 × 3. According to the calculation formulas (8)-(9), when the dilated ratio is 7, the receptive field size reaches the boundary range of the grid. This extrapolation provides a reasonable guide for choosing dilated ratio. Finally, we set three different dilated ratio to extract small-scale, medium-scale, and large-scale fluid features. The optimal dilated ratio is determined through the tests illustrated in Figure 11. It can be seen that the iterative simulation achieves the best results when the dilated ratio are {1 ,2, 3} respectively. When the scale range that the convolution can handle gradually increases, the simulated iterative loss gradually decreases, but it is still not as good as when the dilated ratio are {1, 2, 3}. At the same time, considering that the convolution operator with a large receptive field may bring unnecessary tensor calculations, increasing the computational burden. We choose {1, 2, 3} as the final set of dilated ratio used by the model.




Figure 11 | Accuracy simulation results of different dilated ratio models and PHI-SMFE model under the unsteady fluid field dataset.






4.4.3 Effectiveness of separation strategy for simulation of unsteady dynamic field

In this section, we evaluate the effect of channel-biased convolution in model-guided learning of discretized differential coefficients. We replace the channel-biased convolution operator in PHI-SMFE with ordinary convolution to obtain the Contrast model, and compare the corresponding numerical simulation results and inference time on the unsteady dynamic flow field. From Figure 9, we observe that the Contrast model using ordinary convolutions exhibits limited simulation performance because the redundant feature information produced by the model will accumulate with the increase of network layer depth. By adding side-channel convolution to the learning model, the accuracy of the final numerical simulation is improved by 5%, which shows that the side-channel convolution operator is beneficial to the learning of discretized difference coefficients. From Figure 10, we observe that SMFE module using channel-biased convolution can effectively accelerate simulation inference because, in each feature extraction, channel-biased convolution retains part of the original feature information and thus reduces the need for redundant feature processing. In inference simulations, channel-biased convolution achieves a 16.7% computational speedup.






5 Conclusion

We propose a PHI-SMFE network for solving passive scalar advection in 2D unsteady flow and implement it in numerical simulations of three test cases. We use the network model to learn discretized differential coefficients, calculate the time partial derivative and spatial partial derivative related to the concentration dynamic field according to the learned adaptive differential coefficient, and then combine the traditional finite volume scheme to obtain a High-precision solution under the resolution grid.

To improve the accuracy of fluid numerical calculations, we have developed a feature extraction module based on different scales, called SMFE Module, which aims to capture the difficult-to-analyze scale turbulence feature information in complex fluid dynamic fields. At the same time, considering the interactive influence of the fluid velocity field on the concentration field, we designed the physical heterogeneous interaction module to enhance the heterogeneity of the physical fields and the nonlinear interaction between them. Furthermore, we propose a channel-biased convolution operator to speed up numerical computation by reducing the processing of redundant feature information. Compared with other deep learning models, our model achieves state-of-the-art performance in terms of reduced computational cost and improved accuracy.

Despite achieving state-of-the-art results, our proposed model still has limitations in reducing iteration errors, as shown in Figure 7. The trajectory drift problem occurs in the dynamic field at the end of the time step iteration. In addition, we need to combine it with the prediction of real data, and add the integration of neural networks and numerical solutions to partial differential equations in the prediction process. This can add physical information constraints to better solve real problems in atmospheric science and earth science. We will address these issues in future work.
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Based on the Integrated Land–Sea Management, this study established a theoretical framework for the sustainability of coastal regions by combining sustainable development with coupling coordination theory. The improved coupling coordination model was used to analyze the sustainable development of the Bohai Rim and its coastal provinces and cities from 2006 to 2020. Our implications were as follows: (1) The theoretical framework showed an S-shaped spiral trend, and the empirical results on the Bohai Rim were consistent with the trajectory conclusions. (2) The economic subsystem played a crucial role in the system’s evolution toward sustainable development. (3) The region and city models models demonstrated consistent coupling and coordination development degrees. However, the consistency was not completely synchronous. Conscious eco-environmental governance activities can promote benign interactions among systems and improve this relationship. (4) The sustainable development of coastal cities is different from that of the provinces in which they are located. It merely demonstrates their relative status among all coastal cities and does not fully represent the wider region in which they are located. The findings suggest that adaptive policies, whether economic, social or environmental, can promote sustainable development. Economic stimulus policies can promote a transition of sustainable development; in the economic downturn, the adaptive environmental policy is realized by adjusting the relationship between subsystems to promote the coordination of regional systems, preparing for the next sustainable system transition. The established theoretical model and improvised mathematical method can be extended to study various coastal regions
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1 Introduction



1.1 Literature review

Ecological and environmental policies promote sustainable development; however, the economic and social management policies that can support sustainable development are also equally important attracts the attention of all circles, because ongoing development projects are an important factor in the growth of a nation. In an efficient, sustainable development scenario, the subsystems coordinate and promote each other to achieve a prosperous economy, superior society, healthy ecology and clean environment. The concept of sustainable development was introduced approximately four decades ago and is gradually being advanced and perfected with practice. The Sustainable Development Goal 14 (SDG14) of the Sustainable Development Agenda advocates for the conservation and sustainable use of oceans, seas, and marine resources (Ntona and Morgera, 2018; Techera and Winter, 2019). Social and economic growth of a nation is conventionally based on land, placing the sea in a secondary position, which is the source of most marine ecological and environmental issues (Salomon and Markus, 2018). The SDG 14.1 agenda has declared that by 2025, all forms of marine pollution, including marine debris and nutrient pollution resulting from land-based activities, will be prevented and drastically reduced (UN, 2016a; UN, 2016b). While the externality of marine ecology, environment, and resources often lead marine governance to the “Tragedy of the Commons” (Salomon and Markus, 2018), it is common knowledge that the nature of public goods in marine governance determines the action strategy of inter-regional linkage and land–sea integration (Michel, 2016). Practices such as Ecosystem-Based Management (EBM) and Integrated Land–Sea Management (ILSM) are beneficial in realizing SDG14.

ILSM was introduced in the economic sector, particularly in resource development and utilization. It emphasizes that land and sea should be considered as a single unit and has gradually extended to the integrated management of their ecology and environment as well as integrated planning of sea, land, and air (Álvarez-Romero et al., 2011; Li, 2019). Some of the principles and concepts of EBM were gradually absorbed into ILSM with its evolution (Li, 2019). The use of the ocean and management of the marine ecological environment should be considered with respect to the marine eco system (McLeod and Leslie, 2009). The coastal ecosystem combines the terrestrial and marine systems with no discernible system boundary. Although most human activities occur on land, water from rivers, sewage pipelines, atmospheric subsidence, and other minor contributors play a crucial role in carrying pollutants to the ocean (Clark, 2018; Mao et al., 2019). Terrestrial production activities are the primary source of risks to marine ecosystems (Techera and Winter, 2019). Since 2010, the Chesapeake Bay in the United States has implemented the Total Maximum Daily Loads (TMDL) model, which determines the behavior of land-based activities by the carrying capacity of the ocean (Cunningham, 2019). A maximum daily discharge volume was set based on the maximum carrying capacity of Chesapeake Bay, and the daily discharge volume of enterprises is determined to govern the particular behaviors of the terrestrial producing units (Ritter, 2019). Hence, we need to “manage the impact of human activities on the ecology and environment, not the ecology system itself, that is, we govern people, not systems” (Long et al., 2015).

Evaluating the ability and level of sustainable development is vital for developing effective strategies for it. Several studies are available on sustainable development in the marine and coastal environment (Clark, 2018; Salomon and Markus, 2018), which mostly attribute its success to subsystem coordination (Vince, 2018; Mao et al., 2019). Therefore, the primary objective of sustainable development research and evaluation is to establish multiple subsystems through fragmentation and then measure their degree of coordination using index data. Sheng et al. (2020) constructed the Marine sustainable development index system for the economic resources of the marine environment in China’s Jiangsu Province using the grey correlation and route analysis. The results demonstrated that sustainability has improved since 2012 and that coastal ports, marine storm surges, and marine biodiversity were the primary drivers of sustainable development in the marine environment (Sheng et al., 2020). Gai et al. (2018) examined the economy-resource-environment system of the main cities in the Bohai Rim region and demonstrated that their degree of coordination improved annually; however, a significant development gap was observed between different cities (Gai et al., 2018). Meanwhile, the SDG14 has been studied from various perspectives. Studies have also revealed that sustainable development of the ocean cannot be attained without achieving other SDGs. A collaborative systematic project must be conducted by numerous sectors from different perspectives, such as biodiversity and sustainable construction of coastal river basins (Ntona and Morgera, 2018).

The existing research on sustainable development has laid the foundation for this study, especially the ILSM and sustainable development evaluation. The evaluation of SDG14 in a coastal area should not be limited to only the marine or the land systems but designed from the perspective of their combination. However, nearly all existing literature use mathematical models or sustainable development theories to analyze/evaluate individual systems instead of combining them.

Existing evaluations of coastal sustainable development are roughly categorized into the following: (1) Marine sustainable development research, which focuses on marine economy, ecology, and environmental systems (Wilkin et al., 2017; Techera and Winter, 2019; Sun et al., 2022). (2) Social, economic, and ecological system research, which focuses on the coastal land area and regards the ocean in a subordinate position (Mega, 2019). (3) Land–sea coordination, which believes in the synergy between the land and sea, often treating them as separate systems to study their interactions (Yang et al., 2020). Considerable progress in these studies and theories such as coastal zone and land–sea integrations that evaluated combined land and sea systems based on coastal society, economy, and marine ecology and environmental systems, have been gradually accepted by various countries (Pittman and Armitage, 2019; Sullivan et al., 2019; Kies et al., 2020; Winther et al., 2020).

Therefore, this study integrates the land and sea ecosystem to establish a new theoretical framework combining sustainable development and mathematics. To demonstrate the reliability of the proposed framework in solving real cases and analyze the progress of SDG14 in China, the Bohai Sea was selected as an empirical case for analysis. It considers the Bohai Sea for empirical research while focusing on the relationship between the coastal, social, economic, and marine subsystems. It further studies the sustainability issues in different geographical areas (coastal areas, coastal provinces, and cities) at various times to analyze the regional and temporal differences in sustainable development. Then, it analyzes the effect of the policies aimed at promoting the policy the progress of each subsystem on regional sustainability.




1.2 Introduction of the study area

The Bohai Basin has established the largest and most developed economic circle in northern China, incorporating Beijing, Tianjin, Shandong, and other cities making the entire area, including the Bohai City Belt and the Beijing-Tianjin-Hebei metropolitan area, the most socially representative region in northern China. Geographically, the Bohai Sea, earlier known as the “Dead Sea,” is a semi-closed inland sea area in China, and human activities may easily disrupt its ecosystem and environment. The ecological and environmental issues of the Bohai Sea should be assessed for the sustainable development of its coastal region (Gao et al., 2014).

China has been addressing the ecological and environmental challenges in the Bohai Sea since the early 20th century, the central government of China has carried out three large-scale organized efforts to control the Bohai Sea (the Green Sea Action Plan, the Bohai Sea Environmental Protection Master Plan and the Bohai Sea Comprehensive governance Battle). Several studies and experiments have led to considerable achievements in the sustainable development of the Bohai Rim, and a set of adaptive governance policy system has been formed.

The management of the Bohai Sea went from being ocean-centered to land-centered, finally becoming ILSM. Till date, a relatively perfect ILSM system has been formed, including administrative management, policies and regulations, and marine spatial planning. We use the administrative management system as an example to briefly introduce the ILSM system in Bohai Sea. It is firstly subject to the general soundings of national marine management. Since 2015, China has started the administrative system reform centered around the “Ecological Civilization Construction” (CPC, 2015). Particularly, the “Marine Ecological Civilization” proposed in the field of marine management has promoted not only the integration process of coastal social and economic development and Marine and coastal ecological environment governance, but also the integrated management of land and sea (Wang et al., 2019). In 2018, the State Oceanic Administration (SOA), the Ministry of Land and Resources, the Ministry of Environment and other ministries and relevant departments re-integrated and formed the Ministry of Ecological Environment (MEE) and the Ministry of Natural Resources (MNR), which actually integrated the independent ocean into the land resources and environment for unified management, and the integrity of the marine eco system, which conforms to SDG14. In the administrative management system, the ocean was no longer subordinate to the development of the land system, and the reform of the central ministries and commissions created conditions for the integrated management of the sea and land. Not only has the functional departments been integrated, but the leadership system has also been reformed, and the ecological environment department is no longer under the management of the local government, but directly under the central government . Currently, it has become a vertical leading organization from the MEE, forming the Ecological and Environmental Protection Bureau at the provincial, the municipal, and then the county-level (Xue et al., 2023). With respect to the resource development and management bureaus system, the ILSM system has been combined with the Ministry of Natural Resources/department/bureau, with cooperation from the fisheries, water conservation, shipping, and other departments. The natural resources management department take orders from the local government, but the vertical management of the environment management department take orders only from their upper department, eliciting cooperation between departments and improving the administrative efficiency (Xue et al., 2023).

The same is applied in the provinces around the Bohai Sea. Under the leadership of the State Council (SC), the management of the Bohai Sea has formed a top-down integrated management system of land and sea. The SC shapes local government behavior through Marine resource development authorization and vertical supervision of the marine ecosystem. It authorizes the local government to conduct marine development, while the marine ecosystem is vertically supervised by the MEE (department of the SC). Poor results in the ecosystem assessment will impose a one-vote veto on the performance assessment of local governments. This system dictates the local government to consider the marine ecosystem during marine resources and socioeconomic developments to finally operate the ILSM system of Bohai Sea. The “Bay Chief System” and “River Chief System” are operational plans implemented in the provinces to ensure the management of regional environmental problems (SOA, 2017a; SOA, 2017b). Additionally, the former SOA and the National Development and Reform Commission (NDRC) have established numerous permanent or temporary ILSM systems, such as regional coordination mechanisms between the departments of natural resources of four provinces. For example, in 2015, the “Program for Cooperation and Development in the Bohai Rim Region” was signed by the three provinces and one city around the Bohai Rim, Beijing and major provinces along the Yellow River Basin. It covers resource exploitation, socioeconomic development, cross-regional ecological and environmental governance in these areas, and most importantly, forms a cooperation model for environmental governance (NDRC, 2015). These efforts not only promote the coordinated and coupled sustainable development of socioeconomic ecological and environmental systems, and also promote the ILSM system (Yan J-L. et al., 2022; Xue et al., 2023).

The Bohai Rim area includes the Bohai Sea (including the adjacent part of the Huanghai Sea), four coastal provinces (Hebei, Shandong, Liaoning, and Tianjin), and 13 coastal cities (Yantai, Weifang, Dongying, Binzhou, Cangzhou, Tianjin, Tangshan, Qinhuangdao, Huludao, Jinzhou, Yingkou, Panjin, and Dalian) (Figure 1). Notably, Tianjin is a municipality directly under the SC and a provincial city, making it both a coastal province and a coastal city.




Figure 1 | Map showing areas of Bohai Sea Rim. Line CD is the natural boundary between the Bohai and the Huanghai Seas, but the Bohai Sea area in this study refers to the entire part west of Line AB. The line AB between the coastline junction of Dalian and Dandong on the Liaodong Peninsula and Yantai and Weihai on the Shandong Peninsula acts as the boundary, the sea region to the west, with an area of 95,000 km2, is the research area which includes the entire Bohai Sea and part of the Huanghai Sea (ABCD) adjacent to Dalian and Yantai.







2 Method and materials



2.1 Conceptual framework of the coordinated development based on SDG14

The essential elements of sustainable development theory are equality, sustainability, and commonality and its ultimate goal is to achieve common, coordinated, equitable, efficient, and multifaceted development (UN, 2016a; Ntona and Morgera, 2018). It stresses on integrating with long-term and holistic growth from a philosophical standpoint, requiring personnel, society, economy, nature, and culture to be addressed as one organism (UN, 2016a; UN, 2016b). According to this viewpoint, coastal region sustainability involves socioeconomic, and environmental coordination on land and coordinated development between land and water. As a result, the Coastal Economic Subsystem (CES), Coastal Social Subsystem (CSS), Marine Ecology and Environment Subsystem (MES, including the coastal component) must be jointly evaluated as their coordination and benign interaction is the only way to accomplish sustainable development of the coastal area. The three subsystems combine to form an organic development system: the CES-CSS-MES system (CESE). Economic development and social advancements result from resource utilization and allocation processes, and disruption to the ecology and environment is unavoidable. The CES is the driving force of CESE, the MES is the condition and limitation, and the CSS evolves based on CES and controls its direction of development, according to SDG. The CESE is being improved in tandem with the CES and CSS. However, when the CES is hindered by external factors or surpasses the carrying capacity of the MES, its rate of development will be sluggish or even regress. Consequently, the CSS directs the CES to implement adjustment, and CESE upgrading enters an adjustment period.

According to the coupling coordination theory, numerous systems or movements influence one another through various interactions and eventually combine to form an organism, performing specific functions and effects together (Wang et al., 2021). Here, the essence is the symbiotic interaction between systems and movement modalities. The system development process may be determined based on the coupling coordination degree and characteristics, and the system development state can then be elucidated. In this work, sustainable development theory and the coupled coordination model are integrated to establish a coupling system for sustainable development in coastal areas to characterize the interaction between subsystems and evaluate sustainable development.

The Bohai Sea management has verified the importance of coupling and coordination between subsystems in marine management. In the early stage of Reform and Opening-up, it experienced management centered on economic development; in the 2000s, ecological and environmental governance become the center, which began with the 2001 Blue Action Plan of Bohai Sea that emphasized the marine ecosystem, ignoring the coupling with the social and economic systems, which made the management encounter setbacks. Until the ecological civilization was proposed around 2012, the management of the Bohai Sea gradually moved towards the coupling and collaborative development of various subsystems and the ILSM. It has been recognized that the management of the Bohai Sea is inseparable from development and resource and environmental issues (Xue et al., 2023), i.e., resource exploitation, ecological and environmental issues, and socioeconomic development and are interrelated and mutually restricted. Therefore, the management of Bohai Sea is bound to be a process of coupling and coordination, and the isolated emphasis on the development of an individual system cannot achieve sustainable development. Only an integrated development can manage environmental issues without affecting socioeconomic development. The SDG14 emphasizes to “Conserve and sustainably use the oceans, seas and marine resources for sustainable development (UN, 2016a; UN, 2023).” The management of Bohai Sea is a coupling coordination system, which consists of three subsystems the ecological and environmental, economic and social subsystems, combined by ILSM. This system is consistent with the balance and coordination between subsystems emphasized by sustainable development (Un, 2012; Yan et al., 2018).

Figure 2 depicts the coupling system for sustainable development in coastal zones and the transition paths. Theoretically, sustainable development is a process of continuous coupling, coordination, and improvement of subsystems.




Figure 2 | Coupling system for sustainable development in coastal areas.



The coupling transition paths of the CES, CSS, and MES are assumed to meet the S-type periodic fluctuation mechanism, and the development of the system exhibits periodic characteristics. Each cycle can be divided into four phases, stages I, II, III, and IV. vc and vd are the coupled and coordinated development velocities, respectively. The coupling and coordinated development of CESE system around coastal areas can then be expressed as follows:

Stage I is the symbiotic phase. After the previous recession stage, the CSS directs CES adjustment, development mode transformation, and industrial structure adjustment, reducing the dependence and interference on MES. As the CES enters the recovery period, the constraints and restrictions between subsystems are very weak and both vc and vd are small.

Stage II is the coordinated development phase. Economic recovery leads to the upgrading of CESE. Interference of the CES to the MES does not exceed its bearing capacity. The CES, CSS and MES work in harmony with each other. vc and vd increase.

Stage III is the spiral phase. The CES gradually places stress on the MES, which starts degrading resulting in the constraints on the CES and CSS, although this is not yet apparent. vc continues to increase, whilst vd gradually decreases.

Stage IV is the restricted development stage. The MES has an obvious restricting effect on the CES and CSS. The declining CES pushes the CESE into a downward channel. Both vc and vd decrease. Figure 2 shows the continual system evolution process in which the ability to achieve sustainable development is constantly improved.




2.2 Index system of sustainable development for evaluation

The marine ecosystem considered in this study involves the marine zone, coastal zone and the coastal economic belt, and the delta region as well. Similarly, the economic subsystem involves the development of marine and coastal zone economies. The social subsystem includes the development of coastal towns, but also the development of coastal cities and coastal provinces in a larger scale. Each subsystem is based on the integration of land and sea. However, there is no data for the Bohai Rim in the actual government statistics, so we must adapt the index system, rather than directly use the indicators of land and sea integration. The construction of the index system considers both marine and coastal land indexes as much as possible, which enables to better integration of sea and land for systematic coupling research.

A CESE-based index system was established to evaluate and measure the sustainable development of the Bohai Rim region, where, the CES reflected the economic, industrial structure, and production efficiencies; the CSS reflected the construction of public facilities, the lives of residents, and social services; and the MES reflected the marine and coastal ecology, environment, and resources. Table 1 displays the index system and its three components: the Bohai Region, the provincial, and the city index systems.


Table 1 | Index systems of sustainable development (Bohai Region, Province, and City).






2.3 Data

This study used the time series data of the Bohai rim region, four coastal provinces, and 13 coastal cities, which were obtained from the China Coastal Sea Environment Quality Bulletin, China Marine Ecological Environment Bulletin, China Marine Disaster Bulletin, China Statistical Yearbook, China Marine Statistical Yearbook, Statistical Yearbooks and Government Statistical Bulletins of relevant provinces from 2006 to 2021, and Statistical Yearbooks and Government Statistical Bulletins of the 13 cities from 2018 to 2021.

It should be noted that the south coastline of Yantai belongs to the Huanghai Sea, and is outside the study area. However, government data do not distinguish between the parts belonging to the Huanghai and Bohai Seas. The entire southern coastline is located in Haiyang County whose GDP and population County account for about ~5% and ~8% of those of the Yantai City, respectively. With respect to ecological and environmental integrity, the coastline length of this part accounts for ~19% of that of Yantai City.In addition, Yantai City has seven rivers that drain into the sea, forming deltas with a combined area of more than 300 km2, of which only one river flows into the southern Huanghai Sea (Wulong River), and the other six all flow into the Bohai Sea (Dagu River, Dagu Jiahe River, Wang River, Jie River, Huangshui River and Xin ‘an River). The Wulong River originates in Laiyang County and flows into the Huanghai Sea in Haiyang County, and the basin is present in the two counties. The total GDP and resident population of Haiyang and Laiyang account for about 10% and 19% of that of Yantai, while the other indicators were still relatively small. This suggests that the Bohai coast is at the center of the socioeconomic development and ecological environment management of Yantai. We used the statistical data of Yantai as the ILSM data of the Bohai Sea, which may cause some deviation from the actual results; however, the deviation was not very large, and the empirical results reported in this study also show that it is acceptable.




2.4 Mathematical method



2.4.1 Data standardization and Index weight



2.4.1.1 Data standardization

The raw data was standardized by Linear Normalization (Max-Min) to eliminate the influence of dimension and magnitude:

Positive indicator:  

Negative indicator:  

where   is the raw data and   represent the standardized values.




2.4.1.2 Index weight

Determining index weight is a critical step before proceeding to the formal model. To ensure the objectivity of each index weight in the index system, we selected the entropy method to determine the index weight. Here, the model was not introduced in detail. The index weight was determined by the SPSS package.




2.4.1.3 Comprehensive evaluation value

The linear weighting model is a multi-index comprehensive evaluation model that evaluates the object by linearly weighing multiple indexes.

 

where Up is the comprehensive evaluation value of subsystem p, k is the number of indicators in subsystem p, and   is the weight of indicator j,  .





2.4.2 Coupling coordination degree model

Coupling, originally a physical term, is widely used to understand the relationships among multiple systems. It is often used to study the interaction and interdependent coordination relationship among society, economy, environment, and energy (Lu et al., 2017; Gai et al., 2018; Li et al., 2019). Coupling degree (C) refers to the interaction between two or more systems to realize the dynamic relationship of coordinated development. It reflects the degree of interdependence and mutual restriction between systems (Wang et al., 2021). The coupling effect and degree of coordination determine the order and structure of the system when it reaches the critical region, i.e., the trend of the system from disorder to order. The coordination development degree (D) refers to the degree of benign coupling in the coupling relationship and reflects coordination quality. The coupling coordination model often used in the existing literature is as follows:

 

where n is the number of subsystems, C is the Coupling Degree. C∈[0,1], wherein values closer to 1 denotes a smaller degree of dispersion between subsystems and better coupling. However, it also denotes a lower C between subsystems. The interpretation of C depends on the interval distribution of its value.

However, when equation (4) is employed to construct binary and ternary systems, the distribution probability of C in the interval [0, 1] is not uniform, and the large probability is biased to 1, implying a generally high C. Furthermore, large proportional differences across the systems rarely occur when applied in social sciences, and C are concentrated above 0.7 in most empirical research (Wang et al., 2021). This may lead to inaccurate interpretation, and the slight differences of Cs are insufficient for comparing different systems.

The C and D achieved by the model is relative, which are the advantages and disadvantages between the comparing objects (systems). Therefore, to improve the explanatory validity and reliability, equation (4) was adjusted so that C appears in [0, 1] uniformly, resulting in the modified model, equation (5).

 

 

 

where αp is the weight of subsystem p,  , and T is the comprehensive evaluation score of the object (system). Equation (7) is the coordination development degree of the system, with D∈[0,1], where a value closer to 1 denotes better coordination.

Several previous studies have discussed the classification criteria for C and D. Table 2 shows the classification criteria adopted in this study.


Table 2 | Classification criteria for coupling degree and coordination development degree.








3 Results



3.1 Sustainable development of the CESE system in the Bohai Rim region

The CESE system of the Bohai Rim coastal (Tianjin, Shandong, Liaoning, and Hebei) and the Bohai Sea areas, encompassing the MES, CSS, and CES subsystems, was based on the sustainable development and coupling collaborative theory. The coupling and collaborative development analysis were conducted using equations (5), (6), and (7). Figure 3 shows the results of CESE of the Bohai Rim region.




Figure 3 | Transition of the CESE System in the Bohai Rim (2007–2020). C is Coupling Degree and D is Coordination Development Degree.  ,  .



The transition of the CESE system is very similar to the coupling system inferred in the theoretical framework (Figure 2), both of which involve development from low to high level, wherein the spiral rises continuously. This proves the reliability of the proposed theoretical framework. The transition of C and D presents an S-shaped state of rising fluctuation, similar to the theoretical transition trajectory of regional coordinated, sustainable development (Figure 3). The rapidly increasing trend of C and D before 2013 corresponds to Stage II (Figure 2) in the transition cycle. As both vc and vd enter the downward channel from 2011 to 2015, the fluctuations after 2014 may represent Stage III or the beginning of Stage IV.

From 2007 to 2020, C was in the range of (0.4, 1.0), showing an overall rising trend. It increased rapidly before 2013 but showed slow growth with fluctuations from 2013 to 2020. With respect to the classification criteria of coupling coordination degree (Table 2), C changed from Recession Class to Development Class (V6 to V1), and entered into the range of (0.8, 1.0) after 2012. The peak, 0.921, appeared in 2018, reaching Quality Coordination (V1). D was in the range of (0.3, 0.8), with an upward trend similar to C over the past 14 years. The lowest degree, 0.329, was in the Dysregulated Recession Type, which hovered at the Mild incoordination (V7) level until 2010. In 2012, it first surpassed 0.6, entering the Coordinated Development Type and gradually exceeded 0.8 after 2018, to the Good coordination (V2) degree, and peaked at 0.835 in 2019.




3.2 Sustainable development of CESE system in coastal provinces



3.2.1 Trends in the coastal provinces

The CESE system and three subsystems for every coastal province between 2006 and 2020 were constructed. Provincial variation trends of C and D are shown in Figure 4. The C and D of different years in the same province were comparable, but the differences between them could not be compared horizontally.




Figure 4 | Transition of the CESE System in the coastal province (2006–2020).



The C of the four provinces showed an upward trend (Figure 4A). Before 2014, the C increased rapidly and fluctuated greatly, while after 2014, it mostly adjusted with little fluctuation. Shandong and Hebei saw the largest increase in the past 15 years, reflecting the drastic socioeconomic, ecological, and environmental changes. Shandong increased from below<0.1 to ~0.8, transforming from Recession Class to Development Class and hovering at 0.7 after 2014, around Primary coordination (V4) and Barely coordination (V5). The situation in Hebei was the same as that in Shandong, but the amplitude of change was slightly different. The changes were minimal in Tianjin and Liaoning, always remaining in the Development Class. Separately, Tianjin increased from<0.5 to >0.9, from Basic incoordination (V6) to Quality coordination (V1) degree, but fell quickly after 2014. While Liaoning showed the smallest overall change among the four provinces over the past 15 years, it remained within the range (0.8, 0.9) after 2011. This situation does not suggest a high level of sustainable development, because the constructed model is of a relative degree. The situation of Liaoning could only show that its CESE system has mostly remained the same in recent years and at the same level since 2011.

The D of the four provinces showed an overall upward trend (Figure 4B), without an obvious turning point. Only the growth rate of D in Shandong slowed down slightly after 2015, but still maintained a rising trend. This may indicate that changes in the trajectory of regional sustainable development have no basis, i.e., the signs of the change from growth Stage II to development Stage III or IV shown by the combination of vc and vd may be vague and cannot be fully concluded and vc and vd do not become deterministically negative from 2014 to 2020 (The occasional negative does not mean a deterministic trend).




3.2.2 Horizontal comparison of the same year among coastal provinces

A cross-section model was constructed to study the differences among the coastal provinces. Table 3 shows the model results of representative years. These results can only be compared with the same year, rather than time series analysis.


Table 3 | Coupling coordination degree comparison of four provinces around the Bohai Sea in representative years.



The relative positions reflected by the C and D of the coastal areas around the Bohai Sea have changed significantly in the past 15 years, but Hebei, which has been in the lowest position with the least changes, contrasts other provinces. From 2006 to 2017, the C of Liaoning fell in the Intermediate coordinate (V3) or Good coordination (V2) degree and D was consistently >0.6 at the Primary coordination (V4) degree. After 2017, it was successively surpassed by Shandong and Tianjin, and its C and D gradually lagged. Since 2018, the two degrees of Shandong and Tianjin remained the same, but Tianjin was slightly better than Shandong. The Cs of Tianjin and Shandong were in the (0.7, 0.9) range, Intermediate coordinate (V3) and Good coordination (V2), while the Ds were in the (0.6, 0.7) range, Primary coordination (V4), occupying the original position of Liaoning.





3.3 Sustainable development of CESE system in coastal cities

To analyze the reasons of sustainable development in the Bohai Rim region, the study area should be refined. The city was considered as the unit to build the CESE system for model analysis using sectional data from 2018– 2020. Results of the three years were averaged as the C and D of each city. Figure 5 shows the model results of the 13 cities around the Bohai Sea.




Figure 5 | Coupling and coordinated development degree of the coastal cities. C and D are the mean values of the three model results (2018– 2020).



The Cs and Ds of the 13 cities around the Bohai Sea were highly consistent. Among the 13 cities, Tianjin and Dalian had the highest economic development, complete industrialization, relatively complete education, medical care, and social security. Meanwhile, these cities significantly regulated and supervised the marine ecology and environment to continuously reduce pollution and ecological disturbance during development. Therefore, a positive relationship was observed between the Cs and Ds among subsystems of the CESE system in Dalian and Tianjin.

Some cities had varying degrees of coupling and coordination. For example, the Cs of Dongying and Yantai fell in (0.5, 0.6), Barely coordination (V5), but the Ds fell in (0.3, 0.4), Mild incoordination (V7). The economic development of the two cities was highly dependent on resources, and the non-ferrous metal smelting, rubber, and petrochemical industries dominated for a long time. The relationship between subsystems was strong, but due to the lack of benign interaction, economic growth doubled the pressure on ecology, environment, and resources. This affected the industrial structure adjustment and transformation of the two cities according to their status quo and the promotion of the transformation of old and new drivers to improve the sustainability of systems.

Cities with low Cs and Ds, such as Weifang, Binzhou, Cangzhou, and Qinhuangdao, mostly fell in the Recession Class (0, 0.5; Figure 5), such as Weifang, Binzhou, Cangzhou and Qinhuangdao, the majority of which started late in economic growth, particularly the backward marine industries. Therefore, they had less interaction and coordination between the CES, CSS, and MES compared with other cities, leading smaller Cs and Ds.





4 Discussion

The theoretical framework of CESE was first constructed by combining sustainable development and coupling coordination theories. Taking the Bohai Sea Rim as an example, this study combined the land and sea to study the relationship between the coastal economic, social, and marine ecosystems with respect to sustainable development. Adaptive government policies were believed to promote regional sustainable development processes.



4.1 Transition trajectories and development trends of the CESE in the Bohai Rim region

The empirical results revealed that the trajectory of C and D had an S-shaped fluctuating growth trend in terms of time in both the Bohai Rim region and coastal provinces. This was consistent with the theoretical framework established in Section 3.1. A new round of high-level coupling and coordinated development was conducted after experiencing retardation or profound adjustment, characterized as a process of first decline and then growth (Lu et al., 2017; Li et al., 2019). The CESE model of the Bohai Rim region showed that both the C and D values experienced a correction in 2009 and continued to increase until 2014, when it once again entered into adjustment. The Cs of the four province models also showed the same rule. Moreover, C and D were highly consistent, simultaneously being high or low. For example, Dalian and Tianjin were both high, while Binzhou and Cangzhou were both low. Theoretically, the benign interaction between subsystems can be considered a systematic relationship and the strength of the benign effect can reflect the strength of the interactive relationship to some extent (Lu et al., 2017; Wang et al., 2021); therefore, a consistent change law between C and D exists. However, the benign relationship is not the entirety of the interactive relationship; hence, the change between C and D is not synchronous, and they experience some variation. In the Bohai Rim model, D changed slowly and lagged behind C. The relationship between subsystems is the premise of a benign relationship, which is why C changes before D (Lu et al., 2017).

The results also show that system transition I was closely related to the economic situation. Compared with D, C was closely related to CES. Modeling results of the Bohai Rim region and coastal provinces showed that the transition path of the system turned to different degrees in 2009 and 2014. Development of the Bohai Rim region was affected by the global financial storm caused by the U.S. subprime debt crisis in 2009 (Lo, 2010) and it entered the economic soft-landing period with changes in the economic situation of China after 2014 (Pei, 2016). Sino-US Trade Conflicts from 2018 and COVID-19 from 2019 further constrained and shocked the regional economy (Liu and Woo, 2018; Dhar, 2020; Han, 2022; Yan J. et al., 2022),with C and D showing the same character as the economy. They increased rapidly during economic growth but decreased and fluctuated sharply during economic difficulties and recessions. D would not change proportionally with the decrease of C (Figure 4B). This indicates that the benign interaction relationship can exist in reverse when the relationship of the entire system weakens. Since 2018, the Bohai Sea Eco-Environmental Governance Action Plan has aimed to reverse the increasingly bad marine eco-environment situation and reduce the pressure of socioeconomic development on the ecology and environment (MEE et al., 2018). The artificially forced transformation of the development mode during the decline of economic growth caused inconsistencies in the change tracks of C and D.




4.2 Regional differences in coupling coordination

With respect to regional differentiation, the gap between relative C and D changed constantly. C and D in the developed provinces and cities of the marine economy were stronger than those in the backward areas. In the past 15 years, the relative positions of provinces have changed significantly, especially Liaoning, Tianjin, and Shandong. Before 2018, the C and D of the CESE system in the Liaoning province were relatively high, i.e., it was in a relatively advantageous position in each year, indicating a sustainable relation between economic development and the environment, which is similar to the studies of (Yang and Sun, 2014). However, the recent economic transformation speed of Liaoning has been relatively slower than that of Shandong and Tianjin (Jiao, 2018; zhang, 2020; Li et al., 2021), resulting in the gradual lag of C and D from the highest relative position. Since 2012, the population has had a continuous outflow, especially senior human capital (Deng and Zhang, 2022). The lack of innovation capacity within the region and the constraints of the heavy industry base have increased the difficulty of transformation (Chunjuan et al., 2021). Meanwhile, Shandong and Tianjin have continuously contributed to the marine economy in recent years, forming a multi-faceted marine development and utilization planning system from the province to the city and then to the county levels, covering the fields of economy, society, marine resources, ecology, and environment (ShandongGovernent, 2022). It has attracted numerous technologically advanced industries and talents, changing the relative positions of coastal provinces, i.e., optimizing the coastal industrial layout played significant and positive roles in promoting the overall development of land and sea. As for Hebei, with respect to time series, its C and D have been improving rapidly, but among the four provinces, they are at the bottom state. Although Hebei has paid more attention to the marine and coastal areas in recent years, the positive land–sea interaction reflected by the relationship between the three subsystems is still in the primary stage and behind other provinces due to its weak industrial base and unreasonable industrial structure in the coastal areas. It has yet to form a coastal and marine economic system along with an interrelationships between the subsystems; hence, the C and D of Hebei are relatively low.

City models displayed an apparent polarizing phenomenon; cities with better socioeconomic development had consistent Cs and Ds, while others were at comparatively lower levels. Through careful study and comparison, we observed that this was consistent with reality. Tianjin and Dalian are the most economically developed, mature, and active megacities. These two cities started early and have sound and reasonable industrial structures (Gai et al., 2018). Moreover, they have always been the earliest adopters of China’s most cutting-edge concepts and systems, such as circular economy, low-carbon economy, digital economy, and marine ecological civilization (Sun et al., 2018; Lu, 2020). Geographical and policy advantages promote this prominence. Theoretically, the city agglomerations are hierarchical and gradient, with the central city driving the development of surrounding cities and producing a siphoning effect. The surrounding cities are restricted by the development of central and regional core cities. Factors such as capital, technology, industry, and human resources flow to the central cities with better basic conditions, limiting the surrounding cities (Ma and Wu, 2022). Therefore, Tianjin and Dalian secured higher C and D values.




4.3 Connections across spatial levels

The Cs exhibited S-shaped characteristics in the Bohai Rim region and provincial models, while the Ds showed S-shaped and linear characteristics. Although the results drawn from different models are not comparable, the models in this study that were built on the same theoretical basis and similar index systems also have the significance of mutual reference. Identical S-types of C could be easily explained by theoretical models and practice. After careful analysis, the consistency of the two phenomena were mutually verified, except for the specific details of the difference. Despite the S-shape, the D in the region model always increases, indicated by the positive vd, consistent with the provincial models. The difference in specific shapes may be due to subtle differences between indicator systems (Lu et al., 2017). Therefore, we were able to find the direction to promote the sustainable development of the sea area from the provinces because this spatial contrast clarified that the sustainable development of the Bohai Rim is closely related to the provinces and cities, making our detailed study of provinces and cities more meaningful.

The results also showed no consistency in the C between provinces and coastal cities. In the model after 2018, the Cs and Ds of Shandong and Tianjin were higher than those of Liaoning, but the C and D of the coastal cities in Liaoning were generally higher than those of the cities in Shandong owing to the difference in geographical advantage of these cities in their provinces, i.e., the extent to which coastal cities can represent the situation of their provinces is different. Apart from Shenyang, most of the economy and population of Liaoning are concentrated in five coastal cities: Dalian, Panjin, Jinzhou, Yingkou, and Huludao. As the centers of city agglomerations, Qingdao and Jinan are the socioeconomic centers of Shandong compared to Yantai, Weifang, Dongying, and Binzhou (Wu et al., 2022); therefore, these four cities cannot represent the situation in Shandong, but rather their relative position among the 13 cities. Therefore, a contradiction between city and provincial Cs (and Ds) is nonexistent. However, coastal cities in Shandong have a larger development space because the southern coast of the Bohai Sea does not have a strong coastal city cluster. Here, Yantai and Weifang showed high potential based on the D value.





5 Conclusion

Realizing sustainable development is a spiral process of subsystem interaction. This work proposes a theoretical model and empirically demonstrates this mechanism. The policies that promote economic growth accelerate the transition of sustainable development system, while in the economic downturn, the adaptive environmental policies promote the coordination of regional systems by adjusting the relationship between subsystems to prepare for the transition of sustainable system in the next stage of economic recovery. In this study, the theory of sustainable development was combined with the coupling model to establish a theoretical development model, which showed the internal structure of the regional sustainable development trajectory. The proposed model was used to study the sustainable development of the Bohai Sea from three perspectives: sea area, coastal provinces and cities, which is the focus of SDG14, to provide a reference for the management of sea areas in the world, especially the Gulf governance. The C and D of the CESE system in the Bohai Rim region gradually improved through fluctuations. The economy is critical to the process of sustainable development. When it is in recession, the system enters the adjustment period, and once the economy recovers, the coupling of the system demonstrates overstep growth. Positive interaction between society, economy, marine ecology, and environment in the Bohai Rim was gradually established, and the regional sustainable development ability was constantly enhanced. During the economic recession, the ecological and environmental policies of China around the Bohai Sea have steadily become more effective, reflected by the relative position changes between provinces and cities. However, heterogeneity in the coupling coordination between some cities and provinces should also be acknowledged. Economic transformation and structural adjustments of coastal cities should further improve the marine economic system, fully utilize coastal location advantages, and promote industrial and population agglomeration in coastal areas for social progress while reducing damage and reliance on the marine ecological environment. This could be the next area for development.

The theoretical model constructed in this study describes the transition path of regional sustainable development; however, the conclusion derived by the mathematical model based on the coupled coordination model yielded closed results, limiting the comparability of model construction in different cases. This aspect can be addressed in of future studies.
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The western Pacific Ocean is the global center for marine biodiversity, with high vulnerability to climate change. A better understanding of the spatiotemporal characteristics and potential drivers of compound marine heatwaves (MHWs) and low-chlorophyll (LChl) extreme events is essential for the conservation and management of local marine organisms and ecosystems. Here, using daily satellite sea surface temperature and model-based chlorophyll concentration, we find that the climatological spatial distribution of MHW-LChl events in total days, duration, and intensity exhibits heterogeneous distributions. The southwest sections of the South China Sea (WSCS) and Indonesian Seas are the hotspots for compound events, with total MHW-LChl days that are more than 2.5 times higher than in the other sub-regions. Notably, there is a trend toward more frequent (> 4.2 d/decade), stronger (> 0.5), and longer-lasting (> 1.4 d/decade) MHW-LChl occurrences in the WSCS. The occurrence of compound MHW-LChl extremes exhibits remarkable seasonal differences, with the majority of these events transpiring during winter. Moreover, there are generally statistically significant increasing trends in MHW-LChl events for all properties on both seasonal and inter-annual timescales. Furthermore, we reveal that the total days of compound MHW-LChl extremes are strongly modulated by large-scale climate modes such as the El Niño-Southern Oscillation and Dipole Mode Index.  Overall, pinpointing MHW-LChl hotspots and understanding their changes and drivers help vulnerable communities in better preparing for heightened and compounded risks to marine organism and ecosystems under climate change.
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1 Introduction

Compound extremes are a combination of multiple drivers and/or hazards factors that can cause more severe societal or environmental risks compared to single hazards (Zscheischler et al., 2018; IPCC, 2019). For example, compound flooding events induced by extreme rainfall, tropical cyclones, and storm surges have caused over USD 71 billion in direct economic losses and 4376 fatalities in China from 1989 to 2014 (Fang et al., 2017). Extreme heatwaves and wildfires continued to plague parts of the Mediterranean and North Africa in the summer of 2021, aggravating the spread of wildfires in Greece, Turkey, El Salvador, and elsewhere (Bezak and Mikoš, 2020; Founda et al., 2022). Furthermore, climate change projections suggest that these compound extremes will increase worldwide over the coming decades (IPCC, 2021). However, most studies are currently focused on land (Zscheischler et al., 2020), and little is known about compound extremes in the ocean (Collins et al., 2019).

One of the most advanced areas is the compound events caused by marine heatwave (MHW) and ocean biogeochemical extreme events (e.g., compound MHW and low-chlorophyll extremes, compound MHW and ocean acidity extremes, compound MHW and low-oxygen extremes, and so on) (Gruber et al., 2021), which pose a predominant risk to marine ecosystems under anthropogenic climate change. Marine heatwaves (MHWs) are discrete periods of anomalously high sea surface temperatures (SST) (Hobday et al., 2016). They can have catastrophic effects on marine ecosystems, including mass coral bleaching and significant losses in kelp forests and seagrass meadows (Thomson et al., 2015; Wernberg et al., 2016; Arias-Ortiz et al., 2018).

While MHWs may increase the death of some marine organisms by altering the living environment (e.g., nutrient-limited, loss of dissolved oxygen, and increased hydrogen ion concentration), low productivity also threatens marine environments whose food webs depend on phytoplankton. Furthermore, MHWs will result in more frequent low-chlorophyll (LChl) events and further exacerbate the impacts on ecosystems and society through their co-occurring interactions (Boyd and Brown, 2015). The most typical example of a compound MHW and LChl extreme is the “Blob” in the northeast Pacific over 2013–2015, which was the longest-lasting and most intense on record of MHW across the region (Jacox et al., 2016; Laufkötter et al., 2020). Initially, the “Blob” coincided with large negative anomalies in phytoplankton abundance associated with reduced coastal upwelling in the California Current, resulting in LChl throughout spring and summer (Leising et al., 2015; Whitney, 2015). Later in 2014–2015, the MHW-LChl event extended further south to the eastern equatorial Pacific. These compound extremes had exceedingly severe impacts on marine ecosystems and biodiversity, including low primary productivity (Whitney, 2015; Jacox et al., 2016), toxic algal blooms (Walsh et al., 2018), extreme mortality of mammals (Cavole et al., 2016), reduced commercially important fish species (Caputi et al., 2016; Jacox, 2019), and large-scale shifts towards favoring warm-water species (Cheung and Frölicher, 2020). In recent years, there are also some studies forced on the occurrence, intensity, and duration of compound MHW-LChl events. Gupta et al. (2020) found that the most extreme MHWs tended to coincide with reduced chlorophyll-a concentrations at low and mid-latitudes. Le Grix et al. (2021) assessed the compound MHW-LChl events over the satellite period, and concluded that their occurrence is mostly modulated by the El Niño-Southern Oscillation (ENSO) and other climate modes. Nevertheless, current research mainly focuses on compound MHW-LChl extremes across the global ocean, has not yet fully revealed their multi-scale spatiotemporal variations and mechanisms in different ocean areas, leaving regional systematic studies relatively unexplored.

The western Pacific Ocean is the global center for marine biodiversity and of high vulnerability to climate change (Kong et al., 2019). Previous studies indicated that this region has experienced a greater increase in the frequency of MHWs, which overlaps with existing hotspots of marine biodiversity, high thermal sensitivity of species, and non-climatic human stressors (Oliver et al., 2018; Smale et al., 2019). Li et al. (2023) reported that a record-breaking MHW occurred in the northwest Pacific Ocean in July 2021, with the potential to increase about 43 times due to anthropogenic warming. Moreover, several studies have found more frequent, intense, extensive, and longer-lasting MHWs in the South China Sea, mainly influenced by the anomalous western North Pacific subtropical high and the strong regulation of the ENSO (Li Y. et al., 2022;; Liu et al., 2022; Tan et al., 2022). There are also some research indications that the LChl extremes in this region are related to MHWs. Mandal et al. (2022) suggested that the unprecedentedly lowest chlorophyll concentrations were observed along the south Java coast in 2010 and 2016, attributable to the intense and prolonged MHWs. However, existing studies pay little attention to compound MHW-LChl extremes compared to univariate extremes, coupled with data limitations and the difficulty of identifying compound events, there is a lack of detailed investigation in this emerging research area.

In this study, we investigate the multi-scale spatiotemporal variability and potential drivers of compound MHW-LChl extreme events in the western Pacific region (10°S–45°N, 100°E–140°E) over the past three decades. The outline of this paper is organized as follows. Section 2 describes datasets and the definitions of univariate and compound extremes. In Section 3, we show the climatology, seasonality and linear trends of the compound MHW-LChl properties from different sub-regions. Additionally, we further explored the modulation of their total days by large-scale modes of climate variability. Finally, conclusions and discussion are given in Section 4.




2 Data and methods



2.1 Observational and simulation data

To identify and characterize compound MHW-LChl events, we employ satellite-derived sea surface temperature (SST) from the National Oceanic and Atmospheric Administration (NOAA) Daily Optimum Interpolation Sea Surface Temperature (OISST) at a 0.25° × 0.25° horizontal resolution (Reynolds et al., 2007; Banzon et al., 2016) from September 1st, 1981 to the present. For chlorophyll concentration (Chl), the daily data were obtained from the Copernicus Marine Environment Monitoring Service (CMEMS) global biogeochemical multi-year reanalysis (GLOBAL_REANALYSIS_BIO_001_029 product) (Aumont et al., 2015; Perruche, 2018) for the period 1993–2020. The chlorophyll data have been validated against the Globcolour products (Perruche et al., 2019) and prove to be of high skills in reproducing the climatology and variability of observed Chl.

To explore the associations between compound MHW-LChl extremes and climate modes, we first obtain correlation coefficients between the two through Pearson’s correlation analysis, and further use the composite method to compute the total days (as an example) of compound events during positive and negative phases of the most relevant climate modes identified as drivers (Holbrook et al., 2019). These climate modes include the El Niño-Southern Oscillation (ENSO), the North Atlantic Oscillation (NAO), the Arctic Oscillation (AO), the Dipole Mode Index (DMI), and the Pacific Decadal Oscillation (PDO) (Table S1).

The analysis period for all the above datasets is 1993–2020, and anomalies of all variables were calculated relative to the corresponding mean seasonal cycle.




2.2 Definition of extremes and compound extremes

Following the studies of Le Grix et al. (2021), we define MHWs as abnormal high-temperature extremes where the daily SST anomaly exceeds its 90th percentile threshold (Figure S1A). For consistency, LChl events are defined as days when the surface Chl anomaly falls below its 10th percentile threshold (Figure S1B). The seasonally varying thresholds were calculated from the climatological daily mean, which was smoothed with a 30-day running mean to remove noise on a daily scale associated with the 28-year data record (Hobday et al., 2016; Oliver et al., 2018). Under both definitions of univariate extremes, MHWs and LChl events can be identified at any time of the year, even during the local winter. The 90th and 10th percentiles were chosen to ensure a higher probability of identifying compound MHW-LChl extreme occurrences.

Intuitively, compound MHW and LChl extremes are defined as when both marine heatwaves and low-chlorophyll extremes co-occur in time and space (Figure 1). For each compound extreme event, we calculate a series of metrics to quantify variations in its characteristics, such as the total days, duration, and intensity (Table 1). Specially, we use the definition of intensity for compound MHW-LChl extremes defined by Li D. et al. (2022), which is expressed as the product of standardized SST anomalies and standardized Chl anomalies. The standardized anomalies are calculated by subtracting the climatological mean (i.e., 1993–2020) from each variable and dividing by the standard deviation. In contrast, the mean intensity of MHWs or LChl events is the average SST or Chl anomaly relative to the climatological mean during each respective event.




Figure 1 | Schematic diagram illustrating the definition of MHWs, LChl events, and compound MHW-LChl extreme events. Time series of SST and Chl are extracted from 2015 to 2016 at 8.375°N, 105.875°E and smoothed using a 30-day running mean. The climatological seasonal cycle is shown in solid green line. A MHW occurs (red shaded area) when the SST (solid red line) is above its 90th-percentile threshold (dashed red line). A LChl event (blue shaded area) occurs when the Chl (solid blue line) is below its 10th-percentile threshold (dashed blue line). The yellow shaded bands indicate compound MHW-LChl extremes, and its time span is labeled as the duration. Also shown are the mean intensity of MHWs and LChl events (imhw, mean SST exceedance anomaly over the duration of MHWs; ilchl, Chl anomaly averaged over the duration of LChl events). (adapted from Le Grix et al., 2021).




Table 1 | Definitions of metrics to characterise compound MHW-LChl extremes.



To assess the long-term trends of compound MHW-LChl extremes, we use Sen’s slope estimator (Sen, 1968), a robust tool that is the median of all possible slopes determined by pairs of sample points. The modified Mann-Kendall test with the trend-free pre-whitening procedure (MK-TFPW) is utilized to assess the significance of trends in the extreme metrics (Mann, 1945; Yue and Wang, 2002). In contrast to the conventional MK test, this MK-TFPW test not only does not make assumptions about the specific distribution of the data and is sufficiently insensitive to outliers in the time series, but also eliminates the influence of serial autocorrelation on the significance. Furthermore, correlation analysis and composite analysis are conducted to explore the potential relationship between compound MHW-LChl extremes and climate modes.





3 Results



3.1 Climatological characteristics of compound MHW-LChl extremes

The climatology of the annual total days, duration, and intensity of compound MHW-LChl extremes has a heterogeneous distribution across the western Pacific Ocean for 1993–2020 (Figure 2). The frequency of MHW-LChl extremes exceeds 1% over 60% of the ocean area (see stippling areas; Figure 2A). It displays that the co-occurrence of MHWs and LChl events more often than expected if variations in SST and Chl anomalies were independent. The mean annual total days of compound MHW-LChl events is 5.17 d, ranging from 0.1 to 17.8 d. Higher-value areas are in the south of the western South China Sea (WSCS) (> 8.4 d) and southwestern Indonesian Seas (IS) (> 9.4 d), and lower-value in the northeastern East China Sea (ECS) (< 3.4 d) and central Philippine Sea (PS) (< 1.4 d). Combining the results of the correlation analysis in Figure 2D, it can be concluded that the occurrences of MHW-LChl (Figure 2A) exhibit contrasting patterns when compared to the correlation coefficient of SST and Chl anomalies (Figure 2D). That is, hotspots of compound MHW-LChl extremes correspond to regions where SST and Chl anomalies are strongly negatively correlated, and vice versa.




Figure 2 | The annual average compound MHW-LChl events during 1993–2020: (A) total days, (B) duration, and (C) intensity. (D) Linear correlation coefficient of SST and surface Chl anomalies. The domain and the corresponding abbreviations of sub-regions are marked in (A) as: East China Sea (ECS; 24°N–42°N, 117°E–128°E), western South China Sea (WSCS; 2°N–23°N, 103°E–116°E), Philippine Sea (PS; 4°N–22°N, 122°E–140°E), and Indonesian Seas (IS; 10°S–1°N, 100°E–140°E), respectively. Stippling areas in (A) indicate that the frequency (%) of compound MHW-LChl events is more than expected (1%) under the assumption of independence between MHW and LChl events (i.e., the product of their univariate frequencies 10%×10% = 1%).



The spatial pattern of the average duration of compound MHW-LChl extremes broadly resembles the total days but with slight differences (Figure 2B). The annual mean duration is 4.30 d and ranges from 1.0 to 15.5 d in the western Pacific Ocean. The longest MHW-LChl events (> 9.0 d) also occur in the region off the southern coast of Java Island. Long MHW-LChl extreme events (> 7.0 d) concentrate in the east of Taiwan Island, the central-southern WSCS, and northwestern New Guinea. Short MHW-LChl extreme events (< 3.0 d) are observed in the PS, where the total days of compound extremes are also low. Conversely, the spatial distribution of intensity is rather heterogeneous (Figure 2C). The annual mean intensity of compound MHW-LChl extremes ranges from 0.21 to 5.75. Areas with high intensity (> 2.2) mainly include the midwest of the Japan Sea, the Kuroshio Current, north and south of the WSCS, Java Sea, southeastern Java Island, and west of New Guinea Island. Overall, the southern WSCS, southeastern Java Island and northwestern New Guinea in the IS tend to register the highest total days (> 8.4 d), longest-lasting (> 6.5 d), and strongest intensity (> 2.4).




3.2 Seasonality of compound MHW-LChl extremes

According to Figure 3, the largest proportion (i.e., compound event occurrence area/total study sea area) of MHW-LChl event area occurs in winter (80%), followed by spring (76%) and autumn (66%), and the least in summer (49%).




Figure 3 | Spatial distribution of seasonal compound MHW-LChl extremes characteristics in boreal winter (December to February, DJF), spring (March to May, MAM), summer (June to August, JJA), and autumn (September to November, SON) from 1993 to 2020: (A–D) total days; (E–H) duration; (I–L) intensity.



Total days of compound MHW-LChl extremes in each season are compared in Figures 3A-D. The winter MHW-LChl events (mean = 2.54 d) cover the most extensive ocean area, with the highest center concentrated in the south of WSCS and most of the Java Sea, in which their total days exceed 7 d (Figure 3A). MHW-LChl events occur least in spring (mean = 1.29 d), primarily along the vicinity of the Kuroshio Current with values of 3–5 d (Figure 3B). In summer (mean = 2.0 d), higher MHW-LChl days are confined to the central WSCS, south of Java Island and western New Guinea in the IS, varying from 5 to 9 d (Figure 3C). Autumn MHW-LChl events are mostly located off the southwestern Sumatra-southeast coast of Java Island, with a seasonal mean of 1.34 d (Figure 3D). Specifically, throughout the year, MHW-LChl events in the ECS mainly occur in spring, autumn and winter, and there are almost no MHW-LChl days in summer; in the WSCS, MHW-LChl extremes are observed in all seasons, with the most (least) days appearing in winter (spring); in the PS, it is not prone to detect MHW-LChl occurrences; in the IS, MHW-LChl events occur most frequent in summer and autumn.

The spatial mean duration of compound MHW-LChl extremes (Figures 3E-H) share similar seasonality of the total days. In winter, longer duration (> 7 d) are observed in the northwest of the Japan Sea, eastern Taiwan Island, and the southeast of WSCS (Figure 3E). During spring and summer, the spatial patterns of MHW-LChl duration are consistent with its total day distribution, respectively (Figures 3F, G). In autumn, maximum durations (> 8 d) are found in the southern coast of Java Island (Figure 3H).

For the entire study region, the spatial mean intensity of compound MHW-LChl extremes is the strongest during winter (mean = 1.55), followed by spring (mean = 1.43) and summer (mean = 1.42), and is the weakest (mean = 1.30) in autumn (Figures 3I-L). In spring, a large-scale distribution of strong intensity (> 2.45) is observed in the southeastern ESC and the Japan Sea (Figure 3J). During summer and autumn (Figures 3K-L), the higher-value regions (> 2.2) are located on both the east and west sides of IS. In winter, areas with strong MHW-LChl events (> 2.7) are mainly in the northwestern Japan Sea, southern portion of the WSCS, and Java Sea (Figure 3I).

In summary, the winter MHW-LChl events show higher total days and longer-lasting over a broad region in the western Pacific Ocean, especially in the WSCS, with a relatively strong intensity than in other seasons. However, the least total days and duration of MHW-LChl events occurred in spring, experiencing the second strongest mean intensity of 1.43. There is a similar distribution of compound MHW-LChl extremes for all three metrics in summer and autumn.




3.3 Long-term spatiotemporal trends in compound MHW-LChl extremes

Figure 4 displays the spatial distribution of the estimated trends of compound MHW-LChl extremes during the 28 years (1993–2020). The spatial patterns of the three MHW-LChl event properties show high similarity. For total days, the highest significant trends (> 2.2 d/decade) are mainly found along the Kuroshio Current, northern-central Beibu Gulf, and the south of Java Sea, especially in the southern part of WSCS with a linear trend above 4.2 d/decade (p < 0.05; Figure 4A). In these regions, the annual duration and intensity of compound MHW-LChl extremes show a linear increase of 0.8–2.2 days per decade and 0.2–0.8, respectively (p < 0.05; Figures 4B, C). Notably, the maximum and most significant trends of MHW-LChl duration (> 1.4 d/decade) and intensity (> 0.5) are detected in the southern WSCS.




Figure 4 | The linear trend of compound MHW-LChl extremes over the 1993–2020 period: (A) total days, (B) duration, and (C) intensity. Stippling indicates areas where the trends are significant at a 0.05 level.



To explore the temporal changes and dominant factors (i.e., MHWs and/or LChl events) of compound MHW-LChl extremes, we calculate regionally aggregated yearly mean total days, duration, and intensity in the entire study area and its four sub-regions from 1993 to 2020, respectively (Figure 5; Table 2). Here, the absolute values of LChl events intensity are used for consistency with those for MHWs and MHW-LChl events.




Figure 5 | The annual time series of regionally-averaged (A–E) total days, (F–J) duration, and (K–O) intensity of MHWs (red lines), LChl events (blue lines), and compound MHW-LChl extremes (black lines) during 1993–2020, in the whole study area and its four sub-regions (shown in Figure 1A) as noted by the y-axis legend. The numbers in brackets on top of each subplot indicate the magnitude of long-term trends (per decade) and the corresponding p-value calculated by the Mann-Kendall test, respectively. Note that the linearly-fitted dashed lines are plotted when the trend passes the statistical significance test at the 90% confidence level.




Table 2 | The summary of trends for total days, duration, and intensity of MHWs, LChl events, and compound MHW-LChl extremes in 1993–2020 across the whole western Pacific Ocean and its different four sub-regions (shown in Figure 1A).



In the whole study region, the mean MHW-LChl (black curves) days and duration exhibit rapidly increasing inter-annual trends of about 1.52 d/decade and 0.72 d/decade, respectively (p < 0.01; Figures 5A, F). The total MHW-LChl days display a relatively larger trend of 3.30 d/decade (p < 0.05; Figures 5A-E) only in the WSCS. The duration of compound MHW-LChl events shows statistically significant increase trends (p < 0.05; Figures 5F-J), larger than those in all sub-regions except ECS. For intensity, MHWs (red curves), LChl events (blue curves), and compound MHW-LChl extremes all remain a relatively stable weak trend throughout the study period (p < 0.1; Figures 5K-O), but PS experiences a significant decreasing trend in MHW-LChl events (p < 0.05; Figure 5N). Taking a univariate perspective, the total days and duration of MHWs display extremely significant positive trends (p < 0.01) in most parts of the study region. Meanwhile, the variations in MHW-LChl duration are highly consistent with those of MHWs on an inter-annual scale (Figures 5F-J). However, LChl events generally show no statistically significant negative trends. Thus, we conclude that the long-term trends of most compound MHW-LChl extremes are supposed to be caused by changes in MHWs instead of changes in LChl events.

Combing all three metrics (first row in Figure 5), we found that severe MHW-LChl events were recorded in 1998, 2010, 2016, and 2019, years which are all characterized by strong El Niño events (Yao and Wang, 2021). For example, the strongest MHW-LChl events took place in 1998 with the highest total days exceeding 20 days; the longest MHW-LChl duration of up to 8 days was observed in 2016. Similarly, the years with remarkable anomalous MHW-LChl events in each sub-region almost coincided with El Niño years.




3.4 Relationship between MHW-LChl extremes and climate modes

Previous studies have shown that these climate modes, such as ENSO, DMI, NAO, AO, and PDO, favor or suppress the occurrence of MHW-LChl events (Le Grix et al., 2021; Hamdeno et al., 2022). To further understand the influence of large-scale modes of inter-annual to decadal climate variability on compound MHW-LChl events in the study region, we perform correlation and composite analysis between the total days of compound events and five different climate modes (see Section 2.1).

Figures 6 and 7 illustrate the large regional differences in the correlation distribution of total MHW-LChl days during these climate modes from 1993 to 2020. Most MHW-LChl occurrences are significantly related to ENSO compared to other climate indices (Figure 6A), implying its critical role in compound extremes over the western Pacific Ocean. Specifically, the positive phase of ENSO (i.e., El Niño) can contribute to enhancing total MHW-LChl days along the Kuroshio region and most parts of the Java Sea, especially in the southern WSCS with the highest correlation coefficient (r > 0.35) and total days (> 7 d) (Figures 6A, 7A). In contrast, the negative phase of ENSO (i.e., La Niña) is closely correlated with increased MHW-LChl days in the northern New Guinea Island (> 6.5 d) and southern Java Island (> 5 d) (Figure 7B). Combined with the difference in composite maps of MHW-LChl events during ENSO phases (i.e., El Niño - La Niña) (Figure 7C), we suppose that ENSO has a prominent influence on the occurrence of compound extremes in the WSCS and IS, which corresponds to the results of their temporal evolution in Section 3.3.




Figure 6 | Spatial patterns of the correlation coefficients between the MHW-LChl total days field and (A) ENSO index, (B) DMI, (C) NAO index, (D) AO index, and (E) PDO index from 1993 to 2020. The dotted areas indicate statistically significant at the 95% confidence level.






Figure 7 | Total days change (units: d) in compound MHW-LChl extremes during positive and negative phases of several climate modes, as well as the difference between their phases over 1993–2020. Analyzed climate modes include (A–C) ENSO, (D–F) DMI, (G–I) NAO, (J–L) AO, and (M–O) PDO. The grid areas indicate statistical significance at the 99% confidence level.



The correlation pattern between MHW-LChl total days and DMI (Figure 6B) broadly resembles that of ENSO. However, during the positive phase of DMI (Figure 7D), MHW-LChl events in the WSCS are less affected by it than by ENSO; during the negative phase of DMI (Figure 7E), along the southern Sumatra-Java Island in IS are observed more MHW-LChl days (> 7.5 d) than in the negative ENSO phase. Different from both positive ENSO and DMI phases, the positive phase of NAO is the relatively dominant phase that enhances MHW-LChl days in the ECS, even if it has a slightly weak significant correlation coefficient (Figures 6C, 7G). The negative NAO phase is associated with increased compound events in western New Guinea and south of Java (> 2.6 d) (Figure 7H).

Similarly, the positive AO phase is another leading mode of compound events variability in the ECS (Figure 7J). On the other hand, its negative phase is related to higher MHW-LChl days in the south of WSCS (> 3.6 d) (Figure 7K), and increasing days are more than that in the positive phase (Figure 7L). That is, there is a negative correlation relationship in the southern WSCS, and vice versa during the other four climate modes (Figure 6 and third column in Figure 7). Since the spatial pattern of PDO resembles that of ENSO (Zhang et al., 1997), the occurrence of compound MHW-LChl events during PDO phases covers almost the same region influenced by ENSO (Figures 7M–O), whereas it brought less effect than ENSO (Figure 6E).

Overall, ENSO and the negative phase of DMI are both more important in regulating the inter-annual variability of compound MHW-LChl extremes throughout the entire study region, especially in the WSCS and IS, with their relative contributions differing across sub-regions. Positive NAO and AO phases seem to be the relatively primary modulators of compound extremes in some parts of the ECS.





4 Conclusions and discussion

In this study, we provide a systematic analysis of the multi-scale spatiotemporal variations in compound MHW-LChl extremes across the western Pacific Ocean from 1993 to 2020. We find that the compound MHW-LChl extremes in total days, duration, and intensity present a heterogeneous distribution in climatological mean (Figure 2). The hotspots of compound events are observed in the central-southern part of WSCS and the eastern and western sides of IS, which are coupled with a significant negative correlation between the SST and Chl anomalies. The trend maps of the three MHW-LChl features show a similar spatial pattern (Figure 4). The highest significant trends in MHW-LChl total days (> 4.2 d/decade), duration (> 1.4 d/decade) and intensity (> 0.5) are detected in the southern WSCS.

These results are consistent with recent studies that reported suppressed surface Chl during MHWs in regions with lower background nutrient concentration (Gupta et al., 2020; Hayashida et al., 2020; Noh et al., 2022). For example, Noh et al. (2022) reported that MHWs typically reduce Chl in the tropical and subtropical regions, where background nitrate concentrations are insufficient. Le Grix et al. (2021) discovered frequent compound MHW-LChl events in the central equatorial Pacific and Indian Ocean, which corresponds to the co-occurrence of MHWs and low net primary productivity events (Le Grix et al., 2022). However, the features of compound MHW-LChl events over the marginal seas are not revealed in Le Grix et al. (2021), we perform a more detailed analysis of multi-scale characteristics of compound MHW-LChl extremes over the western Pacific Ocean, including the marginal seas regions. More specific, we expanded the definition of compound MHW-LChl event to include its intensity and duration, which are significant characteristics of the compound event that should be considered when informing regionally tailored ocean mitigation and conservation strategies.

The spatial patterns for compound events exhibit remarkable seasonality, with the largest proportion of area occurring in winter and the least in summer (Figure 3). Over the whole study region, the spatial mean total days and duration of MHW-LChl events follow the order of winter > summer > autumn > spring. Specifically, most MHW-LChl events with strong intensity in the ECS occur in spring, especially along the vicinity of the Kuroshio Current; WSCS MHW-LChl events tend to have higher total days, be longer-lasting, and be more intense in winter than in other seasons; in the PS, it is hard to detect MHW-LChl events; and IS MHW-LChl events occur most often in summer and autumn, followed by winter. The underlying physical mechanisms of compound MHW-LChl extremes are expected to be seasonally different in each sub-region. For instance, in the ECS, MHW-LChl events may be due to atmospheric processes and Kuroshio variation with the redistribution of mass and energy (Yao et al., 2020). In the WSCS, the summer MHW-LChl events are supposed to be dominated by atmospheric forcing, including the weakening mid-western upwelling induced by the anomalous western North Pacific subtropical high (Yao and Wang, 2021) and intense anticyclonic eddy activity decreasing Chl (He et al., 2019); the winter MHW-LChl events occurrence may be driven by ocean dynamics, such as seasonal incursions of the Kuroshio Current (Xue et al., 2004; Chen et al., 2020). In the IS, MHW-LChl events could be attributed primarily to seasonally evolving coastal upwelling associated with the southeast monsoon (June–October) and northwest monsoon (December–April) (Wirasatriya et al., 2018; Wirasatriya et al., 2021; Mandal et al., 2022). Therefore, more process-oriented research is needed in the future to determine the precise physical and biogeochemical processes underlying the various spatial and seasonal patterns of compound MHW-LChl extreme events.

From the temporal variability of extreme events, we conclude that there are statistically significant linear increasing trends in MHW-LChl event properties across the entire study region for 1993–2020 (Figure 5). Due to a gradually increasing SST warming rate, MHWs occur more often (Frölicher and Laufkötter, 2018), whereas LChl events have slightly decreasing trends throughout the period. Moreover, earth system models project further ocean warming accompanied by a decline in primary productivity in the low to mid latitudes during the twenty-first century (Kwiatkowski et al., 2020). It will enhance pressure on marine organisms and ecosystems in these places over the next few decades. Given the aforementioned projected long-term trends and severe impacts, we encourage future work on disaster risk assessment of these compound extremes on marine ecosystems to promote marine biodiversity protection.

Additionally, some issues about our study should be brought to attention. Due to the paucity of chlorophyll observation data, we use model simulations from CMEMS, which have been well validated, but may suffer from limitations in capturing extremes due to model deficiency (Perruche et al., 2019). It is indispensable to make thorough comparisons among different datasets in capturing features of compound MHW-LChl extremes, to assess the uncertainties from different datasets and to overcome the potential overfitting issue due to the usage of a specific dataset. In addition, the quantitative results are sensitive to the threshold setting for extreme events. We utilized the 90th (10th) percentile thresholds for identifying compound MHW-LChl extremes. It seems more concerning for the stakeholders to use thresholds for defining events from the perspective of event impacts instead of statistical quantiles in the future.

In addition, our analysis revealed that ENSO and the negative DMI phase are primary modulators of MHW-LChl events in the WSCS and IS (Figures 6, 7). In the WSCS, ENSO substantially influences MHW-LChl occurrences, which is possibly attributed to the combined effects of the deepening thermocline and its dynamical response to surface wind stress changes, weak vertical mixing, formative downwelling, reduced upwelling, and the solar radiation process (Holbrook et al., 2019; Kong et al., 2019; Yao and Wang, 2021). The most prominent impact of DMI on the variability of MHW-LChl events is found in the IS, especially along the southern coast of Java-Sumatra Island. On the inter-annual timescale, the higher total MHW-LChl days are observed during the negative DMI years (e.g., 2010 and 2016), which is well supported by the deepening thermocline, positive sea surface height anomalies, and comparatively warm SST anomalies at the surface, all indicating reduced upwelling (Mandal et al., 2022). However, further in-depth studies are needed to explore the exact physical processes of individual climate modes in modifying MHW-LChl occurrences by incorporating additional approaches, such as empirical copula, logistic regression model (Hao et al., 2018; Mukherjee et al., 2022; Zhang et al., 2023), and mixed layer heat (nutrient) budget analysis (Gao et al., 2022; Liu et al., 2022).

Overall, our study provides new insights for a more comprehensive understanding of compound MHW-LChl extremes and associated drivers in the western Pacific Ocean, which set the basis for assessing the potential risk of compound events to marine organisms and ecosystems under the climate change.





Data availability statement

The original contributions presented in the study are included in the article/Supplementary Material. Further inquiries can be directed to the corresponding authors.





Author contributions

QC: Writing – original draft, Data curation, Formal Analysis, Visualization, Investigation. DL: Writing – review & editing, Conceptualization, Funding acquisition, Methodology, Project administration, Resources, Supervision. JF: Writing – review & editing, Conceptualization, Project administration, Resources, Supervision. LZ: Resources, Writing – review & editing. JQ: Software, Validation, Writing – review & editing. BY: Resources, Writing – review & editing.





Funding

The author(s) declare financial support was received for the research, authorship, and/or publication of this article. The study was supported by the National Key Research and Development Project of China (2022YFE0112800), the National Natural Science Foundation of China (grants 42176198), the Strategic Priority Research Program of the Chinese Academy of Sciences (XDB42000000), the Youth Innovation Promotion Association CAS (2022204), the Taishan Scholars Program (tsqn202211252), the Impact and response of Antarctic seas to climate change under contract RFSOCC2020-2022-No.18 and the Tianjin Research Innovation Project for Postgraduate Students (2022SKY104).




Acknowledgments

The authors would like to thank the organizations that provided the data used in this work, including the National Oceanic and Atmospheric Administration (NOAA) and the Copernicus Marine Environment Monitoring Service (CMEMS).





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

The author(s) declared that they were an editorial board member of Frontiers, at the time of submission. This had no impact on the peer review process and the final decision.





Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmars.2023.1303663/full#supplementary-material




References

 Reynolds, R. W., Smith, T. M., Liu, C., Chelton, D. B., Casey, K. S., and Schlax, M. G. (2007). Daily high-resolution-blended analyses for sea surface temperature. J. Clim. 20, 5473–5496. doi: 10.1175/2007JCLI1824.1

 Arias-Ortiz, A., Serrano, O., Masqué, P., Lavery, P. S., Mueller, U., Kendrick, G. A., et al. (2018). A marine heatwave drives massive losses from the world’s largest seagrass carbon stocks. Nat. Clim. Change 8, 338–344. doi: 10.1038/s41558-018-0096-y

 Aumont, O., Ethé, C., Tagliabue, A., Bopp, L., and Gehlen, M. (2015). PISCES-v2: an ocean biogeochemical model for carbon and ecosystem studies. Geosci. Model. Dev. 8, 2465–2513. doi: 10.5194/gmd-8-2465-2015

 Banzon, V., Smith, T. M., Chin, T. M., Liu, C., and Hankins, W. (2016). A long-term record of blended satellite and in situ sea-surface temperature for climate monitoring, modeling and environmental studies. Earth Syst. Sci. Data 8, 165–176. doi: 10.5194/essd-8-165-2016

 Bezak, N., and Mikoš, M. (2020). Changes in the compound drought and extreme heat occurrence in the 1961–2018 period at the European scale. Water 12, 3543. doi: 10.3390/w12123543

 Boyd, P. W., and Brown, C. J. (2015). Modes of interactions between environmental drivers and marine biota. Front. Mar. Sci. 2. doi: 10.3389/fmars.2015.00009

 Caputi, N., Kangas, M., Denham, A., Feng, M., Pearce, A., Hetzel, Y., et al. (2016). Management adaptation of invertebrate fisheries to an extreme marine heat wave event at a global warming hot spot. Ecol. Evol. 6, 3583–3593. doi: 10.1002/ece3.2137

 Cavole, L. C. M., Demko, A. M., Diner, R. E., Giddings, A., Koester, I., Pagniello, C. M. L. S., et al. (2016). Biological impacts of the 2013-2015 warm-water anomaly in the Northeast Pacific. Oceanography 29, 273–285. doi: 10.5670/oceanog.2016.32

 Chen, Y., Zhai, F., and Li, P. (2020). Decadal variation of the Kuroshio intrusion into the South China Sea during 1992–2016. J. Geophys. Res. Ocean. 125, e2019JC015699. doi: 10.1029/2019JC015699

 Cheung, W. W. L., and Frölicher, T. L. (2020). Marine heatwaves exacerbate climate change impacts for fisheries in the northeast Pacific. Sci. Rep. 10, 6678. doi: 10.1038/s41598-020-63650-z

 Collins, M., Sutherland, M., Bouwer, L., Cheong, S. M., Frölicher, T., Jacot Des Combes, H., et al. (2019). “Extremes, abrupt changes and managing risk”, in IPCC Special Report on the Ocean and Cryosphere in a Changing Climate eds.  H.O. Pörtner, D.C. Roberts, V. Masson-Delmotte, P. Zhai, M. Tignor, E. Poloczanska, et al (Geneva: World Meteorological Organization), 589-665. doi: 10.1017/9781009157964.008

 Fang, J., Liu, W., Yang, S., Brown, S., Nicholls, R. J., Hinkel, J., et al. (2017). Spatial-temporal changes of coastal and marine disasters risks and impacts in Mainland China. Ocean Coast. Manage. 139, 125–140. doi: 10.1016/j.ocecoaman.2017.02.003

 Founda, D., Katavoutas, G., Pierros, F., and Mihalopoulos, N. (2022). The Extreme heat wave of summer 2021 in Athens (Greece): cumulative heat and exposure to heat stress. Sustainability 14, 7766. doi: 10.3390/su14137766

 Frölicher, T. L., and Laufkötter, C. (2018). Emerging risks from marine heat waves. Nat. Commun. 9, 650. doi: 10.1038/s41467-018-03163-6

 Gao, G., Yang, D., Xu, L., Zhang, K., Feng, X., and Yin, B. (2022). A biological-parameter-optimized modeling study of physical drivers controlling seasonal chlorophyll blooms off the southern coast of Java Island. J. Geophys. Res. Ocean. 127, e2022JC018835. doi: 10.1029/2022JC018835

 Gruber, N., Boyd, P. W., Frölicher, T. L., and Vogt, M. (2021). Biogeochemical extremes and compound events in the ocean. Nature 600, 395–407. doi: 10.1038/s41586-021-03981-7

 Gupta, A. S., Thomsen, M., Benthuysen, J. A., Hobday, A. J., Oliver, E., Alexander, L. V., et al. (2020). Drivers and impacts of the most extreme marine heatwave events. Sci. Rep. 10, 1–15. doi: 10.1038/s41598-020-75445-3

 Hamdeno, M., Nagy, H., Ibrahim, O., and Mohamed, B. (2022). Responses of satellite chlorophyll-a to the extreme sea surface temperatures over the Arabian and Omani Gulf. Remote Sens. 14, 4653. doi: 10.3390/rs14184653

 Hao, Z., Hao, F., Singh, V., and Zhang, X. (2018). Quantifying the relationship between compound dry and hot events and El Niño–Southern Oscillation (ENSO) at the global scale. J. Hydrol. 567, 332–338. doi: 10.1016/j.jhydrol.2018.10.022

 Hayashida, H., Matear, R. J., and Strutton, P. G. (2020). Background nutrient concentration determines phytoplankton bloom response to marine heatwaves. Glob. Change Biol. 26, 4800–4811. doi: 10.1111/gcb.15255

 He, Q., Zhan, H., Xu, J., Cai, S., Zhan, W., Zhou, L., et al. (2019). Eddy-induced chlorophyll anomalies in the western South China Sea. J. Geophys. Res. Ocean. 124, 9487–9506. doi: 10.1029/2019JC015371

 Hobday, A. J., Alexander, L. V., Perkins, S. E., Smale, D. A., Straub, S. C., Oliver, E. C. J., et al. (2016). A hierarchical approach to defining marine heatwaves. Progr. Oceanogr. 141, 227–238. doi: 10.1016/j.pocean.2015.12.014

 Holbrook, N. J., Scannell, H. A., Sen Gupta, A., Benthuysen, J. A., Feng, M., Oliver, E. C. J., et al. (2019). A global assessment of marine heatwaves and their drivers. Nat. Commun. 10, 2624. doi: 10.1038/s41467-019-10206-z

 IPCC (2019). Summary for policymakers. IPCC special report on the ocean and cryosphere in a changing climate. Available at: https://www.ipcc.ch/srocc/chapter/summary-for-policymakers/.

 IPCC (2021). Climate Change 2021: The physical science basis. Contribution of working group I to the sixth assessment report of the intergovernmental panel on climate change  V. Masson-Delmotte, P. Zhai, A. Pirani, S.L. Connors, C. Péan, S. Berger, et al (eds.)]. (Cambridge, United Kingdom and New York, NY, USA: Cambridge University Press). doi: 10.1017/9781009157896

 Jacox, M. G. (2019). Marine heatwaves in a changing climate. Nature 571, 485–487. doi: 10.1038/d41586-019-02196-1

 Jacox, M. G., Hazen, E. L., Zaba, K. D., Rudnick, D. L., Edwards, C. A., Moore, A. M., et al. (2016). Impacts of the 2015–2016 El Niño on the California current system: early assessment and comparison to past events. Geophys. Res. Lett. 43, 7072–7080. doi: 10.1002/2016GL069716

 Kong, F., Dong, Q., Xiang, K., Yin, Z., Li, Y., and Liu, J. (2019). Spatiotemporal variability of remote sensing ocean net primary production and major forcing factors in the tropical eastern Indian and western Pacific Ocean. Remote Sens. 11, 391. doi: 10.3390/rs11040391

 Kwiatkowski, L., Torres, O., Bopp, L., Aumont, O., Chamberlain, M., Christian, J. R., et al. (2020). Twenty-first century ocean warming, acidification, deoxygenation, and upper-ocean nutrient and primary production decline from CMIP6 model projections. Biogeosciences 17, 3439–3470. doi: 10.5194/bg-17-3439-2020

 Laufkötter, C., Zscheischler, J., and Frölicher, T. L. (2020). High-impact marine heatwaves attributable to human-induced global warming. Science 369, 1621–1625. doi: 10.1126/science.aba0690

 Le Grix, N., Zscheischler, J., Laufkötter, C., Rousseaux, C. S., and Frölicher, T. L. (2021). Compound high-temperature and low-chlorophyll extremes in the ocean over the satellite period. Biogeosciences 18, 2119–2137. doi: 10.5194/bg-18-2119-2021

 Le Grix, N., Zscheischler, J., Rodgers, K., Yamaguchi, R., and Frölicher, T. L. (2022). Hotspots and drivers of compound marine heatwaves and low net primary production extremes. Biogeosciences 19, 5807–5835. doi: 10.5194/bg-19-5807-2022

 Leising, A., Schroeder, I., Bograd, S., Abell, J., Durazo, R., Gaxiola-Castro, G., et al. (2015). State of the California Current 2014–15: impacts of the warm-water “Blob”. CalCOFI Rep. 56, 31–68. Available at: https://www.researchgate.net/publication/293491648_State_of_the_California_Current_2014-15_Impacts_of_the_warm-water_Blob.

 Li, D., Chen, Y., Messmer, M., Zhu, Y., Feng, J., Yin, B., et al. (2022). Compound wind and precipitation extremes across the Indo-Pacific: climatology, variability, and drivers. Geophys. Res. Lett. 49. doi: 10.1029/2022GL098594

 Li, D., Chen, Y., Qi, J., Zhu, Y., Lu, C., and Yin, B. (2023). Attribution of the July 2021 record-breaking northwest Pacific marine heatwave to global warming, atmospheric circulation, and ENSO. Bull. Am. Meteorol. Soc 104, E291–E297. doi: 10.1175/BAMS-D-22-0142.1

 Li, Y., Ren, G., Wang, Q., Mu, L., and Niu, Q. (2022). Marine heatwaves in the South China Sea: tempo-spatial pattern and its association with large-scale circulation. Remote Sens. 14, 5829. doi: 10.3390/rs14225829

 Liu, K., Xu, K., Zhu, C., and Liu, B. (2022). Diversity of marine heatwaves in the South China Sea regulated by ENSO phase. J. Clim. 35, 877–893. doi: 10.1175/JCLI-D-21-0309.1

 Mandal, S., Susanto, R. D., and Ramakrishnan, B. (2022). On investigating the dynamical factors modulating surface chlorophyll-a variability along the south Java coast. Remote Sens. 14, 1745. doi: 10.3390/rs14071745

 Mann, H. B. (1945). Nonparametric tests against trend. Econometrica 13, 245. doi: 10.2307/1907187

 Mukherjee, S., Mishra, A. K., Ashfaq, M., and Kao, S.-C. (2022). Relative effect of anthropogenic warming and natural climate variability to changes in compound drought and heatwaves. J. Hydrol. 605, 127396. doi: 10.1016/j.jhydrol.2021.127396

 Noh, K., Lim, H. G., and Kug, J. S. (2022). Global chlorophyll responses to marine heatwaves in satellite ocean color. Environ. Res. Lett. 17, 064034. doi: 10.1088/1748-9326/ac70ec

 Oliver, E. C. J., Donat, M. G., Burrows, M. T., Moore, P. J., Smale, D. A., Alexander, L. V., et al. (2018). Longer and more frequent marine heatwaves over the past century. Nat. Commun. 9, 1324. doi: 10.1038/s41467-018-03732-9

 Perruche, C. (2018). Product user manual for the global ocean biogeochemistry hindcast GLOBAL_REANALYSIS_BIO_001_029. Version 1. Copernicus Marine Environment Monitoring Service, Toulouse, France. doi: 10.25607/OBP-490

 Perruche, C., Szczypta, C., Paul, J., and Drévillon, M. (2019). Global production centre GLOBAL_REANALYSIS_BIO_001_029. (Toulouse, France: Copernicus Marine Environment Monitoring Service). doi: 10.48670/moi-00019

 Sen, P. K. (1968). Estimates of the regression coefficient based on Kendall’s tau. J. Am. Stat. Assoc. 63, 1379–1389. doi: 10.1080/01621459.1968.10480934

 Smale, D. A., Wernberg, T., Oliver, E. C. J., Thomsen, M., Harvey, B. P., Straub, S. C., et al. (2019). Marine heatwaves threaten global biodiversity and the provision of ecosystem services. Nat. Clim. Change 9, 306–312. doi: 10.1038/s41558-019-0412-1

 Tan, H. J., Cai, R. S., and Wu, R. G. (2022). Summer marine heatwaves in the South China Sea: trend, variability and possible causes. Adv. Clim. Change Res. 13, 323–332. doi: 10.1016/j.accre.2022.04.003

 Thomson, J. A., Burkholder, D. A., Heithaus, M. R., Fourqurean, J. W., Fraser, M. W., Statton, J., et al. (2015). Extreme temperatures, foundation species, and abrupt ecosystem change: an example from an iconic seagrass ecosystem. Glob. Change Biol. 21, 1463–1474. doi: 10.1111/gcb.12694

 Walsh, J. E., Thoman, R. L., Bhatt, U. S., Bieniek, P. A., Brettschneider, B., Brubaker, M., et al. (2018). The high latitude marine heat wave of 2016 and its impacts on Alaska. Bull. Am. Meteorol. Soc 99, S39–S43. doi: 10.1175/BAMS-D-17-0105.1

 Wernberg, T., Bennett, S., Babcock, R. C., de Bettignies, T., Cure, K., Depczynski, M., et al. (2016). Climate-driven regime shift of a temperate marine ecosystem. Science 353, 169–172. doi: 10.1126/science.aad8745

 Whitney, F. A. (2015). Anomalous winter winds decrease 2014 transition zone productivity in the NE Pacific. Geophys. Res. Lett. 42, 428–431. doi: 10.1002/2014GL062634

 Wirasatriya, A., Prasetyawan, I. B., Triyono, C. D., Muslim,, and Maslukah, L. (2018). Effect of ENSO on the variability of SST and chlorophyll-a in java sea. IOP Conf. Ser. Earth Environ. Sci. 116, 12063. doi: 10.1088/1755-1315/116/1/012063

 Wirasatriya, A., Susanto, R., Jalil, R., Ramdani, F., and Puryajati, A. (2021). Northwest monsoon upwelling within the Indonesian seas. Int. J. Remote. Sens. 42, 5437–5458. doi: 10.1080/01431161.2021.1918790

 Xue, H., Chai, F., Pettigrew, N., Xu, D., Shi, M., and Xu, J. (2004). Kuroshio intrusion and the circulation in the South China Sea. J. Geophys. Res. Ocean. 109, e2019JC015801. doi: 10.1029/2002JC001724

 Yao, Y., and Wang, C. (2021). Variations in summer marine heatwaves in the South China Sea. J. Geophys. Res. Ocean. 126, e2021JC017792. doi: 10.1029/2021JC017792

 Yao, Y., Wang, J., Yin, J., and Zou, X. (2020). Marine heatwaves in China’s marginal seas and adjacent offshore waters: past, present, and future. J. Geophys. Res. Ocean. 125. doi: 10.1029/2019JC015801

 Yue, S., and Wang, C. Y. (2002). Applicability of prewhitening to eliminate the influence of serial correlation on the Mann-Kendall test. Water Resour. Res. 38, 41–47. doi: 10.1029/2001WR000861

 Zhang, D., Chen, L., Yuan, Y., Zuo, J., and Ke, Z. (2023). Why was the heat wave in the Yangtze River valley abnormally intensified in late summer 2022? Environ. Res. Lett. 18, 034014. doi: 10.1088/1748-9326/acba30

 Zhang, Y., Wallace, J. M., and Battisti, D. S. (1997). ENSO-like interdecadal variability: 1900–93. J. Clim. 10, 1004–1020. doi: 10.1175/1520-0442(1997)010<1004:ELIV>2.0.CO;2

 Zscheischler, J., Martius, O., Westra, S., Bevacqua, E., Raymond, C., Horton, R. M., et al. (2020). A typology of compound weather and climate events. Nat. Rev. Earth Environ. 1, 333–347. doi: 10.1038/s43017-020-0060-z

 Zscheischler, J., Westra, S., van den Hurk, B. J. J. M., Seneviratne, S. I., Ward, P. J., Pitman, A., et al. (2018). Future climate risk from compound events. Nat. Clim. Change 8, 469–477. doi: 10.1038/s41558-018-0156-3




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.


Copyright © 2023 Chen, Li, Feng, Zhao, Qi and Yin. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 02 May 2024

doi: 10.3389/fmars.2024.1381187

[image: image2]


Analysis of sea level variability and its contributions in the Bohai, Yellow Sea, and East China Sea


Yanxiao Li 1,2, Jianlong Feng 1,2*, Xinming Yang 1,2, Shuwei Zhang 1, Guofang Chao 3, Liang Zhao 1,2 and Hongli Fu 3*


1 Key Laboratory of Marine Resource Chemistry and Food Technology (TUST), Tianjin University of Science and Technology, Tianjin, China, 2 College of Marine and Environmental Science, Tianjin University of Science and Technology, Tianjin, China    , 3 Key Laboratory of Marine Environmental Information Technology, National Marine Data and Information Service, Tianjin, China




Edited by: 

Jun Sun, China University of Geosciences, China

Reviewed by: 

Antoine Hochet, UMR6523 Laboratoire d’Oceanographie Physique et Spatiale (LOPS), France

Tarek El-Geziry, National Institute of Oceanography and Fisheries (NIOF), Egypt

*Correspondence: 

Jianlong Feng
 fjl181988@tust.edu.cn 

Hongli Fu
 fhlkjj@163.com


Received: 03 February 2024

Accepted: 16 April 2024

Published: 02 May 2024

Citation:
Li Y, Feng J, Yang X, Zhang S, Chao G, Zhao L and Fu H (2024) Analysis of sea level variability and its contributions in the Bohai, Yellow Sea, and East China Sea. Front. Mar. Sci. 11:1381187. doi: 10.3389/fmars.2024.1381187



Understanding the sea level variability of the Bohai, Yellow Sea, and East China Sea (BYECS) is crucial for the socio-cultural and natural ecosystems of the coastal regions. In this study, based on satellite altimetry data, selected time range from 1993 to 2020, using the cyclostationary empirical orthogonal function (CSEOF) analysis method distinguishes the primary sea level variability modes. The analysis encompasses the seasonal signal, trend, and El Niño-Southern Oscillation (ENSO) associated mode of sea level anomaly. The amplitude of the annual cycle demonstrates a non-stationary signal, fluctuating between -15% and 15% from the average. Monsoons, atmospheric forcing, ocean circulation, wind-driven Ekman transport, and the Kuroshio emerge as the primary factors influencing BYECS variability on seasonal scales. The satellite altimetry sea level exhibits an average trend within the range of 3-4 mm/year, while the steric sea level trend is generally smaller, falling within the range of 0-2 mm/year. Throughout the entire period, the contribution of steric sea level to the mean sea level trend consistently remains below 25%. Furthermore, BYECS sea level variations have a sensitive response to strong El Niño years, with a clear regionalization of the response, which is related to the intricate atmospheric circulation and local wind pressures, as well as the influence of ocean circulation. In conclusion, we gained a more comprehensive understanding of sea level variability in the BYECS, especially the annual cycle of sea level amplitude and the response of ENSO. However, more studies still need to be done to differentiate the various factors in sea level variations.
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1 Introduction

Sea level change is one of the important indicators of global climate and environmental change, which is influenced by human activities and natural factors, and at the same time has an important impact on human production and life. Global mean sea level (GMSL) has been rising in recent years, and the impacts of sea level change are already being felt by many coastal and island populations, such as the pollution of land-based freshwater by seawater (Hay and Mimura, 2005; Ranjan et al., 2006), the loss of wetlands in coastal zones (Gardiner et al., 2007), erosion of beaches and cliffs, and the frequency of extreme water levels, the rising of extreme water levels (Araújo and Pugh, 2008).

Over the past three decades, satellite altimetry has allowed for continuous and near-global ( ± 66°N) measurements of sea surface height, significantly advancing our understanding of the recent rise in sea level (Church et al., 2013; Watson et al., 2015). Generally, increases in ocean mass due to the melting of land-based glaciers and ice sheets and the thermal expansion of warming ocean water have dominated trends in GMSL (Marzeion et al., 2012; Shepherd et al., 2012). Regional sea levels, however, differ from GMSL over a variety of timescales, some regional variations from the global mean trend can exceed 50–100% along the world’s coastlines (Cazenave and Llovel, 2010; Hamlington et al., 2016; Carson et al., 2017; Hamlington et al., 2018). Processes such as atmosphere/ocean dynamics, ocean/cryosphere/hydrosphere mass redistribution-induced static-equilibrium effects on geoid height and Earth’s surface, glacio-isostatic adjustment (GIA), sediment compaction, tectonics, and mantle dynamic topography (MDT) all contribute to regional sea level variations (Stammer et al., 2013; Bouttes et al., 2014; Cazenave and Cozannet, 2014; Forget and Ponte, 2015; Chen et al., 2017; Meyssignac et al., 2017; Hochet et al., 2023). These driving processes exhibit spatial variability, resulting in regional sea level changes that vary in rate and magnitude among regions. In recent years, there has been an increased focus on regional sea level variations and the different driving factors (Feng et al., 2011; Zhang and Church, 2012; Hamlington et al., 2019a).

The Bohai, Yellow, and East China Seas (BYECS) (Figure 1) are shallow marginal seas enclosed by China, the Korean Peninsula, and Japan, with open connections to the Northwest Pacific and the South China Sea. These seas are often referred to as China’s “wealth belt” and “lifeblood belt” (Wang G. et al., 2015). The rate of sea level rise is not uniform, studies have shown that GMSL is rising at a higher rate than before (Cazenave and Llovel, 2010), and significant sea level variability on seasonal and interannual scales since the 1950s in the BYECS (Yanagi and Akaki, 1994; Han and Huang, 2008; Wang X. H. et al., 2015; Wang et al., 2018). Several studies have investigated the driving factors, and the results show that the sea temperature, the boundary current (Kuroshio), atmospheric forcing, the El Niño-Southern Oscillation (ENSO), the Pacific Decadal Oscillation (PDO), and ocean currents all contribute to the sea level variability in the BYECS (Cui and Zorita, 1998; Han and Huang, 2008; Liu et al., 2010; Zuo et al., 2012; Zhang et al., 2014; Cheng et al., 2015; Wang et al., 2018; Liu Z. et al., 2021). However, the understanding of driving factors and associated mechanisms remains incomplete, and further studies are needed to explore the contribution and the variations of the thermal and dynamic processes to the intra-seasonal, decadal sea level variability, and long-term changes.




Figure 1 | Study areas of this work, include the Bohai Sea, Yellow Sea, and East China Sea.



Various methods have been employed to extract and analyze the seasonal signal, decadal variability, and trend of sea level, such as wavelet analysis, ensemble empirical mode decomposition (EEMD), and empirical orthogonal function (EOF) techniques (Woodworth et al., 2017; Wang et al., 2018; Lan et al., 2021). The cyclostationary empirical orthogonal function (CSEOF) has been utilized to decompose geophysical data into spatial and temporal components, effectively capturing both spatial time-varying patterns and longer-timescale fluctuations. In comparison to traditional EOF analysis, CSEOF demonstrates reduced mode mixing and provides a more accurate representation of climate variability (Hamlington et al., 2011, 2015). Recent studies have highlighted the effectiveness of CSEOFs in extracting robust modes that represent the modulated annual cycle, ENSO variability, decadal variability, and long-term trends in sea level at both global and regional scales (Hamlington et al., 2011, 2012, 2016; Hamlington et al., 2019a; Kumar et al., 2020). In the context of the BYECS, Cheng et al. (2015) identified significant regional spatial distribution characteristics in the amplitude of the annual sea level cycle using CSEOF analysis, with the zonal wind anomaly playing a crucial role in the inter-annual changes of sea level. Nonetheless, this study only analyzed the seasonal mode. To gain a more comprehensive understanding of sea level variability and to enhance the accuracy of predictions, a more thorough analysis is warranted.

In this study, the seasonal signal, trend and ENSO-related variability of sea level anomaly in the BYECS were investigated using the CSEOF method applied to satellite altimetry data provided by AVISO. Additionally, the contributions of thermal and dynamic processes were separately analyzed. The outline of this paper is as follows: Section 2 provides a description of the data utilized, encompassing satellite altimetry sea level data, three-dimensional temperature and salinity data, and dynamic atmospheric correction products. Section 3 focuses on the analysis of the dominant modes of sea level variability and the individual contributions of the thermal and dynamic processes. Finally, the main conclusions drawn from the study are outlined in section 4.




2 Data and methodology



2.1 Data

This paper primarily uses the satellite altimetry sea level data which is archiving, validation, and interpretation of satellite oceanographic (AVISO; www.aviso.oceanobs.com; Schneider et al., 2013) to study the sea level changes in the BYECS over the past years. This dataset integrates information from several altimetry satellites, including Jason-1, T/P, Envisat, GFO, ERS-1/2, and GEOSAT. The spatial grid resolution is 1/4°×1/4°, and the temporal resolution involves month-by-month averaging. The temporal scope of this analysis spans from January 1993 to December 2020, and the selected sea area encompasses 23°- 43°N and 117°- 132°E.

To derive steric sea level, the three-dimensional temperature and salinity data are obtained from the China Ocean reanalysis version 2 (CORA2; Fu et al., 2023). This dataset is based on the eddy-resolving MITgcm, which incorporates interactive sea ice in high latitudes and tidal forcing. The assimilation process involves in-situ T–S profiles, daily gridded satellite sea level anomaly (SLA), and sea surface temperature (SST) using a high-resolution multi-scale data assimilation method. Notably, CORA2 features a horizontal spatial resolution of 9km and a vertical resolution of 50 layers. The CORA/CORA2 datasets have been proven to have good reliability and significant advantages in reflecting the characteristics of China’s offshore areas, including the sea temperature, sea level variations and mesoscale eddies (Han et al., 2011; Zhang et al., 2014; Bai et al., 2020; Chao et al., 2021). They adeptly capture the seasonal sea surface temperature variations, encompassing the distinct characteristics influenced by monsoons and seasonal transitions. Moreover, these datasets effectively characterize the impact of ENSO on the Chinese offshore region (Wu et al., 2014; Fu et al., 2023). The temporal scope covered in this study spans from January 1993 to December 2020, totaling 336 months, and encompasses the sea area ranging from 23°-43°N, 117°-132°E, including the Bohai Sea (BS), the Yellow Sea (YS), and the East China Sea (ECS).

The dynamic atmospheric correction (DAC) data were utilized to investigate the variable sea levels influenced by high-frequency (less than 20 days) atmospheric wind and pressure, as well as by low-frequency pressure (more than 20 days) from the static inverted barometer (IB) effect, which is produced by CLS using the Mog2D model from Legos and distributed by AVISO+, with support from Cnes (https://www.aviso.altimetry.fr/; Carrère and Lyard, 2003). This dataset features a spatial grid resolution of 1/4° × 1/4° and a temporal resolution of 6 hours. The time range is subsequently transformed into monthly average data, aligning with the temporal resolution of the other two datasets. The temporal scope of this analysis spans from January 1993 to December 2020, covering the sea area from 23°- 43°N, 117°- 132°E.




2.2 Methodology

In general, the variability of sea level is influenced by two primary factors. One component involves the variations in the Ocean Bottom Pressure (OBP), resulting from circulation, redistribution of seawater caused by tidal influence (Cummins and Lagerloef, 2004; Cheng et al., 2013), or fluctuations in water mass flows due to melting phenomena like glaciers and ice sheets (Chambers, 2006). The other crucial component is the steric sea level variability, associated with changes in the seawater density, also referred to as the variations in the water column density as a result of temperature and salinity changes (Carton et al., 2005; Leuliette and Willis, 2011; Leuliette, 2015). In this study, we undertake a quantitative analysis of satellite altimetry sea level and steric sea level, and the OBP sea level can be regarded as the difference between satellite altimetry sea level and the steric sea level results. In this paper, combining thermosteric SLA (TSLA) and halosteric SLA (HSLA) into steric sea level anomaly (SSLA) by using integration in the depth, and with the help of the tool TEOS-10 equations (Pawlowicz et al., 2012) and the Gibbs Sea Water (GSW) oceanographic toolbox (McDougall and Barker, 2011) by using the Equation (1) (Gill and Niller, 1973; Wang et al., 2017; Mohamed and Skliris, 2022):

 

where z is the depth at each latitude/longitude grid point, ρ, T, and S are the density, temperature, and salinity anomalies at each point and are climatologically averaged for each layer (1993-2020), and α and β are the coefficients of thermal expansion and salt contraction, respectively, which are also calculated using TEOS-10, as well as the GSW toolbox. The value of H is taken from the last depth data with a value in the 50th layer at each latitude/longitude grid point.

To analyze the seasonal, long-term variability of sea level in the BYECS, CSEOF method has been adopted. This method has gained prominence in recent years for its effectiveness in examining sea surface temperature, wind, precipitation, and sea level changes (Hamlington et al., 2011, 2014; Yeo and Kim, 2014; Kim et al., 2015; Mason et al., 2017). The fundamental principle of CSEOF involves decomposing the spatio-temporal data of a given dataset into a series of patterns comprising spatial and temporal components. The spatial components are referred to as Load Vectors (LVs), while the temporal components are termed Principal Component Time Series (PCTS). Load Vectors characterize spatial variations in the data, whereas Principal Component Time Series capture temporal variations.

In order to more precisely capture the time-varying spatial patterns and longer period fluctuations prevalent in geophysical data, Kim et al. (1996), Kim and North (1997), and Kim and Wu (1999) established the theory of CSEOF analysis. The primary distinction between CSEOF analysis and classic EOF analysis lies in the behavior of the spatial modes (LVs) within CSEOF. The “nested period” is a predetermined nested period that governs how the spatial modes in CSEOF are allowed to change over time (Hamlington et al., 2011). This divergence from the EOF method recognizes that the natural responses of physical systems are dynamic and ever-changing. Furthermore, CSEOF alleviates the constraint of stationarity imposed on the LVs in EOF analysis, enabling a more accurate representation of climate change. In addition, EOF commonly leads to annual modes spanning multiple modes and result in mode mixing, whereas CSEOF minimizes this effect (Hamlington et al., 2014). In the CSEOF, space-time T(r, t) is defined through Equations (2, 3) as





Where T(r, t) represent the space-time data, PC is the stochastic time series component, LV is the physical process, the T(r, t) is periodic in time with a nested period of d, and d being the period of the cyclic process (Kim et al., 1996), the LV varies over time within the specified nested period. This is more suitable for solving physical phenomena that change over time in addition to fluctuating on longer time scales and have well-defined cycles.

The nested period utilized in CSEOF analysis is typically predetermined and is often guided by knowledge regarding the specific signal being examined. Nested period of one or two years is frequently used in the context of satellite altimetry sea level observations (Cheng et al., 2015; Hamlington et al., 2016; Hamlington et al., 2019b). CSEOF divides the dataset into 12 spatial modes and one principal component time series when a one-year nested period is selected, and into 24 spatial modes and one principal component time series when a two-year nested period is chosen (Hamlington et al., 2016; Hamlington et al., 2019b). Notably, the outcomes derived from these two nested cycles exhibit similarity. Prior research has elucidated that the third CSEOF mode is intricately linked with the biennial oscillatory transitions characteristic of the El Niño-Southern Oscillation (ENSO) dynamic (Yeo and Kim, 2014; Hamlington et al., 2015; Cheng et al., 2016; Hamlington et al., 2016; Hamlington et al., 2019a, 2019b; Cheon et al., 2021; Pei, 2021). Notably, investigations such as those by have charted this association with respect to global sea levels during the period from 1993 to 2010, and subsequent studies by Hamlington et al. (2016) within the Pacific Ocean from 1993 to 2015, also the east and west coasts of the U.S. from 1993 to 2016. Two-year nested cycles were chosen so that the year-to-year transition of the ENSO phenomenon could be well expressed, and the LVs could well express the transition from the beginning of the first year of the El Niño phenomenon to the end, or from the beginning of the El Niño phenomenon to the beginning/end of the second year of the La Niña phenomenon.

We recombine the LV and PCTS which in section 3.1 through Equation (4) to estimate the difference between satellite altimetry sea level anomalies and SSLA. Based on the following formula, for individual points:



which i denote each month in the time series, X(i) denote the LVs with CSEOF-processed data and S(i) denote the seasonal sequence. The reorganized data were obtained by multiplying the formula above each latitude and longitude in the study area and doing seasonal averaging.





3 Results and discussions

In this research, a two-year nesting period is chosen in the CSEOF decomposition of satellite altimetry sea level, steric sea level, and DAC data from 1993 to 2020. The BYECS’s principal sea level patterns are retrieved. The first three satellite altimetry data modes—64.4%, 13.1%, and 3.8%, respectively—account for 81.3% of the variability in the sea levels and are covered in detail below.



3.1 Annual mode

The annual cycle is described by the first CSEOF mode, with each LV featuring 24 maps (one for each month of the 2‐year nested period). In the investigation, three months as a group were denoted as spring, summer, autumn, and winter, which are DJF (December, January-February) for spring; MAM (March-May) for summer; JJA (June-August) for autumn; and SON (September-November) for winter. The start date of the analysis is January 1993, so the first year of each LV represents an odd-numbered year and the last year an even-numbered year.

The majority of satellite altimetry sea level anomalies (depicted in Figure 2A) are negative in DJF and MAM, and positive in JJA and SON. The minimum amplitude was seen in the BS, and the maximum amplitude was seen at the radiative sand ridge and coastal regions of the Southern ECS. In the BS, the maximum and minimum amplitudes were observed in JJA and DJF, respectively. In the North YS, the minimum amplitude was also observed in DJF, and the maximum amplitude was observed in SON. In the South YS and ECS, the maximum and minimum amplitudes were observed in SON and MAM.




Figure 2 | The first CSEOF mode of the combined decomposition represents the annual variability of the three datasets. The seasonally averaged LVs shown in the figure cover a 2-year nested period for satellite altimetry (A), SSLA (B), and DAC (C). Unit: cm. CSEOF, cyclostationary empirical orthogonal function; LV, loading vector; SSLA, Steric Sea Level Anomaly; DAC, Dynamic Atmospheric Correction; DJF, December, January-February; MAM, March-May; JJA, June-August; SON, September-November.



The accompanying PCTS (Figure 3) provides information on the strength of the annual cycle throughout the record. It can be seen that satellite altimetry PCTS has four distinctly low values and three distinctly high values from 1993 to 2020. To calculate the magnitude of the PCTS float of each mode, the mean value of the time series over 28 years was computed. Subsequently, the maximum and minimum values within this series were identified, and their deviations from the mean were calculated. These deviations were then normalized by the mean value to derive the amplitude of the PCTS varies from -15% to 15% from the average.




Figure 3 | Principal component time series (PCTS) of the first modal correlation, (satellite altimetry (black line), steric sea level anomaly (red line), dynamic atmospheric correction (green line)).



The first mode of the SSLA (depicted in Figure 2B) represents 66.6% of the total variance. Notably, akin to the satellite altimetry sea level anomaly, the variations within the two-year nested cycle are not pronounced. Negative values are predominantly observed during DJF and MAM while contrasting positive values manifest during JJA and SON.

The results of SSLA (Figure 2B) depicted that the BS region shows negative values in DJF and MAM, while positive values in JJA and SON, however, compare to Figure 2A, the variations are not significant. These results suggest that steric sea level not be the primary determinant driving the sea level variations in these areas, aligning with the conclusion drawn by Zhang et al. (2014) and Chang et al. (2017) that the influence of steric effects on the margins of the BS is not markedly significant. We calculated the contribution of steric sea level for the BS region separately, which is 24.3%. To quantitatively analyze the contribution of steric effects, we have reorganized the LVs as presented in Figures 2A, B and the PCTS as depicted in Figure 3, employing Formula (4). The difference between the satellite altimetry sea level and steric sea level were given in Figure 4. It can be seen that the difference between the satellite altimetry sea level and steric sea level is most significant in the BS region (Figure 4), which further indicates that steric is not a primary influence on the sea level variation in the BS. Previous studies have indicated that the influence of winds has a considerable contribution to coastal sea level variations (Dangendorf et al., 2012, 2013). In the BS, in winter northerly winds prevail, resulting in seawater being blown into the ocean and sea level falling in winter. In summer, southeasterly winds prevail, leading to the accumulation of seawater along the coastline (Mao and Sha, 2002) and a significant rise in sea level.




Figure 4 | The difference between satellite altimetry sea level and steric sea level after data reorganization. Unit: cm.



The YS region shows negative values in DJF and MAM, while positive values in JJA and SON, and central YS reach the large amplitude SON (Figure 2B). The mean value of the steric contribution of the YS region was 45.7%. While the southern side of the Shandong Peninsula and the Jiangsu coast exhibited the maximum and minimum discrepancies between satellite altimetry sea level and steric sea level in SON and MAM (Figure 4), indicates that steric is not a dominant contribution to sea level variability in shallow nearshore waters. Prior research has underscored the significance of the monsoon, local atmospheric forcing, and wind-driven Ekman transport in influencing the seasonal sea level variability in the Yellow Sea (Marcos et al., 2012; Cheng et al., 2015; Liu et al., 2023). During summer, the YS experiences the influence of the southwesterly monsoon, fostering a northeastward littoral circulation (Liu and Gan, 2014). Conversely, winter brings northerly winds creating a southward pressure gradient, leading to the displacement of the central YS water mass from the shallow Jiangsu coastal waters towards the Kuroshio mainstem, resulting in decreased sea levels (Yuan and Hsueh, 2010). Figure 2C illustrates that the BS/YS region is more susceptible to wind effects during DJF and JJA. The monsoon-induced anomalous flow triggers inward (outward) Ekman transport, thereby causing sea level rises (lowering) (Liu et al., 2023). Furthermore, the northward transportation of the Yangtze River runoff via the YS Cold Water Mass to the Tsushima Strait in Summer contributes to the observed seasonal variations (Liu H. et al., 2021).

The ECS’s eastern region and the Taiwan Strait region exhibit minimal amplitude during DJF. The northern ECS reaches maximum amplitude during SON, while the Taiwan Strait region achieves the maximum amplitude during JJA (Figure 2B). In contrast to the BS and YS, the ECS’s steric sea level change is notably significant, particularly in the Kuroshio basin and the Taiwan Strait region. Independently calculated, the mean value of the steric sea level percentage in the ECS region is 67%. Overall, the disparity between AVISO and SSLA is small, although the Taiwan Strait presents an exception (Figure 4). These findings align with previous conclusions, emphasizing steric sea level as the primary influencing factor of ECS sea level variation. The central and eastern parts of the ECS are influenced by the high-temperature and high-salinity outer seawater introduced by the Kuroshio (Zhang et al., 2014; Chang et al., 2017; Qi et al., 2018; Qu et al., 2023). The Taiwan Strait, due to its shallow depth, is affected by both circulation and local wind (Qi et al., 2017; Liu Z. et al., 2021). In summer, the northward Taiwan warm current intensifies (Yang et al., 2018; Wang et al., 2019), resulting in sea level rises along the coasts of Fujian and Zhejiang. Conversely, in winter, the Fujian-Zhejiang coastal current transports freshwater from the Yangtze River southward, contributing to a reduction in sea level.

The fluctuation of PCTS of steric sea level, when compared with satellite altimetry sea level, exhibits inconsistency between peak and low values across different years (Figure 3). The SSLA PCTS demonstrated a cyclical variation with a 4-6-year periodicity, and it peaked in 2005/2006. The fluctuation trend of SSLA PCTS may be related to the variation of Kuroshio flow. Previous studies have indicated that the Kuroshio flow exhibits an oscillatory cycle varying from 3-5 years (Yu et al., 2008; Qi et al., 2014) and the Kuroshio summer current reached its maximum positive level in 2005 (Qi et al., 2014).

The first modal state of the DAC represents 95.5% of the total variance. The LVs of the DAC (depicted in Figure 2C) illustrate sea level changes that exhibit a more consistent pattern within the two-year nested cycle. Analysis of the figure reveals that the contribution of DAC on the BYECS sea level manifests as a positive anomaly with a substantial amplitude in JJA, a negative anomaly with significant amplitude in DJF, and positive and negative anomalies with smaller amplitudes in MAM and SON, respectively. Seasonal effects decreased from northwest to southeast in all four seasons. The PCTS amplitude of the DAC is not significant compared to the SSLA (Figure 3), and there are periodic oscillations with a period of about 4-6a. With two low values in 1998 and 2010, as 1997/1998 and 2009/2010 belong to the Central Pacific (CP) ENSO, and the Northern Hemisphere winds have a high correlation in response to the CP ENSO events (Capotondi and Ricciardulli, 2021), it is thought that these two low values are in response to CP ENSO events. DAC was applied by AVISO processing algorithms to correct satellite altimetry data. However, here, we found that the variable sea levels forced by high-frequency (less than 20 days) atmospheric wind and pressure, and by low-frequency pressure (more than 20 days) from the static inverted barometer (IB) effect in the annual cycle was also quite large compared with the results from satellite altimeter.




3.2 Trend mode

Sea level change is a non-stationary and non-linear process (Jin et al., 2021), characterized by significant inter-decadal variability influenced by natural physical phenomena. Since the 20th century, the rate of GMSL rise has been on an accelerating trend (Llovel et al., 2019). This acceleration varies across different geographic locations and record periods, leading to disparate acceleration values (Woodworth et al., 2009; Kemp et al., 2011). Additionally, diverse regimes can result in varying response times under the impacts of climate change and acceleration (Camuffo, 2022). Consequently, a trend mode analysis was employed to investigate the trend changes in the BYECS over 28 years, offering insights into the complex non-linear variability of the system.

Figure 5A illustrates the second mode of CSEOF decomposition applied to satellite altimetry data. The analysis reveals that the LV maps exhibit minimal variability throughout the nested period. Furthermore, the derived PCTS, as displayed in Figure 6, demonstrates limited fluctuations around the linear trend. Notably, the trend map excludes the impact of both biennial and low-frequency modes. For discussion within this manuscript, we designate this mode as the “trend mode”.




Figure 5 | The second CSEOF mode of the combined decomposition represent the trend changes in the two datasets. The seasonally averaged LVs shown cover a 2-year nested period of satellite altimetry (A), SSLA (B). Unit: cm. CSEOF, cyclostationary empirical orthogonal function; LV, load vector; SSLA, Steric Sea Level Anomaly; DJF, December, January-February; MAM, March-May; JJA, June-August; SON, September-November.






Figure 6 | Principal component time series (PCTS) of the second modal correlation (satellite altimetry (black line), steric sea level anomaly (red line)).



In Figure 5A, positive trends in the vast majority of regions in all four seasons, with JJA and SON reaching negative trends in small portions of ECS. Specifically, SON exhibits the maximum amplitude in both the north and south of the BS, while in MAM, the maximum amplitude is reached on the south side of the Shandong Peninsula and the Jiangsu coast. Additionally, the ECS experiences more pronounced variations than BYS during the two-year nested cycle. Notably, the southern part of the ECS demonstrates maximum amplitude during the first year of the nested cycle in DJF, whereas the second year shows values near 0. Furthermore, the southern part of the ECS reaches maximum amplitude in SON and minimum amplitude in the second year of JJA.

The associated PCTS (Figure 6) presents data indicating that satellite altimetry exhibits a distinct positive trend throughout the record since 1996. On the other hand, the SSLA displays multiple fluctuations, while also showcasing a positive trend with a notable slope post-1993 and in 2005/2006.

Similar to the results of the second mode of CSEOF decomposition applied to satellite altimetry data, the second mode of SSLA was also designated as trend mode. Figure 5B illustrates the SSLA, which predominantly exhibits positive anomalies across the four seasons within the nested cycle. Specifically, the northeastern Taiwan Island reaches the maximum amplitude in JJA and SON, while the northeastern ECS reaches the minimum amplitude in MAM.

Figure 7 illustrates the rise rates of satellite altimetry sea level and steric sea level spanning from 1993 to 2020, as well as the disparity between the two. In Figure 7A, the observed sea level trends manifest as positive values, with an average rate of approximately 4 mm/year in the BYS and around 3 mm/year in the central ECS. The disparity in rise rates across the entire BYECS is not substantial, with the maximum value occurring in the south of the Shandong Peninsula. Additionally, the west side of the Korean Peninsula exhibits a maximum rise rate of about 6 mm/year, while near-shelf shallow-water areas such as the Jiangsu, Fujian, and Zhejiang coastlines, as well as the Taiwan Straits, demonstrate a rise rate of approximately 4.5 mm/year.




Figure 7 | Trends over the period 1993-2020 (satellite altimetry sea level (A), steric sea level (B), difference between the two (C), steric sea level contribution ratio (D)).



In Figure 7B, the rise rates of steric sea level from 1993 to 2020 are depicted. The overall rise rate of steric sea level falls within the range of 0-2 mm/year, with minimal variation observed. Negative values of approximately -1 mm/year are evident in the western YS and the northern part of the ECS, while the Kuroshio Basin exhibits a substantial maximum of 5 mm/year. Notably, a considerable positive acceleration is observed in the Kuroshio region, consistent with the findings of Park et al. (2015) indicating a more pronounced rate of increase in the shallow regions of the YS compared to the deeper regions.

Figure 7C illustrates the disparity between the rates of satellite altimetry sea level and steric sea level. It is evident that in most of the BYECS, except the Kuroshio basin, the satellite altimetry sea level trends surpass the steric sea level trends. This suggests that atmospheric factors, such as wind stress and obliquely-pressurized circulation, may also contribute to the variability of sea level (Marcos et al., 2012).

In Figure 7D, the lines following the LVs and PCTS recombination and the adjusted steric component are fitted to the curves, peaking around 2010, with a proportion ranging from 20% to 25%, with an average value of 11.17%, in line with the findings of Qu et al. (2019). Previous studies also found that increasing ocean mass accounts for a greater proportion of the drivers of sea level change in the BYECS, and it dominates the contribution to the change in sea level trend (Chang et al., 2017; Qu et al., 2023).




3.3 Biennial oscillation mode

The third mode of CSEOF is depicted in Figure 8A. This mode exemplifies a biennial oscillation within the ENSO, specifically characterized by an annual shift between its phases. As described in Hamlington et al. (2016), this type of year-to-year transition was particularly pronounced when a strong El Niño event was succeeded by a robust La Niña episode, as evidenced in the 1997/1998 ENSO cycle.




Figure 8 | Third CSEOF model of the combined decomposition of satellite altimetry sea level (A). Unit: cm. Principal component time series (PCTS) of the third modal correlation (B). (satellite altimetry (black line), monthly values of the Niño 3.4 index (blue line), CSEOF, cyclostationary empirical orthogonal function; DJF, December, January-February; MAM, March-May; JJA, June-August; SON, September-November).



Upon analyzing Figure 8A, it becomes evident that the LVs within the study area exhibit significant variation during the 2-year nested cycle. Notably, the DJF period demonstrates the most noteworthy variation during this mode, with positive anomalies predominating in the first year, and amplitude maxima occurring in the BS and offshore areas of the YS. Conversely, negative anomalies dominate the second year of the mode, with amplitude minima observed in the southern BS and the Yangtze River estuary, similarly, MAM and JJA also exhibit an overall opposite pattern of LV during the 2 years. The impacts of ENSO exhibit distinctive regional characteristics in the BYECS, with the most pronounced effects observed in the East China Sea, particularly at the continental shelf’s edge. Previous studies have demonstrated that the influence of ENSO on sea levels in the BYECS is more prominent in the southern area than in the northern area (Liu et al., 2010; Zuo et al., 2012). During El Niño events, the northwest wind intensifies, leading to southeastward seawater transport, causing a reduction in sea levels in the southern ECS (Zuo et al., 2012; Wang et al., 2018). Additionally, sea level variation in the southern ECS is notably impacted by the strengthening of the Kuroshio. When the Kuroshio strengthens, the sea level in the ECS typically diminishes, while it rises during periods of Kuroshio weakening (Hwang and Kao, 2002; Kashino et al., 2009; Wang et al., 2014; Zhang et al., 2017).

The results of the monthly value of Niño 3.4 index reflect that the PCTS provides an indication of the significant ENSO events (Figure 8B). During El Niño years, amplitudes diminish, leading to lower sea level heights. Conversely, in the subsequent La Niña years, amplitudes increase, causing sea level heights to gradually rise above normal levels. The PCTS delineates three major valleys occurring in 1997/1998, 2009/2010, and 2015/2016, aligning with the timing of strong El Niño events. Furthermore, the PCTS exhibited a considerable decline from late 1997 to early 1998 and from late 2015 to early 2016, corresponding to these strong El Niño occurrences, followed by a rapid resurgence from late 1998 to 1999 and early 2017, aligning with the ensuing La Niña phenomenon.





4 Summary

The social, cultural, and natural ecosystems of the coastal regions bordering the Bohai, Yellow Sea, and East China Sea (BYECS) are significantly impacted by irregular sea level fluctuations and the recurrent occurrence of catastrophic events. It is imperative to comprehend the variability of sea level to accurately estimate and predict regional sea level rise in the coming decades. Quantifying and assessing the principal mechanisms of sea level change has long posed a significant challenge in marine research. In this study, we endeavor to differentiate the primary sea level variability modes from satellite altimetry data employing the CSEOF analysis method. Additionally, we utilize steric sea level data and DAC data as auxiliary sources for simultaneous processing. The ensuing analysis yields the following primary conclusions.

The sea level in the BYECS exhibits pronounced seasonal variations, and the amplitude of the annual cycle displays a non-stationary signal, fluctuating between -15% and 15% from the average. Winter and spring denote periods of lower sea level, while summer and fall exhibit higher sea levels. On a spatial scale, the nearshore shallow waters of the BS, Jiangsu, Zhejiang, and Fujian are particularly susceptible to seawater volume changes. In contrast, the southern YS and the eastern ECS, especially the Kuroshio flow area, are significantly impacted by steric effects. The seasonal characteristics of the Dynamic Atmosphere and Ocean Coupling’s (DAC) influence on sea level in the BYECS are notable, with a more pronounced influence observed during winter and summer.

The satellite altimetry sea level exhibits an average trend within the range of 3-4 mm/year, with the most substantial trend observed in the south of the Shandong Peninsula and the eastern YS, reaching 5-6 mm/year. Conversely, the steric sea level trend is generally smaller, falling within the range of 0-2 mm/year. Throughout the entire period, the contribution of steric sea level to the mean sea level trend was consistently less than 25%.

BYECS sea level fluctuations are strongly sensitive to strong El Niño years, and the impacts exhibit distinct regional variations. This influence is manifested through the intricate interplay of atmospheric circulation on local wind stresses and ocean circulation on sea level fluctuations in the BYECS.

In this paper, we make an effort to distinguish the primary sea level variability modes of the BYECS from satellite altimetry data using the CSEOF analysis method. This approach facilitated a more nuanced comprehension of sea level variability in the BYECS, particularly highlighting the annual cycle of sea level amplitude and the influences of the Biennial Oscillation. Nonetheless, further research is imperative to disaggregate the contributions of diverse factors to sea level variability.
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Only stably stratified (PEA > 50 Jm™) segments of the subareas are considered. Tidal summer NPP response is computed as the sum of vertically integrated mean NPP for summer months

(JJA; 2011-2015). Potential new production (PNP) is calculated with Eq. 6 using the sum of mean summer (JJA; 2011-2015) tide-generated turbulent nitrate fluxes across nutricline (A Jyos (2y))-
Isolation of internal-tide-generated PNP is described in Sect. 3.5.
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(Mean [gC mzyr’ (Mean [gC mzyf
S. North Sea (SNS) 17.48 (85.7) 19.9 (97.5) +14%
C. North Sea (CNS) 16.44 (67.7) 19.33 (79.6) +18%
N. North Sea (NNS) 5.89 (74.4) 6.02 (76.0) +2%
Skag./Kattegat (SK) 5.16 (66.3) 5.77 (74.2) +12%
Norwegian Trench (NT) 6.44 (82.9) 6.57 (84.6) +2%
English Channel (EC) 4.82 (58.6) 7.49 (91.1) +55%
Armorican Shelf (A) 536 (76.3) 621 (88.4) +16%
N-E Celtic Sea (NEC) 7.66 (71.4) 9.86 (91.9) +29%
$-W Celtic Sea (SWC) 6.16 (67.5) 7.69 (84.3) +25%
Trish Sea (1) 4.04 (84.7) 427 (84.5) +6%
1. Sea W. of Scotl. (Sc) 324(733) 363 (82.2) +12%
West Irish Shelf (WI) 367 (78.2) 389 (82.9) +6%
Malin Shelf (MS) 1.64 (77.1) 1.74 (81.5) +6%
Hebrides Shelf (HS) 273 (77.4) 284 (80.4) +4%
Sum for NWES 90.74 Mt C yr™! 10521 Mt C yr! +16%

Difference between experiments computed relative to NOTIDE experiment.
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M2 33.15 -7.33 120 13.42 +3.05 270
s2 1448 -45 120 495 +2.01 ‘ 272
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Harmonic analysis is computed from hourly model data for July and August 2014. Outliers are removed (>2.58 STD), N shows number of valid data used in the comparison.
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Statio 970s Run_2010s (ref. to 1970s) Run_2050s (ref. to
s 17 1475(+8576.47%) 1683(+14.10%)
s2 1611 2238(+38.92%) 2384(+6.52%)
s3 208 285(+37.02%) 330(+15.79%)
S4 1045 1517(+45.17%) 1560(+2.83%)

The value represents the number of the time steps in the simulation when the maxium gradient Richardson number logl0(Ri)>=1
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Wet season season

Morphologic change SLR (0sc)
(6md
1. Entire PRE 114 1.02-1.04 12 1.04-1.1
2.Lingding Bay(Zone 1) , 14 1.05-12 135 1.05-1.13
3.Channels(Zone 2) 14 1-11 08-3 095-1.15
4.West shoal(Zone 3) 0-7 1125 03 1-15
5.River plume dominated area 125 1.05-1.25 08-1.2 1-115
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Total days (d/decade) Duration (d/decade) Intensity (unitless)

MHW LChl Compound MHW LChl Compound MHW LChl  Compound

‘Whole 11.48 -1.98 1.52 1.05 -0.59 0.72 0.011 0.001 0.077
ECS 6.08 0.28 0.90 0.27 -0.06 0.10 0.042 0.005 0.146
WSCS 11.36 5.65 3.30 1.28 118 L15 0.016 0.001 0.134
PS 16.77 -1.40 0.96 1.24 -0.38 0.75 -0.003 0 -0.047
1N 5.00 -3.83 1.00 0.87 -1.10 0.98 -0.018 0 0.062

‘The numbers represent the magnitude of long-term trends per decade. The corresponding p-values of Mann-Kendall trend test less than 0.1, 0.05, and 0.01 are marked as italic, bold, and bold
+italic, respectively.
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The climatological mean, calculated using daily SST

Climatology = and Chl as well as smoothed by applying a 30-day N &3

moving average for 1993-2020 (28 years) mg/m

The seasonally varying value that defines a compound

event (e.g., the 90th percentile of SST anomaly and oC &
Threshold the 10th percentile of Chl anomaly based on the me/m®

climatology period, which are denoted as sst_p90 and

chl_p10, respectively)

The total number of compound event days, which days
Total days daily SST anomaly above sst_p90 and Chl anomaly

below chl_p10 @

—P
The number of days the compound event lasted
without interruption (note that two consecutive days
Duration events with an interval of < 1 day are combined, but (d)

the non-compound intermediate day is not counted
in the duration)

immy: The difference between the average SST
anomaly over all MHW days of an event and its °C
sst_p90 (i.e., mean intensity of MHWSs)

iien: The difference between the average Chl anomaly
Intensity over the duration of a LChl event and its chl_p10 mg/m®
(i.e., mean intensity of LChl events)

icom: The product of standardized SST anomalies and
standardized Chl anomalies, a unitless intensity index | unitless
of compound events
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Label

14.2

14.3

14.5

14.6

147

14.a

14.b

Indicators

Reduce marine
pollution

Protect and restore
ecosystems

Reduce ocean
acidification

Sustainable fishing

Conserve coastal
and marine areas

End subsidies
contributing to
overfishing and
illegal fishing

Increase the
economic benefits
from sustainable
use of marine
resources

Increase scientific
knowledge,
research and
technology for
ocean health

Support small scale
fishers

Implement and
enforce
international sea
law

Indicator definitions

14.1.1 Reduce marine pollution
(a) index of coastal eutrophication; and (b) plastic debris density (UN,
2023).

14.2.1 Protect and restore ecosystems
“number of countries using ecosystem-based approaches to managing
marine areas (UN, 2023).”

14.3.1 Reduce ocean acidification
“average marine acidity (pH) measured at agreed suite of representative
sampling stations (UN, 2023).”

14.4.1 Fish stocks within sustainable levels
“proportion of fish stocks within biologically sustainable levels (UN,
2023).”

14.5.1 Protected marine areas
“coverage of protected areas in relation to marine areas (UN, 2023).”

14.6.1 Combat illegal, unreported and unregulated fishing
“the degree of implementation of international instruments aiming to
combat illegal, unreported and unregulated fishing (UN, 2023).”

14.7.1 Income from sustainable fisheries
“Sustainable fisheries as a proportion of GDP in small island developing
States, least developed countries and all countries (UN, 2023).”

14.a.1 Research resources for marine technology
“proportion of total research budget allocated to research in the field of
marine technology” (UN, 2023)

14.b.1 Support small scale fishers

“degree of application of a legal/regulatory/policy/institutional framework
which recognizes and protects access rights for small-scale fisheries (UN,

2023).

14.c.1 Implementing international sea law

“number of countries making progress in ratifying, accepting and
implementing through legal, policy and institutional frameworks, ocean-
related instruments that implement international law, as reflected in the
United Nations Convention on the Law of the Sea (UN, 2023)”

Please reference the web (https://unstats.un.org/sdgs/indicators) for more details.

Targets

“Prevent and significantly reduce marine pollution of all kinds, in
particular from land-based activities, including marine debris and
nutrient pollution” by 2025 (UN, 2023).

“Sustainably manage and protect marine and coastal ecosystems
to avoid significant adverse impacts, including by strengthening
their resilience, and take action for their restoration in order to
achieve healthy and productive oceans” by 2020 (UN, 2023).

“Minimize and address the impacts of ocean acidification,
including through enhanced scientific cooperation at all levels”
by 2030 (UN, 2023).

“By 2020, effectively regulate harvesting and end overfishing,
illegal, unreported and unregulated fishing and destructive
fishing practices and implement science-based management
plans, in order to restore fish stocks in the shortest time feasible,
at least to levels that can produce maximum sustainable yield as
determined by their biological characteristics (UN, 2023).”

By 2020 “conserve at least 10 per cent of coastal and marine
areas, consistent with national and international law and based
on the best available scientific information (UN, 2023).”

“Prohibit certain forms of fisheries subsidies which contribute to
overcapacity and overfishing, eliminate subsidies that contribute
to illegal, unreported and unregulated fishing and refrain from
introducing new such subsidies” by 2020 (UN, 2023).

By 2030 “increase the economic benefits to small island
developing States and least developed countries from the
sustainable use of marine resources, including through
sustainable management of fisheries, aquaculture and tourism
(UN, 2023).”

“Increase scientific knowledge, develop research capacity and
transfer marine technology, in order to improve ocean health
and to enhance the contribution of marine biodiversity to the
development of developing countries, in particular small island
developing States and least developed countries by 2030 (UN,
2023).”

“Provide access for small-scale artisanal fishers to marine
resources and markets” by 2030 (UN, 2023).

“Enhance the conservation and sustainable use of oceans and
their resources by implementing international law as reflected in
the United Nations Convention on the Law of the Sea” by 2030
(UN, 2023).
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Coupling Degree (C)

Coordination Development Degree (D)

Shandong Tianjin Hebei Liaoning Shandong Tianjin Hebei Liaoning
2020 0.7327 0.8394 0.4699 0.5115 2020 0.6312 0.6243 0.3780 0.4730
2019 0.8018 0.8034 0.5248 05488 2019 06298 06791 0.4085 0.5071
2018 0.7874 0.7028 05227 06934 2018 06292 06153 0.4055 0.5801
2017 0.7239 07181 04315 0.8827 2017 06115 06293 03856 0.6226
2016 0.7903 0.6329 0.4384 0.8670 2016 0.6574 0.5667 0.3776 0.6370
2015 0.7214 0.6384 0.3813 07675 2015 05849 05731 03383 0.6350
2010 0.7516 0.6756 0.4291 07808 2010 05673 06253 03588 0.6161
2006 0.8545 0.6567 0.5950 0.7773 2006 0.6158 0.6023 0.4160 0.6833
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Categories

Development Class [0.5, 1.0]

Recession Class [0, 0.5)

Interval Degree
09, 1.0] Quality coordination (V1)
03,09) Geod:coordination:(V2) Coordinated Development Type
0.7, 0.8) Intermediate coordination (V3) [0, 1.0]
0.6, 0.7) Primary coordination (V4)
0.5, 0.6) Barely coordination (V5) Transitional Type
04,0.5) Basic incoordination (V6) [04,06)
0.3, 0.4) Mild incoordination (V7)
0.2,0.3) Intermediate incoordination (V8)
Dysregulated Recession Type [0, 0.4)
0.1, 0.2) Serious incoordination (V9)
0,0.1) Extreme incoordination (V10)
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Bohai

Subsystem Elements i Province City SDG14
4 Region Y
‘The amount of GbP v v v
Sconomics GDP per capita N N v
Proportion of tertiary industry in GDP v v y
Industrial structure Proportion of Marine industry in GDP V V 14.7
Proportion of secondary industry in GDP v v v
Coastal Economic Subsystem FOPOTHON.CLSSConcaty dndustyn.
Technical market turnover J v
Production Foreign direct investment V v
efficiency
The proportion of Expel.ldllul'e on science and J J 4 .
technology in finance
Urbanization level v v
Household disposable income v v v
Residents’ life
Unemployment rate J V R
tal populati v v v
Coastal population 147
Coastal Socfal Subsystein Social publi Number of hospital beds in 10,000 persons v v v
services The proportion of educational expenses in finance V v R
Public facilities
Hi il it v v v
constenttion ighway miles per capita
Total sewage discharge v v y
Direct discharge of sewage to the sea J V y 14.1
Environment Sea area below Class I water quality v v
Emissions of petroleum pollutants v V 142
Direct discharge of COD to the sea V V
14.3
Proportion of expenditure on eco-environmental N N v
protection in finance
Marine Ecology and
Environment Subsystem Coastal sea area per capita V v R -
Ecol )
4 Coastal wetland area per capita N N
Coastal coastline per capita length y 14.5
Annual number of red tides v
Mariculture area v v J 146
Resources Offshore oil production v v
Offshore natural gas production v V

As some indicators are collected solely by sea area, province, or city, no data is provided in some corresponding index systems. The \denotes that this indicator exists in the corresponding index
system. For details about SDG14 indicators and targets, please refer to Table A in the Appendix.
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Aloricate Oligotrichea cysts Tintinnina cysts

Environmental factor

R R
T (°C) 0255 0038 0.024 0.184
N 0.068 0.118 0.086 0.139
Chl a (ug/L) 0.946 I -0.150 0.025 0331

T, Water temperature; S, salinity; Chl a, Chl a concentration. Bold font: correlation is significant at the 0.05 level.
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Production
rate of cysts
(x10° cysts

m?d’)

Favella sp.

Helicostomella
longa

Tintinnopsis sp.

Total

0505

0.250

0250

0586+

Abundance of vegetative stages of Tintinnina (ind/L)

0567 0.600° | 0.538" 0248 0590% | 0567 0584 0159 0119 0600 0214 0585

0065 | -0062 | -0049 0091 -0066 | -0043  -0068 | -0058 | 0.747* 0061  -0078 0079

0065 0062 | -0049  -0091 0066 | 1000% 0068 | -0.058 0063 0061 0078  -0073

0.442°  0472°  0427* 0268 0461 | 0572  0455° | -0.172  0478"  0473* 0231  0.450°

*Significant difference at the 0.05 level; **Highly significant difference at the 0,01 level. T, Water temperature; S, salinty; Chl a, Chl a concentr
Tin6, T. butschlii; Tin7, T. directa; Ting, T. karajacensis; Tin9, T. Kofoidi; Tin10, T. lohmanni; Tin11, T. nanas Tin12, T. radix; Tin13, T. rapa;

“Tin, Favella chrenbergit; Tin2, F. panamensis; Tind, Helicostomella longa

‘ind, Tintinnopsis baltica; Tins, T. brasiliensis;
‘inl4, T. schotti; Tin15, T. focantinensis; Tin16, T. tubulosoides. Bold font:

orrelation is significant.
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Prodyction rate of cysts
(x10% cysts m2 d”)

Type 1
Type IT
Type 1T
Type IV
Type V
Type VI
Type VII
Type VIII
Type IX
Type X

Total

0.169

-0.229

0.269

0.495*

0.139

-0.021

0.005

-0.173

-0.130

0.407*

0.182

-0.158

0.099

-0.456*

-0.559**

-0.022

0.212

-0.319

0.125

-0.055

-0.550**

-0.374

Chla
(ug/L)

0.247
-0.210
0.142
0.419*

0.027

-0.210

-0.042

-0.129

-0.074

0.640**

0.211

Abundance of vegetative stages of aloricate Oligotrichea (ind/L)

AO1
0212
0.084
0.525%*
0.479*
0.209
-0.166
0.732+%
0.149
0.356
0.293

0.529**

AO2
-0.205
-0.082
0213
0.347
0.107
0.134
0.026
-0.126
-0.035
-0.031

0.040

AO3
-0.169
0.591%*
-0.188
0.091
-0.221
0.034
-0.126
-0.068
-0.198
-0.169

-0.198

AO4
0219
-0.174
0.028

0.065

-0.046
0.150

-0.135
-0.206
-0.195
-0.117

-0.179

AO5
-0.153
-0.095
0.180
0299
0223
0220
0017
-0.056
-0.032
-0.063

0.063

AO6
-0.276
-0.067
0.154
0.099
0322
0.004
0359
0.051
0111
0.059

0.167

AO7
0.060
0185
-0.047
0298
0.066
0.004
-0.214
-0.058
0.105
0.124

0.036

AO8
-0.101
-0.034
-0.145
-0.090
0.029

-0.072
-0.105
-0.232
-0.183
-0.131

-0.264

-0.247

-0.150

0.046

0.102

0.004

0.130

-0.084

-0.211

-0.179

-0.110

-0.159

*Significant difference at the 0.05 level; **Highly significant difference at the 0.01 level. T, Water temperature; S, salinity; Chl a, Chl a concentration. AO1, Laboea strobila; AO2, Pseudotontonia
sp.s AO3, Strombidinopsis sp.; AO4, Strombidium sp.1; AOS, Strombidium sp.2; AO6, Strombidium sp.3; AO7, Strombidium sp.4; AO8, Strombidium sp.5. Bold font: correlation is significant.
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Experiment ID Removed Components MAE RMSE (m)
MF-PredRNN Nothing 0.24 0.34
R-MD Memory Decoupling (MD) 0.43 0.63
R-RSS Reverse Scheduled Sampling (RSS) 0.29 0.42
R-MD-RSS MD and RSS 0.40 0.56
MF-ConvLSTM Spatio-Temporal Memory Flow (STMF), MD and RSS 046 0.66

The bold values represent the more important experimental data.
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Experiment ID Removed Factors MAE (|

MF-PredRNN Nothing 0.24 0.34
R-Wind Wind 0.37 0.62
R-Current Current 0.26 0.38
R-Bathymetry Bathymetry 026 0.39
R-Boundary SWH as open boundaries 0.26 0.38
R-SWH Historical SWH 0.15 0.23

The spatially hourly averaged MAE (m) and RMSE (m) for 1-72h SWH prediction are used to evaluate. R-Historical SWH represents the prediction experiment without considering historical
SWH as a training input.
The bold values represent the more important experimental data.
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Name Period Spatial Resoluti mporal Resolution
SWH 2011-2019 05°% 0.5° 1 hour

10 m U-V component of wind 2011-2019 025°% 0.25° 1 hour

U-V component of ocean surface current 2011-2019 0.056°x 0.056° 1 hour
bathymetry — 0.017°% 0.017° —

— means from one moment to another.
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S7 23 25.69 31.92 1.79 1.78 0.13 1.88 6.46
S8 27 26.71 31.70 3.50 159 0.26 1.56 290
average ‘ 27204112 30.38+2.09 6.45+4.92 1.95+1.63 0.34+0.31 3.38+3.36 10.14£7.91
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SST, Surface seawater temperature (°C); SSS, Surface seawater salinity, NO, indicates the sum of nitrate and nitrite concentrations; p is environmental parameters in summer and autumn for t-
test.
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