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Editorial on the Research Topic

New advances and novel applications of music technologies for health,

well-being, and inclusion

The field of research dedicated to the design, creation, use, and evaluation of new

sound and music technologies supporting health, wellbeing, and inclusion is rapidly

expanding. Numerous research efforts are taking place at the intersection of areas such as

universal design, accessibility, music therapy, music technology, sonic interaction design,

and human-computer interaction (HCI). This Research Topic explores such intersections

in music technology research aimed at promoting health, wellbeing, and inclusion,

investigating how new methods, technologies, interfaces, and applications can enable

everyone to enjoy the benefits of sound and music.

Previous Special Issues exploring similar topics include, for example, work by Magee

(2011), Rickard (2014), and Schroeder and Michon (2021). A summary of the state of

the art in music technology applied in various health scenarios was presented by Agres

et al. (2021). Falkenberg and Frid (2021) also published an overview of methodological

considerations for designing and reporting research on sound design and music for health.

In addition, an online network called Musical Care International Network1 was recently

launched to bring people together to discuss and advocate for musical care, defined

as the role of music listening and music-making in supporting any aspect of people’s

developmental or health needs (Spiro et al., 2023).

The papers published here reflect the diversity in practices and methods in this

interdisciplinary research field. Common themes that reoccur are interfaces focused on

accessibility ofmusical expression—in particular, the design and development of Accessible

Digital Musical Instruments (ADMIs; see Frid, 2019)—and sound and music listening

applications aimed at improving health and wellbeing. The papers demonstrate a richness

in the methodological approaches employed, from third-wave HCI practices (Bødker,

2006) and action research (Reason and Bradbury, 2001) with emphasis on understanding

the importance of the sociocultural context of musical interactions (see Waters, 2021) and

the lived experience of the persons interacting with ecological artifacts (Bødker, 2006), to

quantitative analysis of more traditional listening experiments.

1 https://musicalcareresearch.com/musical-care-network/
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The paper by Ward presents the Modular Accessible Musical

Instrument Technology Toolkit (MAMI Tech Toolkit), developed

over 5 years. It describes each of the tools in the toolkit, the

functionality they offer, as well as the accessibility issues they

address. In the paper by Lindetorp et al., the authors discuss

a novel system consisting of commercially available accessible

instruments from Funki2 which enables students with Profound

and Multiple Learning Disabilities (PMLD) to play music together

with their assistants and a professional musician. Findings highlight

how a system of networked and synchronized ADMIs could be

conceptualized to include assistants more actively in collaborative

music-making. Moreover, design considerations that support the

assistants’ roles as facilitators in such a context are discussed. In

the work presented by Duarte et al., the authors explore the impact

of different disability models in the process of designing inclusive

music technology, with a case study focused on categorizing

eleven ADMIs targeting d/Deaf people based on the medical,

social, and cultural3 disability models. The authors identify a

lack of participatory approaches and an overall tendency toward

the medical model of disability for the surveyed ADMIs. Finally,

McMillan and Morreale describe an autoethnographic study of the

lived experience of the first author, a disabled musician, proposing

to use conceptual metaphors (Waters, 2021) and cultural probes

(Gaver et al., 1999) as tools to account for the subjective experience,

ecology, and specificity that contribute to a successful musician-

instrument relationship.

The Research Topic also includes two papers in review format

(Paisa et al., Lenzi et al.). Paisa et al. reviewed systems for

tactile augmentations that provide inclusive musical experiences

for persons who are deaf or hard of hearing. Results indicate

that the research field is in an early phase, characterized by

an exploratory approach and preliminary results, with most of

the studies conducted in laboratory settings with small sample

sizes, and sometimes low validity, for example due to evaluations

not being performed with the intended user group (e.g., system

designs intended for persons with cochlear implants evaluated with

persons without hearing loss). These findings resonate with what

was concluded regarding studies based on the medical model of

disability, discussed in the paper by Duarte et al. The second review

paper, published by Lenzi et al., presented a semi-systematic review

of scientific literature on sound assessment studies in Neonatal

Intensive Care Units. The authors emphasize the need for a sound

quality assessment solution for indoor environments.

In the paper by Krause and Fletcher, the authors explore—

through semi-structured interviews with radio personnel and

focus groups with older adults—how radio personnel and listeners

regard the purpose of radio, and how engaging with radio is

perceived to influence wellbeing. Findings indicate that there are

implicit and explicit ways in which radio facilitates wellbeing. The

authors conclude that these findings may have implications for

both broadcasting practices and future work on how radio might

be used as an accessible tool for promoting quality of life in seniors.

2 https://www.funki.se/

3 Also referred to as the social identity or cultural a�liation model.

The paper by Ramadas et al. also focused on a user group

of older adults. The authors describe a pilot experiment using

Carnatic Classical music as an intervention for improving auditory

processing and cognitive skills. The intervention protocol resulted

in improvements in auditory temporal processing skills and better

speech perception in noise.

The paper by Agres et al. introduces AffectMachine-Classical, a

music generation system capable of generating affective Classical

music in real-time. AffectMachine-Classical was designed to be

embedded into interactive interfaces or biofeedback systems (such

as brain-computer-interfaces) to help users become aware of, and

ultimately mediate, their own dynamic affective states, in support

of real-time emotion self-regulation. Findings from a listening

experiment indicated that the system is effective in communicating

various levels of arousal via music, and is also quite convincing in

terms of valence.

The editors are excited to share this Research Topic with the

wider research community, and in doing so contribute to the

growing body of knowledge surrounding music technology for

health, wellbeing, and inclusion.
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Tactile displays for auditory
augmentation–A scoping review
and reflections on music
applications for hearing impaired
users

Razvan Paisa*, Niels Christian Nilsson and Stefania Serafin

Multisensory Experience Lab, Department for Architecture, Design and Media Technology, Aalborg

University, Copenhagen, Denmark

The field of tactile augmentation has progressed greatly over the past 27 years and

currently constitutes an emerging area of research, bridging topics ranging from

neuroscience to robotics. One particular area of interest is studying the usage of

tactile augmentation to provide inclusive musical experiences for deaf or hard-

of-hearing individuals. This article details a scoping review that investigates and

organizes tactile displays used for the augmentation of music from the field of

hearing assistive devices, documented in 63 scientific publications. The focus is

on the hardware, software, mapping, and evaluation of these displays, to identify

established methods and techniques, as well as potential gaps in the literature.

To achieve this purpose, a catalog of devices was created from the available

literature indexed in the Scopus® database. We set up a list of 12 descriptors

belonging to physical, auditory, perceptual, purpose and evaluation domains; each

tactile display identified was categorized based on those. The frequency of use

among these descriptors was analyzed and as well as the eventual relationship

between them. Results indicate that the field is relatively new, with 80% of the

literature indexed being published after 2009. Moreover, most of the research is

conducted in laboratories, with limited industry reach. Most of the studies have

low reliability due to small sample sizes, and sometimes low validity due to limited

access to the targeted population (e.g., evaluating systems designed for cochlear

implant users, on normal hearing individuals). When it comes to the tactile displays,

the results show that the hand area is targeted by the majority of the systems,

probably due to the higher sensitivity a�orded by it, and that there are only a

couple of popularmapping systems used by themajority of researchers. Additional

aspects of the displays were investigated, including the historical distribution of

various characteristics (e.g., number of actuators, or actuators type) as well as

the sonic material used as input. Finally, a discussion of the current state of the

tactile augmentation of music is presented, as well as suggestions for potential

future research.

KEYWORDS

vibrotactile displays, vibrotactilemusic, hearing assistive devices, cochlear implantmusic,

multisensory augmentation
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1. Background

This section presents the rationale and objectives that form

the basis for the scoping review detailed in the current paper.

Subsequently, the field of vibrotactile augmentation is introduced

along with a collection of relevant definitions.

1.1. Objectives

This article presents a scoping review of vibrotactile displays

in the field of hearing assistive devices documented in 63 scientific

publications. The main goal is to present a window into the

relatively new research field of Tactile Music Augmentation—a

research area that has particular applications for deaf or hard-of-

hearing (D/HOH) individuals (Sorgini et al., 2018). The articles

included are described in terms of hardware, software, mapping,

and evaluation of the displays, to provide pointers toward common

methods and techniques, as well as potential shortcomings and

opportunities.While the primarymotivation for the current work is

to aid hearing impaired individuals, the majority of the technology

analyzed is designed for average users. However, there is no

evidence of a difference between the haptic sense of populations

with hearing loss and those with normal hearing, as the most

significant differences (if any) are typically thought to be perceptual,

as demonstrated by Rouger et al. (2007). Thus, we believe that the

devices intended for the general public have the potential to help

D/HOH individuals just as well, and we have included them in

our analysis. The Scopus R©1 database was queried and the eligible

articles were dissected to create Table 1.

To provide an overview of the research field of vibrotactile

augmentation of sound, we sought to meet the following research

objectives:

• Identify the state-of-the-art and understand how research

efforts have changed over the years.

• Understand the most successful and promising strategies for

augmenting music with tactile stimulation

• Identify gaps in current research

• Provide a starting point with a strong foundation for

designers, researchers, and practitioners in the field of

vibrotactile augmentation.

By reaching these goals, this review will address the following

research questions: "What are the most successful applications of

vibrotactile augmentation?,” "What is the historical distribution?"

and "What are the most popular actuators, processing techniques,

and mappings?"

More specifically, this review will summarize research findings

published over 27 years, in order to learn which type of actuators,

body areas, mappings, processing techniques, and evaluation

practices are most common, and how these factors have evolved

over the years. In addition to this, such an examination could

identify potential relations between different system components

(e.g., type of actuators and type of signal processing used).

1 www.scopus.com

This would not imply that such correlations are the most

successful, but it will suggest starting points for new vibrotactile

augmentation applications.

This article accompanies previous reviews in the field of

vibrotactile augmentation, and should be seen as complementary.

The review covering a similar sample of literature was documented

by Remache-Vinueza et al. (2021), who examined the methods

and technologies used in the tactile rendering of music. Their

work focuses on music through the touch modality in the general

sense and encompasses literature covering use cases extending

past vibrotactile augmentation of music, and thus the authors

analyze works from a different perspective than this article. Other

similar work includes a review of haptic wearables (Shull and

Damian, 2015), a review of wearable haptic systems for the hands

(Pacchierotti et al., 2017), as well as a review of clinically validated

devices that use haptic stimulation to enhance auditory perception

in listeners with hearing impairment (Fletcher, 2021). In addition

to these publications, in Papetti and Saitis (2018), the field of

Musical Haptics is discussed extensively. Any researcher or designer

interested in the field of vibrotactile augmentation is strongly

encouraged to study these publications as well.

1.2. Vibrotactile music augmentation–A
short overview

Research on cutaneous augmentation has been conducted since

the beginning of the twentieth century, focusing on thresholds of

sensitivity by using tuning forks (Rydel and Seiffer, 1903). This

primitive approach was abandoned in the follow-up work in favor

of electronic transducers, and by 1935, it was known that the

peak skin sensitivity is somewhere in the range of 200–250 Hz

(Setzepfand, 1935). In 1954, A. Wilska mapped the threshold for

35 areas spread across the entire body (Wilska, 1954).

Music is complex and has been written and performed with

respect to the hearing capabilities of humans. While vibrotactile

augmentation can manipulate percepts, it is important to outline

the musical dimensions that can be perceived through tactile

stimulation alone, to better understand and evaluate the effect

of multisensory integration. Rhythm—the temporal relationship

of events in a musical context—is arguably the first aspect to be

discussed, as it is fairly well transmitted through tactile channels

(Jiam and Limb, 2019). Substantial research has been dedicated

to understanding the vibrotactile rhythm, investigating its impact

on music aesthetics (Swerdfeger et al., 2009; Hove et al., 2019),

and in regards to D/HOH individuals, its enhancement properties

(Gilmore and Russo, 2020; Aker et al., 2022) as well as its

interaction with the auditory counterpart (Lauzon et al., 2020).

When it comes to pitch—the perceived (vibrotactile) frequency—

the bandwidth is very limited compared to the ear, but this does

not mean that humans cannot perceive pitch differences, only

that the just noticeable difference between intervals must be larger,

and the range is bound within 20 Hz–1,000 Hz (Chafe, 1993).

However, this has not stopped researchers from exploring the

potential of vibrotactile pitch with respect to music, either as in

isolation (Morley and Rowe, 1990), or more commonly in context

through Pitch Ranking or Melodic Contour Identification tasks

Frontiers inComputer Science 02 frontiersin.org8
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TABLE 1 Description of the tactile displays analyzed in this study.

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

Pump-and-

Vibe (Haynes

et al., 2021)

Music

Enhancement

Lab Study 8 Mixed Sawtooth

wave

F0 extraction,

Beat

extraction

Complex

Mapping,

Pitch to

Position

Arm Yes Experience Normal

Hearing

20

Tactile

Phonemic

Sleeve (TAPS)

(Reed et al.,

2021)

Speech

Enhancement

Lab Study 24 Contact

speakers

Sine wave N/A Complex

Mapping

Arm Yes Discrimination Normal

Hearing

7

N/A

(Pavlidou and

Lo, 2021)

HAD, Speech

Enhancement

Lab Study 3 ERM Sine wave Phoneme

extraction

Complex

Mapping

Hands Yes N/A N/A N/A

mosaicOne_C

(Fletcher,

2021)

HAD, Music

Enhancement

General 4 ERM Sine wave N/A N/A Wrist Yes N/A N/A N/A

Syntacts

(Pezent et al.,

2021)

SW/HW

platform

General N/A Unspecified Various

Waveforms

N/A N/A N/A N/A N/A N/A N/A

N/A

(DeGuglielmo

et al., 2021)

Music

Enhancement

Lab Study 4 LRA Sine wave Spectrum

isolation,

Envelope

extraction

Pitch to

Position

Wrist Yes Discrimination Normal

Hearing

3

N/A (Turchet

et al., 2020)

Music

Enhancement

Artistic 4 ERM Sine wave N/A Complex

Mapping

Arm Yes Experience Normal

Hearing

20

N/A (Fletcher

and Zgheib,

2020)

HAD, Sound

Localization

Lab Study 2 EVT Sine wave Multiband

compression,

ILD

Enhancement,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Wrist No Discrimination Normal

Hearing

32

mosaicOne_B

(Fletcher

et al., 2020)

HAD, Pitch

Discrimination

Lab Study 12 ERM Various

Waveforms

F0 extraction Pitch to

Position

Arm Yes Music

Listening

Performance

Normal

Hearing

12

Tactile Tone

(Shin et al.,

2020)

HAD, Music

Training

Singing along

music

9 ERM Sine wave F0 extraction Complex

Mapping

Hands Yes Music

Listening

Performance

CI Users 2

N/A (Sharp

et al., 2020)

HAD, Music

Enhancement

Lab Study 6 Voice coil Music N/A N/A Hands Yes Discrimination Normal

Hearing, HA

Users, CI

Users,

D/HOH

10, 2, 6, 2

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

EarVR

(Mirzaei

et al., 2020)

HAD, Sound

Localization

VR, Lab

Study

2 ERM Square wave Amplitude

Thresholding

Auditory

Amplitude to

Tactile

Amplitude

Ears Yes Discrimination Normal

Hearing,

D/HOH

20, 20

Tasbi (Pezent

et al., 2020)

AR/VR

Human-

Computer

Interaction

N/A 6 LRA Sine wave N/A N/A Wrist Yes N/A N/A N/A

N/A (Luciá

et al., 2020)

HAD, AV

Enhancement

Lab Study,

Film

3 ERM Square wave Note onset

detection

N/A Hands Yes Experience Normal

Hearing,

D/HOH, HA

Users, CI

Users

9, 4, 1, 2

Sound forest

(Frid and

Lindetorp,

2020)

Digital

musical

instrument

(DMI)

Public

Exhibition

1 Voice coil,

Bass shaker

Sine wave,

Noise

N/A, LPF N/A Whole Body,

Feet

No Experience Normal

Hearing

4

N/A (Luo and

Hayes, 2019)

HAD, Music

Enhancement

Lab Study 1 ERM Sine wave F0 extraction Auditory

Frequency to

Tactile

Frequency

Wrist Yes Music

Listening

Performance

Normal

Hearing

8

GLOS (Giulia

et al., 2019)

HAD, Speech

Enhancement

Lab Study 5 ERM Sine wave Speech-to-

Text

Complex

Mapping

Fingers Yes Speech

Performance

Normal

Hearing

3

N/A (Trivedi

et al., 2019)

HAD, Music

Enhancement

Lab Study 4 Voice coil Piano Frequency

Thresholding

Pitch to

Position

Leg Yes Music

Listening

Performance

Normal

Hearing

5

N/A (Hove

et al., 2019)

Music

Enhancement

General 1 Subwoofer,

Bass shaker

Music LPF N/A Back No Experience Normal

Hearing

40

body:suit:score

(West et al.,

2019)

Music

Composition

N/A 60 ERM Sine wave Envelope

extraction, F0

extraction

Amplitude to

Position,

Pitch to

Position

Whole Body Yes N/A N/A N/A

N/A (Cieśla

et al., 2019)

HAD, Speech

Enhancement

Lab Study,

Concert

2 Voice coil Speech F0 extraction,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Fingers No Discrimination Normal

Hearing

12

N/A (Nakada

et al., 2018)

Music

Training

Lab Study 1 Voice coil Sine wave N/A Auditory

Frequency to

Tactile

Frequency

Hands Yes N/A N/A N/A

N/A (Egloff

et al., 2018)

Music

Enhancement

Lab Study 3 Voice coil Sine wave N/A N/A Flank, Fingers No Discrimination Normal

Hearing

18

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

MuSS-Bits++

(Petry et al.,

2018)

Music

Training

Lab Study,

Music

teaching for

DHOH

1 Voice coil Music Frequency

extraction,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Hands Yes Music

Listening

Performance

D/HOH 11

N/A (Huang

et al., 2018)

HAD, Music

Enhancement

Lab Study 1 Voice coil Music LPF N/A Fingers Yes Discrimination CI Users 17

LIVEJACKET

(Hashizume

et al., 2018)

Music

Enhancement

Lab Study 22 Mixed Music N/A Instrument to

Position

Whole Body Yes Experience Normal

Hearing

12

VibGrip++

(Kanebako

and

Minamizawa,

2018)

Music

Enhancement

Lab Study 5 Piezo Music N/A N/A Hands Yes N/A N/A N/A

Hedonic

Tactile Player

(Vallgårda

et al., 2017)

Exploratory General 3 ERM Square wave,

Sine wave,

Triangle wave

N/A N/A Whole Body Yes Experience Normal

Hearing

3

Basslet

(Lofelt, 2017)

Music

Enhancement,

Gaming

General 1 Voice coil Various

Waveforms

LPF N/A Wrist Yes N/A N/A N/A

N/A (Huang

et al., 2017)

HAD, Speech

Enhancement

Lab Study 1 Voice coil Speech F0 extraction,

Envelope

extraction

N/A Fingers Yes Discrimination CI Users 10

N/A (Florian

et al., 2017)

HAD, Music

Enhancement,

Dance

Lab Study 5 ERM Sine wave Envelope

extraction

N/A Arm Yes Experience D/HOH 45

N/A

(Tranchant

et al., 2017)

HAD, Music

Enhancement,

Dance

Lab Study 1 Bass shaker Music LPF N/A Whole Body,

Feet

No Music

Listening

Performance

Normal

Hearing,

D/HOH

14, 7

Smart Finger

Braille

(Ozioko et al.,

2017)

HAD, Speech

Enhancement

Lab Study 6 ERM Sine wave N/A N/A Fingers Yes Experience Normal

Hearing

3

Auris System

(Araujo et al.,

2017)

HAD, Music

Enhancement

Lab Study 11 Mixed Music F0 extraction,

Envelope

extraction

Auditory

Frequency to

Tactile

Frequency

Whole Body No Experience Normal

Hearing,

D/HOH

13

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

MuSS-Bits

(Petry et al.,

2016)

HAD, Music

Training,

Music Playing

Exploratory 1 ERM Sine wave Envelope

extraction

Auditory

Amplitude to

Tactile

Amplitude

Wrist Yes Experience D/HOH 11

Mood Glove

(Mazzoni and

Bryan-Kinns,

2016)

Film

Enhancement

Film 8 ERM Sine wave N/A Complex

Mapping

Hands Yes Experience Normal

Hearing

10

N/A

(Hopkins

et al., 2016)

Exploratory Lab Study 1 EVT Sine wave N/A N/A Fingers, Feet No Discrimination Normal

Hearing,

D/HOH

70, 14

N/A

(Armitage

and Ng, 2016)

Music

Enhancement,

Music

Composition

Artistic 16 ERM Square wave Binaural

auditory

rendering

Auditory

Spatialization

to Tactile

Spatilization

N/A Yes N/A N/A N/A

Silent Rave

Furniture

(Jack et al.,

2015)

Music

Enhancement

Concert 9 Voice coil Sine wave,

Noise

Vocoding Pitch to

Position

Back, Hands,

Feet

No Experience D/HOH 1

N/A (Hayes,

2015)

Music

Enhancement

Artistic 6 Mixed Square wave,

Music

N/A Pitch to

Position

Whole Body No N/A N/A N/A

CollarBeat

(Sakuragi

et al., 2015)

Music

Enhancement

Lab Study 2 Voice coil Sine wave,

Music

N/A N/A Whole Body No Experience Normal

Hearing

6

N/A (Young

et al., 2015)

Exploratory Lab Study 6 Voice coil Various

Waveforms

N/A N/A Hands Yes Discrimination Normal

Hearing

30

N/A

(Knutzen

et al., 2014)

Music Playing Lab Study 4 Voice coil Various

Waveforms

F0 extraction Gesture to

Tactile

Parameters

Fingers Yes Discrimination,

Experience

Normal

Hearing

5

N/A (Branje

et al., 2014)

Film

Enhancement

Lab Study 16 Voice coil Music, Noise Envelope

extraction,

Spectrum

isolation

Pitch to

Position

Back No Experience Normal

Hearing

59

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

(Hwang et al.,

2013)

Music

Enhancement

Lab Study 1 DMA Sine wave Spectrum

isolation

Auditory

Amplitude to

Tactile

Amplitude

Fingers No Experience Normal

Hearing

24

Haptic chair

(Nanayakkara

et al., 2013)

HAD, Music

Enhancement

Lab Study 4, 8 Voice coil Music N/A N/A Whole Body No Experience D/HOH 43, 12

N/A (Young

et al., 2013)

DMI Lab Study 6 Voice coil Various

Waveforms

N/A N/A Fingers No Discrimination Normal

Hearing

10

Haptic chair

(Nanayakkara

et al., 2012)

Speech

Enhancement

Lab Study 4 Contact

speakers

Speech N/A N/A Whole Body No Speech

Performance

D/HOH 20

Emoti-chair

(Baijal et al.,

2012)

Music

Enhancement

Lab Study,

Workshop

16 Voice coil Music Spectrum

isolation

Pitch to

Position

Back No Experience Normal

Hearing,

D/HOH

12, 6

N/A

(Tessendorf

et al., 2011)

Sound

Localization

Lab Study 4 ERM Sine wave N/A N/A Head No N/A N/A N/A

Emoti-chair

(Karam et al.,

2010)

Music

Enhancement

Lab Study 16 Voice coil Music Spectrum

isolation,

Instrument

isolation,

Pitch shift

Pitch to

Position,

Instrument to

Position

Back No N/A N/A N/A

N/A (Branje

et al., 2010)

Music

Enhancement

Lab Study 1 Voice coil Square wave N/A N/A Waist No Discrimination Normal

Hearing

4

N/A (Bothe

et al., 2004)

HAD, Speech

Enhancement

Lab Study 5 ERM Sine wave Spectrum

isolation

Pitch to

Position

Fingers Yes Speech

Performance

Normal

Hearing

N/A

N/A (Wada

et al., 1999)

HAD, Speech

Enhancement

Lab Study 64 Piezo Sine wave Spectrum

isolation,

Envelope

extraction,

Amplitude

modulation

Complex

Mapping

Fingers Yes Discrimination,

Speech

Performance

Unspecified Unspecified

(Continued)
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TABLE 1 (Continued)

Device
name

Purpose Listening
situation

Nr. Act. Actuators
type

Signals
used

DSP Mapping
scheme

Body
area
actuated

Wear-
able

Evaluation
measure

Evaluation
population

Nr. Part.

N/A (Spens

et al., 1997)

HAD, Speech

Enhancement

Lab Study 2 Unspecified Unspecified Envelope

extraction

N/A Hands Yes Speech

Performance

Normal

Hearing

Unspecified

N/A (Milnes

et al., 1996)

HAD, Speech

Enhancement

Lab Study 1 Piezo Custom AM,

FM coding

Amplitude

Thresholding,

Spectrum

isolation

Complex

Mapping

Wrist Yes Speech

Performance

D/HOH 5

N/A

(Miyamoto

et al., 1995)

HAD, Speech

Enhancement

Lab Study 2 Piezo Unspecified

waveform

Spectrum

isolation

Pitch to

Position

Sternum Yes Speech

Performance

CI Users 10

N/A

(Osberger

et al., 1991)

HAD, Speech

Enhancement

Lab Study 7 Piezo Unspecified

waveform

Formant

tracking

Complex

Mapping

Sternum Yes Speech

Performance

D/HOH 2

N/A

(Weisenberger

and

Broadstone,

1989)

HAD, Speech

Enhancement

Lab Study 1 Unspecified Unspecified N/A N/A Wrist Yes Discrimination,

Speech

Performance

D/HOH 8

N/A

(Weisenberger

and

Broadstone,

1989)

HAD, Speech

Enhancement

Lab Study 16 LRA Sine wave Spectrum

isolation

Pitch to

Position

Arm,

Abdomen

Yes Discrimination Normal

Hearing

3

N/A (Yeung

et al., 1988)

HAD, Speech

Enhancement

Lab Study 16 Solenoids Square wave F0 extraction Pitch to

Position,

Pitch to

Amplitude

Arm Yes N/A N/A N/A

N/A

(Engebretson

and

O’Connell,

1986)

HAD, Speech

Enhancement

Lab Study 16 Solenoids Square wave Spectrum

isolation

Pitch to

Position

N/A N/A N/A N/A N/A

A complete explanation of the labels can be found in section 3.1.
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FIGURE 1

Archetype of a vibrotactile augmentation system.

(Hopkins et al., 2021). The last musical dimension that researchers

focus on in terms of its vibrotactile properties is the timbre—the

tempo-spectral characteristics of the stimulation that translates into

the perceived quality of the sound, anecdotally refereed to as the

color of sound or tone color. As with pitch discrimination, spectral

content discrimination is inferior to its auditory counterpart,

but there is evidence that humans can identify different spectral

characteristics as discrete sensations (Russo, 2019).

Using tactile stimulation to augment auditory signals was first

explored as hearing assistive devices focusing on improving speech

perception for the D/HOH communities. The first commercial

device that promised such results was called Tickle Talker

and was developed in 1985 by Cochlear Pty. Ltd under the

supervision of G. M. Clark—inventor of the cochlear implant

(CI) (Cowan et al., 1990). The Tickle Talker was a multichannel

electrotactile speech processor that presented speech as a pattern

of electrical sensations on 4 fingers. The stimuli presented

were processed similarly to the one for early-day CIs. Several

other devices emerged in the mid-late 90s that explored the

possibilities of using tactile stimulation to enhance speech for the

hearing impaired; these will be discussed further in the current

article.

What the early devices had in common with modern ones is

the fundamental principle they rely on multisensory integration,

pioneered by B. Stein & A. Meredith (Stein et al., 1993). This

mechanism links auditory and tactile sensations and describes how

humans form a coherent, valid, and robust perception of reality by

processing sensory stimuli from multiple modalities (Stein et al.,

1993). The classical rules for multisensory integration demand that

enhancement occurs only for stimuli that are temporally coincident

and propose that enhancement is strongest for those stimuli that

individually are least effective (Stein et al., 1993). This is especially

useful for CI users that are shown to be better multisensory

integrators (Rouger et al., 2007).

For this integration to occur, the input from various sensors

must eventually converge on the same neurons. In the specific

case of auditory-somatosensory stimuli, recent studies demonstrate

that multisensory integration can, in fact, occur at very early

stages of cognition, resulting in supra-additive integration of

touch and hearing (Foxe et al., 2002; Kayser et al., 2005). This

translates to a lower level of robust synergy between the two

sensory apparatuses that can be exploited to synthesize experiences

impossible to achieve by unisensory means. Furthermore, research

on auditory-tactile interactions has shown that tactile stimulus

can influence the auditory stimulus and vice versa (Ro et al.,

2009; Okazaki et al., 2012, 2013; Aker et al., 2022). It can

therefore be observed that auditory and haptic stimuli are capable

of modifying or altering the perception of each other when

presented in unison, as described by Young et al. (2016) and

Aker et al. (2022), and studied extensively with respect to music

experiences (Russo, 2019).

Positive results from the speech experiments, as well as

advancement in transducer technology, inspired researchers to

explore the benefits of vibrotactile feedback in a musical context.

Most of the works fall into two categories: Musical Haptics,

which focuses mainly on the augmentation of musical instruments,

as presented by Papetti and Saitis (2018), and vibrotactile

augmentation of music listening, generally aimed at D/HOH. The

focus of this article will be on the latter. A common system

architecture can be seen in Figure 1, with large variability for each

step, depending on the goal. For example, in DeGuglielmo et al.

(2021) a 4 actuator system is used to enhance music discrimination

in a live concert scenario by creating a custom mapping scheme

between the incoming signal and the frequency and amplitude

of the transducers. A contrasting goal is presented by Reed et al.

(2021), where phoneme identification in speech is improved by

using a total of 24 actuators. These two examples have different

objectives, thus the systems have different requirements, but the

overall architecture of both follows the one shown in Figure 1.

Throughout the article, each block will be analyzed in detail, and

each system description can be seen in Table 1.

Currently, research into tactile displays is expanding from

speech to various aspects of music enhancement, although the field

of research is still relatively new; for example, over 80% of the

articles included in this review are newer than 2009. Nevertheless,

the technology is slowly coming out of research laboratories and

into consumers’ hands, with bands such as Coldplay offering

SubPacs2 for their D/HOH concert audience.

1.3. Definitions

Before presenting the objectives, it is worth introducing

some general terminology and describing the interpretation used

throughout this article. The first clarification is with respect to

how words such as tactile, vibrotactile and haptic are used in this

article:

2 https://subpac.com/
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• Haptics refer to "the sensory inputs arising from receptors

in skin, muscles, tendons, and joints that are used to

derive information about the properties of objects as they

are manipulated,” explains (Jones, 2009). It is worth

highlighting that haptic sensations involve tactile systems and

proprioceptive sensory mechanisms.

• Tactile refers to the ability of the skin to sense various

stimulations, such as physical changes (mechanoreceptors),

temperature (thermoreceptors), or pain (nociceptors),

according to Marzvanyan and Alhawaj (2019). There are six

different types of mechanoreceptors in the skin, each with

an individual actuation range and frequency, and together

they respond to physical changes, including touch, pressure,

vibration, and stretch.

• Vibrotactile refers to the stimulation presented on the

skin that is produced by oscillating devices. The authors

of Marzvanyan and Alhawaj (2019) present evidence that

two types of mechanoreceptors respond to vibrotactile

stimulation; namely, Pacinian receptors and, to a lesser extent,

Meissner corpuscles. These receptors have been frequently

analyzed and characterized in terms of their frequency and

amplitude characteristics, but it is not excluded that there are

other mechanoreceptors responsible for tactile percepts.

These definitions should provide a basic understanding of

the taxonomy necessary to interpret this article; nevertheless, an

individual study is recommended for a better understanding of

the field of physiology and neuroscience. Furthermore, the authors

recommend choosing the most descriptive terminology when

discussing augmentation in order to avoid potential confusion (e.g.,

the use of vibrotactile augmentation instead of haptic augmentation

is preferred when describing a system that involves vibrations).

Finally, the term augmentation will be used as the process of

increasing the cognitive, perceptual or emotional, value, or quality

of the listing experience. Throughout this article, augmentation

generally involves the usage of dedicated, specialized hardware

(HW) and software (SW) systems.

Tactile augmentation of music is a fairly new multidisciplinary

research field; therefore, it is paramount to achieve consensus on

terminology and definitions.

2. Methodology

The methodology used to select and analyze the literature will

be presented in the following section, starting with the system

used to include articles and followed by an explanation of the

process used to extract data from the article pool. No a priori

review protocol was applied throughout the data collectionmethod.

The section ends by presenting known limitations in the methods

described. The entire review process followed the PRISMA-ScR

checklist and structure (Tricco et al., 2018).

2.1. Identifying relevant studies

The Scopus R© database was queried due to its high Scientific

Journal Rankings required for inclusion, as well as significance for

the topic. The inclusion selection was a 4 step process:

Step 1 included deciding upon the selection of keywords

(below), designed to cover various aspects of tactile music

augmentation.

1. Audio-haptic sensory substitution

2. Audio-tactile sensory substitution

3. Cochlear implant music

4. Cochlear implant (vibro)tactile

5. Cochlear implant haptic (display)

6. Electro-haptic stimulation

7. Hearing impaired music augmentation

8. Hearing impaired (vibro)tactile

9. (Vibro)tactile music

10. (Vibro)tactile display

11. (Vibro)tactile augmentation

12. (Vibro)tactile audio feedback.

As of 23.02.2022 a total of 3555 articles were found that

contain at least one of the items present in the list above in their

title, abstract or keywords section. There was no discrimination

between the types of documents that were included, but due to

the database’s inclusion criteria, PhD thesis and other potentially

non-peer-reviewed works are not present.

Step 2was a selection based on the title alone. Throughout steps

2–4, the eligibility criteria were as follows:

1. Written in English

2. Reporting primary research

3. Must describe devices that are, or could be used for tactile

augmentation of music for D/HOH*

4. Must be designed for an audience (as opposite to a performer).

*A device that can be used for tactile augmentation of music

for the hearing impaired (as item 3 describes) can be a system

that was designed for laboratory studies that focused on the

augmentation of speech and not music. Furthermore, a system

for musical augmentation of normal hearing people could be used

for D/HOH individuals since the tactile receptors do not differ

depending on hearing capabilities; more-so there is evidence that

the perception of congruent tactile stimulation is elevated in CI

users (Rouger et al., 2007). Since the focus is on the technological

aspects of these tactile displays and not on their efficiency, it

was deemed relevant to include vibrotactile systems that are

designed for music augmentation for normal hearing individuals

as well.

The selection process was completed with the inclusion of 144

articles for further investigation.

Step 3 represented the reading of abstracts and evaluating their

relevance; 102 articles were selected according to the eligibility

criteria.

Multiple articles from the same authors describing the same

setups were included only once, selecting the most recent

publication and excluding the older ones. This would be the case

where the authors evaluated multiple hypotheses using the same

HW/SW setup.

Step 4 constituted of reading the articles selected in Step 3;

the same inclusion criteria were used. This step coincided with

data extraction, but articles that had been wrongfully included

based on the abstract alone were discarded. The entire inclusion

process resulted in 63 articles that were used to construct

this review.
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2.2. Data items

The relevant articles were studied and a selection of descriptors

was noted for each system presented; as mentioned in Section 1.1,

the focus is on hardware, software and evaluation practices, making

the analysis an agnostic process with respect to their applications,

target groups, or success. If the article discussed more than one

system, all relevant ones were included and analyzed. The features

used to analyze and compare the systems were:

1. Purpose of the display represents the end goal of the

device, irrespective of the eventual evaluation conducted.

All documented purposes for each display were included. A

common purpose would be "Speech Enhancement.”

2. Listening situation refers to the context where the display has

been used. A frequent situation is the "Laboratory Study.”

3. Number of actuators indicates the total number of actuators in

the display, regardless of their type.

4. Actuators type enumerates the type of actuators used, from

a hardware perspective. For example, eccentric rotating mass

(ERM) vibration motors are one of the most widely used haptic

technologies.

5. Signals used to feed the actuators represents the type of audio

material used to excite the transducers. In the case of ERMs,

most displays will indicate a "sine wave,” unless otherwise noted.

This is due to the hardware nature of the actuator, capable of

producing only sinusoidal oscillations, while the actual signal

used is a DC voltage. Some ERM systems can reproduce

harmonically complex signals as well, but the cases are few and

far apart.

6. Type of signal processing (generally called DSP) enumerates

the processes applied to an audio input signal to extract relevant

information or prepare it for the tactile display. Fundamental

frequency (F0) extraction is a common signal processing

technique used for tactile displays.

7. Mapping scheme describes the features from the auditory input

that are mapped to the tactile output.

8. Area of the body actuated presents where the actuators are

placed on the human body (e.g., hands and chest). Throughout

this article "hand" is used a combination of 2 or more sub-

regions(e.g., palm and fingers)

9. Whether it is a wearable device or not (binary Yes/No)

10. Evaluation measurement presents the measurement criteria

assessed in the evaluation (if applicable). Most items in this

descriptor column have been grouped into a meta-category;

for example "vocal pitch accuracy" seen in Shin et al. (2020)

and “pitch estimation accuracy” from Fletcher (2021) have been

grouped into "Music Listening Performance.”

11. Evaluation population describes the hearing characteristics of

the individuals participating in the evaluation (if applicable).

12. Number of participants presents the total number of

participants in the evaluation described by the previous two

items.

These features were chosen in order to create an objective

and complete characterization of each system while allowing a

high degree of comparability. Furthermore, features regarding

evaluation were included to better understand the research field

as a whole. A detailed explanation for some relevant categories

can be found in Section 3.1. Based on these features, Table 1 was

constructed that contains all the systems analyzed.

2.3. Delimitation

To ensure that the inclusion process was feasible, we imposed

several constraints on the process, which may have influenced

some aspects of the review. First, only one database was used

to browse for articles, by only one author. Although inquiring

several databases is recommended, the Scopus R© database already

provided a large sample of publications, and includes many if not

all the relevant journal publishers (e.g., IEEE). Furthermore, using

the articles indexed in an academic database results in the inevitable

exclusion of artistic work that might have limited exposure but with

a potentially valuable contribution. Since music is inherently an

artistic expression and not an academic work, this limitation could

greatly impact the results of the analysis presented in this article.

Similarly, articles written in other languages than English were

excluded, resulting in many works not having a chance of inclusion.

3. Results

This section provides a thematic analysis of the systems

included in the reviewing process. The data is first presented as

a table of characteristics that describes each system and its usage,

and it will be succeeded by a graphical representation of the most

important findings.

3.1. Table explanation

Due to the large variation in the hardware design and

evaluation methods used in the literature presented in Table 1,

some categories contain meta-descriptors that encapsulate similar

features. This section will identify and clarify these situations, as

well as provide an additional explanation that would allow readers

an easier interpretation of the Table 1.

The first notion worth explaining is the usage of the “N/A”

acronym. Although most of the time it should be understood

as “Not Available”—information that is not present in the cited

literature, some situations fit the interpretation more to "not

applicable". One example can be encountered in the “Nr. part.”

category, where “N/A” generally means “not applicable” if the tactile

display has not been evaluated at all. A more detailed version of

the table, as well as the analysis software, can be found at Tactile

Displays Review Repository.3

Second, the columns "Evaluation Population" and "Nr. Part."

are linked, and the number of participants separated by commas

represents each population described in the previous category. For

example, in Sharp et al. (2020), Evaluation Population contains:

Normal Hearing, Hearing aid(HA) Users, CI Users, D/HOH while

"Nr. Part." contains 10, 2, 6, 2; this should be red as 10 normal

3 https://github.com/razvysme/TactileDisplaysReview
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hearing participants, 2 hearing aid users, 6 cochlear implant users,

and 2 deaf or hard-of-hearing individuals.

Third, in the "Mapping" column several items called "Complex

Mapping" that encapsulate all the more elaborate mappings, as well

as mappings that have been specially designed for the tactile display

in question.

Fourth, the tactile displays analyzed usually fall under more

than one category, with respect to those ones mentioned

in Section 2.2. For example, Figure 10 shows purpose of

devices, where several tactile displays fall under HAD as a

secondary purpose, on top of their main goal (e.g., Music

Enhancement). This means that analyzed items in most of the

figures presented in Section 3.2 are not exclusive, resulting

in a greater total amount of data points than number of

displays included.

Next, a brief description of the actuator types encountered

in the review and shown in Figure 4 is presented

below. It is worth noting that the list ignores auxiliary

systems necessary to operate these actuators (converters,

amplifiers, etc.), and describes them based on their practical

tactile applications:

• Voice Coil actuators get their name from the most common

application: moving the paper cone in a speaker and are also

known as non-commutated DC linear actuators. They consist

of a permanent magnetic element (sometimes replaced by

an electromagnet with the same role) and a suspended coil

attached to a mobile mass. A variation in this architecture

exists, where the permanent magnet is the moving mass, and

the coil is static. The current from an amplifier that flows

through the coil, creates an electromagnetic field that interacts

with the permanent magnet, moving the mass (or the paper

cone) accordingly. Voice coil actuators come in various sizes

and forces available, have a relatively wide frequency response

(in the KHz range), and provide high acceleration.

• Subwoofers are a type of voice coil actuators that are

optimized to reproduce sound at low frequencies, commonly

below 80Hz. Their construction and size vary radically

depending on the application, but they do imply the

properties described above. One drawback of subwoofers is

that they usually require generous amplification to operate.

Furthermore, they are optimized for sound reproduction,

therefore their tactile characteristics are usually a byproduct

of high amplitude playback.

• Solenoids are somewhat similar to voice coils, but instead

of providing a permanent magnet interacting with an

electromagnet, they have a coil creating a magnetic field in

order to move a ferrous shaft. Solenoids are generally used to

open or close locks, valves, or to apply a constant force on a

surface and are not necessarily suitable for oscillating behavior,

resulting in a limited frequency response.

• Piezo-actuators are mechanisms that vibrate based on the

change in the shape of a piezoelectric material and belong

to the category of "resonating actuators", which have an

efficient operating frequency embedded in their mechanical

design. Because of that, piezo-actuators have limited frequency

response (generally within 80% of the resonant frequency),

but they can be designed to be tiny or in complex shapes,

as opposed to the ones presented above. The tactile feedback

produced by piezo-actuators is relatively modest, for a given

current.

• Linear Resonant Actuators (LRA) are mass-spring systems

that employ a suspended mass attached to an electromagnetic

coil that vibrates in a linear fashion due to the interaction

with the permanently magnetized enclosure. Being a resonant

system, they need to be driven with signals close to the

peak frequency response, similar to piezo-actuators and ERMs

described below. Some advanced LRAs have auto-resonance

systems that detect the optimal frequency for producing

highest amplitude tactile feedback, trading tactile frequency

accuracy for perceived intensity.

• Electro-dynamic shakers (EDS) is an industrial name given

to vibration systems with excellent frequency response

characteristics, generally necessary in vibration analysis and

acoustics industries. They come in two categories, voice coils

and electro-hydraulic shakers, but the systems described in

Table 1 only use voice the former type. These can be seen

more like bass shakers described below, but with much better

frequency response as well as a much higher cost.

• Eccentric Rotating Mass (ERMs) are another type of

resonating actuators that operate by attaching an unbalanced

mass to the shaft of a DC motor. Rotating the mass produces

vibrations of different frequencies and amplitudes, typically

linked to the amount of current fed to the motor. These

types of actuators are very popular due to their low cost, and

relatively strong vibration force, but they respond slower than

other resonators to a chance in the current (a lag of 40-80ms is

commonly expected). Another limitation of ERMs, as well as

LRAs and piezo-actuators is that the frequency and amplitude

reproduced are correlated due to their resonating design, and

thus are generally suggested when limited tactile frequency

information is necessary.

• Dual-Mode Actuators (DMAs) are relatively new types of

actuator that are similar to LRAs, but are designed to operate at

two different frequencies simultaneously, usually out of phase

with each other. Due to their novelty, the amount of variation

and experimentation with them is limited, but Hwang et al.

(2013) provides evidence that DMAs outperform LRAs in

tactile displays in music as well as HCI applications.

• Contact speakers are a sub-category of voice coils that are

primarily designed to excite hard surfaces in order to produce

sound. They work by moving a suspended coil that has a

shaft with a contact surface at the end. The contact surface is

usually glued or screw on the desired surface, thus vibrating

as the coil oscillates. Contact speakers vary largely in size and

power requirements, but generally provide a wide frequency

response. In the context of tactile stimulation, they usually

have a poor low-frequency representation (below 100 Hz) and

are always producing sound (sometimes very loud), due to

their focus on the auditory reproduction.

• Bass shakers are another sub-category of voice coils that

are grouped by marketed applications rather than physical

properties. They work by having a large mass attached to the

moving coil, usually in a protective enclosure. These devices
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are suggested to be used in an audio listening scenario (be it

films or games) and should be attached to seating furniture

(sofa, chairs, etc). Some vendors provide mounting hardware

for drum stools or vibrating platforms designed for stage

musicians that complement in-ear headphones to monitor

band activity. Bass shakers are generally large, heavy, and

require abundant power to operate, but provide a relatively

good frequency response up to approx. 350Hz.

3.2. Synthesis of results

Besides Table 1, plots and histograms highlighting the most

interesting relationships between characteristics are discussed.

When doing the literature search for scientific publications that

included the phrases described in section 2.1, we found that 84%

of tactile displays have been introduced after 2010, as shown in

Figure 2. This is strong evidence that interest in integrating tactile

stimulation into the music-listening activities is blooming.

3.2.1. Distribution of types of actuators used over
time

One of the main descriptors of a system is the number of

actuators it uses, and it could easily be (wrongfully) assumed

that the advancement in transducer technology would encourage

researchers to use more actuators in their studies. As shown in

Figure 3, the average number of actuators decreases slightly over

the years, and the predictor model (blue line) suggests that this

number will not increase in the near future. In addition to the

occasional outliers with more than 60 actuators, most systems use

less than 20 transducers andmore than half use less than the average

of 8.

Plotting the distribution of actuators over time in Figure 4,

shows that voice coils have been used since the 2010s, and are

generally preferred for applications that require higher frequency

and amplitude accuracy. The drawbacks of this type of actuators

are that they are generally larger, more expensive, and would

require a more complex Digital-to-Analog (DAC) to operate

since they use bipolar signals. Including subwoofers, contact

speakers and bass shakers in the "voice coil" category would

create a cluster representing 34%, signifying their importance.

Another popular choice is eccentric rotatingmass (ERM) actuators,

which are smaller, cheaper, and simpler to operate than voice

coils, but provide limited frequency response, and the amplitude

is coupled to the frequency. It is also interesting to observe

that older systems used piezo and solenoids–technologies that

have a very limited application range with small amplitude,

or small frequency response. Lastly, it’s important to highlight

that one category of electro-dynamic systems is never used for

tactile augmentation—electro-hydraulic shakers. These devices can

provide large displacement and could be deployed to actuate very

large surfaces, but have a limited frequency response, generally

below 200 Hz.

3.2.2. Mappings
Figure 5 shows that before 1990 mapping schemes were rather

simple (e.g., mapping pitch-to-position or amplitude). Tactile

frequency has only recently been brought into discussion probably

because of the high computational power required for the analysis

stage, but also because of recent advancements in voice coil

actuators. This technical progress allowed researchers to explore the

tactile frequency as a method of encoding the auditory frequency.

The pitch-to-position mapping (the idea of cochlear implants) is

the one that is used the longest, probably because the creator

of the CI and Tickle Talker used the same mapping for both.

This could have been an inspiration for further research to

produce incremental improvements in these systems, rather than

revolutionary approaches, as can be seen in the work of Karam

and Fels (2008) and Nanayakkara et al. (2012). Around 2015, new

mappings start to be explored, and the popularity of "Pitch-to-

position" starts decreasing.

Looking at the relationship between the mapping schemes and

the number of actuators in Figure 6 it is interesting to highlight

the fact that only one mapping scheme utilizes tactile frequency, in

combination with voice coil actuators. Furthermore, something-to-

position mapping is popular, taking advantage of the larger surface

area the body can afford. This hypothesis is reinforced by Figure 12

showing that areas of high sensitivity are excited with a small

number of actuators, probably constrained by the actuator size.

3.2.3. Evaluation practices
Observing Figure 7 it can be seen that speech research was the

main focus before 2013, while music has been the topic of more

investigation since. This can be explained by the advancement in

hearing aids and CI technology that solved the speech intelligibility

problem to a satisfactory degree. Nevertheless, the need to use

tactile augmentation remains present when music is played for

D/HOH or CI users due to the problems shown by all hearing

assistive devices have with multi-stream, complex signals, as well

as with timbre and melody recognition and sound localization in

the case of CIs. Simultaneously, subjective experiences of users have

become a topic of interest in the second decade of the century,

as seen in the work of Mirzaei et al. (2020) or DeGuglielmo

et al. (2021), even though tactile augmentation research has been

exploring that topic for more than 27 years. A further look at the

plot shows a large amount of research on users’ experiences between

2000 and 2010. At the same time, there is still interest in finding

the limits of the physiological and cognitive systems involved in

tactile perception and integration, as evidenced by the large number

of studies involving discrimination tasks conducted in the past

decade. An extended version of Figure 7, reinforces the fact that

speech enhancement has been a focus since the beginning of tactile

augmentation, as shown in Figure 8. Although interest in it has

decreased in recent years, there are still researchers working on it.

The second wave of tactile augmentation research started around

2010 and it focused mostly on music, but new technologies and

media consumption methods show interest into tactile stimulation

as well (e.g., gaming and enhancement of film and AV).

The overall number of participants is very small, with a mean

of 11, resulting in generally low-reliability studies, as displayed in

Figure 9. Furthermore, we can see that the hearing aid and CI users

studies are mostly below this average. This is a strong indicator that

most of the research is preliminary and underlines the necessity

for studies to adhere to clinical guidelines (longitudinal, more

participants, better control), as well as the need for replication of
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FIGURE 2

Distribution of the number of new systems described in publications every year; black line is the empirical value, the blue line is the predicted value

and the grey area represents the 95% confidence interval for the estimated number of studies. The prediction model uses a cubic regression that was

chosen due to the lowest AIC and BIC scores (as described by Burnham and Anderson, 2004) when compared to other models of orders 1–5.

FIGURE 3

Distribution of the number of actuators in a device over years; dashed orange line is the mean over years, the blue line is predicted value, and the

grey area represents the 95% confidence interval for the estimated number of actuators; a blue triangle indicates a wearable device, and a red circle

indicates a fixed device. The prediction model uses a linear regression that was chosen due to the lowest AIC and BIC scores (as described by

Burnham and Anderson, 2004) when compared to other models of orders 1–5.

prior studies. Nevertheless, CI users are mostly evaluating systems

focusing on music and speech, while HA users only focus on music

as seen in Figure 10. This could be explained by the fact that

the speech needs for HA users are fulfilled by the current state-

of-the-art in HA tech. However, it could be argued that tactile

augmentation could also be interesting for normal hearing and

hearing aid users as well; this can be seen in the push formultimodal

cinema experiences. Nevertheless, it cannot be overlooked that

devices aimed at groups with a particular set of requirements (CI

and HA users) are evaluated using a normal hearing population,

sometimes exclusively. This practice, while common, might result

in studies with lower validity, because the requirements for the

target population are not met.

In Figure 11 the relationship between listening situations and

evaluation measures is presented. On one hand, the large number

of discrimination studies further highlight the incipient state of

the research field, which looks to outline the "playing field" by

testing the threshold and just-noticeable differences. On the other

hand, studies focusing on music are increasingly more frequent,

indicating that researchers bring forward new systems and ideas
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FIGURE 4

Distribution of types of actuators used over time; a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape

represents the amount of similar devices.

that have a more applied research angle to them. This aspect is

supported as well by the large emphasis on the users’ experience,

which is evaluated in various listening situations, not only in

research laboratories.

3.2.4. Body regions used for stimulation
Figure 12 shows that systems using fingers use a few actuators,

usually one actuator per finger. Similarly, for the wrists, it

seems that a small number of actuators is preferred, probably

because of physical limitations. On the other hand, when the

whole body is used, the number of actuators increases; the

same is true for arms. This clearly indicates that the size

of the actuator, as well as the spatial resolution of the skin,

is a constraining factor in designing complex systems, and

advancements in actuator technologies will allow designers to

insert more actuators aiming at the high sensitivity areas (hands,

wrist, etc). It is known that there is a positive correlation

between 2-point discrimination and the contact size of the

actuator, so small actuators would require a smaller space

between them.

The wrist and fingers are used with mappings that require

greater accuracy in terms of frequency, while mappings that rely

on simpler encoding (such as amplitude and custom encoding)

are generally used with a higher number of actuators, as shown

in Figure 12; a potential explanation for this is that the lower

physiological accuracy in certain areas is compensated for by a

higher number of actuators. Going back to the number of actuators

in areas that are using "auditory frequency to tactile frequency"

mapping, it seems that one or two actuators are sufficient for this

type of mapping.

4. Discussion

4.1. Summary of evidence

In this scoping review, we identified 63 primary articles that

describe unique vibrotactile displays used for audio augmentation,

published from 1986 to 2021.Within this specific research pool, our

findings highlight that most of the work in the field of vibrotactile

augmentation of sound can be categorized as preliminary, missing

the large-scale studies usually associated with clinical research.

This conclusion is supported by the low reliability of evaluations

presented derived from a low number of participants, as well

as the occasional low validity of the said evaluations. The latter

is evidenced by experiments conducted with poorly sampled

individuals; for example, tactile displays designed for D/HOH

are evaluated on normal hearing users. Finally, it should be

underlined that much of the available literature covers research

conducted under laboratory conditions and not in ecologically

valid environments. As such, this contradicts the idea that most

long-term benefits are obtained when participants use hearing

assistive devices in daily life scenarios. For these reasons we

can see an gap in the evaluation and experimental protocols

conducted inmost studies included, andwe suggest that researchers

start focusing on larger scale, longitudinal studies that are more

akin to clinical ones, when evaluating their audio augmenting

tactile displays.

Looking at the hardware aspect, the majority of included

studies present tactile displays designed for some regions of

the hand. This is expected as hands provide the highest fine

motor skills as well as very good spatio-temporal resolution,

but it might not be the most practical for devices that are
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FIGURE 5

Distribution of mapping schemes used over time; a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape

represents the amount of similar devices.

FIGURE 6

Distribution of the number of actuators for each mapping scheme; a triangle indicates a wearable device, a circle indicates a fixed device and the size

of the shape represents the amount of similar devices. The dashed orange line represents the mean.
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FIGURE 7

Distribution of evaluation measurements over years, a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape

represents the amount of similar devices.

FIGURE 8

Distribution of devices’ purpose over year, a triangle indicate a wearable device, a circle indicates a fixed device and the size of the shape represents

the amount of similar devices; items on Y axis are not exclusive.

designed to be used extensively, especially when daily activities

are to be executed while using the tactile displays. Furthermore,

other areas could present different advantages in terms of

duration of stimulation or intensity tolerance for use cases where

the finest discrimination properties are not vital. Therefore,

we see a great opportunity to branch out and encourage

designers and researchers to create displays that afford similar

perceptual characteristics and are to be sensed by different body
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FIGURE 9

Distribution of the number of participants for each of the populations evaluated; a triangle indicate a wearable device, a circle indicates a fixed device

and the size of the shape represents the amount of similar devices. D/HOH represents persons su�ering from a hearing disability, but without any

hearing assistive device. The dashed orange line represents the mean.

FIGURE 10

Distribution of the purpose for each evaluation population; a triangle indicate a wearable device, a circle indicates a fixed device and the size of the

shape represents the amount of similar devices. D/HOH represents persons su�ering from a hearing disability, but without any hearing assistive

device; items on Y axis are not exclusive.
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FIGURE 11

Distribution of the evaluation measure goals for each listening situation; a triangle indicate a wearable device, a circle indicates a fixed device and the

size of the shape represents the amount of similar devices; items on X axis are note exclusive.

FIGURE 12

Distribution of number of actuators over the body area they actuate; a triangle indicate a wearable device, a circle indicates a fixed device and the

size of the shape represents the amount of similar devices. The dashed orange line represents the mean.
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regions. Furthermore, versatile designs are strongly encouraged

(in terms of mode of interaction, HW/SW and mapping), in

order to be adaptable to the inter-user needs; this is especially

important for CI users, where the variation in hearing abilities

is largest.

On a similar note, our finding indicates that researchers present

a large variety of designs in terms of type of actuators, mapping,

signal processing, etc. further solidify the exploratory phase of the

entire research field, characteristic of an early development stage.

There seems to be a consensus on the upper limit of the number of

actuators necessary for vibrotactile augmentation, although more

than half of the displays identified use less than the average number

of transducers, with the mode being 1 actuator. This could be

attributed to cost reduction strategies, but since most of the devices

are researched almost exclusively in laboratories and are generally

far from commercialization, we are confident to suggest that a

high number of actuators might not provide substantial benefits

to tactile augmentation of audio. With this in mind, we must

emphasize the importance of mapping strategies used, both in the

time/frequency domain and in the psychoperceptual space, in order

to design the best tactile displays for vibrotactile augmentation.

Our research pool shows that almost half of the devices studied do

not imply any form of mapping between the auditory signal and

tactile stimulation, while the mode is pitch-to-position—a mapping

scheme introduced with the very first audio-tactile augmentation

device. We see a great potential for exploration into creative

mapping schemes that could have roots in the most commonly

encountered ones, as well as radical new ideas that could be generic

or case-specific (e.g., bespoke for concert or film scenarios). These

newmappings should be carefully designed and evaluated primarily

with respect to the target group’s hearing profiles (CI, HA, etc.) as

well as signal processing used and the eventual acoustic stimulation;

if possible, all these aspects should be co-created involving the end

users, in order to produce a coherent multisensory experience.

4.2. Limitations

This is the first scoping review focusing on the technological

aspect behind the vibrotactile augmentation of music. Although

mainly concerned with the hardware and software characteristics

of the tactile displays described in Table 1, this article has addressed

some elements of the dissemination and evaluation of the devices

described. Nevertheless, the scoping nature of this review rules out

a detailed description of implementation for each study or evaluates

the quality and effectiveness of the included tactile display.

Therefore, it is impossible to recommend specific techniques or

strategies that would predict better music perception, training, or

adjacent metrics for D/HOH and CI implanted people.

While a comprehensive search has been conducted on

one of the most relevant databases, this process was carried

out by a single reviewer and there was no forward-citation

search on the included studies. Furthermore, there was

no review of the reference list of included articles or a

manual search protocol to scan relevant journals, as it was

concluded that most of the articles are indexed by Scopus R©.

This resulted in the exclusion of any gray literature, as the

process of searching for relevant unpublished material was of

considerable difficulty.

4.3. Conclusions

The purpose of this scoping review was to investigate and

report the current technological state in the field of vibrotactile

augmentation, viewed from the perspective of music enhancement

for hearing impaired users. A total of 3555 articles were considered

for eligibility from the Scopus R© database, resulting in the inclusion

of 63 studies. The vibrotactile devices in each article was analyzed

according to a pre-defined set of characteristics, focusing on

hardware and software elements, as well as the evaluation and

experiment design, regardless of the hearing profile of their users.

The evidence gathered indicates that this research field is in

an early phase, characterized by an exploratory approach and

preliminary results. A secondary objective of this article was to

identify the gaps and trends in the literature that can guide

researchers and designers in their practice, and a list of suggestions

and recommendations has been presented, based on graphical

representations of statistics analysis. The data and the system

used to synthesize the review are publicly accessible, and we

recommend that readers explore them and generate their own

graphs and interpretations.
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Cieśla, K., Wolak, T., Lorens, A., Heimler, B., Skaryński, H., and Amedi, A.
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This article explores the concept of intimacy in the relationship between a

musician and their instrument, specifically in the context of designing digital and

accessible musical interfaces (DMI/AMI) with disabled musicians. We argue that

current DMI/AMI design frameworks are lacking in their consideration of this

relationship and that this deficiency can prevent designers from understanding

the specific needs and desires of disabled musicians. The paper presents an

autoethnographic study of the lived experience of the first author, a disabled

musician, to provide insight into the evolution of his musician-instrument

relationships and his definition of “success” in this context. The authors

propose that incorporating these types of lived experiences into the AMI

design process, and considering cultural probes or provocations related to

phenomenological experiences and characteristics that contribute to a successful

musician-instrument relationship, could lead to more e�ective and tailored

DMI/AMI designs with disabled musicians.

KEYWORDS

accessible musical instruments, musician-instrument relationship, digital musical

instruments, design framework, conceptual mapping

1. Introduction

Designers of Digital Musical Interfaces (DMI) and Accessible Musical Instruments

(AMI)1 have provided several frameworks to assist with the design of these categories of

instruments (Jordà, 2004; Johnston et al., 2008; Overholt, 2009; Morreale et al., 2014). These

frameworks have proved helpful in defining the musician’s goals, physical abilities, and

environments and matching them to existing technology. However, these frameworks lack

propositions on how to inquire into and design for the intimacy of the musician-instrument

relationship. As we argue in this paper, we hold that this enquiry is essential in designing

bespoke DMIs, especially with disabled musicians.

Research on musician-instrument relationships has been studied in relation to

non-disabled musicians connecting with conventional instruments (Nijs et al., 2009;

Simoens and Tervaniemi, 2013; Waters, 2021), but specific investigations with disabled

musicians and DMIs/AMIs are currently missing. Also, current DMI/AMI frameworks have

1 Whether I in both acronyms refers to Interfaces or Instrumentsis still the subject of a scholarly debate

(see, for instance, Jensenius and Lyons, 2017) that we don’t intend to contribute to. Some AMIs are not

digital; thus AMI are not fully included within the DMI set.
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been primarily constructed by non-disabled designers. Although

they often forge constructive relationships with disabled musicians,

they lack the lived experience of disability. We propose that

this deficiency not only prevents designers from having an

intimate understanding of a disabled musician’s needs and desires

for a successful musician-instrument relationship but also—and

probablymostly—what “successful” actually means.

In this paper, through the lived experiences of the first author,

AndrewMcMillan, a musician with acquired disability, we propose

that questions need to be asked about the relationship with

an instrument when defining guidelines for AMIs. Following

an autoethnographic methodology, we provide insights into

the evolution of Andrew’s musician-instrument relationships.

Specifically, we account for the evolution of his practice and

his relationship; first, as a non-disabled musician performing

traditional instruments, then as a disabled musician performing

DMIs. We also discuss “success” in this context by outlining

Andrew’s objectives in pursuing an equivalent disabled musician-

instrument relationship. As a disabled musician and DMI designer

and researcher, Andrew has the unique vantage point of being able

to intimately investigate the gap between the critical aspects that

drive the successful musician-instrument relationship for a person

using AMI and place the information gathered from his insights

into design discourse.

The goal of this article is twofold. First, it identifies the

necessity to account for the relationship between a disabled

musician and their instrument in the design process of AMIs.

Second, it offers methodological suggestions on how to elicit

discussions around a disabled musician’s phenomenological

experiences and characteristics that contribute toward a

successful musician-instrument relationship. We identify that

cultural probes and conceptual metaphors are excellent tools for

this purpose.

The rest of this article is structured as follows. In the

next section, we cover the related work in this article’s various

areas of interest. The successive section is the core part of this

article, in which we present an autoethnographic account of the

first author’s experience and how his relationship with musical

instruments evolved after a life-changing accident. We then discuss

the implications of this work and offer suggestions on how to elicit

meaningful musician-instrument relationships at the design stage.

2. Background

This section reports the state of the art in the areas relevant

to this paper: DMIs and AMI design and the relationship

between musicians and their instruments. We also describe

cultural probes and conceptual metaphors as methodologies for

research investigations.

2.1. DMI and AMI design frameworks

The HCI (Human Computer-Interaction) legacy of the idea of

musicians being “users” of DMIs has been recently challenged by

Rodger et al. (2020), who points out that musicians should not

be considered users, but rather agents in musical ecologies. This

concept resonates with Brown (2016), who proposed that creative

practices can be framed as an agency network, which includes

human and non-human agents. When dealing with AMIs, the

human agents participating in the musical ecology have further

complexities that need to be addressed in the design. An example of

addressing these complexities in Special Education Needs settings

is discussed by Blatherwick et al. (2017), who suggested a number

of aspects to be considered when designing for and with mixed-

ability students. Different musicians have different needs of their

instruments; thus, it is inherently complex to know what is

demanded or expected from the instrument. Waters (2021) points

out that an HCI expert and a musician have different views on

the demands of the design process or framework. He states that

designers approach a problem by breaking it down into component

functions that they can solve whereas musicians are focused on

deciding or making choices in the moment of doing (music). The

way designers create and intend for instruments to be played is

often altered or extended by musicians, a phenomenon that has

been referred by HCI and NIME scholars as appropriation (Dix,

2007; Masu et al., 2016; Zappi and McPherson, 2018). Therefore,

assessing the success of an instrument on the basis of its functions

or behaviors as the designer knows them to attain predetermined

goals is restrictive (Rodger et al., 2020). The variable nature of

a musician’s activities challenges the idea of a prototypical user

that is often the implicit subject of design frameworks. Rodger

et al. (2020) proposed to use a specification-type framework that

tailors various methods to meet the needs of individual agents.

The authors suggest that musical instruments do not have a

prototypical user; the musician develops effective skills within their

environment through a multiplicity of processes afforded by the

design and specificities.2

This article is focused explicitly on a sub-category of DMIs—

Accessible Musical Instruments (AMI). AMIs have evolved over

the years from adapting conventional instruments to bespoke

instruments and interfaces. Two recent studies, a survey of

inclusive instruments (Frid and Ilsar, 2021) and a review

of inclusive musical interfaces (Frid, 2019), added important

knowledge to this research area. Categories of technologies that

apply to AMIs are listed by Larsen et al. (2016) as they discuss

the prospect of musical instruments for people with disabilities.3

Instruments mentioned by the authors include Soundbeam4,

EyeMusic (Hornof and Sato, 2004), EyeGuitar (Vickers et al.,

2010), Skoog5, and TouchTone (Bhat, 2010). In their practice, some

AMIs designers work closely with disabled musicians on bespoke

instruments. This is the case with Drake Music.6 Some examples of

2 Rodger et al. (2020) use the term specificities to refer to configurations of

things or objects created for particular needs of users, agents, and ecologies.

In music, these configurations can be involve instruments, musicians-as-

agents, and ecological contexts.

3 There is an ongoing debate around the expressions people with

disabilities or disabled people across various public and social spaces. Andrew

is confortable in using the expression people with disabilities as it well

represents his feeling around his disability not being an external factor to him.

4 www.soundbeam.co.uk

5 www.skoogmusic.com

6 www.drakemusic.org
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their creations include The Kellycaster7, a bespoke type of guitar

co-designed by John Kelly, a disabled musician who has a self-

described “punk at heart” approach to music (Harrison et al.,

2019), and Charles Matthews. Another example of an interface

that has been used for AMIs is that of the MI.Mu Gloves8, an

interface designed to play a sophisticated version of an air guitar,

air synth and air drums. There are also current developments that

lie somewhere in between bespoke and generic instruments, such

as the Touch Chord9 and Jamboxx.10 Although these instruments

canmeet the needs of a large range of users with disabilities, they do

require some physical abilities to use each instrument. For instance,

the Touch Chord requires the ability to activate sounds by touching

a sensor placed on a board and the Jamboxx requires the ability

for the disabled musician to be able to produce enough breath to

activate it.

With the many varieties of components and interfaces

available and being utilized in DMI and AMI design, challenges

exist in evaluating bespoke design in instruments. Instruments

specifically designed to be inclusive have been highlighted by

Lucas et al. (2019). Their methodological approach consisted in

using quantitative data and qualitative observations whilst also

taking in observations and viewpoints from the participant. This

holistic approach covers the many variables around designing with

individuals with complex needs around accessibility and function.

2.2. Conceptual metaphors and cultural
probes

Conceptual metaphors help explain or describe concepts that

contribute toward assessing what elements and functionalities of an

interface a user might intuitively relate to. This understanding can

therefore assist a designer in forming design concepts. Metaphors

have been used to understand embodied interactions, such as

how abstract sound concepts like pitch, volume, and tempo might

be associated with body movements through a subject’s actions

(Antle et al., 2008; Bakker et al., 2012). Kim and Maher (2020)

discuss how conceptual metaphors inform design decisions when

mapping interface elements to function for consumer devices.

When considering conceptual metaphors as an approach to

participatory design, Wilkie et al. (2013) introduce the connections

between an image schema and embodied cognition theories

with interaction. In the above examples, participants considered

their responses from sets of concepts and items (e.g., words,

images) developed by the researchers. Waters (2021) adopted

conceptual metaphors in his investigations by referring to the

connection between the musician understanding the analog world

whilst imagining or conceptualizing that into the digital realm.

Waters describes a continuum of inseparable Deleuze-Guattarian’s

assemblages (Deleuze and Guattari, 1988) as a player-instrument-

social expectation.

7 www.drakemusic.org/technology/instruments-projects/the-kellycaster

8 www.mimugloves.com

9 www.humaninstruments.co.uk/instruments

10 www.jamboxx.com

Another methodological tool discussed in our work is the

cultural probes (Gaver et al., 1999). Cultural probes are design

artifacts designed to stimulate reflections on the relationship

between humans and technology and, in the DMI space, between

musicians and their instruments. Tahıroğlu et al. (2020) used this

tool to investigate how technology changed the mode-of-being of

musical instruments. Instrumentalists familiarize themselves with

sensing the unique characteristics of an instrument (De Souza,

2017), and we can consider this relationship as a probe into musical

possibilities (Tahıroğlu et al., 2020). The idea that traditional

instruments can serve as probes also applies to DMIs. Cultural

probes can be employed to deepen the understanding of musicians’

experiences to eventually support the design of the DMI to

better assist musicians in achieving their goals. As a result, DMIs

themselves become probes that we can use to understand our and

other musicians’ experiences relating to the human condition, the

instrument, and the music we wish to make (Tahıroğlu et al.,

2020). Interfaces and technical components have also been used as

probes to explore specific research questions (Jack et al., 2020; Guidi

and McPherson, 2022). Waters (2021) provides a good example of

what a probe could help discover from the account of a drummer

describing his experience of playing their instrument:

“Bodily exploration of movement on top of, across, and

within, the interchangeable pathways of the drum kit. Physical

restrictions considered, I tend to think of this style of playing as

waves of circular phrasing moving above, around, and passing

through the kit, the presence of which is felt both in the feet and

the arms/hands, as well as the knees, chest, and stomach.”

2.3. Musician-instrument relationship

A musician-instrument relationship is developed via the

intimacy that exist between a musician and their instrument as

well as the perceptual transparency between the two entities (Nijs

et al., 2009). This perceptual transparency, which is acquired with

practice, refers to the musician’s perception of their instrument as

an extension of their body (Rabardel, 1995; Leman, 2007; Morreale

et al., 2018). These elements contribute to a sense of flow in their

performances as they help provide a sense of control, motivation,

and wellbeing contributing to longevity in a musician’s application

to the instrument (Csikszentmihalyi and Csikszentmihalyi, 1992;

Simoens and Tervaniemi, 2013). Simoens and Tervaniemi (2013)

quote the violinist Stephen Bryant in an interview “I don’t like

the thought of anyone else playing it [his violin]. It’s such a close

relationship”. This comment exemplifies the intimate relationship

a musician can have with their instrument or their tools. The

musician-instrument relationship can thus be similar to that one

might have with another person they care deeply for. When playing

or performing, this close relationship creates a unity between the

instrument and the musician contributing to creative expressions

in the interplay between the two (Nijs et al., 2009; Waters,

2021). This unity stems from the studies in embodied music

cognition, which provide a framework for studies of the musician-

instrument relationship. According to Leman (2007), the human

body is considered the natural mediator between the musician’s
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mind and the physical environment that contains musical energy.

Considering how a musician might communicate ideas into this

physical environment creating and containing musical energy, the

musician must first establish a musician-instrument relationship as

an entity that players can establish dynamic relations with Jordà

(2004).

A musician’s subjective experience when performing an

instrument thus establishes and strengthens their relationship with

it. The experience can be considered from a perspective “in which

the interaction between musician and musical environment, the

nature of human activities, and the quality of subjective experience

are addressed” (Nijs et al., 2009). A successful interaction in which

the subjective experience is addressed contributes to the feeling

that the musical instrument has become part of the body. In

other words, a musician experiences an embodied relationship with

an instrument. The embodied experience creates entanglements

between humans, machines, objects, and environments, including

social structures (Mice and McPherson, 2022). The resulting

entanglements are part of embodiment theory in how we interact

with objects and environments and are intrinsically a part of

them as they are a part of us. Entanglement theories specific to

HCI are discussed by Frauenberger (2019). The authors suggest

that humans are inseparable from the technologies we engage

with; a relation that is described by a philosophical concept

knows as relational ontology (Rosenberger and Verbeek, 2015). A

specific area of embodiment theory related to sensor-motor skill

is discussed by Guidi and McPherson (2022) in their investigation

of skilled musicians using an unfamiliar interface (an augmented

guitar pick). The musician’s motor skills can be impacted by

changes to the interface’s physical or sonic characteristics (Morreale

et al., 2019) affecting interactions and the embodied experience.

The musician regulates the goal-directed activity structure of

music performance, which is inspired and influenced through the

musician’s subjective experience of the musical ecology during

the performance.

Forms of entanglements also apply to interactions between

the musician and the musical environment created throughout

the performance (Nijs et al., 2009). Partially conflicting with

the view of Rodger et al. (2020) on goal-directed activities, Nijs

et al. (2009) suggest that the musician regulates the goal-directed

activity structure of music performance, which is inspired and

influenced by the musician’s subjective experience of the musical

ecology during the performance. Both elements (goal direction

and subjective experience) influence each other and are optimized

through an iterative process. These viewpoints are elaborated

within the framework of embodied music-cognition (Nijs et al.,

2009). This framework is based on Ecological Philosophy,

Activity Theory, and Flow and Presence Research. Ecological

philosophy describes a musician-instrument relationship in which

the musician and their instrument merge and boundaries are

no longer experienced. This functional transparency occurs

when a musician directly responds to the musical environment

and is lost when the instrument is altered (Morreale et al.,

2018). Using the activity theory framework, a musician acts

as the mediator that establishes an intimate relationship with

their instrument (Nijs et al., 2009). When the subject, object,

and environment combine, a state of flow is produced, which

results in enjoyment, engagement, and increased motivation

(Csikszentmihalyi and Csikszentmihalyi, 1992). Achieving this flow

state enables a musician to establish a long-term constructive

relationship with their instrument. An embodied experience of the

instrument becoming an extension of the musician contributes

to withdrawing of the instrument from consciousness. The state

of flow is achieved through this immersion of the subject and

object through any musical activities (Nijs et al., 2009). Each

successful experience of flow and transparency contributes to

strengthening long-term relationship bonds between a musician

and their instrument (Csikszentmihalyi and Csikszentmihalyi,

1992). A positive, satisfying, and constructive relationship between

a musician and the instrument relies on not being hindered

or obstructed by technical difficulties, performance anxiety,

or accessibility in playing an instrument. These obstacles will

ultimately affect not only the positive experience of creative

practice but interrupt the flow state, which is the ultimate loss

of awareness of oneself when performing a task (Nakamura

et al., 2002). The hindrance of any obstacle must be reduced

to establish and maintain engagement and ultimate embodiment

with an instrument. Waters (2021) and Simoens and Tervaniemi

(2013) provide examples of how interfaces might interrupt or

obstruct a musician or performer from engaging in the process of

making music.

Through the processes explained above that lead to

embodiment, an experience is established where the musician and

the instrument are operating in what Nijs et al. (2009) consider

an instrumental genesis. The instrumental genesis is a two-fold

movement: the instrument constraints the creative possibilities

of a musician, who then generates automatic responses within

the musical environment. A relationship of reciprocal affordances

is then established, which integrates the instrument with a

musician through the activities, contributing to the feeling of the

instrument being a natural extension of the musician within a

musical environment.

Music, musical instruments, technology, and social and cultural

structures do not develop in isolation. Each plays a role in

contributing to the thinking and designing of the day. For example,

the valve that was adopted into brass instruments relates to

metal tubes and plumbing used at the time (Waters, 2021).

Also, the transgression or migration (of musical instruments)

from region to region or even rural to urban/city environments

affects change in construction and even the playing style of some

instruments (Bates, 2012). Bates (2012) suggests that humans are

connected with instruments through the multiple functions of

instruments (e.g., dance, celebration, experimentation, rebellion)

and our relationship with them, from instrument making to

performance. These connections impact how our expressions,

playing techniques, and instruments develop. As Bates (2012)

points out, our embodiment of musical instruments and their

sound materialize in how parts of instruments are named and can

refer to the human anatomy, such as neck, body, and head. With

respect to the technology surrounding a musician’s connection and

physical relationship with their instrument, there are significant

differences between conventional acoustic or electric instruments

and DMIs. With acoustic or electric instruments, it can be argued

that there is a more transparent connection between the musician
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and the instrument. The musician faces directly transmitting

energy through their body to excite the resonance of an instrument

and produce the sound. Jordà (2004) describes this connection as

fuzzy and unclear. DMIs, on the other hand, listen for gestures

performed on an interface and, via mapping, changes sound

parameters. Tahıroğlu et al. (2020) suggests that our relationships

with DMIs can be “decoupled from the established relationships we

have with more traditional musical instruments.” This suggestion

resonates with the notion that coupling is considered important

for establishing a successful musician-instrument relationship (Nijs

et al., 2009). Our relationships with DMIs and musical norms

are shaped and transformed through opportunities (Tahıroğlu

et al., 2020). This, in turn, impacts compositions, performances,

and musical experiences, and our intentions forge relationships

with machine/interface technologies. It is through the creative

intent and gestures that a musician uses to connect with the

technologies available that establish and determine the strength

of the musician’s relationship with the instrument. This has been

described as a “dynamic re-formation of gestural and expressive

intent” (Van Nort, 2011). How physical parameters respond to

our intentions plays a part in establishing expressive, strong,

and meaningful relationships that help create shared authorship,

agency, and intentionality between a musician and an instrument.

Experiencing or feeling the effects of input devices is proposed as

important by Hunt et al. (2000) because interactions with interfaces

can determine a musician’s experience.

3. Autoethnographic account

In this section, we offer Andrew’s autoethnographic account

of the evolution of his relationship with his musical instruments.

This account provides insights into the evolution of his

musician-instrument relationships before and following an injury

resulting in a life-changing disability. Autoethnography combines

autobiography and ethnography to systematically describe and

analyse personal experiences and observations in retrospect (Ellis

et al., 2011). Autoethnography offered Andrew the methodological

tools to thoroughly observe, challenge, and interrogate his

thoughts, beliefs, and assumptions on the evolving relationships

with his musical instruments. These experiences, reflections,

and analyses produce insights for further discussions and

development as they are cross-referenced with existing research

and collaborators. Following typical autoethnographic procedures,

Andrew will use the first-person singular in the rest of this section.

3.1. Relations with the instrument before
the accident

Before the accident, I was able to pursue my creative practice

on various instruments. I was primarily a saxophone player but

also played flute, clarinet, and piano. I was also an electronic

musician, composer, and dedicated improviser. All of these creative

activities or practices were undertaken with relative physical ease.

I was performing many gigs on saxophone and sometimes piano

and keyboards, composing and performing for theater and dance,

and running recording sessions in my studio. I ran workshops

in free-improvised performances with other musicians and artists

from disciplines such as dance, spoken word, moving image, and

graphic art. I played a key part in organizing events and took

up many opportunities to attend and perform at various festivals

around Aotearoa (New Zealand). Alongside these creative activities

across different communities, I was completing an Honors degree

in Composition. Unfortunately, the accident occurred before I

completed my degree. When considering my relationship with

my instruments before the accident, what mostly emerges is the

deep connection with each instrument I played. This connection

is described in the following journal entry, in which I recalled the

ritualistic aspect that involved setting up my saxophone:

“When considering the relationship between an artist and

their instrument, I would like to start by considering my

relationship with my saxophone before my accident. I fondly

remember, when preparing to play either for practice, rehearsal,

or performance, the ritual of taking the saxophone from the

case and assembling it. This formal process allowed me to

connect with the instrument in a way that would not only

prepare the instrument to be played but prepare me to play

the instrument. As each part of the saxophone was placed

together, I would feel as if I was connecting with the instrument.

This would be especially apparent when testing the reed on

the mouthpiece and strongly felt as I placed my fingers on

the keys. As I felt the pressure of the springs of the keys

against the pads of my fingers, this sensation of touching

the instrument before producing the first sound gave me an

extremely strong connection. This is where my connection or

response begins in how the relationship between the artist and

their instrument can be considered. Similarly, when sitting to

play the piano, a shorter ritual would take place. I would feel

that the act of approaching and sitting down at the piano,

opening the lid if necessary, and then pausing, considering

the musical possibilities before placing my hands on the keys

was important. Once placing my hands on the keys, there

would be a further pause to engage with the sensation of the

keys beneath his fingers. Through making this connection with

these instruments and forging a strong relationship, it now

felt as if we were not separate entities, I was not a user, and

the instrument was not merely a tool. Still, we were bound

together, ready to produce a creative output. That creative

output was music.”

The ritual described in the note above shows how the

relationship is not best described in terms of musician-tools-

music but rather between the (musician-instrument)-music, where

musician-instrument constitutes a unique element. The tools

needed to create music are intimately bound to the musician.

I do not perceive them as separate entities but rather as one

entity. Although these rituals may sound romantic, they are

extremely fond memories for me and offer insight into what I

consider necessary conditions to engage positively with a new

DMI. In outlining how a bespoke DMI would be, I need to

account for the sensations that take place even before playing it,

as well as how those sensations contribute to creating an intimate

relationship with the instrument and performing with satisfying

action and response.
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3.2. Experiments with instruments as a
disabled musician

An accident left me paralyzed with tetraplegia from the chest

down, dramatically affecting my creative practice. This accident put

on hold the completion of my degree. Whilst in my first year of

rehabilitation, I had the opportunity to create music for theater and

dance. I created this music using my laptop, which had accessible

aids11 I continued composing and producing music for theater

and dance, along with getting back to organizing performances

and events in Tamaki Makaurau (Auckland). After a few years, I

started looking into ways to perform, compose, and produce music.

These early engagements with live creative practice mainly involved

using my voice, a small percussion instrument that could fit on

my lap, and a slide whistle. Although rewarding in some ways,

there was always an unpleasant feeling of novelty to performing in

this manner as most of these creative activities were undertaken in

freely improvised collaborative settings. I eventually completed my

Honors degree and joined a Master’s degree in Composition and

interactive technologies. During my Masters degree, I discovered

how to use the laptop as an instrument. These early experiments

involved using webcam tracking, voice processing, and mapping

of the joystick, mouse, and keyboard. I also experimented with

some sensor technology, but due to the complexities around

setup, calibration, and reliability, it eventually failed to become a

permanent part of my performance setup. In 2019, I started playing

the guitar, placing it on a custom-made case that converts to a stand

supporting the guitar horizontally across my lap. I processed the

guitar signal through a distortion pedal and a volume pedal. With

this setup, I often performed in an ensemble with a bass player and

a drummer, playing rock-influenced free improvisations. To play

the guitar, I use two splints attached to my hands, one for picking

and strumming, the other for replacing a slide on the strings. The

range of sounds I am able to produce in this way includes slide

guitar tones, strum “bar” chords across an open tuning, sustained

feedback, and short and sharp percussive tones.

3.2.1. Issues that hinder musician-instrument
relationship

Instruments from my early experimentation felt “novelty-like.”

Although they provided me with the opportunity to creatively

reconnect with fellow artists, they failed to create a feeling that

was similar to performing on instruments before my accident.

Using the laptop as an instrument opened up opportunities that

moved away from this feeling of being included as a novelty for

participation. However, the lack of haptic/tactile feedback results

in feeling disconnected from the creative process and disrupts the

intimacy of my relationship with the instrument. To date, the

guitar has been the most rewarding instrument in terms of feeling

11 Accessible aids include a special joystick mouse, a small USB keyboard

so that both the joystick and keyboard could fit on a tray on my lap.

These worked in conjunction with bespoke designed typing splints. I also

had “Dragon Dictate” dictation software and a headphone microphone to

communicate speech to text for emails, word/text documents, or navigating

the internet.

connected with an instrument in a physical or haptic/tactile way.

However, the size and the cumbersome setup of the instrument

have significant limitations when it comes to musical control and

expressivity. Playing single notes is possible, but not with accuracy

and speed. As a result of what I can play, collaboration with

other artists is possible only in experimental music settings. For

instance, I can play chords only as bar chords across the strings and

single notes cannot be timed accurately. In brief, I am prevented

from performing in more conventional music settings. The lack

of connection with the laptop or other computer interfaces tested

so far results in a limited relationship with the instruments. By

contrast, having easy access to the guitar, and being able to play

it with some ease (i.e., a low entry level and then the opportunity

to progress with a high ceiling), has alluded to the possibility of

feeling the same sense of purpose, accomplishment, and satisfaction

I had before my accident. As much as the desire of discovering

new ways of playing and considering music is understandable, I

still desire to be able to construct conventional musical ideas and

expressions. This is part of the relationship that I wish to build with

an instrument and will help establish relationships with musicians

performing on conventional instruments.

I extensively used designed guidelines from previous design

frameworks in identifying my specific aims with the design of my

DMI and in creating prototypes (Overholt, 2009; Morreale et al.,

2014). What I have not found available are suggestions centered

on the elicitation of specific musician-instrument relationships.

In other words, these frameworks offered rich insight into the

specificities of the instruments but failed to offer insights into how

to design for specific musician-instrument relationships. This is the

gap I evidence in current frameworks, and I urge more research in

DMI and AMI design: the musician-interface relationship should

have priorities over specific functionalities.

3.2.2. Consideration on AMI design
When creating bespoke instruments, my experiences before

and after the accident kept informing successive design choices.

Each of the approaches I have workedwith has indeed offered useful

takeaways. The accurate and deterministic response of a computer

keyboard, the interpretation of gestures through reliable, consistent

and intuitive sensors, the ease of control of the mouse joystick, and

the physicality of the guitar are all important features I came to

appreciate and that I will consider for my future AMIs.

In the list below, I indicate a series of instrument characteristics

that I found crucial in establishing a relationship with an

instrument. The intention is not to offer a comprehensive list of

design guidelines. This quest would be pointless as these features

worked for the specificities of my condition. However, I hope these

sorts of suggestions could pave the way for future directions in the

design of AMIs.

• Enable a physical connection with the instrument. Interfaces

can be analog (i.e., keys, strings) or digital (i.e., breath

controllers, pressure sensors).

• Create a linear or predictable connection between energy, the

energy injected in the instrument, and the energy generated by

the instrument.
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• Ensure an intuitive, natural, and predictable response from

the instrument that can generate a visceral connection and

symbiotic relationship.

• Consider ease of setup, possibly in a way that any person can

assist in setting up the instrument.

• Ensure the accessibility to the instrument: Positioning oneself

and the instrument to play or move away or out from the

instrument when finished playing should require little to no

assistance once the instrument is set up.

• Design for a low entry level so that a musician can start

playing the instrument with relative ease while offering the

opportunity to progress and develop those skills to a high

ceiling for more complex performances.

• Enable accuracy and the repetition of musical ideas so that

more intricate musical lines can be created beyond simply

improvising sonic textures or effects.

Several of these points have been illustrated in other DMI

frameworks. However, addressing them is more complex when

designing AMIs. The added complexities come from physical (e.g.,

limited mobility and reduced tactility) and cognitive impairments

(e.g., ability to concentrate, understand tasks, issues with speech

and language, behavioral difficulties; Blatherwick et al., 2017).

4. Discussions

Existing DMI and AMI design frameworks primarily focus on

technical and goal-based solutions around the environments they

investigate. However, the complexities surrounding the subjective

aspects of the musician-instrument relationship have been

mostly overlooked. Understanding these complexities involves

exploring musicians’ emotional and physical connections with

their instruments. These aspects are undoubtedly more challenging

to measure and not readily available compared to technical

specifications commonly addressed in design frameworks. This

observation is aligned with what Born (2020) called analytical

ontology. With this term, Born referred to the assumptions often

implicit inMusic Information Retrieval research and practice about

what music is. Many music subtleties (mostly of non-Western

music), which are difficult to extract and analyse, are simply

ignored.We see a similar issue in the design and design frameworks

of DMI and AMI.

Scholarly investigations on connectivity and embodiment

of musician-instrument relationships, how they contribute to

creative practice, and the phenomenology of the experience

that goes with them have primarily focused on conventional

instruments and non-disabled musicians. In successful musician-

instrument relationships where functional transparency

takes place (Nijs et al., 2009), key concepts such as flow

(Csikszentmihalyi and Csikszentmihalyi, 1992) contribute

to the embodiment and entanglements of instruments with the

musician. Musician-instrument relationships of disabled musicians

seem underrepresented in current research. An opportunity exists

for designers and musicians to explore ways to investigate

the complexities surrounding the feelings and values within a

musician’s relationship with an instrument, how they are accessed,

and lastly, the technological solutions to be considered.

Andrew’s comment on the relation (musician − instrument) −

music resonates with the embodied relationship described by

Ihde (1990). The American philosopher talks about embodiment

needing to be constituted, or learnt, for a technology to become

transparent. To do so, Ihde explains, the technology “must be

technically capable of being seen through.” We identify a designer’s

paramount role in the musician-instrument relationship to be

constituted in the case of disabled musicians. Thus, the relationship

might be best represented as [(musician−designer)−instrument]−

music. For this relationship to exist, the designer must develop an

understanding of the physical limitation and possible technological

options and an intimate appreciation of the musician’s desires,

goals, and expected output. It is not only the physical limitations

that significantly differ among disabled musicians but also their

intended relationship with the instrument. Creating instruments

with generic inputs and outputs that can easily adapt to a wide

range of users is problematic for AMI designers due to individual

nature of disabilities and impairments.

The question remains, how can these technical solutions best

satisfy a musician-instrument relationship? How do designers find

the best way to match these solutions to the specific demands

of the needs of an individual’s musician-instrument relationship?

A combination of processes and ecologies, termed specificities

by Rodger et al. (2020), offers insights into constructing a

relationship between the musician and the instrument beyond

goals, environments, and solution approaches. The work of Rodger

et al. (2020) is focused on an already developed system or prototype

to be evaluated rather than investigating a musician-instrument

relationship before the design. We argue that considerations about

a successful musician-instrument relationship should be given at

the conceptual design stage.

One possibility is to integrate conceptual metaphors with

cultural probes, technology probes, or research products (Jack

et al., 2020). Probes can play a part in discovering more details

around the complexities of emotions that establish the musician-

instrument relationship. Understanding these complexities might

help describe what feelings produce engagement and embodiment

of the instrument to fulfill the desire for expressions through a

successful design. One example is the conceptual metaphor of

asking what acoustic instrument they would wish to play if they

could (Waters, 2021). And if so, why that instrument? What are the

elements around that instrument that excites them?

A designer could create a probe that cultivates an answer

from the musician they are designing with, who could describe

how they would like to engage with an instrument. An example

could be for a designer to ask the musician to describe,

draw, or demonstrate movements that communicate musical

intentionalities or sensations and how to physically embody

them in the design of the instrument and the gesture-sound

mapping. This probe would help inform the musician-instrument

relationship and could assist in how the designer approaches

further developments. The probe could consider pathways, physical

restrictions, phrasing or movements, connections to and with

an instrument that would likely be felt or resonate, and what

instrument/sonic responses would feel the most natural or

interconnected. Conversely, asking a musician to freely associate

and describe the complexities around the subjective feelings they

are looking for when playing amusical instrument could create a set

Frontiers inComputer Science 07 frontiersin.org35

https://doi.org/10.3389/fcomp.2023.1153232
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


McMillan and Morreale 10.3389/fcomp.2023.1153232

of probes for any designer to work with. However, do the answers

for these types of probes establish an understanding for a designer

of the intimate relationship a musician may wish to experience?

This is what we are seeking to understand through future research.

One option would be to start with questions that explore the

phenomenology surrounding the musicians’ desires when wishing

to engage with an instrument and experience its response. We

propose the following questions to inform the design of the

probes:

1. How do they wish for the instrument to “feel,” and what

psychological or subjective connections and responses would

they consider rewarding?

2. How do they intuitively and instinctively understand or control

the instruments’ responses? What are the physical limitations

and opportunities?

3. Which movements (and how do they) feel the most natural,

intuitively connected to music/sound production parameters

and ultimately rewarding

4. How does creating combinations of these movements intuitively

engage with the imagination around making music/sound?

5. What feedback responses are the most effective or appropriate

to feel connected to the instruments’ responses?

6. How can a link between the psychological and

the physical connection(s) and responses lead to

“functional transparency”?

The musician can respond to these questions in any way they

wish to communicate. Through words, pictures, demonstrations

of movement, or communication in any form of media that best

suits their interpretation of a set of questions. This could be

prescribed from past experiences, imagination, and ideals. For

instance, the following quotes describe Andrew’s answers to the first

question points:

• “The ability to be intuitively accurate through my responses”

• “To feel the music around me, or be moved within a musical

environment and be able to place sound from my mind into

that environment with as little conscious cognitive thought and

physical impedance as possible”

• “To create the idea of a sound or note and play accurately

without needing to think about the physical tasks required to

produce it”

• “To have responses from the instrument that feel innately

connected to the energy put into it; this means having

the opportunity to put energy into the instrument in a

haptic/tactile way, and have that represented as a sonic

realization or representation directly connected to that input

of energy”

From here, the design can refer to the principles of activity

theory12 as framing to analyse the responses. Starting from

these responses, designers would create further probes for

12 Activity Theory principles are outlined as: (1) the unity of consciousness

and activity, (2) object-orientedness, (3) hierarchical structure of an activity,

(4) iternalization and externalization, (5) mediation, and (6) continuous

development.

investigation and development and move toward constructing

a prototype.

5. Conclusion

Existing design frameworks for DMI largely focus on

technological solutions and goal-based approaches while

overlooking the subjective aspects of the musician-instrument

relationship. Additionally, research on the embodiment and

connectivity of musician-instrument relationships in creative

practice has primarily focused on conventional instruments

and non-disabled musicians, leaving the experiences of disabled

musicians underrepresented. In this article, we proposed that

DMIs and AMIs design strategies should extend their scope of

investigation to also account for the connections that musicians

might have with their instruments, which are difficult to measure

and not typically addressed in design frameworks. Notably, the

intention of this article was not to provide a comprehensive

framework. This article is intended to surface fundamental points

that are needed to be tackled when designing for and with disabled

musicians. These points can be integrated as complementary

features in existing DMI and AMI design frameworks. Specifically,

we proposed that musician-instrument relationships should

be considered in the design of AMIs at an early stage before

considering goals and technological solutions. We also indicated

methods to surface the intended musician-instrument relationship.

We discussed the possibility of borrowing conceptual metaphors

and cultural probes as tools to be used within a DMI and AMI

framework to account for the subjective experience and the ecology

and specificity that determine the disabled musician’s desires for a

musician-instrument relationship.
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This work introduces a new music generation system, called A�ectMachine-

Classical, that is capable of generating a�ective Classic music in real-time.

A�ectMachine was designed to be incorporated into biofeedback systems (such

as brain-computer-interfaces) to help users become aware of, and ultimately

mediate, their own dynamic a�ective states. That is, this system was developed

for music-based MedTech to support real-time emotion self-regulation in users.

We provide an overview of the rule-based, probabilistic system architecture,

describing the main aspects of the system and how they are novel. We then

present the results of a listener study that was conducted to validate the ability

of the system to reliably convey target emotions to listeners. The findings indicate

that A�ectMachine-Classical is very e�ective in communicating various levels of

Arousal (R2 = 0.96) to listeners, and is also quite convincing in terms of Valence

(R2 = 0.90). Future work will embed A�ectMachine-Classical into biofeedback

systems, to leverage the e�cacy of the a�ective music for emotional wellbeing in

listeners.

KEYWORDS

automatic music generation system, algorithmic composition, music MedTech, emotion

regulation, listener validation study, a�ective computing

1. Introduction

There is now overwhelming evidence that music supports health and well-being in

various ways, from motivating physical activity, to promoting mental health and fostering

social connection (MacDonald et al., 2013; Fancourt and Finn, 2019). Music is particularly

effective for supporting and mediating emotion states. Indeed, one of the primary reasons

people report listening to music is to change or enhance their emotions (Thayer et al.,

1994; Lonsdale and North, 2011; Saarikallio, 2012). Given the affordances of music to

support health and wellbeing, as well as advances in machine learning and computational

techniques, there has recently been a call to action to compose music with the use of

computational technologies for healthcare applications (Agres et al., 2021). Compared to the

use of human-composed, pre-recorded music, which spans many genres and emotions but

is fixed and difficult to adjust in real-time, generative music composition systems are able to

support real-time interactivity—they are able to flexibly manipulate musical features almost

instantaneously according to the listener’s current neural or physiological state, or given

their real-time input and preferences. These systems therefore show promise in delivering

personalized, cost-effective (and free of copyright), non-invasive, non-pharmaceutical

methods for helping individuals improve their emotion states. Given the global mental

health crisis (e.g, nearly 20% of adults in the USA live with a mental illness, or 52.9 million
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Americans in 20201), music medtech systems are projected to be

extremely valuable tools for supporting emotional wellness, and

mental health more broadly.

More generally, in an age where computational systems

are now being used extensively to generate impressive natural

language and visual art, such as the technologies available through

OpenAI,2 it is no surprise that there has been a recent surge of

interest in the development of automatic music generation systems

(AMGSs; also known as algorithmic composition systems). Like

human music composition and improvisation, AMGSs generally

aim to create harmonic, timbral, and rhythmic sequences in an

organized, musically-coherent fashion. This area, which sits at

the intersection of computing, music theory/composition, and

computational creativity, is relatively nascent, however, compared

to the computational creation of visual art. This work aims to

not only chip away at this gap, but offer a new automatic music

generation system—AffectMachine-Classical—that is capable of

producing controllable affective music. AffectMachine-Classical

offers an effective and flexible means of conveying emotions in

real-time, and the system has been developed to be embedded

into biofeedback systems such as brain-computer-interfaces (see for

example Ehrlich et al., 2019), making it a potentially powerful tool

for therapeutic applications such as emotion and mood regulation

in listeners, augmentation of physical activity during rehabilitation,

as well as commercial use cases such as soundtrack design and

providing silent videos with novel music free of copyright.

1.1. Related work

A review of automatic music generation is out of the scope

of this article (for a review and summary of the state-of-the-

art, see Herremans et al., 2017; Carnovalini and Rodà, 2020;

Dash and Agres, 2023), however we will briefly summarize

the main approaches to automatic music generation. Previous

approaches to developing music generation systems largely fall into

two categories: learning-based methods, and rule-based methods.

While there has been a recent trend toward learning-based

approaches, they present several challenges for affective music

generation. First, ecological (or realistic) music pieces typically

exhibit hierarchical, long-term structure, as well as polyphony. For

example, a melodic phrase may extend over multiple measures of

music, and involve several different instruments or voices. Further,

music typically has an overall form that allows for musical and

stylistic coherence throughout the piece. As such, a generative

model must be able to capture harmonic, rhythmic and temporal

structure, as well as the interdependency between voices (Dong

et al., 2018). Second, learning-based approaches require large music

datasets with emotion labels for training, a resource that is still

scarce in the community, although we note that acoustic models

that are able to link musical excerpts directly to natural language

descriptions are beginning to emerge (Huang et al., 2022), and

1 Statistics from the National Institute of Mental Health: https://www.nimh.

nih.gov/health/statistics/mental-illness.

2 https://openai.com/

may be a promising direction for future work. Style transfer

models have had success as an alternative to models capable

of generating novel affective music from scratch—for example,

Ramirez et al. (2015) used machine learning models to apply

appropriate expressive transformations on the timing and loudness

of pre-composed input musical pieces based on desired arousal

and valence. In addition, Williams et al. (2017) used affective

feature mappings to transform seed material generated by a neural

network trained on short musical excerpts, and Hu et al. (2020)

used convolutional neural networks to extract stylistic features

from therapeutic music pieces and incorporate them into user-

selected songs. Despite these promising applications, style transfer

models and similar approaches are subject to several important

limitations. For example, although leveraging pre-composed music

greatly simplifies the challenge of producing affective music,

the pre-existing music chosen is subject to copyright. Recent

progress in conditional music generation from text has resulted

in models that are able to generate high-fidelity music based on

natural language descriptions (Agostinelli et al., 2023), which may

potentially sidestep copyright issues. However, style transfermodels

and generative models are not yet able to support flexible and

continuous generation for real-time interactivity, which is essential

in biofeedback systems or any other systems meant to compose

music in real-time to mediate the user’s affective states.

In comparison to learning-based approaches, rule-based

approaches rely on hand-designed functions to map affective

signals to musical parameters. As such, they are able to sidestep the

challenges associated with learning-based approaches by building

in knowledge of how affective states map to musical parameters,

as well as typical expectations regarding harmonic, rhythmic, and

temporal structure. Additionally, the design of rule-based affective

music generation systems benefits from an extensive body of

theoretical and empirical work going back almost a century that

investigates how different aspects of musical structure contribute

to emotional expression (Gabrielsson and Lindström, 2010). For

example, the system described in Wallis et al. (2011) was primarily

informed by Gabrielsson and Lindström (2001), and generates

novel music algorithmically by mapping seven musical parameters

(e.g., note density, musical mode) to either valence or arousal in the

most continuous possible way. Even though several salient musical

parameters such as tempo, voice leading, and voice spacing, were

not mapped for simplicity, the systemwas sufficient for participants

to hear corresponding changes in the emotion of the music when

changes were applied to the valence and arousal parameter settings.

Similarly, the adaptive music engine described in Gungormusler

et al. (2015) manipulates musical parameters including tempo,

articulation, and timbre based on empirical validation of music-

emotion structural rules carried out by Livingstone and Brown

(2005). Most recently, Ehrlich et al. (2019) developed a system

that loops over a I-IV-V-I harmonic progression, and modifies

the musical mode, tempo, rhythmic roughness (a measure of the

amount of variation in note lengths within a measure), overall

pitch, and relative loudness of subsequent notes based on the

desired level of valence and arousal. Their listening study confirmed

a high correspondence between the system’s arousal and valence

settings and the emotions listeners perceived (Ehrlich et al.,

2019).
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Compared to existing rule-based systems, AffectMachine is

more sophisticated, by taking into account traditional features,

such as tempo, rhythmic roughness/note density, mode, etc., as

well as additional features such as voice leading and a fine-

grained mapping between valence/arousal and musical features

such as the chord progression. In addition, because our system is

capable of producing music in real-time based on given arousal

and valence, it has a flexibility not exhibited by most other music

generation systems.

1.2. Emotion perception in music

Music listening is often a rich emotional and cognitive

experience (Altenmüller and Schlaug, 2012), and numerous studies

have explored the relationship between music and emotional

expression. For example empirical studies have been carried out

to better understand both the emotions that can be expressed

through music (e.g., Gabrielsson and Juslin, 2003), as well as the

musical factors that contribute to perceived emotional expression

(e.g., Gabrielsson and Lindström, 2010). Research has shown that

various musical cues, such as tempo, mode, dynamics, pitch range,

rhythm, and articulation, can influence the perceived emotion in

music (Gabrielsson and Juslin, 2003; Schubert, 2004; Juslin and

Västfjäll, 2008; Juslin and Sloboda, 2013). For example, studies

have found that fast tempos are associated with positive emotions

such as joy and excitement, while slow tempos are associated with

negative emotions such as sadness and melancholy (Juslin and

Laukka, 2003). Similarly, major modes are generally associated with

positive emotions, while minor modes are associated with negative

emotions (Juslin and Laukka, 2003), although this can depend

on musical enculturation (Swaminathan and Schellenberg, 2015).

Other musical cues, such as dynamics/loudness and pitch range,

can also influence the perceived emotion in music. For instance,

loudness has been found to correlate strongly with perceived

and induced arousal, while high pitch ranges are associated with

excitement and low pitch ranges with sadness (Balkwill and

Thompson, 1999; Swaminathan and Schellenberg, 2015). Overall,

these findings suggest that musical features play a crucial role in

influencing perceived emotion in music. The connection between

musical features and emotion has also led to a surge of research

in Music Information retrieval (MIR) which aims to identify the

high-level emotions of music from its low-level features (see, for

example, Yang et al., 2018), an area often referred to as music

emotion recognition.

Studies have found that listeners tend to exhibit agreement

in their judgment of the general emotions expressed by a

piece of music, and that these judgments are only marginally

affected by demographic factors such as musical training, age, and

gender (Juslin and Laukka, 2004), although differences in emotion

perception have been emerging in recent work examining the

impact of factors such as age and musical training (Cohrdes et al.,

2020; Koh et al., 2023). In addition, music is often unable to reliably

communicate finely differentiated emotions (Juslin, 1997). Sloboda

(2004) offers an explanation for this phenomenon, suggesting that

music is to a large extent abstract and ambiguous, and while it

may be able to suggest varying levels of energy or resemble certain

gestures and actions, these emotional contours are often fleshed out

in a subjective manner.

Other recent studies have explored the neural mechanisms

underlying emotional responses to music, with a particular focus

on the role of the brain’s reward system. For example, Salimpoor

et al. (2015) describes how listening to music activates the

brain’s reward system, leading to the release of dopamine and

other neurotransmitters associated with pleasure and reward. This

suggests that our emotional responses to music are not simply

a matter of subjective experience, but are also rooted in the

underlying biology of the brain, e.g., dopamine is released in

concert with prediction mechanisms in the brain during music

listening (Huron, 2008; Salimpoor et al., 2015; Ferreri et al., 2019).

Overall, these and other recent studies continue to deepen our

understanding of the complex relationship between music and

emotion, and suggest that systems able to flexibly manipulate

musical features have great potential for emotion-focused well-

being applications such as affective music generation systems.

Taken together, the literature suggests that (i) to a large extent,

music can be systematically modified to express desired emotions,

and that (ii) the effectiveness of affective music generation systems

should be fairly robust across listeners.

1.3. A�ectMachine-Classical

The current music generation system, AffectMachine-Classical,

uses a probabilistic, rule-based approach to generate affective

classical music in real time. The systemwas developed with the help

of a classically-trained composer finishing his studies at a major

Conservatory of Music, and the system’s generated music generally

aims to follow the stylistic conventions of Western tonal classical

music3.

Various approaches have been used to measure and describe

the affective qualities of musical stimuli, ranging from widely used

measures such as Russell (1980)’s circumplexmodel and the Geneva

Emotional Music Scale (GEMS; Zentner et al., 2008) to bespoke

methods developed for specific studies (e.g., Costa et al., 2000;

Lindström, 2006). Following much of the existing work on affective

music systems (e.g., Wallis et al., 2011; Ehrlich et al., 2019), we

opted to represent emotion in AffectMachine using the circumplex

model, in which emotions can be understood as points within

a two-dimensional space. The first dimension is arousal, which

captures the intensity, energy, or “activation” of the emotion, while

the second is valence, which captures the degree of pleasantness.

For example, excitement is associated with high arousal and high

valence, while contentment would be associated with low arousal

and high valence. The circumplex model has several advantages

over alternative measures of emotion. Firstly, to provide accurate

and fine-grained feedback to a user about his or her emotional state,

music generated by AffectMachine should ideally vary smoothly

over the entire space of emotions, making continuous models

of emotion such as the circumplex model a natural choice over

3 A separate version of A�ectMachine is being developed and tested in a

popular-music genre, to a�ord listeners some variety and choice based on

their musical preferences.
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categorical models of emotion such as GEMS. Secondly, allowing

musical features to change gradually over time could help lend

the music a more natural sound. Finally, the generalizability of

the circumplex model also enables us to make use of previous

research which may have used less common measures of emotion,

by interpreting their results in terms of arousal and valence.

AffectMachine provides a model that is able to fluidly generate

affective music in real time, either based on manually-input or

predetermined arousal and valence values (e.g., as a sort of affective

playlist for emotion mediation, or trajectory through emotion

space), or based on the real-time feedback or physiological state of

the user (e.g., EEG activity captured from the user and mapped to

arousal and valence). In this way, AffectMachine offers a flexible yet

powerful way to sonify (real-time) emotion states, and to influence

the emotion states of the listener. The systemmay be used for health

and wellness applications, such as generating affective playlists for

emotion mediation. Further, AffectMachine may also be integrated

into Brain-Computer Interface (BCIs) devices, or other systems

capable of providing biofeedback, to assist the user in achieving

a desired emotion state through neuro/biofeedback and affective

music listening.

The main contributions of this work are: (1) the design of

a novel rule-based affective music generation system to compose

non-monotonic classical music, and (2) validation of the proposed

system for expressing different emotions through a listener study.

In the next section of this paper, we describe the features of

AffectMachine-Classical (Section 2). We then describe the listener

study and discuss the findings and implications of our results

(Section 3), before providing our general conclusions and suggested

future directions (Section 4).

2. A�ectMachine-Classical system
description

In this section, we describe the parameters and design of our

novel affective music generation system, AffectMachine-Classical,

which produces affective music in a classical style. AffectMachine

was developed to be embedded in a BCI or neurofeedback system,

to both generate emotion-inducing music in real-time, and to allow

for neural or physiological signals (such as EEG) to drive the music

generation system. That is, the systemwas developed to both induce

emotion in listeners, and provide users with real-time feedback

on their current emotional state, in which the generated music is

a reflection (or sonification) of the listeners’ emotion state (when

AffectMachine is embedded in a BCI or neurofeedback system). In

the present paper, we remove AffectMachine from any embedded,

interactive contexts (e.g., BCI), and examine the standalone

AffectMachine, focusing on the efficacy of AffectMachine for

generating music that conveys the intended emotion.

The automatic music generation system was developed in

Python, and takes a sequence of arousal and valence states as input

and encodes a corresponding sequence of harmonic, rhythmic, and

timbral parameters in the form of a MIDI event stream as output.

The MIDI event stream is then sent to a digital audio workstation

(DAW) over virtual MIDI buses to be translated into sound. For the

present version of AffectMachine, we use the Ableton DAW for its

wide selection of instruments and its ability to support live multi-

track recording. Arousal and valence are continuous values within

the range [0, 1] that can either be sampled from sensors (such as

EEG) or manually provided. All musical parameters are updated

each bar in accordance with the current arousal and valence values.

Developing a rule-based affective music generation system

requires first identifying a set of musical parameters and affective

states, then designing functions that map parameter values to

target states. For this reason, the harmonic, rhythmic, and timbral

parameters were selected based on previous work establishing their

influence on musical expression of emotions, and developed in

collaboration with conservatory students formally trained in music

composition.

In the subsections below, we present the details of the

AffectMachine-Classical system.

2.1. Harmonic parameters

Previous rule-based music generation systems have controlled

themode parameter by choosing a fixed harmonic progression (e.g.,

I-IV-V-I) and in a few cases, by varying the musical mode from

which the chords are drawn (e.g., each musical mode was mapped

to a certain level of valence), with Lydian typically identified as the

mode that expresses the highest valence, and Locrian or Phrygian

as the mode that expresses the lowest valence, as per Schmuckler

(1989). A simpler, and much more common, version of this logic is

to switch between the major and minor modes.

In the AMG system, we introduce a completely novel way

of controlling mode by using a bespoke probabilistic chord

progression matrix inspired by the theme and variation form

found in (human-composed) classical music. The music loops

through an 8-bar theme with fixed chord functions for each

bar, but the specific chords used, as well as their probabilities,

are determined by the target level of valence desired. To our

knowledge, this approach has never before been implemented

in a computational music generation system. The chord set

available for each level of valence was based on previous empirical

work, as well as the musical insights from conservatory students

formally trained in music composition. Previous empirical work

has established that valence tends to be positively related to the

major mode, and negatively related to the presence of dissonance

(e.g., diminished and augmented intervals; Costa et al., 2004;

Costa and Nese, 2020). Generally, the chords progressions in

our system exhibit greater dissonance with higher probability

as valence decreases. Arousal had no influence on the chord

progression selected.

Unlike previous systems which are constrained to a specific

harmonic progression, the AMG system is extremely flexible—

the only constraint being that the music has to progress through

the 8-bar theme. (Note that the majority of human-composed

music also adheres to a repeating X-bar structure). This novel

approach is therefore beneficial by allowing a greater range of

musical possibilities (and “interestingness” of the composition).

At the same time, the music is able to achieve greater coherence

of musical structure than what is commonly found in machine

learning-based approaches by using chord substitutions in an 8-bar
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theme to express the desired level of valence, and by ending each

iteration of the theme with a cadence.

To craft the 8-bar theme, the valence range was divided into

10 regions, with one probabilistic chord progression composed for

each region to match the intended level of valence. For example,

at higher levels of valence, the chord progressions are composed

in the major mode as it is typically associated with expressions of

positive valence. As valence decreases, the likelihood of chords with

greater tension or dissonance (such as those with diminished or

minor intervals) increases. For a given bar (e.g., 1–8) and level of

valence (e.g., 0–1), there are a set of possible chords, each with a

particular probability of occurrence from 0.1 to 0.8. At any given

bar and valence level, there are typically multiple chords (between

one and five) to choose from.

2.2. Pitch characteristics of voices

2.2.1. Voice leading
Voice leading refers to the art of creating perceptually

independent musical lines (e.g., tenor line, soprano line, etc.) that

combine to form a coherent piece (Huron, 2001), and is a steadfast

component of the majority of human-composed polyphonic music.

Despite the importance of voice-leading, automatic generation of

polyphonic music with multiple voices or tracks is a challenge that

research is only just beginning to address, primarily with learning-

based generative methods (e.g., Dong et al., 2018), and many of

these systems either fail to address voice leading altogether or use

highly simplified versions of voice leading.

In the AffectMachine system, we implement a novel rule-based

music generation system that draws on both traditional rules of

voice leading as well as heuristics used by human musicians, to

create pieces that exhibit perceptually independent musical lines

with nontrivial complexity and variability. (Note that in our system,

we utilize and refer to voices, not in the strict sense of counterpoint,

but similar to the use of voices in a string quartet, where one

voice or instrument is capable of playing a chord.) By mapping

these rules to differing levels of arousal and valence, we also

provide more cues for listeners to identify the emotion being

conveyed by the music, and enable finer-grained control over the

mapping between affective states and musical parameters. This is

an extremely important aspect and benefit of our approach.

AffectMachine-Classical was developed to generate music with

four parts or voices. The four voices/algorithms we employ were

selected to fill out the acoustic space from low bass frequencies

to the higher soprano range. While the instruments do not

map strictly to the counterpoint definition of voices (e.g., with

independent bass, tenor, alto, and soprano lines), they do span

the frequency spectrum from low to high, and work together to

convey a cohesive melody and harmony. The bass voice is carried

by the string section, and always plays the root note of the current

chord. The principal melody is played by the soprano voice, which

is carried by the clarinet and doubled at higher valence settings

by the marimba. Both inner voices are carried by the piano, with

the tenor voice playing a full chord voicing in the middle register,

and the alto voice providing harmonic accompaniment by means

of single notes adhering to voice leading principles (the details are

described below). Instrumentation is explained in more detail in

the section on timbral parameters.

While there are numerous principles that govern voice leading,

or the creation of perceptually independent parts (Huron, 2001),

we select several straightforward rules that provide sufficient

melodic diversity while minimizing unpleasant or artificial-

sounding melodic lines. The three parts that are determined

through voice leading logic are the tenor, alto, and soprano voices.

For the principal melody, our primary goal was to avoid unexpected

dissonance. Hence, the note sequence is a randomly selected

sequence of chord tones. For the tenor voice, which plays the full

chord voicing of the chord progression, we follow the heuristic

outlined in Wallis et al. (2011)—that pianists tend to voice new

chords in a manner that is as similar as possible to the previous

chord, in terms of interval and placement on the keyboard. We

calculate dissimilarity between two notesets (N,N′) as per Equation

(1) and select the least dissimilar chord voicing to be played the first

inner voice.

dissimiliarity =
∑

i

∑

j

| Ni − N′
j | ∀i ∈ N, ∀j ∈ N′ (1)

The alto voice is monophonic, playing one note at a time

according to a step motion rule, where the initial note is a randomly

selected chord tone. This rule states that if the next note in the

melody is of a different pitch, the pitch motion of the alto voice

should be by diatonic step (e.g., move up or down the diatonic

scale). These rules are encoded in the form of transition matrices.

There are four possible states: −1, indicating a diatonic step down

the scale; 1, indicating a diatonic step up the scale; 0, indicating no

pitch motion; and CT, indicating a jump to a randomly selected

chord tone (CT). The arousal range was divided into two equal

regions, with one matrix composed for each region to generate

appropriate melodies for each level of arousal. The transition

matrices were developed such that at higher levels of arousal,

melodies are more likely to consist of scale patterns, mitigating

the risk of the music being too dissonant or unpleasant due to the

increased tempo and note density. Note that our system does not

directly avoid parallel fifths/octaves (due to the complexity of the

system and the presence of many features), but because this is a

probabilistic system, movements of fifths in multiple voices at the

same time are relatively rare.

2.2.2. Pitch register
Research in the psychology of music has associated pitch height

and pitch register with emotional expression for almost a century

(Hevner, 1937); yet pitch height is often not explicitly incorporated

into automatic music generation systems. Higher pitches generally

tend to be associated with positively-valenced emotions such as

excitement and serenity (Collier and Hubbard, 1998), while lower

pitches tend to be associated with negatively-valenced emotions

such as sadness.

In AffectMachine-Classical, the pitch register of the lowest

voice is consistent (at C3). For the remaining voices, the pitch

register can vary within a permissible range determined by the

current valence level.
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To implement changes in pitch register, we again divided the

valence range into ten equally spaced regions and tuned the lower

and upper bounds of allowable pitches by ear. Both the lower and

upper bounds of the range of permissible pitches increase gradually

as valence increases. The range of permissible pitches starts at

[C1, C5] in the lowest valence region, and gradually moves to [G3,

C6] in the highest valence region.

2.3. Time and rhythm parameters

2.3.1. Rhythm
In most automatic generation approaches, the rhythmic

content of the music is either fixed (e.g., a repeating pattern or a

pre-composed rhythm template is used), or the temporal duration

of notes (the rhythmic content) is based on a machine-learning

generative process that affords little musical cohesion. This tends

to either make the music sound extremely repetitive, or rather

incoherent and unpleasant for most listeners.

To surmount this issue, the different voices/parts/tracks in

AffectMachine-Classical use different rhythmic logic, e.g., one voice

uses probabilistic rhythms while another uses composed rhythms.

In this way, our new approach finds a nice and aesthetically-

pleasant balance between composed and probabilistic elements.

As mentioned above, AffectMachine-Classical was developed

to generate music using four parts or voices. The bass voice

(string section) and first tenor voice (piano) employ a fixed

rhythmic pattern—they are both played on the first beat of

each bar. For the soprano voice (clarinet and marimba), we

divided the arousal range into three regions: low (Arousal < 0.4),

moderate (0.4 ≥ Arousal < 0.75) and high (Arousal > 0.75).

Much like the implementation of mode, for a given bar (e.g., 1–

8) and arousal region, there is a set of two possible rhythmic

patterns or “licks” with equal probability of occurrence. The

rhythmic pattern is represented in code as a list of binary values

indicating whether each beat (subdivision) is associated with a

note activation.

Finally, for the alto voice (piano), we incorporate rhythmic

roughness, which is a measure of how irregular the rhythm of a

piece of music is. Music with smooth, regular rhythms are typically

perceived as higher in valence. In AffectMachine-Classical, we use

note density as a proxy for rhythmic roughness (Wallis et al.,

2011). As arousal increases, roughness decreases, and note density

increases. When roughness is 0, each bar is populated with eight

notes of equal length. However, this often results in overly dense-

sounding output, because tempo is also high at higher levels of

arousal. Hence, we limit the lowest roughness to 0.3.

2.3.2. Tempo
Tempo, or beats per minute, determines how quickly the notes

of each bar are played. Alternatively, tempo can be thought of as

a measure of note duration—the faster the tempo, the shorter the

note duration. In AffectMachine-Classical, tempo is determined by

a simple linear relationship with arousal, and ranges from 60 bpm

at Arousal= 0–200 bpm at Arousal= 1.

2.4. Timbral and loudness parameters

Two parameters contributed to variations in timbre: (i) the

instrumentation of AffectMachine-Classical, and (ii) the velocity of

notes, which refers to the force with which a note is played.

2.4.1. Velocity range
Similar to the algorithmic composition system developed by

Williams et al. (2017), we mapped coordinates with higher arousal

to brighter and harder timbres that were created by increasing

MIDI key velocity. In MIDI, velocity is measured on a scale from 0

to 127. In our system, the range of permissible MIDI key velocities

is [40, 70] at Arousal = 0, and the lower and upper bounds of

the range increase linearly with arousal to [85, 115] at Arousal =

1. A uniform distribution over the range is used to determine the

velocity for each bar.

Velocity = unif 40+ aro ∗ 45, 70+ aro ∗ 45 (2)

2.4.2. Velocity variation
Patterns of velocity variation have affective consequences.

For example, research has found that large changes in velocity

(loudness) suggest fear, while small variations convey happiness

and pleasantness (Scherer and Oshinsky, 1977; Krumhansl, 1997;

Juslin and Laukka, 2001; Gabrielsson and Lindström, 2010).

Further, rapid changes in velocity may be associated with

playfulness or fear (Krumhansl, 1997).

In our experimentation with the system, we found that frequent

changes in velocity tend to result in unpleasantly disjointed,

artificial-sounding music, and we therefore attempt to limit

large, rapid (e.g., unexpected-sounding) variations in velocity.

Furthermore, changes in velocity become more frequent as tempo

(which is linearly related to arousal, as per Section 2.3.2) increases.

Therefore, to strike a balance between enabling sufficient variation

in velocity, and incorporating those variations in as natural a way

as possible, we limited the maximum change in velocity allowable

within each bar. The variation in velocity is dependent on the

arousal level and bar of the progression. Specifically, we set an

overall minimum and maximum loudness level, and the allowed

deviation becomes smaller as arousal decreases. The magnitude of

variation in velocity is random, within the allowable range (which

is set for each bar), and there are no changes in velocity within

each bar.

2.4.3. Instrumentation
Four virtual instruments were employed in the system (piano,

a string section, clarinet, and marimba), and used to convey a

classical musical style. As mentioned previously, the lowest voice is

conveyed by the string section, while both inner voices are carried

by the piano. The principal melody is placed in the uppermost

voice, which is played by the clarinet. The marimba is used to

double over the clarinet at high levels of valence (Valence ≥

0.8) due to its cheerful-sounding timbre (and because, during

experimentation with the system, marimba was found to nicely
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complement the timbre of the clarinet, which could sound slightly

shrill at higher pitch heights). After all other harmonic, rhythmic,

and timbral parameters have been determined, instrument samples

in the DAW (Ableton) are used to generate the final output audio.

3. A�ectMachine-Classical listener
study

3.1. Method

A listening study was conducted in order to validate the efficacy

of AffectMachine-Classical for generating affective music. We first

used our system to generate brief musical examples from different

points around the arousal-valence space of the circumplex model

(Russell, 1980). Listeners then provided arousal and valence ratings

for each of these excerpts to examine whether the target emotion

(in terms of arousal and valence) was indeed perceived as intended

by listeners.

3.1.1. Participants
The listening study was conducted with 26 healthy participants

(average age = 22 yrs, SD = 4 yrs) including 11 male and 15

female participants. Twelve of the 26 participants reported having

prior musical training. All the participants were given verbal and

written instructions about the listening study prior to providing

their written consent. The study was approved by the Institutional

Review Board (IRB) of the National University of Singapore (NUS).

3.1.2. Stimuli
AffectMachine-Classical was designed to compose affective

music that can span the entire valence-arousal plane. For the

validation study, musical stimuli were generated from 13 different

points around the valence and arousal plane. These were meant

to represent different emotional states around the space, and

covered the corners, middle of each quadrant, and the neutral

middle point of the space. The points are: {valence, arousal} =

[{0,0}; {0,0.5}; {0,1}; {0.25;0.25}; {0.25,0.75}; {0.5,0}; {0.5,0.5}; {0.5,1};

{0.75,0.25}; {0.75,0.75}; {1,0}; {1,0.5}; {1,1}]. There is a precedent in

the literature for selecting these points in the arousal-valence plane

for the validation of amusic generation system (Ehrlich et al., 2019).

To account for the probabilistic nature of the system, three

different musical stimuli were generated from each of the thirteen

points, resulting in a total of 39 musical excerpts. This mitigates

the risk that artifacts in any particular stimulus might bias listener

ratings, for more robust results. The average duration of the music

stimuli is 23.6 s. The stimuli were composed based on either an

8- or 16-bar progression to allow the music to reach a cadence.

Note that because AffectMachine was designed to generate music

continuously and flexibly based on the listener’s physiological

state or real-time arousal and valence values, the music does not

always reach a full cadence at the end of an 8-bar sequence (e.g.,

sometimes the tonic/cadence is only reached at the beginning of

the subsequent 8-bar sequence). In the present case, we are not

testing the ability of the music to have well-formed cadences per se,

but to convey a target emotion. That is, the examples do not

necessarily end with a musical cadence; rather, they are excerpts

from what could be an infinitely-long musical creation. Therefore,

while generating stimuli with a fixed duration is possible, this

often results in stimuli that end abruptly, which might influence a

listener’s emotional response to the stimuli. Sixteen bars were used

for stimuli with a fast tempo (e.g., high arousal excerpts), as 8 bars

produced too brief a time duration for these excerpts. All musical

stimuli were presented to each participant in randomized order to

avoid order effects across participants. The music stimuli used in

this validation study are available online at: https://katagres.com/

AffectMachineClassical_stimuli.

3.1.3. Experimental protocol
The experiment was conducted one participant at a time

in a quiet room with minimal auditory and visual distractions.

The experimenter first provided verbal and written instructions

about the experiment, and then the participant provided written,

informed consent to participate in the study. During the listening

study, the participant sat in front of a computer and listened to the

music stimuli over headphones, with the sound level adjusted to a

comfortable listening volume.

Before the listening task, the participant was asked to complete

a demographic questionnaire which included questions about

his/her age, prior musical training, ethnicity, etc. Subsequently, the

participant rated his/her current emotional state.

The music listening study began with two practice trials,

followed by the 39 experimental trials in randomized order. After

listening to each stimulus, the participant was asked to indicate the

perceived emotion of the stimulus (that is, the emotions they felt

that the music conveyed) on a visual 9-point scale known as the

Self-Assessment Manikin (SAM; Bradley and Lang, 1994). These

ratings were collected for both arousal and valence. Briefly, valence

refers to the degree of the pleasantness of the emotion, while arousal

refers to the activation or energy level of the emotion. The SAM

scale ranged from “very unpleasant” (1) to “extremely pleasant”

(9) for valence, and from “calm” (1) to “excited” (9) for arousal.

Participants were allowed to take as long as they required to make

these ratings, but were only permitted to listen to each musical

stimulus once. The total duration of the experiment was ∼40 min,

and participants were compensated with $6 SGD (equivalent to

$4.50 USD) for their time.

3.2. Results and discussion

In order to evaluate the efficacy of the music generation system,

we analyzed the user ratings collected during the music listening

study. We aimed to investigate (1) whether the music generated by

the system is able to express the desired level of valence and arousal

to the listeners, and (2) whether perceived valence and arousal are

dependent on the listeners’ prior musical training/knowledge. In

this regard, we present our results in two subsections: (1) arousal

and valence ratings, and (2) the impact of prior musical training on

emotion ratings. We do not consider demographic factors such as

age and ethnicity for further analysis due to the limited sample size.
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As is commonly found in listener studies of emotion in music,

we observed that the average valence and arousal ratings varied

across listeners. This variance is often attributed to individual

differences in musical preferences and training, and the listeners’

demographic and cultural profile (Koh et al., 2023). In order

to mitigate the differences across listeners, we normalized the

perceptual ratings from each user (see Equations 3 and 4 below).

Here, MaxValence refers to the maximum possible valence rating

(i.e., 9), and Minvalence refers to the minimum possible valence

rating (i.e., 1). The same Max and Min values apply to Arousal.

The normalized valence and normalized arousal ratings, ranging

between 0 and 1, are used for further analysis. In the remainder of

the article, the normalized valence and normalized arousal ratings

will be referred to as valence and arousal ratings, respectively.

NormalizedValence =
RatedValence

(MaxValence −MinValence)
(3)

NormalizedArousal =
RatedArousal

(MaxArousal −MinArousal)
(4)

3.2.1. Arousal and valence ratings
To investigate whether AffectMachine is able to accurately

express the intended emotion through music, we compared

participants’ averaged (normalized) emotion ratings for themusical

stimuli with the valence or arousal parameter settings used during

the music generation process. For example, the averaged valence

ratings for all stimuli generated with the parameter settings

{valence, arousal} = [{0,0}; {0,0.5}; {0,1}] were used to evaluate the

system’s performance when valence is set to zero. The bar graphs

depicting the averaged ratings (along with standard errors) are

presented in Figure 1. As expected, a strong increasing trend is seen

for both the average valence and arousal ratings with respect to

their corresponding parameter settings. With regard to the valence

ratings, we observe themajority of ratings to fall between the< 0.25

and > 0.75 parameter settings. It is common to see a higher

density of responses in the middle of psychometric rating scales

(e.g., with both ends of the scale receiving proportionally fewer

responses; Leung, 2011). This could also indicate that the extremes

of the valence parameter values are less distinguishable by listeners.

On the other hand, a better correspondence is observed between

average arousal ratings and the respective parameter values at all

levels of arousal.

To test the relationship between average valence and arousal

user ratings and parameter settings, we performed linear regression

analyses (illustrated in Figure 1). The coefficient of determination is

R2 = 0.90 (F = 27, p < 0.05) for valence, and R2 = 0.96 (F =

74, p < 0.01) for arousal, which confirms that both parameters

are very effective in conveying their intended dimension of

emotion. The results also show a stronger linear relationship for

arousal (between average arousal ratings and parameter settings)

in comparison to valence. This finding, in which arousal is more

reliably expressed via music than valence, has previously been

found in the literature (Wallis et al., 2011; Ehrlich et al., 2019).

These results show that the music generated by AffectMachine-

Classical generally conveys the intended levels of valence and

arousal to listeners.

Next, we investigate whether the perception of valence is

influenced by changes in the arousal parameter setting, and

conversely whether the perception of arousal is influenced by

changes in the valence parameter setting. To do so, we analyse

the dependence of average emotion ratings on both the valence

and arousal parameter settings together. Figure 2 visualizes this

dependence by presenting the interpolated average valence (left)

and arousal ratings (right) as a function of the emotion parameter

settings. The stars in the figure represent the 13 points around

the valence and arousal plane used to generate musical stimuli.

As can be seen in the figure on the left, the perceived valence is

lower than the actual valence parameter setting (for V > 0.7)

for excerpts expressing arousal values < 0.4. That is, excerpts

generated to express high valence convey only moderate valence

when the arousal setting is low. This may be due in part to

the effect of a slower tempo. Ratings at low valence settings are,

however, in accordance with their respective parameter values.

In contrast, we observe uniform correspondence between the

arousal parameter values and arousal ratings regardless of the

valence parameter setting. Our study replicates a phenomenon

that has been previously described in Wallis et al. (2011)—the

authors found asymmetrical “crossover” effects between arousal

and valence such that while perceived valence correlates with

intended arousal, perceived arousal does not correlate significantly

with intended valence.

To investigate these linear dependencies, we performed

multiple linear regression between the valence and arousal

parameter settings (independent variables) and average

valence/arousal rating (dependent variable). The results indicate

that perceived valence ratings are significantly influenced by both

the valence (F = 63, p < 0.001) and arousal (F = 11, p < 0.01)

parameter settings, which is in line with what we observed in

Figure 2. Perceived arousal ratings, however, only show a significant

dependence on the arousal settings (F = 153, p < 0.001). This

observation is in line with findings from the literature which

show that modeling the arousal component of emotion is more

straightforward than the valence component (Yang et al., 2008;

Wallis et al., 2011). Nevertheless, the obtained R2 values are high

R2 > 0.85 for both average valence and arousal ratings. This

confirms that irrespective of the emotion component, the majority

of variability in average ratings during multiple regression analysis

is explained by the valence and arousal settings values.

In summary, the listener study validates the ability of

AffectMachine-Classical to generate music that expresses desired

levels of emotion, measured in terms of arousal and valence.

This confirms that the system has the potential to be deployed

in applications that benefit from affective music—for example,

the AffectMachine-Classical could be integrated with biofeedback

systems wherein the music driven by the users’ neural (or other

physiological) signals can be used to reflect their emotional state.

This direction is promising for developing more sophisticated

emotion mediation systems with applications in healthcare (Agres

et al., 2021). In the next section, we analyse the impact of

participants’ prior musical training on emotion ratings.
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FIGURE 1

(A) Linear regression between parameter settings and average valence ratings. (B) Linear regression between parameter settings and average arousal

ratings. Error bars display standard error.

FIGURE 2

Average (interpolated) valence and arousal ratings as a function of the valence and arousal parameters. Vertical color bars represent the colors

corresponding to di�erent values of normalized average ratings over the range of 0.1–0.9.

3.2.2. Impact of prior musical training on emotion
ratings

In this section, we present a comparison of user

ratings provided by participants with and without prior

musical training. Participants indicated whether they had

prior musical training in the demographic questionnaire

they completed. Based on participants’ response to the

question “Do you currently play an instrument (including

voice)?” they were divided into two groups—the musical

training (MT) group and no musical training (NMT)

group. The MT and NMT groups have 12 and 14

participants, respectively.

Figure 3 presents the average emotion ratings corresponding

to different levels of emotion parameter values for both

the MT and NMT groups. As illustrated in the graphs, a

stronger correspondence between the average emotion ratings and

parameter-setting values is observed for arousal in comparison

to valence, for both groups. As noted above, the average valence

ratings demonstrate a saturation effect for lower (< 0.25) and

higher (> 0.75) parameter-setting values for both the MT and

NMT groups. Figure 3 also shows the linear regression fit for all the

cases. The R2 values reflecting the relationship between emotion

ratings and parameter settings are marginally higher for the MT

group (R2 for valence is 0.91, F = 33, p = 0.01; R2 for arousal

is 0.97, F = 111, p < 0.01) as compared with the NMT group

(R2 for valence is 0.88, F = 22, p < 0.05; R2 for arousal is

0.94, F = 51, p<0.01), for both valence and arousal. To compare

whether the differences between these linear regression models

were significant, we calculated the Akaike Information Criterion

(AIC) for both the MT group (AIC = −10.65 for valence and

AIC = −14.87 for arousal) and NMT group (AIC = −12.20

for valence and AIC = −11.74 for arousal). The statistics show

that there is only a marginal difference (in perceived emotion

ratings based on the system’s emotion settings) between the MT

and NMT groups. Although musical expertise has been found

to influence the perception of emotion in affective music in
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FIGURE 3

(A) Average valence rating and linear regression for MT group. (B) Average arousal rating and linear regression for MT group. (C) Average valence

rating and linear regression for NMT group. (D) Average arousal rating and linear regression for NMT group. Error bars depict standard error.

some cases (e.g., see Di Mauro et al., 2018), we find here that

both musicians and non-musicians reliably appraise the music

created by AffectMachine-Classical as the emotion intended by

the system. We note, however, that given the limited sample size

in our study, it is difficult to generalize the effects of musical

training, and a larger sample size could yield a significant difference

between the two listener groups. Nevertheless, we observe that

regardless of musical training, all of the participants were able

to reliably perceive the emotional expression in the music, which

is evident from the high R2 values observed (> 0.85) for both

listener groups.

In addition, we also performed a multiple linear regression

to examine the effect of parameter settings in both emotion

dimensions on individual perceived emotion ratings. We obtained

high R2 values (R2 > 0.8) for all the scenarios, i.e., for both

emotion dimensions for both groups. Furthermore, we observed

that perceived valence is significantly influenced by both valence

(F = 89, p < 0.001 for MT, and F = 38, p < 0.001 for NMT)

and arousal (F = 5.8, p < 0.05 for MT, and F = 15, p < 0.01 for

NMT) parameter settings for both MT and NMT groups. However,

perceived arousal ratings are only influenced by the arousal settings

(F = 216, p < 0.001 for MT and F = 110, p < 0.001 for

NMT), and not valence settings, in both groups. These findings

are similar to what we observed for all the participants without

any grouping.

4. General discussion

In this paper, we present a new computational system

for generating affective classical music called AffectMachine-

Classical. The system provides a probabilistic, rule-based

algorithm for flexibly generating affective music in real-time.

AffectMachine’s behavior essentially resembles semi-structured

musical improvisation, not dissimilar to the approach utilized

by Baroque composers/musicians (Moersch, 2009), or how

human jazz performers might follow the basic melody outlined

by a lead sheet while coming up with reharmonizations, chord

voicings, and appropriate accompaniments, on the fly, to help

convey the emotions they are aiming to express (Johnson-Laird,

2002; McPherson et al., 2014). To our knowledge, ours is the

first affective music generation system to adopt this approach.

A key advantage of this method is that the music generated by

the system achieves a balance between musical coherence and

self-similarity, which may be valuable in research and other

contexts that require lengthier pieces of music. Although the
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issue of artificially generating music that is capable of exhibiting

long-term structure has been described as “notoriously difficult”

(Carnovalini and Rodà, 2020) and cited as one of the grand

challenges for automatic music generation (Herremans et al.,

2017; Briot and Pachet, 2020), our system addresses this issue

in part by providing a structural frame by means of an 8-bar

form in which the music is generated. Melodic coherence is

maintained due to the constraints enforced by the algorithms

used to generate melodic patterns, and harmonic coherence

is achieved through the use of a chord matrix based on the

8-bar form.

AffectMachine was developed to be embedded into real-

time biofeedback systems, such as music-based Brain-Computer

Interfaces (BCIs), to leverage neurofeedback and adaptive, affective

music generation to help the listener achieve a target emotion

state. The listener study reported here was conducted to validate

the efficacy of the system for generating affective music. Indeed,

regardless of musical experience, listeners perceived the target

emotion of the musical excerpts (in terms of arousal and valence),

as intended by the system.

The results of the listener study indicate a strong relationship

between the arousal parameter setting and average arousal

ratings (R2 = 0.96), as well as the valence setting and

average valence ratings (R2 = 0.90). The correlation between

target and perceived emotion was more tempered for valence

compared to arousal, as previously found in the literature

(e.g., Wallis et al., 2011; Ehrlich et al., 2019). From the

results of our listener study, it is evident that AffectMachine

is capable of expressing the desired emotional information,

and thus holds the potential to be used as an affect guide

for mediating/regulating the emotion states of listeners. We

would like to emphasize that despite the differences in listeners’

prior musical training, individual and cultural preferences, and

demographic profile, there was strong evidence suggesting

that the system’s target emotions were indeed perceived

as intended across listeners, which makes Affect Machine-

Classical a very promising tool for creating music with reliable

emotion perception.

In terms of future directions, as discussed above, AffectMachine

will be embedded into biofeedback systems, such as a Brain-

Computer-Interface (similar to Ehrlich et al., 2019), to support

emotion self-regulation in listeners. Further, our system may be

used for wellness applications such as generating affective music

“playlists” for emotion mediation. That is, using the flexible music

generation system, a user may pre-define an “emotion trajectory”

(e.g., a path through emotion space, such as the two-dimensional

Valence-Arousal space) to define the emotional qualities of their

music over the duration of listening. For example, if a user desires

10 min of music to help him move from a depressed emotion

state to a happy emotion state, he may indicate an emotion

trajectory from negative arousal/valence to positive arousal/valence

over the specified duration, and the system will create bespoke

affective music to this specification. Therefore, AffectMachine

has the potential to be embedded in various kinds of well-

being applications to create highly-personalized, affective music for

emotion regulation.
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Introduction: The contribution of technology to the field of health is vast, both in

diagnosis andmanagement. More so, the use of computer-based intervention has

become increasingly widespread over the past decade. Human beings experience

a decline in auditory processing and cognitive skills as they age, consistent with

deterioration of other bodily functions. In addition, speech perception abilities

in both quiet and in the presence of noise are impacted by auditory processing

abilities and cognitive skills such as working memory. This pilot study explored

the use of music as an intervention for improving these skills and employed a

computerized delivery of the intervention module.

Method: A battery of tests was carried out to assess the baseline auditory

processing and working memory skills in eight older adults between the ages of

56 and 79 years, all of whom had normal hearing. Following the assessment, a

short-term computerized music-based intervention was administered. The style

ofmusic chosenwasCarnatic classicalmusic, a genrewidely practiced in Southern

India. The intervention module involved note and tempo discrimination and was

carried out for a maximum of 10 half-hour sessions. The multi-level intervention

module was constructed and administered using Apex software. Following the

intervention, the auditory processing and cognitive skills of the participants were

reassessed to study any changes in their auditory processing andworkingmemory

skills.

Results and discussion: There were positive changes observed in all the auditory

processing and some of the working memory abilities. This paper discusses in

detail the systematic structuring of the computerized music-based intervention

module and its e�ects on the auditory processing and cognitive skills in older

adults.

KEYWORDS

older adults, music-based intervention, computerized, auditory processing (AP),

cognition, working memory, intervention

1. Introduction

Technology has widely influenced health care with respect to evaluation, diagnosis,

intervention as well as rehabilitation. Currently, technology augments clinical observations

of physicians and aids in precision of diagnosis (Van Os et al., 2013; Dunkel et al., 2021; Tilli,

2021). The impact of the pandemic has been extensively felt in the follow up to hospitals

for reviews, therapy, long duration interventions, etc. It has especially impacted the older

population and people with poor health conditions due to their co-morbidities.
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Hearing loss is becoming so widespread that the World

Health Organization (2019) predicts that one in every ten people

in the world will have disabling hearing loss by 2050. They

also estimate that currently, more than 25% of people over

the age of 60 years are impacted by disabling hearing loss.

Auditory processing deficits are commonly observed in older

adults even in the absence of any hearing loss (Füllgrabe et al.,

2015; Sardone et al., 2019). Auditory processing deficits refer

to difficulties in processing sounds in order to make sense of

the auditory information. Normal auditory processing occurs

due to the collective functioning of different mechanisms such

as auditory discrimination, temporal processing (acoustic timing

related information), and binaural processing (combining acoustic

information from both ears) (American Speech-Language-Hearing

Association, 2005). In older adults, auditory processing deficits

are commonly exhibited as difficulty understanding speech in

difficult listening situations such as talking over the phone,

noisy environments (Rodriguez et al., 1990; Boboshko et al.,

2018), difficulty maintaining attention to spoken information

(Wayne et al., 2016), and asking for frequent repetitions

(American Speech-Language-Hearing Association, n.d.), among

others. Rehabilitation for people with auditory processing deficits

involves working on the affected deficit or auditory process,

environmental modifications to help improve the ease of

listening, and providing assistive listening devices to enhance the

acoustic quality.

Music has been repeatedly shown to have positive effects on

different physical and mental aspects of the human body such as

pain relief (Kumar et al., 2014), quality of sleep (Deshmukh et al.,

2009), improved concentration, reduction in anxiety (Sung et al.,

2010), and reduction in psychiatric symptoms (Lyu et al., 2018;

Schroeder et al., 2018; Tsoi et al., 2018). Likewise, music training

also has a positive impact on cognitive processes such as attention

and memory, and other auditory functions such as listening

in challenging situations (Besson et al., 2011; Strait and Kraus,

2011b). Patel (2011) proposed the OPERA hypothesis which also

suggests that music benefits the ability of speech processing. The

hypothesis states that music contributes to adaptive plasticity in the

neural networks responsible for speech understanding when five

conditions are met: there isOverlap in the neural networks between

speech and music, music requires a higher precision of Processing

from the neural networks, music elicits positive Emotions, musical

activities are Repetitive, and musical activities require high levels

of Attention. Patel (2014) also proposed the extended OPERA

hypothesis, incorporating the effects of non-linguistic music

on cognitive processes such as auditory attention and working

memory. It was proposed that these cognitive processes could

also benefit from musical training if the following conditions were

met: there existed shared neural pathways, music placed higher

demands on the cognitive processes than speech, and if music and

the cognitive processes were combined with emotion, repetition,

and attention. Hence, employing a music-based intervention

to improve auditory processing and cognitive skills may be

considered suitable.

The contribution of technology in the area of rehabilitation of

individuals with hearing difficulties has been enormous. Wireless

technology including Bluetooth and near frequency magnetic

induction are being incorporated in amplification devices and

hearing solutions (Kim and Kim, 2014). Hearing devices such

as cochlear implants, hearing aids, and assistive listening devices

benefit from the prime technological advances made by the

industry and contribute to better quality of life of people with

hearing difficulties (Hansen et al., 2019; Corey and Singer,

2021; Fabry and Bhowmik, 2021). For children with auditory

processing deficits, there are computerized intervention programs

such as Earobics (Concepts, 1997). Computerized interventions

for auditory processing have also been studied and shown to

be effective in older adults (Vaidyanath, 2015). Other commonly

used computerized auditory training programs include the

Computerized Learning Exercises for Aural Rehabilitation, clEAR

(Tye-Murray et al., 2012), and Listening and Communication

Enhancement, LACE (Sweetow and Sabes, 2007). Softwares such

as FastForWord (Scientific Learning Corporation, 1998), Escuta

Ativa, and others1 have also been used for the pediatric population.

The current study was an attempt to combine technology and

Carnatic Classical music, a genre very common in the Southern

part of India, into a music-based module to improve auditory

processing and cognitive abilities. Carnatic music was chosen, as

most older listeners in this region are exposed to and are interested

in this music genre. The study aimed to evaluate the effectiveness

of a short-term computerized intervention module which delivers

music-based stimuli and its influence on auditory processing and

working memory in this population. This program, if found

effective, can be adopted as a clinical protocol for rehabilitation of

older adults with auditory processing and workingmemory deficits.

In the context of the ongoing pandemic, this program can also be

delivered to vulnerable populations in the safety and comfort of

their homes, while utilizing the advantage that technology offers.

2. Materials and methods

This pilot study examines the effect of a computerized

music-based intervention module on the auditory processing and

cognitive skills of older adults. Approval from the Institutional

Ethics Committee was obtained prior to the initiation of the study.

2.1. Development and administration of the
computerized music-based intervention
module

The musical style employed in the current study was Carnatic

music, a style of Indian Classical music which emerged in Southern

India and is being performed globally. Scales consisting of 8 notes

are called Raagaas in Indian classical music. Carnatic music has

72 such fundamental scales or raagaas. These raagaas have three

notes in common—first (Sa), fifth (Pa), and eighth (Sa of the

higher octave). In this study, six such scales consisting of 8 notes

were chosen—Maayaamaalavagowla, Hemavathi, Vaachaspathi,

Gaurimanohari, Thodi, and Kaamavardhini. The latter five scales

differed from the first by five, four, three, two notes, and one note

respectively (Table 1). Each of the scales were played at a base scale

1 CTS Informatics. Escuta Ativa [Computer Software].

Frontiers inComputer Science 02 frontiersin.org53

https://doi.org/10.3389/fcomp.2023.1158046
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Ramadas et al. 10.3389/fcomp.2023.1158046

of D, and in tempos ranging from 120 beats per minute (BPM) to

480 BPM, with intervals of 60 BPM. This yielded a total of 7 tempos.

A total of 42 scales were obtained (6 scales in 7 tempos). The music

for the stimuli was played by a professional violinist trained in

Carnatic music and recorded in a professional recording studio. All

the stimuli were content validated by a professional musician with

teaching and performing experience of more than 2 decades.

The interactive intervention module comprised of two

types—note discrimination and tempo discrimination. The note

discrimination task was constructed on three levels with increasing

complexity, ranging from simple to a more challenging task. The

first and second levels employed the twelve single notes, and the

task was to discriminate between them. For generating the stimuli,

scales played at a tempo of 120 BPMwere chosen. The twelve octave

notes were isolated using the Adobe Audition CS5.5 software. Each

note was about 0.5 second long at this tempo.

The first level of note discrimination included pairs of single

notes that differed from each other by 10, 9, 8, or 7 semitones,

i.e., having large frequency differences, and easier to discriminate

between (e.g., Ni1-Ri1 and Dha2-Ri1). Catch trials (pairs with the

same note) were also included. This yielded 14 combinations and

10 catch trials. Participants were instructed to indicate if the two

stimuli were ‘Same’ or ‘Different’.

The second level included single notes that differed from each

other by 6, 5, and 4 semitones. The notes were arranged in sets

of three, with one of the notes differing from the other two

presented (e.g., Ri1-Pa-Pa and Ni2-Ma2-Ni2). The second level had

21 combinations. Participants indicated which one of the three

stimuli were different. The first and second levels of note training

involved only single notes.

The third level of note discrimination included discrimination

of entire 8-note scales (Sa-Ri-Ga-Ma-Pa-Dha-Ni-Sa) in the 240

BPM tempo. This tempo was chosen out of the seven tempos

recorded, as it was neither too slow nor too fast to perceive. One

scale was kept constant (Maayaamaalavagowla) and repeated twice,

and the third stimuli was any one of the other five scales. For

example, the first and second stimuli may beMaayaamaalavagowla,

and the third Thodi, in which case the correct response would be

‘3’. The easiest to discriminate between wereMaayaamaalavagowla

and Hemavathi, as they differed by five notes, and the most

difficult to discriminate between were Maayaamaalavagowla and

Kaamavardhini, as they differed by only one note. The position

of Maayaamaalavagowla among the three stimuli was randomly

assigned by the software for each trial.

Tempo discrimination employed 8-note scales as stimuli,

similar to the stimuli used in level 3 of note discrimination. This

was constructed on two levels. The first level (Figure 1) involved

two 8-note scales in which the tempo difference between each scale

was large: 240 BPM and 300 BPM. For example, 8-note scales

with tempos of 120 BPM and 360 BPM were paired, or tempos

of 240 BPM and 480 BPM were paired, for discrimination. This

level included all six raagaas and yielded 30 combinations and 33

catch trials. Participants were instructed to indicate whether the two

were ‘Same’ or ‘Different’. The second level (Figure 2) comprised of

8-note scales differing from each other by tempos of 120 BPM and

180 BPM. Three such scales were presented in which two were of

the same tempo and one had a different tempo (e.g., 120 BPM-300

BPM-300 BPM and 360 BPM-240 BPM-360 BPM). The tempo

differences between the scales were smaller than the first level and

had 54 combinations. Participants had to indicate which one of the

three scales presented was different.

The intervention module was structured using Apex (4.1.2),

a software commonly employed in psychoacoustical experiments,

developed by Francart et al. (2008). The inter-stimulus-interval was

maintained at 500ms. The subsequent set of stimuli was presented

only after a response was obtained from the participants, allowing

them adequate time to reflect on the differences between the stimuli

presented. The participants were instructed to provide a response

even if they were unsure whether their response was correct. Visual

feedback was provided immediately after each response from the

participant. The software flashed a green colored ‘thumbs up’

picture for a correct response and a red colored ‘thumbs down’

picture for a wrong response. The experiments in this software were

defined using the XML format.

2.2. Participants

Eight right-handed participants (four females & four males)

between the ages of 56 and 79 years (mean 63.87 years) were

recruited for the study. Written informed consent was obtained

from each participant prior to the commencement of the study.

All the participants were native Tamil (South-Indian language)

speakers and had an education of 10th grade or higher. Their

hearing thresholds were screened using pure-tone audiometry to

ensure audibility of 25 dB HL or better in both ears between 250Hz

and 2,000Hz. Montreal Cognitive Assessment-Tamil (MoCA-

Tamil) was administered to confirm normal cognitive functioning

(score of ≥26). None of the participants had any neurological,

psychiatric, or otologic conditions at the time of study or prior to

the study. None of the participants were formally trained in any

style of music.

2.3. Procedure

All assessments and training were carried out in a quiet room

with ambient noise levels <40 dBA, as measured using the NIOSH

SLM app (version 1.2.4.60) on an Iphone SE 2020 device. The

assessment of auditory processing and cognitive skills were carried

out twice before initiation of the intervention and once after

completion. The two pre-intervention assessments were carried out

with a gap of 2 to 4 weeks between them to ensure consistency of

the baseline measurement.

The auditory processing tests assessed binaural integration

(Dichotic Digit Test in Tamil), speech perception in quiet and

noise (Tamil Matrix Sentence Test), temporal resolution (Gap-

In-Noise), temporal patterning (Duration and Pitch Pattern

tests), and temporal fine structure perception of the participants.

Prior to administration of these tests, practice trials were

provided to familiarize the participants with the task and the

response expected.

The Dichotic Digit Test in Tamil, DDT-T (Sudarsonam and

Vaidyanath, 2019) consisted of 30 trials in which two digits were
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TABLE 1 Twelve octave notes and their nomenclature in Indian and Western Classical music.

In
d
ia
n

n
o
m
e
n
c
la
tu
re

W
e
st
e
rn

n
o
m
e
n
c
la
tu
re

M
a
a
y
a
a
m
a
a
la
v
a
g
o
w
la

H
e
m
a
v
a
th
i

(5
n
o
te
s

d
i�
e
re
n
t)

V
a
a
c
h
a
sp

a
th
i

(4
n
o
te
s

d
i�
e
re
n
t)

G
a
u
ri
m
a
n
o
h
a
ri

(3
n
o
te
s

d
i�
e
re
n
t)

T
h
o
d
i

(2
n
o
te
s

d
i�
e
re
n
t)

K
a
a
m
a
v
a
rd
h
in
i

(1
n
o
te

d
i�
e
re
n
t)

Sa Unison X X X X X X

Ri1 Minor second X X X

Ri2 Major second X X X

Ga1 Minor third X X X

Ga2 Major third X X X

Ma1 Perfect fourth X X X

Ma2 Augmented

fourth

X X X

Pa Perfect fifth X X X X X X

Dha1 Minor sixth X X X

Dha2 Major sixth X X X

Ni1 Minor seventh X X X

Ni2 Major seventh X X X

Sa (Next octave) Octave X X X X X X

Each note differs from the subsequent note by a semitone. The scales chosen in this study and their differences fromMaayaamaalavagowla have outlined. X denotes the notes comprised in each

of the 6 scales chosen.

FIGURE 1

Screenshot of Level 1 of tempo and note discrimination module of the Computerized music-based training program on the Apex 4.1.2 software.

presented to the right ear and two to the left ear simultaneously.

Participants were instructed to repeat all four digits, irrespective of

the order or ear of presentation. A total score out of 30 was obtained

each for single correct scores in the left and right ears, and double

correct scores (correct responses from both ears). Norms developed

by Sudarsonam and Vaidyanath (2019) in normal hearing young

adults were used in this study.

Speech perception in quiet was assessed using Tamil Matrix

Sentence Test, TMST (Krishnamoorthy and Vaidyanath, 2018)

consisting of 24 lists with 10 sentences and with 5 words in each

sentence. These sentences were derived from a base matrix of

50 words with 10 alternates for each word. The sentences were

constructed to follow the grammatical structure of Tamil language.

For example, the English translation of a Tamil Matrix sentence

Frontiers inComputer Science 04 frontiersin.org55

https://doi.org/10.3389/fcomp.2023.1158046
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Ramadas et al. 10.3389/fcomp.2023.1158046

FIGURE 2

Screenshot of Levels 2 and 3 of note discrimination and level 2 of tempo discrimination modules of the Computerized music-based training program

on the Apex 4.1.2 software.

is Vasu bought ten wrong bags. This prevented the participants

from deducing entire sentences from context. For assessing speech

perception in noise, these sentences were combined with multi-

talker speech babble, developed by Gnanasekar and Vaidyanath

(2019), at three Signal-noise ratios (SNRs): −5 dB SNR (speech 5

dB lower than noise), 0 dB SNR (speech and noise at equal levels),

and +5 dB SNR (speech 5 dB higher than noise). Participants

were instructed to repeat as many words of the sentence as they

could. One list was presented per ear, for each condition of sentence

recognition, and a total score out of 50 was obtained.

The Gap-In-Noise test, GIN (Musiek et al., 2005) consisted of

6s noise tokens in which small intervals of silences were embedded.

GIN was administered separately in each ear. The participants were

instructed to listen carefully and indicate when they heard a gap

in the noise. This test yielded an approximate threshold of gap

detected in ms (A.th) and a percentage correct score. Norms for

the GIN test in Indian population, reported by Aravindkumar et al.

(2012), were considered in the current study to judge whether a

person passed or failed on the test.

The Duration Pattern Test, DPT (Musiek et al., 1990) and

the Pitch Pattern Test, PPT (Musiek and Pinheiro, 1987) assessed

temporal patterning skills separately in each ear. DPT consisted

of two pure-tones of different lengths. These were arranged in

sets of three (e.g., long-long-short, or short-long-short) and the

participants were instructed to report the pattern heard during each

trial. PPT involved two pure tones of high and low pitches. They

were arranged in a similar manner as DPT and the participants

were to report the pattern heard (e.g., high-low-low, or low-high-

low). Scores out of 30 were recorded for both DPT and PPT. Cut off

scores obtained by Gauri (2003) were used for DPT and the norms

given by Tiwari (2003) were considered for PPT.

TFS1 (Moore and Sek, 2009) was a software developed to assess

monaural temporal fine structure perception. Two fundamental

frequencies (F0s) were chosen − 222Hz and 94Hz, similar to

Moore et al. (2012), and were used to test Temporal Fine Structure

perception abilities in the two ears separately. The software

presented two stimuli and the participants were instructed to

indicate which of the stimuli they found to be fluctuating. The

software employed an adaptive procedure, which, if the participant

was able to complete, yielded a result in Hz. This was the minimum

frequency fluctuation that was perceived by the participant. If

they were unable to complete the adaptive procedure, the software

provided a score out of 40. For the purpose of statistical analysis,

this was converted to Hz as delineated by Moore et al. (2012) and

using the detectability index d’ standard tables provided by Hacker

and Ratcliff (1979). The norms obtained byMoore et al. (2012) were

used in the current study.

The cognitive tests were carried out using the Smriti Shravan

software (version 3.0) developed at the All India Institute of Speech

andHearing,Mysuru, India. This software is a customized platform

to assess auditory and visual memory. The cognitive tests included

forward digit span, backward digit span, running span, N-back, and

operation span tests which assessed auditory attention, sequencing,

and working memory. These tests were administered binaurally.

The stimuli for the cognitive tests were the Tamil digits used in

the TMST, which were fed into the software. In the forward digit

span test, a series of digits were presented, and the participants were

instructed to repeat the digits in the same order as was presented.

In the backward span, the participants were instructed to repeat

the digits presented in the reverse order of presentation. Initially,

two numbers were presented and if repeated correctly, the software

presented three numbers and so on. A one-up one-down adaptive

procedure was followed and eight reversals were employed. The

final span obtained was an average of the final three reversals.

In the N-back test, a 2-back task was carried out. This entailed

the participants to repeat the penultimate number heard of the set

of numbers presented. In the running span, 2-span was employed,

and the participants were asked to repeat the final two numbers

presented. Scores out of 20 were obtained for both N-back and

running span tests. Operation span alternated presentations of a

simple arithmetic equation (timed to complete within 3 seconds)

and a number displayed on the screen. The participant had to
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indicate ‘true’ or ‘false’ to the solution for the equation and

then memorize and repeat the numbers displayed, in the correct

order. The software yielded a percentage score for the arithmetic

task (secondary task), an All-or-None Score Weighted (ANSW)

indicating the order and correctness of the response, and a Partial

Credit Score Weighted (PCSW) indicating whether the correct

numbers were repeated at all.

In addition to the tests of auditory processing and working

memory, the Screening checklist for Auditory Processing in Adults,

SCAP-A (Vaidyanath and Yathiraj, 2014) and Noise Exposure

Questionnaire (Johnson et al., 2017) were also administered. A

score of ≥4 out of 12 indicated a risk of auditory processing deficit

on the SCAP-A. None of the participants were found to have any

history of noise exposure in the past 12 months as noted on the

Noise Exposure Questionnaire.

Following the second baseline assessment, the participants

began the intervention module. The intervention was provided

for 10 sessions (half an hour duration) over a period of 3

weeks. Each session consisted of 15min each of note and

tempo discrimination. The software provided the participants

with feedback about the correctness of each response. Each

level was repeated until the participants obtained at least 80%

score, after which they progressed to the next level. If there

was no improvement in performance in any of the levels

during three consecutive sessions, training was discontinued.

The number of sessions of training administered ranged from

five to ten for the eight participants reported in this study

(Table 2). Immediately after the intervention concluded, a post-

intervention assessment of auditory processing and cognitive skills

was carried out.

All the assessment and training stimuli were administered

using calibrated Sennheiser HD280 Pro supra-aural headphones

from a laptop with Intel(R) Core (TM) i5-6200U CPU processor

@ 2.30 GHz and 8 GB RAM at an intensity level of 70

dB SPL. The pre-intervention and post-intervention assessment

values were tabulated on a Microsoft Excel 365 worksheet.

Statistical analysis was carried out using IBM SPSS Statistics 21

software. A Shapiro-wilk test was carried out to assess normality

among the obtained data. As the data were found to be not

normally distributed, and the sample size was also small, non-

parametric tests (Wilcoxon Signed Ranks Test) were carried out

to compare the performances of the participants before and after

the intervention.

3. Results

The study examined the effects of a computerized music-

based intervention module on the auditory processing and working

memory abilities of older adults. This was a pilot study to an

TABLE 2 Session wise performance of the participants on note and tempo discrimination modules of the music-based intervention.

Session Module Participants (Performance in %)

1 2 3 4 5 6 7 8

1 Note 99.53 (1) 96.75 (1) 68.98 (1) 92.12 (1) 95.37 (1) 98.61 (1) 98.14 (1) 95.83 (1)

Tempo 98.48 (1) 100.00 (1) 98.48 (1) 88.63 (1) 94.69 (1) 100.00 (1) 96.21 (1) 100.00 (1)

2 Note 93.51 (2) 89.88 (2) 65.74 (1) 91.07 (2) 83.33 (2) 94.64 (2) 97.02 (2) 94.64 (2)

Tempo 98.80 (2) 100.00 (2) 83.33 (2) 86.11 (2) 82.40 (2) 98.14 (2) 91.66 (2) 97.22 (2)

3 Note 79.00 (3) 51.00 (3) 89.81 (1) 50.00 (3) 63.00 (3) 89.00 (3) 65.00 (3) 54.00 (3)

Tempo 97.22 (2) 96.29 (2) 83.33 (2) 78.70 (2) 80.55 (2) 97.22 (2) 98.14 (2) 90.74 (2)

4 Note 78.00 (3) 59.00 (3) 50.00 (2) 53.00 (3) 65.00 (3) 90.00 (3) 80.00 (3) 80.00 (3)

Tempo 92.59 (2) 98.14 (2) 93.51 (2) 71.29 (2) 79.62 (2) 98.14 (2) 94.44 (2) 95.37 (2)

5 Note 93.00 (3) 67.00 (3) 40.00 (2) 54.00 (3) 71.00 (3) 98.00 (3) 80.00 (3) 82.00 (3)

Tempo 100.00 (2) 100.00 (2) 92.59 (2) 84.25 (2) 85.18 (2) 99.07 (2) 99.07 (2) 100.00 (2)

6 Note 88.00 (3) 82.00 (3) 32.00 (2) 73.00 (3) 91.00 (3) 80.00 (3)

Tempo 96.29 (2) 100.00 (2) 89.81 (2) 74.07 (2) 100.00 (2) 100.00 (2)

7 Note 82.00 (3) 87.00 (3) 65.00 (3)

Tempo 98.14 (2) 98.14 (2) 90.74 (2)

8 Note 93.00 (3) 75.00 (3)

Tempo 98.14 (2) 90.74 (2)

9 Note 85.00 (3)

Tempo 84.25 (2)

10 Note 73.00 (3)

Tempo 100.00 (2)

Training level during each session is mentioned in brackets.
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TABLE 3 Median and quartiles (Q1 & Q3) for scores obtained on the tests of auditory processing and working memory for the two pre-intervention

assessments and Wilcoxon Signed Ranks test results comparing the two pre-intervention assessments.

Assessment Pre-Intervention 1 Pre-Intervention 2 Wilcoxon
Signed

Ranks test

Median Q1 Q3 Median Q1 Q3 Z p

DDT (max 30) Single correct right 29.00 28.63 29.88 29.00 27.50 29.50 1.27 .20

Single correct left 25.25 24.13 28.25 23.50 22.63 26.75 1.80 .07

Doubt correct 20.00 16.00 25.75 15.50 14.00 23.50 1.26 .21

Speech in noise

(max 50)

Right -5 dB SNR 21.50 17.50 23.00 24.50 17.75 29.00 1.56 .12

0 dB SNR 43.50 38.25 45.00 40.50 37.00 46.00 1.19 .23

5 dB SNR 46.00 43.50 47.50 45.50 42.75 48.75 0.10 .92

Left -5 dB SNR 20.00 17.00 23.00 19.00 15.75 29.00 0.34 .73

0 dB SNR 42.00 37.50 46.25 41.50 38.50 43.00 0.63 .53

5 dB SNR 46.00 44.50 46.75 44.50 44.00 46.00 1.55 .12

GIN Right A.th (ms) 10.00 8.50 12.00 10.00 8.50 10.00 1.34 .18

% correct 38.30 30.83 51.20 40.80 38.30 49.95 1.35 .18

Left A.th (ms) 10.00 8.00 10.00 10.00 8.00 10.00 0.44 .65

% correct 41.65 38.30 55.35 44.95 35.38 54.15 0.07 .94

DPT (max 30) Right 26.00 22.25 27.00 27.50 26.00 28.00 1.91 .06

Left 26.00 25.25 27.00 27.50 24.00 29.00 0.51 .61

PPT (max 30) Right 25.50 16.00 29.25 27.00 17.75 28.75 1.51 .13

Left 27.00 19.25 29.75 26.50 18.25 28.00 1.13 .26

TFS1 Right 222Hz F0 166.50 166.50 166.50 166.50 166.50 166.50 1.00 .32

94Hz F0 70.50 70.50 70.50 70.50 70.50 70.50 0.00 1.00

Left 222Hz F0 166.50 166.50 166.50 166.50 166.50 166.50 1.00 .32

94Hz F0 70.50 70.50 70.50 70.50 70.50 70.50 1.00 .32

Forward span (max 9) 6.00 5.00 6.00 6.00 5.25 6.00 0.81 .41

Backward span (max 9) 4.50 4.00 6.00 5.00 4.25 5.00 0.37 .71

N-back (max 20) 19.00 16.25 20.00 19.00 18.00 19.75 0.95 .34

Running span (max 20) 19.00 17.25 20.00 19.00 18.25 19.00 0.00 1.00

Operation span ANSW (max 1) 0.22 0.00 0.71 0.31 0.00 0.68 0.00 1.00

PCSW (max 1) 0.81 0.63 0.96 0.84 0.65 0.94 0.74 .46

Secondary task (max 100) 75.00 36.11 91.66 83.34 40.28 94.43 1.21 .22

ongoing research work and hence the results of a limited sample

have been reported. The Wilcoxon Signed Ranks Test was carried

out between the pre-intervention baseline 1 and baseline 2, in order

to verify that there was no change in the performances of the

participants before the intervention was provided. No significant

differences were found between the two baseline assessments in any

of the tests of auditory processing and working memory (Table 3).

Hence, for further analyses, the pre-intervention baseline 1 was

considered for comparison with the post-intervention assessment.

The Wilcoxon Signed Ranks test comparing the difference

in performance between the two ears showed a significantly

better performance in the right ear compared to the left

in DDT-T (Z = −2.38, p = .017). This is called the Right

Ear Advantage and is commonly observed in right-handed

individuals. Following the computer-based intervention,

statistically significant differences were found between the

pre and post intervention performances of DDT-T (right

single correct and double correct scores). The right ear

scores of all the participants had reached the norms while

the left ear and double correct scores of two participants

achieved norms.

With respect to auditory closure which was assessed using

TMST in the presence of noise, performance in the right ear

(−5 dB SNR and +5 dB SNR conditions) significantly improved

post-intervention. There was no significant difference between the

performance of the right and left ears.
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FIGURE 3

(A) Mean performance on GIN A.th pre and post intervention in the right ear; (B) Mean performance on GIN A.th pre and post intervention in the left

ear. Error bars indicate standard deviations. Norms obtained by Aravindkumar et al. (2012) and ±1 SD in young normal hearing adults are shown.

FIGURE 4

Mean performance on DPT pre and post intervention. Error bars indicate standard deviations. Cut-o� scores obtained by Gauri (2003) for young

normal hearing adults are depicted.

Temporal processing, as assessed using GIN, also showed a

significant difference between the right and left ear percentage

correct scores (Z = −2.21, p = .027), but this was not

observed in the A.th. There was a significant improvement

observed post-intervention in both ears’ A.Th (Figure 3), with

five participants performing normally. Percentage scores did not

exhibit a significant difference pre and post intervention.

Temporal patterning which was evaluated using DPT and

PPT showed a significant improvement in both ears post-

intervention (Figures 4, 5). All but one participant had normal

DPT scores in the right ear and left ear scores, post intervention.

Six participants showed normal PPT scores in both ears following

the intervention.

Temporal Fine Structure Perception which was evaluated

using the TFS1 software employed two conditions—F0 of

222Hz and 94Hz. A significant improvement was found in

the 222Hz condition in both ears, with three participants

achieving normal levels. Despite the 94Hz condition not showing

a statistically significant difference, two participants showed

betterment, reaching the normal values following the intervention.

Among the cognitive tasks, the forward digit span task showed

a significant difference post-intervention. Although all the tasks

showed an improvement following the intervention, the difference

was not statistically significant. The self-rating questionnaire of

SCAP-A showed a significant improvement with reduction in

scores, with all but one falling within the range denoting no risk

of auditory processing deficit (Table 4).

4. Discussion

The current pilot study explored the use and effectiveness of

a computerized music-based intervention module, in improving

the auditory processing and working memory abilities in older
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FIGURE 5

Mean performance on PPT pre and post intervention. Error bars indicate standard deviations. Norms obtained by Tiwari (2003) for young normal

hearing adults are depicted.

adults. Two baseline assessments were carried out, before the

short-term intervention was provided, to ensure that the auditory

processing and working memory performances were comparable

before the intervention. A post intervention assessment was carried

out to observe if there was any improvement after the short-term

intervention. The results revealed that all the auditory processing

and cognitive tests, especially those assessing temporal processing

abilities such as GIN, DPT, PPT, and Temporal Fine Structure

perception showed improvements after the short-term music-

based intervention.

It was found that in DDT-T, a difference between performances

in right and left ears were present. This observation is known

as the right ear advantage. The DDT-T is a test in which both

ears receive different stimuli at the same time (dichotic). This

ear difference can be explained by the majority of auditory

neural fibers crossing over to the to the contralateral cerebral

hemisphere. Therefore, the right ear is more efficient in perceiving

verbal stimuli in right handed individuals who have dominant left

cerebral hemispheres (Kimura, 1961). In the current study, all eight

participants were right-handed, which explains the presence of

right ear advantage. In addition, binaural integration performance

was observed to have improved following the intervention. The

sustained and focused attention for about half an hour during

each session may have contributed to increased attention to the

auditory stimuli presented to each ear, resulting in better DDT-

T scores.

A significant improvement in speech perception in noise was

observed in addition to all the tests assessing temporal processing

such as GIN, DPT, and PPT. Given the contribution of temporal

processing to speech perception in quiet and noise (Phillips

et al., 2000; Schneider and Pichora-Fuller, 2001; Snell et al.,

2002; Vaidyanath, 2015; Roque et al., 2019), it is expected that

with a larger sample size, the effects on the speech perception

scores will be larger. Participants also had better temporal fine

structure perception following the intervention. However, greater

improvement was observed in the 222Hz F0 condition than the

94Hz F0 condition. This was in agreement with the observations

of Moore et al. (2012), as perception of temporal fine structure

worsens with reduction in F0 (Moore and Sek, 2009). Pre-

intervention, only two participants were able to complete the

adaptive procedure in at least one ear, in either of the F0 conditions.

Post-intervention, five participants were able to complete adaptive

procedure in at least one F0 condition, in at least one ear. Of

these, four had thresholds within normal range. These changes

could be due to the manner in which the intervention module

was constructed. Themodule incorporated temporal and frequency

perception tasks extensively, beginning from simple discrimination

and increasing in complexity. Level 2 and 3 of the intervention

module required finer temporal and frequency discrimination

between musical notes. The repeated presentations of the musical

clips, which had minute differences in frequency and temporal

aspects, may have resulted in the improvements in these auditory

skills. A study conducted by Jain et al. (2015) that employed

a computerized short term music training for normal hearing

young adults showed improved speech perception in noise. A

similar short term computerized music based training showed

improvements in psychoacoustic skills such as frequency, intensity,

and temporal perception as well, but these were not significant

(Jain et al., 2014). Both training programs were short-term and

involved Carnatic music. Music has long been recommended

for maintaining and improving auditory skills (Strait and Kraus,

2011a,b; White-Schwoch et al., 2013), and has shown positive

results even if it is a short-duration training (Lappe et al., 2011).

A significant change in forward digit span was observed,

while minor individual improvements were observed in the other

working memory tasks, although they did not reach significance.

This could be because the N-back (2-back) and running span

(2-span) tasks did not place adequate cognitive demands for the

older adults. Possibly, if 3-back and 3-span were assessed, it

may have necessitated a greater cognitive effort and could have

judged the effect of the intervention on these processes better.

Nevertheless, on the 2-back and 2-span tasks, the participants
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TABLE 4 Median and quartiles (Q1 & Q3) for scores obtained on the tests of auditory processing and working memory across pre-intervention 1 and

post-intervention assessments and Wilcoxon Signed Ranks test comparing the pre and post intervention performances.

Pre-Intervention 1 Post-Intervention Wilcoxon
signed

ranks test

Median Q1 Q3 Median Q1 Q3 Z p

DDT (max 30) Single correct right 29.00 28.63 29.88 30.00 29.50 30.00 2.04 .04∗

Single correct left 25.25 24.13 28.25 27.25 26.00 29.00 1.94 .05

Doubt correct 20.00 16.00 25.75 25.00 20.25 28.25 2.11 .03∗

Speech in noise

(max 50)

Right -5 dB SNR 21.50 17.50 23.00 25.00 22.25 30.75 2.37 .02∗

0 dB SNR 43.50 38.25 45.00 42.50 40.50 45.25 0.25 .80

5 dB SNR 46.00 43.50 47.50 47.00 46.00 48.00 2.41 .02∗

Left -5 dB SNR 20.00 17.00 23.00 26.50 20.50 29.75 1.86 .06

0 dB SNR 42.00 37.50 46.25 43.00 42.25 46.25 1.49 .14

5 dB SNR 46.00 44.50 46.75 48.00 46.00 48.75 1.58 .11

GIN Right A.th (ms) 10.00 8.50 12.00 7.00 6.00 9.50 2.38 .02∗

% correct 38.30 30.83 51.20 53.30 40.40 58.75 1.75 .08

Left A.th (ms) 10.00 8.00 10.00 6.00 6.00 9.50 2.03 .04∗

% correct 41.65 38.30 55.35 58.30 41.63 61.60 1.52 .13

DPT (max 30) Right 26.00 22.25 27.00 29.00 28.00 29.75 2.37 .02∗

Left 26.00 25.25 27.00 28.00 28.00 29.00 2.53 .01∗

PPT (max 30) Right 25.50 16.00 29.25 28.50 26.50 29.75 2.10 .04∗

Left 27.00 19.25 29.75 29.50 27.25 30.00 2.12 .03∗

TFS1 Right 222 Hz 166.50 166.50 166.50 97.33 41.90 164.96 2.20 .03∗

94 Hz 70.50 70.50 70.50 70.50 68.54 70.50 1.34 .18

Left 222 Hz 166.50 166.50 166.50 126.14 44.98 135.28 2.53 .01∗

94 Hz 70.50 70.50 70.50 70.50 60.59 70.50 0.53 .59

Forward span (max 9) 6.00 5.00 6.00 7.00 5.25 7.00 2.07 .04∗

Backward span (max 9) 4.50 4.00 6.00 5.00 5.00 5.00 0.44 .65

N-back (max 20) 19.00 16.25 20.00 20.00 19.00 20.00 1.72 .08

Running span (max 20) 19.00 17.25 20.00 19.00 18.00 20.00 0.37 .71

Operation span ANSW (max 1) 0.22 0.00 0.71 0.50 0.37 0.63 1.62 .10

PCSW (max 1) 0.81 0.63 0.96 0.81 0.65 0.83 0.18 .85

Secondary task (max 100) 75.00 36.11 91.66 80.56 61.11 83.33 1.37 .17

SCAP-A (max 12) 5.00 4.00 6.75 4.00 3.25 4.00 2.41 .02∗

∗p < 0.05.

reported lesser fatigue and required lesser number of pauses

between tasks, post-intervention.

Pre-intervention, five participants had SCAP-A scores >4,

which indicated self-perceived auditory processing difficulties.

Post-intervention, only one participant had a score >4. This

was also found to be statistically significant and demonstrated

that the participants experienced improved auditory processing

in their daily lives after undergoing the computerized music-

based intervention. The uninterrupted attention that the

intervention module entailed over a period of a little more

than half an hour per session may have contributed to

improvement in the working memory tasks, and to the cognitive

abilities required to perform the auditory processing tasks

as well.

The improvements observed following the music based

intervention is also supported by the OPERA hypothesis (Patel,

2011), according to which music may help improve speech

perception if five conditions are fulfilled. The current protocol

satisfies four of the conditions:Overlap of neural pathways between

music and speech, Precision required to discriminate between the

stimuli presented, Repetition of each level of the intervention until

the participant reaches a score of 80%, and Attention to the minute

differences between the stimuli to achieve the 80% score. As this

study made use of small clips of non-linguistic instrumental music,
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which was unfamiliar for the participants, the Emotion criterion of

the OPERA hypothesis may not be fulfilled. However, the extended

OPERA hypothesis (Patel, 2014) suggests that instrumental music,

due to having no linguistic component, does place a higher level of

demand on auditory memory.

The advantages that this intervention module had over

conventional auditory training was the usage of music and

delivering it in a standardized and controlled manner using

technology. For assessing the auditory processing and working

memory skills of the participants, all the tests were administered

in a structured manner by making use of calibrated output

through headphones and computer softwares. This standard was

maintained during the intervention notwithstanding the use of

music, which is a diverse art form and includes multiple genres

being widely practiced globally, such as classical, fusion, folk,

and so on. Even in Indian Classical music, there is the Carnatic

style and the Hindustani styles, both varying in theory and

presentation. This control and standard could be achieved by

incorporating the chosen style of music (Carnatic classical) into a

software, Apex, which lent accuracy to factors such as intensity of

presentation, duration of the intervention, and documentation of

the participants’ progress. The software recorded the responses of

the participants and presented a percentage correct score at the end

of each session.

A minor limitation of this study is that, although the

handedness of the participants was verbally recorded, it was not

assessed using a published tool. Future studies can incorporate

a formal handedness assessment tool, which may aid in the

interpretation of the binaural listening abilities (DDT-T). In

addition, the results reported here for a limited sample size may

be confirmed by the results in a larger sample of older listeners with

auditory processing deficits, to be able to draw better conclusions.

In conclusion, this preliminary study found that a

computerized short-term intervention protocol that makes

use of Carnatic musical stimuli resulted in improvements in

auditory temporal processing skills, which led to better speech

perception in noise. If found effective on a larger population, the

intervention protocol can be delivered to older and vulnerable

individuals at their convenience, given that it is designed to be

delivered using a computer software at a calibrated output. This

may lead to better rehabilitation schedules and clinical resources

being allocated and utilized. Prospective studies can explore

the effectiveness of this computerized music-based intervention

protocol on children with auditory processing disorders.
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In Australia today, radio continues to draw large audiences, with high engagement

among older adults. This research investigated how radio personnel and listeners

regard the purpose of radio, and further how engaging with radio is perceived

to influence listener wellbeing. Thematic analysis of semi-structured interviews

with radio personnel (N = 16) and focus groups with older adult listeners (N

= 32) suggest that the purpose of radio is to stay informed (e.g., news and

information), for entertainment (e.g., music), and for perceived social purposes

(e.g., communion, social connection, company, and companionship). Findings

indicate there are implicit and explicit ways in which radio facilitates the wellbeing

of their listenership. Explicitly, radio promotes mental health through broadcasts

and programming, as well as exploiting the medium of radio as a public service

for the community to call and rely on. Participants implicitly indicated that radio

acts as a surrogate friend in their home; someone to keep them company

and encourage connection to their greater community. Broadly, perceived

relationships with radio programs and individual presenters, built and sustained

over time through repeating listening, underpin the radio’s ability to support

listener wellbeing. These findings have implications for broadcasting practices as

well as future work concerning how the radiomight be used as a widely accessible

tool for promoting quality of older life.

KEYWORDS

radio, broadcasting, media, wellbeing, social surrogacy

1. Introduction

Research indicates high engagement in music listening by people of all ages; yet studies

have tended to focus understanding the listening behaviors of adolescents and young adults

(e.g., Albarran et al., 2007; Ferguson et al., 2007; McClung et al., 2007) and on digital

technologies (e.g., Krause and North, 2016). Therefore, less is known about older adults’

everyday radio listening practices and how engaging with the radio might have benefits for

people’s wellbeing (Krause, 2020).

In Australia today, radio continues to draw large audiences—Australian

Communications Media Authority (2020) findings indicate that 95% of Australians

have a radio and that 78% of folks had listened to FM radio in the past seven days when

surveyed. They also reported that Australians 45 and older are more likely to listen to

radio than those aged between 18 and 44 (Australian Communications Media Authority,

2020). Additional figures suggest that community radio reaches over 5.1 million Australians

weekly (Community Broadcasting Association of Australia, 2022) and that commercial

radio reaches 68% of Australians 65 years of age and older (Shepherd, 2022). Average weekly

listening hours are 15 and nearly 13 for community and commercial radio, respectively

(Community Broadcasting Association of Australia, 2022; Shepherd, 2022). Indeed, radio

listening times has been reported to have increased due to COVID-19 (Hasnain et al.,

2022); however, even pre-COVID-19 statistics indicated high engagement by older adults

(e.g., 29% of ∼10.9 million Australians listening to commercial radio are 55 years or

older—Community Broadcasting Association of Australia, 2019).
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The radio is an important medium of communication in

Australia, transcending geographical and social boundaries

(Foxwell, 2012; Meadows, 2013; Oliveira, 2013; Watson, 2016),

to offer news and information, music programming, and

opportunities for social exchange (Bednarek, 2014; Ames, 2016;

Ewart and Ames, 2016). In Australia, listeners have many stations

to choose from: in addition to the Australian Broadcasting

Corporation (ABC) and Special Broadcasting Service (SBS)

as public broadcasters, there are more than 300 commercial

AM and FM stations and more than 450 community stations

(www.infrastructure.gov.au). Via on-air offerings, the radio

informs, educates, and empowers listening audiences (Watson,

2013). Moreover, radio stations, and community stations in

particular, are able to offer diverse, and tailored content for

different communities (Meadows and Foxwell, 2011; Foxwell,

2012; Hasnain et al., 2022). This includes broadcasting targeted

to older adults: Golden Days Radio in Melbourne, Australia, for

instance, markets itself as a “senior citizens’ radio station”, playing

music from “the 1920s to the 1950s” (Foxwell, 2012, p. 170). It

is perhaps the ability for local radio, and especially community

radio, to customize their approach to meet the needs of their target

community that promotes strong listener engagement. Indeed,

stations can reflect the cultural climate of the community, provide

easy access to citizen participation (Siemering, 2000), and facilitate

community rights (Moffat et al., 2023).

Previous researchers have highlighted that the radio can

broadcast health messages, thereby playing a role in health

promotion and community wellbeing (Forde et al., 2009; Ewart,

2011; Smith et al., 2011). It assists further during community

emergencies, providing crisis communication during natural

disasters as well as political crises (North and Dearman, 2010;

Hugelius et al., 2019; Rodero, 2020; Laskar and Bhattacharyya,

2021). Moreover, community radio is considered to be a more

trustworthy medium than other technologies and mainstream

media (Guo, 2015). Additionally, there is some evidence that

engaging in the radio supports individual wellbeing (Krause, 2020;

Hasnain et al., 2022). Community radio station volunteers, for

example, gain a sense of purpose and identity by volunteering

(Order and O’Mahony, 2017), are able to express creativity and

enable maintenance of language and culture (Krause et al., 2020),

and experience a sense of belonging, thereby promoting social

relationships and relationships (Vuuren, 2002; Maina, 2013; Vidal,

2019). The radio promotes social connections between listeners,

presenters, and the wider community (Meadows and Foxwell,

2011; Oliveira, 2013). For instance, listeners can become more

active in their communities (Milan, 2008) and attend social events

advertised on air (Keough, 2010). Ewart (2011) suggested that the

radio might provide companionship for isolated and disconnected

individuals, a finding that Krause (2020) discussed in terms of

social surrogacy. Media can function as social surrogates, such that

when individuals engage with media such as music listening and

the radio, their experiences engender feelings of connection and

empathy (Schäfer and Eerola, 2020; Schäfer et al., 2020).

Regarding older adult listeners in particular, Krause (2020)

found that engaging with radio was a common everyday activity

with strong, individual preferences and practices. Regardless

of how older adults engaged with the radio (e.g., listening at

specific times vs. constantly having the radio on), participants

highlighted positive outcomes to radio listening which appeared

to influence mental health and wellbeing, particularly mood

regulation, company and comfort, relaxation, passing the time,

and reminiscence. Moreover, these benefits mirrored those

established in research on music listening (e.g., for a review see

Krause et al., 2018), suggesting that the findings concerning

the wellbeing benefits of listening to music might also apply

to listening to the radio (Krause, 2020, p. 8). Yet, in addition,

some participants pointed to the voice as contributing to

their listening experiences—that “hearing people speaking”

promoted feelings of company and companionship (Krause,

2020). The role of the voice calls into question the role of the

presenter regarding how radio engagement might promote

listener wellbeing.

While Krause’s (2020) findings are useful to begin to consider

how radio engagement might promote wellbeing in older age,

the study is limited by its small, exploratory scope. Thus, there

is a need for a more explicit consideration of the role of radio

in promoting wellbeing for older adults. Moreover, given the

findings concerning companionship and community amongst

listeners and presenters, Krause (2020) suggested that future

research might explore the perspectives of both listeners and

radio personnel.

Therefore, this research examined the perceived purpose of

radio and considered whether (and how) radio stations and

radio presenters play a role in promoting the wellbeing of

older listeners. The first research question investigated what

radio personnel and older adult listeners considered as the

purpose of radio. We anticipated that people would suggest

various purposes, perhaps underpinned by their own listening

preferences and practices. In line with prior work, we predicted

that people might elaborate on providing information and

educating audiences (Watson, 2013), opportunities for dialogue

and social exchange (Bednarek, 2014; Ewart and Ames, 2016),

and entertainment (e.g., through preferred programming, such as

music—Krause, 2020). We did not know if people would refer

to health promotion or wellbeing, although we anticipated that

ideas of community and companionship (Krause, 2020) might

also arise.

The second research question probed the purpose of the

radio with specific regard to the role the radio might play in

promoting listener wellbeing. While the presented research was

exploratory in nature, we anticipated that people’s suggestions

may align with previous work on the experiences of individuals,

such that some of the outcomes highlighted by Krause’s (2020)

participants might arise. For instance, while some wellbeing

benefits of radio listening mirrored those concerning music

listening (e.g., mood regulation, company and comfort, relaxation,

passing the time, and reminiscence), the fact that Krause’s (2020)

participants pointed to the voice as contributing to their listening

experiences suggests the possibility for additional benefits to

be identified. Additionally, we anticipated that people might

mention the capacity radio has for large-scale communication

or its role for the community, such as radio’s use during crises

(North and Dearman, 2010; Rodero, 2020) or health promotion

(Smith et al., 2011).
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2. Method

2.1. Design

A qualitative enquiry approach was used. Individual, semi-

structured interviews with radio personnel and semi-structured

focus groups with older radio listeners were conducted. In both the

interviews and focus groups, a conversational style was employed

to explore the participants’ experiences (Bhattacharya, 2017).

The James Cook University Human Research Ethics Committee

approved this research (ID: H8022).

2.2. Participants

Individuals volunteered to participate in the study. Recruitment

techniques involved direct invitations and snowball sampling.

2.2.1. Radio personnel
Sixteen individuals involved in presenting live, music-based or

talk-based radio programming at one of six public and community

radio stations broadcasting in Melbourne, Australia aged 30–81

(M = 60.80, Mdn = 61, SD = 15.29) were interviewed. Of these

radio personnel, six (37.50%) identified as female and ten (62.50%)

as male. We targeted these six radio stations based on previous

research in which older adults residing around Melbourne shared

their station preferences (Krause, 2020).

2.2.2. Listeners
A total of 32 older adults took part in the listener focus groups.

This included 25 (78.10%) individuals who identified as female and

seven (21.90%) who identified as males. Of these 32 participants, 28

reported being between 64 and 82 years of age (M = 72.46, Mdn

= 72.50, SD = 5.73). The majority (26 of 32) of these older adults

reported listening to the radio daily; and, on average, the sample

listened to 4.48 h of radio daily (Mdn= 4, SD= 4.81). When asked

about preferred stations, these participants listed between one and

five stations (M/Mdn = 3). Participants referenced the stations

targeted in this study in terms of the radio personnel participants

as well as additional local, national, and international stations

broadcasting both music-based and talk-based programming. The

majority of stations were public and community radio stations

(e.g., the local and national news stations and classical music

stations were most common), though some commercial stations

were also cited.

2.3. Procedure

Participants received the participant information sheet via

email and provided written consent prior to the interview or focus

group commencing. On the consent form, they were asked to report

their gender, age, how often they listened to the radio (1 = Never,

5 = Daily), the average number of hours listened per day, and

which radio station(s) they listen to (free-text response). Consent

was reaffirmed verbally at the beginning of each interview and focus

group. Interviews were individually scheduled to suit the radio

personnel and were conducted online via Zoom (lasting between

11 and 53min). Listeners were invited to select a focus group that

was scheduled at a convenient time for them. Focus groups were

done in person and online, lasting between 12 and 45 min.

2.4. Materials

We posed two key questions to both the radio personnel and

older adult listeners during the conversations. These were: (1)What

do you see as the purpose of radio and (2) (How) Does radio play

a role in promoting listener wellbeing? As such, the participants

were asked to reflect on their own engagement with the radio—be

it presenting or listening. The resulting conversations formed the

data collected and analyzed.

2.5. Data analysis

Individuals participated as part of a wider study concerning

older adults’ radio engagement. The present research details the

data concerning the purpose of the radio and its potential role

in promoting listener wellbeing. All interviews and focus group

conversations were audio-recorded; verbatim transcriptions were

created from these recordings. A thematic analysis was used to

analyze the data. Braun and Clarke (2006, 2013) six steps were

followed, such that codes were generated after time was spent

becoming familiar with the data. Using a reflexive and recursive

approach (Braun and Clarke, 2019), initial codes were developed

by considering semantically similar content and implicit concepts

within participant responses. Themes were then identified and

reviewed by considering how related codes clustered together.

We also acknowledge that our experiences and knowledge are

brought into the analysis process. The second author, who led the

analysis, volunteers for a community radio station. She used her

lived experience of presenting on-air “knowingly” when analyzing

the data (Braun and Clarke, 2013; Hemming et al., 2021). The

first author served as a critical friend (Sparkes and Smith, 2014),

drawing on her research experience when working with the second

author to refine the higher-order themes and sub-themes to best

represent the data with respect to the guiding research questions.

Lastly, the final themes were labeled and reported. To uphold

participant confidentiality, data extracts drawn from the corpus are

simply labeled as coming from either radio personnel or listeners.

3. Results

In examining the perceived purpose of radio and the role it

might play in facilitating listener wellbeing, responses to the latter

were more implicit than explicit. In other words, participants’

responses regarding their perceptions of the purpose of radio

indicated that, in a roundabout way, radio-listening supported their

wellbeing. Given this strong evidence of implicit wellbeing support,

the results are considered in tandem and focusmore on the purpose

of radio whilst identifying how these responses speak to wellbeing.
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3.1. Radio serves multiple purposes

Both listeners and radio personnel noted that radio has

multiple purposes. In separate interviews, one listener succinctly

said, “it’s information, entertainment, and connection, and

companionship” and one radio presenter equally stated, it’s

“information, entertainment, companionship. . . I think it’s an even

mix of those three things, and you have to be ready to provide all of

them whenever they’re needed”. This multi-purpose aspect of radio

appears to be determined by when and why listeners engage with

it as they consume radio in various ways at different times of the

day. For example, a male listener said, “I like to hear the news when

I get up in the morning. . . I do it partly for company. I listen to the

radio when I’m cooking a meal, sometimes to music and sometimes

conversation. I like radio mainly for news and also for music”.

Some listeners talked about their complete reliance on radio for

their information and entertainment needs, as one woman stated,

“basically I rely on radio for everything and yes, it’s my total source

of news, music and entertainment. So everything, it’s got everything

I need”.

Radio presenters identified themselves as responsible for

facilitating the diverse medium of radio by delivering informative

content in an engaging way or educating listeners about the music

they are playing, for example. One executive producer of a radio

program said radio’s purpose is “to inform and entertain. It’s this

duality that exists within a public broadcaster. . . so we try to create

immersive content that people can kind of lose themselves in”. One

presenter even highlighted the purpose of radio on a larger scale,

believing that radio has an ethical responsibility to inform and

connect its listeners: “Hopefully we are in the business of building

a better world and making a better generation for the next part of the

world’s history than the one that we’re involved in at the moment”.

3.1.1. Information
Consuming radio for the purpose of staying informed was

a highlighted theme among radio listeners. Some were specific

about the information they were interested in, for example as one

woman said, “I like politics. I like listening to the news to understand

what about the political events and everything that’s going on in

the country”, whereas some listened more broadly and regularly to

stay informed, “I do listen to radio to get information, to get more

updates and also listening to radio again is so portable and easy. . . ”.

One woman spoke about radio’s origins as a source information,

“the main purpose in the first place was when it started off was

communication and that was for news to tell the people what was

going on in the world. I think it’s changed over the years”. Both

men and women talked about listening for mental stimulation,

both from an educative standpoint, “I like to think that I’m feeding

my mind with something that’s worthwhile”, but also to maintain

focus, such as when driving: “If I listen to something like Richard

Fidler [an Australian radio host] that grabs my attention, then my

mind doesn’t wander and I don’t feel sleepy if I’m driving long

distances”. Radio personnel identified the ethical responsibility they

have to do rigorous journalism and provide accurate news as a

public service. As one presenter acknowledged, “we need to be

able to provide authentic information, not shy away from things,

but at the same time, acknowledge that life is a big mixture of

things. And what’s more we’re going to do all those things for free”.

This was also reflected in listener feedback where one woman

commented that radio has a responsibility to deliver, “intelligent,

well-based information. If they’re communicating effectively with a

lot of people. . . it’s so important”.

3.1.2. Entertainment
Listeners also considered radio to be a source of entertainment,

as one noted: “It’s more entertainment than just straight-out

communication and news”. Another listener simply stated, “I

do listen to radio to get entertainment, music, and trying. . . to

keep myself more entertained”. Music was frequently referred

to when discussing entertainment. While listening for news or

information was often identified as more active, listening to music

was considered both active and passive depending on what the

participant was doing. One woman said, “I do find that music is a

good distraction if you are doing something like housework. I listen

to the music and I’m entirely listening to that and doing other things

at the same time. So, it’s good that way, I get things done like ironing

- I listen to the radio. So, it gets you through boring tasks”. Some

people talked about how music listening influenced their mood, as

one woman said, “I love classical music, it’s the music that enhances

my mood”. Another woman identified that she listened to music

for the sake of changing her mood for the better, “Sometimes when

you’re in a low mood, you want to listen to music so that you

can pull yourself [up]”. Radio personnel appear to be aware of the

impact music has on the mood of their listeners, as one station

secretary noted, “people are feeling a bit down and then you’ve got

some nice piece of music playing, that sort of immediately lifts their

spirits which music I think is all about”. A few presenters on music

stations highlighted how they take into account their listenership

when programming to facilitate not only their entertainment, but

also their education of music. One presenter acknowledged the

power music has to influence people and create inner-calm as well

as promoting comfort:

Its first purpose is to entertain and to be able to be enjoyed

by listeners. In that way, if you draw out from that the notion

of that entertainment leading to insight and understanding and

depth of awareness, that’s what serious music does and so that

then has a wider purpose of bringing healthy influences into

society and making people feel more at ease with themselves

and comfortable in their relationships with other people.

3.1.3. Social support
Radio was also considered to be important for broader social

reasons, specifically communion, social connection, company,

and companionship. These themes appeared to have significant

implications for listener wellbeing as participants frequently

referred to them when discussing their “relationship” with

presenters, programs, and the radio. With regards to communion,

radio personnel, in particular, considered this to be the purpose of

community radio, as one station manager stated:
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The purpose of community radio broadly is to provide a

voice, a forum, an outlet, a means of communication for those

elements of whatever field that you happen to be a part of. . .

being community radio, it’s our duty, it’s our responsibility to

be tied into the local community, and that’s what we try to do

as much as possible.

Radio presenters also perceived radio as a medium for

facilitating social connection, and in that manner the listeners were

part of their program. According to one male presenter, “for our

listeners and a lot of listeners, it has always been a place where

they can go to feel connected. . . you almost become part of their

show”. This is reflected in listener feedback where being informed

about their community and beyond is a strong motivation to tune

in. As one man said, “I think overall, it connects people. . . I think

that connection is something that radio, especially in the early days

did, that just broadened people’s worlds enormously”. Some female

listeners spoke about listening to expand on their views of the

world: “It gives you a wider view because you do become a little

narrower as we age on our own, so it keeps us in touch”, while others

identified how radio can elicit an almost empathetic response to

the community: “Good radio makes you think. And it makes you

think in a social context too, not just in terms of your own little

being”. Consideration was also made of the limited mobility of

some older adults, and how radio provides a vital service for those

“who can’t get out much to connect with other people”. One listener

felt connected simply by knowing that other people were listening

to the same program she was at any given time, “it’s that common

thing that you’re not listening to something like a CD which only you

are listening to, you’re actually receiving the same information or

music as a lot of other people are at the same time”. Indeed, real-

time engagement with radio was highlighted by several listeners as

different from their experience of listening to podcasts or CDs.

Most of the listeners considered the radio to be a form of

company. This was evident in how often they listened to the radio

and why they would tune in. Some listeners, most of whom were

women, have the radio on all day, as one listener stated, “first

thing I do is put the radio on”. In fact, some listeners talked about

using multiple radios at home. This facilitated hearing the radio

throughout the house (“I used to have maybe four or five radios

in the house all tuned to the same station so if I walked from one

room to the other, I could still hear the samemusic”) as well as tuning

into different stations (“I have it on in three rooms in the house and

I’ll have it on whenever I’m in a room”). In this regard, listeners

acknowledged the radio as “background noise” that could provide

both comfort and stimulus. According to one man, “so that I’m

not alone with my thoughts as I’m loading the dishwasher or cooking

dinner or doing the housework”.

Further on background sound, multiple listeners also pointed

out that they live alone, in some cases due to the bereavement of a

partner or pet, and so they found the radio could “fill the silence” in

their homes. One woman said, “I listen to the radio for company. My

partner died six years ago and we used to listen to the radio together

and now it’s always very quiet, so the radio is on as my company.

Yeah, so I don’t feel alone”. Notably, in these comments listeners did

not focus on the nature of the radio content, but rather that having

the radio on simply was a contrast to the quietude of living alone.

For example, one woman stated, “if I’m around the house, I like to

have it on. It’s sort of a bit of noise, nice noise too. It can get a bit quiet

otherwise”. This remedy for silence was not just during the day but

also overnight, as one woman commented, “if I’m in bed I’m trying

to go to sleep, or I’ve woken up and can’t go back to sleep the radio is

the perfect way to go back to sleep. . . rather than silence, I can’t go to

sleep in silence”.

Some listeners referred to the radio in a manner congruent with

having an actual living being who was in their home. According to

one woman, “I have it on from seven o’clock in the morning until

I go out. If I go out, I turn it off so that I don’t feel as though there’s

someone here when I get home”. In contrast, another woman liked to

leave the radio on when she went out so that, “when I come back and

go upstairs, it’s like a welcome”. The perception that radio provides

company was also tied to the presenter who could be perceived

as an actual person to engage with: as one listener stated, “with

a lot of very old people it’s another voice in the house. It makes

them feel that there’s somebody else there they can communicate

with”. Interestingly, radio personnel seemed to understand how

listeners consume radio and perceived it as company. This was

either demonstrated through generalized statements: “People are

listening to the radio because they’re either traveling or moving

about and you’re there as company”, or specifically in reference to

receiving listener feedback: “You have the old ladies calling saying,

‘I’m all alone and you keep me company’”.

The variety and consistency of presenters and programs also

provide a degree of companionship. From a broad perspective, one

woman said, “it’s like having a friend come in all throughout the

day, a different friend at different times of the day”. Radio personnel

share a similar perspective: according to one presenter, “we have

to accept that we are perhaps their best friend for that particular –

for the duration of our program. I think we should treat them like

that with respect and so on”. With regards to tuning into specific

programs at specific times, participants would talk about presenters

they liked and the impact of knowing when they would be on the

air: “it’s just like a known friend. I know what it’s going to be like it if

I turn it on. I know what to expect”. Sometimes this is specific to the

presenter, where listeners connect with a particular presenter and

even feel like they know them. For this reason, changing presenters

on radio programs can impact listeners, as one woman stated “it

annoys me when they change their announcers. Because it’s like, hey,

I like that woman. Why did you get rid of her? She was my friend”.

This is also the case with changing or canceling a program, “I think

you get this attachment to those programs too.When they’re gone you

find it very hard to reconnect with it”. Radio personnel appeared to

be aware of the importance of consistency in what they deliver and

how it impacts listeners. According to one station manager, during

COVID-19 their station endeavored to:

. . . keep everybody on air, or keep the voices that people

knew on air so that that regularity of people’s lives, even that

small part of hearing the same person at the same time on the

same day was maintained. Because it meant - it really did, the

feedback was unequivocal - it really meant so much to people

that we were still there in the same format, so that sense of

regularity was there in people’s lives at a time when so much

changing and there was so much uncertainty and fear.
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3.1.4. Explicit wellbeing support
As can be seen in the above themes, the influence of radio

listening on mental health was often implicit, particularly with

regards to eliciting a perceived sense of connection and providing

companionship. Indeed, some radio personnel identified that

“engaging” radio could facilitate wellbeing in a more roundabout

way. According to one station manager, “I don’t know that

[wellbeing] is something that we actively think about in terms - I

think that’s something that I’m stoked our content does and I think

is a really great outcome of the radio”. However, as anticipated,

participants also acknowledged that radio explicitly supported

wellbeing through broadcasting information about the community.

This was expressed, for example, with regard to disasters: one

listener stated, “with the Tongan earthquake, it was the AM radio

people that got that information first”, and another commented:

“also now in Australia with the fires and floods and so on, the radio is

the key”. Some listeners noted that the content of some broadcasts

and news events could be challenging for listeners and believed

that presenters were delivering this information sensitively while

sometimes providing contact details to services such as Lifeline for

people who required further support. As one woman said, “even

the way things are sensitively talked about now which address things

like family violence and PTSD and those kinds of issues is now - I

think it’s a regulated requirement that the helplines are mentioned

of course”. Some female listeners also indicated a preference for

hearing the news rather than watching the news on TV for their

own mental health:

Female 1: I’ve actually got this thing that I don’t want to

see the news. . . I don’t want to see the visuals. I find it too

distressing. It’s probably my age, I think. I just don’t want to

see what we could all see on TV.

Female 2: That’s the thing about the radio. You can actually

use your imagination. That’s right.

Moreover, radio explicitly supported wellbeing through specific

programming such as having psychologists on air doing segments

about mental health. As one presenter noted, “We do lots of reports

on wellbeing. For example, we’ve been doing for the last six, seven

weeks a segment with a psychologist and that is for the focus was

COVID and Australia being in lockdown. . . we definitely try to do

lots of health-related topics and psychological topics”.

Lastly, some listeners talked about how radio provided a service

for people who had problems such as getting access, needing

assistance, or seeking clarification, as one listener pointed out: “it

becomes like a community service then for people who are feeling

they’re just banging their head against a brick wall and they think,

right, I’m going to ring the radio station, I might get some action

that way”. Another listener commented that some radio programs

even reach out either offering this service or generating awareness,

“They say, look, if you’ve got something that is of concern to you and

people around you in your area, please let us know and we’ll try and

do something on it”. Radio personnel similarly acknowledged that

listeners being able to call into a radio station was meaningful for

this reason, but also because it provided an opportunity to connect

with someone, as one community station volunteer identified, “I

took three calls between 6:15 and 6:35 from a 92-year-old who was

obviously on his own and just wanted to talk. You think, well that’s

wellbeing. So partly it’s the music, partly it’s the fact that he can ring

up and talk to someone”.

4. Discussion

In examining the perceived purpose of radio and its potential

to promote wellbeing, the primary purposes that both listeners

and radio personnel identified aligned our prediction (RQ1) as

well as with prior research categorizing radio’s offerings as news

and information, entertainment, and social exchange opportunities

(e.g., Bednarek, 2014; Ames, 2016). Additionally, however, the

present study’s top-level themes (information, entertainment,

and social support) concerning radio’s purpose underpin the

discussions of how radio might promote listener wellbeing both

explicitly and implicitly (RQ2). Listeners and personnel also

had similar answers which indicated a consensus from these

two perspectives.

Participants identified that radio is multi-purposed, such

that listeners said radio offered different things at different

times. Moreover, radio simultaneously achieves these purposes

of informing, entertaining, and stimulating one’s social needs

without them being mutually exclusive. When asked if or how

radio supports wellbeing, participants spoke about its role in

delivering broadcasts during times of crisis and programs specific

to health. While this mirrors prior work illustrating the use

of the radio during crises (e.g., North and Dearman, 2010;

Rodero, 2020; Hasnain et al., 2022) as well as its ability to

assist with health promotion (e.g., Smith et al., 2011); there

was additional strong evidence that radio implicitly supports

mental and social wellbeing based on how listeners and personnel

discussed their relationship with the radio and their perception

of its purpose. For example, listeners conveyed multiple positive

wellbeing outcomes while acknowledging how important radio was

to their daily experience (“it’s a vital part of my day. I’d be lost

without it”).

The implicit ways that radio can support wellbeing is

especially apparent in the identified sub-themes of radio’s perceived

social purpose: communion, social connection, company, and

companionship. The potential for these outcomes is key to the

contribution that this research makes in understanding how

engaging with radio can support wellbeing. While previous work

has highlighted the potential for radio to develop social connections

between listeners, presenters, and the wider community (e.g.,

Meadows and Foxwell, 2011; Oliveira, 2013), the present findings

also indicate that radio listening may go further to offset feelings of

isolation. For example, listeners identified using the radio to create

company and fill the silence while home alone, demonstrating

that solitary listening may have benefits similar to that of

social engagement. Further, the present study’s sub-theme of

companionship highlighted the importance of having consistent

presenters and programs. Indeed, our listener-participants often

referred to presenters as “friends”—a fact not lost on radio

personnel, who aim to create relationships with their listeners, and

to present in ways such that listeners “become part of their show”.

Radio’s ability to create a sense of company and companionship

aligns with the notion that radio can function as a social

surrogate (Krause, 2020)—not only for isolated and disconnected
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individuals (Ewart, 2011) but for any and all listening. Thus, while

researchers have remarked that audience participation is key to

radio engagement (e.g., Moffat et al., 2023), radio’s ability to create

community has benefits beyond promoting engagement, including

those related to wellbeing. As Guo (2015) and others have argued,

the media landscape has become increasingly individualized.

However, radio’s perceived social purpose—in its ability to

draw people together—underpins its continued relevance as a

media technology.

While the present study extends previous work because

it included both listener and personnel perspectives, it is not

without limitations. For example, we focused on traditional

radio broadcasting without a dedicated focus on podcasting.

With increasing technologies to access and listen to radio,

questions have been raised concerning what is classified as

radio (Freire, 2007). Thus, additional research that considers

on-demand catch up radio and podcasting will also be beneficial

to understanding both how and why people engage with

radio as well as the outcomes and benefits from doing so.

Moreover, our participants did not overtly speak to commercial

radio. Additional work might explicitly compare different

radio formats.

While we focused on exploring how the radio might support

wellbeing, no overt measures of perceived wellbeing were used.

Future research is needed to explicitly measure wellbeing, and

longitudinal studies would be well-placed to examine radio

engagement and wellbeing patterns over time. Additionally,

this convenience sample of older adults was highly engaged

in radio listening such that it was interwoven into their

daily lives. Therefore, the present study did not include the

perspectives of older adults who rarely or never listen to radio.

Designing an intervention or randomized control trial to further

examine the impact of radio listening on perceived wellbeing

is recommended.

Acknowledging these limitations, the present findings that

radio explicitly and implicitly supports listener wellbeing have

implications for broadcasting practices. For example, when looking

at the role of radio during COVID-19, Hasnain et al. (2022)

found that while radio stations sought to air accurate health

messaging, presenters were also conscious to avoid “information

fatigue”. They recognized the importance of maintaining radio

as a source of entertainment and not just news. Further, the

continued regularity of broadcasting notably assisted people in a

time of much uncertainty (Hasnain et al., 2022). These elements are

congruent with findings in this present study that listeners identify

radio as being multi-purposed and they develop attachments to

certain presenters and programs. Indeed, our findings indicate

that the regularity of programming must certainly assist with its

ability to provide company and companionship, underpinning

social surrogacy.

The findings also have implications concerning non-

pharmacological and arts-based ways to support wellbeing and

quality of later life. Alongside the increasing evidence for how

music and the arts can facilitate wellbeing (e.g., Fraser et al., 2015;

Cann, 2017), the present study adds evidence that radio also

provides that support as a source of stimulation, entertainment,

and social connection. The low-cost, accessibility of the radio

as well as the variety of content means that it is well-placed to

contribute to the promotion of wellbeing. Though not considered

a “new” technology, people can use both analog and digital

technology to listen to the radio. In fact, older adults report using

all manner of digital devices including mobile telephones, tablets,

and the television (Krause, 2020) to explore AM, FM, and internet

radio possibilities. Comments from participants in our study

confirmed the use of varied technology to listen to the radio (“I

have an app on my phone. . . there are so many different ways you

can listen these days”).

This versatility in technological access may very well underpin

why the radio is still so popular and relevant as a listening

technology with older adults. Moreover, this versatility is important

to note regarding how it can facilitate wellbeing, because

previous research has shown that the provision of music listening

technologies does not necessarily equate to their use (e.g., Krause

and Davidson, 2021). As Krause and Davidson (2021) found, a

barrier to older adults making use of listening technologies can

be self-efficacy, or the belief in their capability or confidence

in doing something. However, the radio is less likely possess

this barrier as people can use technology they have and are

familiar with (analog or digital) to tune in. This flexibility

coupled with radio’s ability to reach people in regional and

remote locations, transmit information during crises, and provide

feelings of community and connection beyond entertainment

mean that the radio offers people a very important medium for

supporting wellbeing.
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The field of research dedicated to Accessible Digital Musical Instruments (ADMIs)

is growing and there is an increased interest in promoting diversity and inclusion in

music-making.We have designed a novel systembuilt into previously tested ADMIs

that aims at involving assistants, students with Profound and Multiple Learning

Disabilities (PMLD), and a professional musician in playing music together. In

this study the system is evaluated in a workshop setting using quantitative as

well as qualitative methods. One of the main findings was that the sounds from

the ADMIs added to the musical context without making errors that impacted

the music negatively even when the assistants mentioned experiencing a split

between attending to di�erent tasks, and a feeling of insecurity toward their

musical contribution. We discuss the results in terms of how we perceive them

as drivers or barriers toward reaching our overarching goal of organizing a joint

concert that brings together students from the SEN school with students from

a music school with a specific focus on traditional orchestral instruments. Our

study highlights how a system of networked and synchronized ADMIs could be

conceptualized to include assistants more actively in collaborative music-making,

as well as design considerations that support them as facilitators.

KEYWORDS

collaborative music-making, Web Audio, assistants as facilitators, accessible digital

musical instruments, interactive musical systems

1. Introduction

The field of research dedicated to Accessible Digital Musical Instruments (ADMIs),

i.e., accessible musical control interfaces used in electronic music, inclusive music practice,

and music therapy settings (see Frid, 2019a), is growing. With an increased interest

in exploring how different accessible music technologies can be used to promote

diversity and inclusion in music-making and musicking (Small, 1998) comes a need

to understand, design, and possibly also evaluate such systems. Although attempts

have been made to introduce design principles and classification methods based on

different use cases (Frid, 2019b; Davanzo and Avanzini, 2020; Harrison, 2020) and to

investigate the potential of existing ecological frameworks in design and evaluation of

ADMIs (e.g. the Human Activity Assistive Technology and the Matching Person and

Technology frameworks deployed by Lucas et al. 2021), there is still no commonly

accepted or established evaluation methodology for ADMIs. The topic of evaluation

has been widely debated in the fields of New Interfaces for Musical Expression
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(NIME) and Digital Musical Instruments (DMI) over the years

(see e.g. Greenberg and Buxton, 2008; Johnston, 2011; Barbosa

et al., 2015). Lately, researchers have emphasized the importance

of considering the sociocultural context of the musical interaction

when trying to understand what makes “a good musical

instrument” (see e.g. Jack et al., 2020; Rodger et al., 2020). In this

paper, we describe the context-specific design and evaluation of a

master controller instrument developed for assistants at a Special

Educational Needs (SEN) School.More specifically, we explore how

such an interface should be designed to support the assistants’ roles

as facilitators in a musical performance with a group of students

with Profound and Multiple Learning Disabilities (PMLD)1 ,2 who

are playing ADMIs together with a professional musician.

The field of Digital Musical Instruments (DMIs) has historically

largely focused on borrowing tools and frameworks from Human-

Computer Interaction (HCI) (see notable work on evaluation

by Wanderley and Orio, 2002, for example). Such approaches

often build on the idea that DMIs can be described as “devices”

with certain properties that can be evaluated from a “usability”

and “accessibility” perspective. Employing HCI concepts directly

to musical instruments is, however, something that should be

done with care, since this might lead to an oversimplification

of the complexity of musical interactions. While the framework

proposed by Wanderley and Orio (2002) indeed is useful in

certain contexts, it also has drawbacks. The reduction of musical

interaction to simple tasks may compromise the authenticity of

the interaction; since musical interactions involve creative and

affective aspects, they cannot simply be described as tasks with

completion rates (Stowell et al., 2009). Frameworks that emphasize

the different perspectives in instrument design, such as that of

the listener, the performer, vs. the instrument constructor, among

others (Kvifte and Jensenius, 2006, see also O’Modhrain, 2011)

have been proposed to address (some of) these issues. The need

to move away from task-based views of musical performance (see

for example El-Shimy and Cooperstock, 2016) and instead take a

more holistic view of music activities has been stressed. Rodger

et al. (2020) argue that the functional properties of an instrument

can only be meaningfully understood relative to the capabilities

of a specific musician at a specific period in their musical

development. In other words, it is difficult to fully comprehend

what a musician does with an instrument if disconnected from

the immediate and extended sociocultural context. Building on

this notion, they propose to view instruments as “processes” rather

than “devices”, and musicians as “agents” in “musical ecologies”,

rather than “users”.3 Jack et al. (2020) propose, based on the idea

of “performance eco-systems” discussed by Waters (2007), to view

1 In this paper, we use Person/People First Language (PFL) when writing

about disability, as opposed to Identity First Language (IFL) (see Ferrigon and

Tucker, 2019).

2 PMLD is commonly used to describe a person with severe learning

disabilities who most likely has other complex disabilities and health

conditions (Bellamy et al., 2010), although there is no single universally agreed

definition of the term, and research has highlighted that no definition can fully

articulate the complexities associated with it (Bellamy et al., 2010).

3 An ecology in this context corresponds to a system compromising an

agent and environment.

DMIs as situated and ecologically valid artifacts which should be

evaluated using qualitative and reflective processes focusing on

sociocultural phenomena rather than first-wave HCI techniques.

Similarly, Lucas et al. (2021) explored ecological perspectives of

human activity in the use of DMIs and assistive technology.

To conclude, numerous researchers have stressed the importance

of shifting focus from the technical aspects of DMIs to the

sociocultural contexts in which musical interactions are taking

place.

In the current paper we describe an exploratory study focused

on a specific scenario in which a group of students with Profound

andMultiple Learning Disabilities (PMLD) at a Special Educational

Needs (SEN) school in Sweden4 interacted with a set of ADMIs

– the Funki instruments – in collaborative music-making sessions

together with their assistants and a professional musician (an

accordionist improvising over a four-chord progression). The

Funki instruments are tangible ADMIs that allow for different

modes of interaction to create sound by physically engaging with

sliders, buttons, and touch pads, embedded in wooden boxes

(Figure 1). In this paper, we use the term “assistant” to include

any personnel attending these sessions, such as teachers, teaching

assistants, or carers. Our work is part of a longer study with

the overall goal of organizing a joint concert that brings together

students from the SEN school with students without disability

enrolled in a music school focused on traditional orchestral

instruments. The music-making aspects that we focus on in this

study are primarily those of a goal-oriented composition with a

relatively well-defined structure. Our research is largely inspired

by the “Able Orchestra”,5 a project based on the principle of

enabling people to create and perform music on equal terms,

regardless of their physical dexterity or musical experience. The

Able Orchestra allows musicians using technology to join acoustic

instrumentalists and orchestral players to create new work in an

ensemble (Orchestras Live, 2023).

To reach the above-discussed goal, multiple challenges need to

be addressed. Besides aspects such as instrument design and the

sociocultural setting of a joint concert, one challenge is that the

music to be performed, i.e., the composition, will have musical

boundaries in terms of tonality and chord changes. The students

from the music school, which is focused on traditional orchestral

instruments, read scores and are trained to follow a shared tempo.

However, neither the students nor the assistants at the SEN school

have this type of musical training. The students at the SEN school

also havemultifunctional physical and intellectual challenges which

make it difficult for them to play notes at pre-defined fixed timings.

Overall, it should be noted that the musical activities held at

the two schools differ a lot in their focus; music sessions at the

school dedicated to traditional orchestral instruments generally

put emphasis on performance aspects, while music sessions at the

SEN school focus more on aspects such as active participation,

personal development, and social aspects of music-making. To

explore how we could merge these two musical practices into one

musical performance context, we designed a dedicated system.

The design of the system was based on allowing an assistant to

4 Dibber Rullen, see https://dibber.se/skola/rullens-sarskola/om-oss/.

5 See for example https://youtu.be/pf8k3uA3dxM.
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FIGURE 1

The three Funki instruments used in the study, with di�erent controllers. From the left: two touch-sensitive pads, two momentary buttons, and two

sliders. The black area is the backside of the loudspeaker.

control certain aspects of the music, i.e., the chord changes, and

to communicate with a professional musician who improvised

over a pre-defined chord progression. We organized music-making

sessions at the SEN school to explore how a master controller

instrument developed specifically for the assistants should be

designed to support their role as facilitators in a performance

context. The aim of the music-making sessions was to explore the

interplay between assistants and the professional musician that may

arise in this context, and what is required for such a session to be

successful.

Although student assistants have existed as a support function

for students in the Swedish school system since the 1960s, the

profession has not received much attention in the Scandinavian

educational literature, and research on this role is scarce, with very

few official statistics describing the group (Östlund, 2017). Overall,

literature exploring the advantages vs. disadvantages of including

assistants in SEN settings appears to be somewhat inconclusive,

with work pointing toward both potential benefits and risks. For

example, a study on how help is provided for pupils with physical

disabilities and how school assistants influence their participation

published by Hemmingsson et al. (2003) suggested that the

assistants could both facilitate and hinder student participation.

More specifically, the study highlighted the dilemma of closeness

and distance; an overly distant approach to the pupil can result

in an experience of alienation, but a too-close relationship may

result in the student not participating in the challenges faced by

other pupils, leading to less independence. Recommendations on

how to enhance the efficacy and practices of teaching assistants are

discussed in the review of studies on inclusive classrooms presented

by Sharma and Salend (2016).

The ADMIs used in this study, the Funki Instruments, have

previously been used in experiments in the same SEN school

(without a professional musician) for a total of eight half-hour

music-making sessions (see Svahn et al., 2021). Findings from

this work suggested that the instruments provided a foundation

that allowed the students to play together in a band; different

instruments allowed students with different abilities and needs to

take part, and each student could find some instrument that they

liked. However, the results also indicated that musical interactions

and group dynamics were highly dependent on the participation

of session assistants. In other words, it is important to consider

the role of assistants in the music-making taking place at the

school, and further research is needed to understand how the

assistants’ roles as facilitators can be supported by providing tools

that may enable more active participation. It should be noted that

the assistants at the specific SEN school described in this paper

have little or no music training. They also have limited experience

with music technology overall. The assistants often have a lot of

responsibilities in everyday situations, and therefore they usually

have little headroom to learn or take on new tasks. In the previous

study, Svahn et al. (2021) concluded that it is important that the

assistants understand both the student’s needs as well as their

interaction with the musical instrument, in order to be able to

successfully engage the students in musical activities. The added

master instrument described in the current paper should not only

be easy to play and allow the assistant to support the students

in their music-making; it should also complement the other

instruments with sounds that contribute to the musical context.

By designing a master instrument according to these constraints,

we aim to support the assistants to become more actively involved

in the music-making process, thereby also facilitating the students’

performances on their instruments.

The current work expands on the previous study by Svahn et al.

(2021) by embedding WebAudioXML (Lindetorp and Falkenberg,

2022) into the previous versions of the Funki instruments. This

allows for expanded communication between the instruments to

let interactions from multiple users control sounds according to

mapping rules. WebAudioXML can through these mappings be

used to connect the Funki instruments to a master instrument

controlling musical aspects such as tonality, rhythmic density, and
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structure of the composition. In the configuration used for this

particular study, we focused especially on tonality. The master

instrument intended to be used by the assistants could both

trigger sounds in itself and control the pitches of the students’

instruments. The metaphor that inspired us during this design

process was that of a child strumming guitar strings, with a parent

simultaneously changing the chords by moving the fingers on the

fretboard. Building on this metaphor, the master instrument acted

as a harmony controller for the three student instruments; they all

changed pitches according to the rules set by the assistant.

With the above-described setup, the students played along with

a professional musician in a performance repeated three times, each

with a new assistant. This setting allowed us to explore aspects

of collaboration in the music-making taking place between the

participants. The sessions were video recorded and the assistants’

controller events were tracked and analyzed. This was followed by

semi-structured interviews with the assistants and the musician,

focusing on how the setup supported inclusivemusic-making in the

group and the assistant’s role in this context. Our findings highlight

how ADMI systems could be conceptualized and designed to

include assistants more actively in collaborative music-making

involving a professional musician, and design considerations that

may support the assistants’ facilitator role in such contexts.

2. Related work

As previously mentioned, this paper builds on work by Svahn

et al. (2021), in which a set of four collaborative AMDIs for

students with Profound andMultiple Learning Disabilities (PMLD)

were developed and tested with a group of students at a Swedish

SEN school. Students with PMLD may express themselves using

several different communication methods, depending on what is

most efficient for them at the time. Pre-verbal students who do

not have verbal communication skills yet can use bodily gestures,

nonverbal sounds, pointing, and facial expressions to express

themselves. To support communication with students with PMLD,

alternative methods for augmented communication, such as PODD

(Pragmatic Organization Dynamic Display) (Light, 1988; Porter

and Cafiero, 2009) can be used. In a related previous study, we

invited a group of students from the same SEN school to take

part in a 1.5-year-long project focused on musical interfaces and

musical haptics (Frid et al., 2022). In this work, we assessed how

the students could be involved in the customization and evaluation

of the design of a multisensory music experience intended for a

large-scale ADMI using a Participatory Design with Proxies (PDwP)

methodology. The proxies in this context were teaching assistants

and a teacher working with the students, as well as parents.

The PDwP method enabled the inclusion of input from different

stakeholders providing valuable insights and feedback to augment

direct input from the students. Findings highlighted accessibility

limitations of the musical interface as well as the importance of

using a multifaceted variety of methods to arrive at more informed

conclusions when applying a PDwP methodology with pre-verbal

students. In the current study, we explore the role of the teaching

assistants further, using similar techniques as the ones employed in

the previous study, e.g., stimulated recall of videos collected during

music-making sessions with the students (see Calderhead, 1981).

To the authors knowledge, little previous work has focused

specifically on design considerations for ADMIs that support

assistants when musically engaging in ensemble play together

with students with PMLD. Despite a long research tradition

focused on collaborative music-making using DMIs and NIMEs

(see e.g. “Multi-User Instruments” by Jordà, 2005; “Orchestras of

Digital Musical Instruments” by Berthaut and Dahl, 2015; and the

dimension space for evaluating collaborative musical performance

systems by Hattwick and Wanderley, 2012) findings from the

systematic review of ADMIs published by Frid (2019a) revealed

that few of the surveyed instruments were designed for ensemble

settings. Relevant work in this context includes, for example, an

exploration of the context and design of collaborative musical

experiences for novices published by Blaine and Fels (2003). A

discussion of accessibility challenges that people with disabilities

face when making music in groups was presented in work by

Steinmeier et al. (2022), together with design suggestions. 18 design

considerations for DMIs used in SEN settings were proposed by

Ward et al. (2017) and a set of design considerations based on

interviews with SEN teachers in Germany was recently published

by Förster (2022). Access barriers in SEN settings have also been

discussed (Davis et al., 2019). Farrimond et al. (2011) mention three

access barriers for music technology in special educational and

disabledmusic settings in the UK: a need for specialist training (this

was also mentioned by Welch et al., 2016 and Davis et al., 2019),

resources, and a fear and dislike or indifference to technology. For

example, Davis described issues when asking non-musically trained

staff to come up with and deliver music-based activities.

A study on facilitator involvement in a music technology

project where participants with complex disabilities6 use

technology to assist them in music performance was described

in Dickens et al. (2018). In this paper, the term “facilitated

performance” was used to describe the practice of musical

performance involving performers with complex disabilities who

are supported by musical experts and other facilitators. Findings

suggested that including facilitators in the design of DMIs could

allow for improved accessibility for users with complex disabilities,

highlighting the importance of the facilitator role in adapting

and supporting the use of technology in such contexts. The work

also revealed that the social relationships between performer and

facilitator were paramount for the success of the project, and that

participatory design is a strong design methodology for facilitated

performance. The authors describe that facilitation can take

many forms throughout the process of supporting interactions

with DMIs. This includes prompting, in which participants are

encouraged to play and structure performances, for example

using tools to inform about the current section of the piece or

queuing gestures like pointing at performers when it is their time

to play; demonstration, in which demonstrative behavior (including

mimetic gestures) is used repeatedly to reinforce understanding

and provide reminders; and assisting, for example involving

holding equipment in place and making sure that the equipment

is positioned correctly. Interfaces developed for the facilitator

should focus on providing a simplified baseline level that can be

6 Here defined as “conditions that a�ect both cognitive and motor abilities

of an individual”.
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built on, to expand the interface for those with greater technical

knowledge. Dickens et al. (2018) suggested that facilitators can be

considered gatekeepers to musical activities for performers with

complex disabilities since they possess a multitude of knowledge

around music performance and technologies and thus are most

equipped to communicate this knowledge to the performer. In

the current work, we explore the assistants’ roles as gatekeepers in

musical activities for students with PMLD. However, the assistants

described in our work are somewhat different from the facilitators

in Dickens et al. (2018), in the sense that the assistants have little to

no prior background in musical performance.

3. Materials and methods

The current study focuses on the design and evaluation of a

system developed to support the assistants roles as facilitators in

music-making sessions with students with PMLD (playing ADMIs)

and a professional musician (playing the accordion). In this section,

we describe the technical setup, how the instruments communicate

with each other, the musical preconditions, and how the user

interactions affect the sound.

3.1. Hardware

The setup consisted of four ADMIs: three existing Funki

instruments and one new master instrument to be used by an

assistant. The prototyping, development, and affordances of the

earlier versions of the student instruments are further described

in Svahn et al. (2021) and have in accordance with a continued

participatory design approach been updated for the purpose of this

study, based on findings from long-term use in the SEN school’s

daily practice. The student instruments are made of wood (30 ×

20 × 20 cm) and can be placed on a table, on a wheelchair, or

on your lap. Each instrument has an integrated loudspeaker, a

microcomputer, and two interactive controllers of the same type (10

cm in size), which can be used to trigger sounds. The controllers

are of three different types: trim potentiometer sliders, discrete

momentary push-buttons, and touch-sensitive pads made using

conductive paint. The wooden boxes are painted in white color, and

the controllers are made with different distinct colors (Figure 1).

The master instrument differs from the student instruments in

several ways. Most importantly, it is not embedded into a wooden

box, but designed as a Graphical User Interface (GUI) that runs on

a computer. As such, it can be played using the space-bar on the

keyboard to trigger a sound, and to control the selection of sounds

for the other instruments.

3.2. Software

All instruments are connected to the master instrument,

which has several important functions: it stores the samples and

audio configurations for the different instruments, it receives

the control data from all instruments, it determines how the

assistant can control the composition, and finally, it sends out

the appropriate sound to each integrated loudspeaker (Figure 2).

The master instrument computer runs a server built with Node.js,

Socket.IO and Express.js, which gets the control data from all

connected instruments through Open Sound Control (OSC)7. The

instruments send OSCmessages continuously to update the system

about their current state and the master instrument responds by

generating and returning the sounds to the loudspeakers in the

corresponding instruments. The logic that controls how the sounds

shall respond to the interactions is built using web technologies and

is configured using WebAudioXML.

3.3. Composition

The sounds generated by the instruments are sampled elements

of a musical composition. The first author (HL) produced a

collection of 42 audio files to respond to various combinations of

interactions with the instruments. The overall goal of the sound

design was to give the students a natural response to their actions

and also to limit the way the sounds could be combined, to ensure

that the result would always stay within a defined tonality. This

was achieved by creating a collection of sounds for each instrument

that could be combined in predefined ways. The master instrument

triggers a strummed harp cord, cycling through a chord progression

in E major (E, C#m7, F#m7, B11). At the same time, the master

instrument will also set the sound of the other instruments tomatch

the chord that is currently playing. The instruments trigger sounds

that are composed and arranged to complement each other in

terms of pitch and timbre and are selected according to the actions

on the instrument, the current chord, and a random factor that

adds variation to the performance. A detailed description of the

composition represented as a score is displayed in Figure 3.

3.4. Mapping strategies

The instruments use different gestures to trigger sounds. The

final mapping was informed by previous experiments with the

Funki instruments conducted with the same user group (Svahn

et al., 2021). To make the interactions intuitive, we tried to match

the sounds with the actions as closely as possible to acoustic

instruments. For example, the instrument with two sliders uses the

metaphor of a bow and a string to make the instrument sound only

when the user is actively moving the slider. It maps the speed of the

slider movement to control the volume of the sound (nomovement

results in silence). For this instrument, we used a collection of six

samples (three for each slider). The second and the fourth chord

used the same samples. One slider plays notes in a high octave

and the other plays notes one octave higher. The instrument with

two buttons triggers samples with a decay similar to the response

of depressing a piano key or plucking a guitar string. For this

instrument, we use a collection of 20 acoustic guitar samples; each

button iterates through a sample set with five different pitches,

one set for the E and C#m7 chords, and one set for the F#m7

7 See: Node.js (https://nodejs.org/), Socket.IO (https://socket.io),

Express.js (https://expressjs.com/) and Open Sound Control (https://

opensoundcontrol.stanford.edu/).
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FIGURE 2

The system with three instruments sending control data (OSC) to a Node.js-server. The data is forwarded to the master instrument (in a web client).

The instrument data is combined with the master instrument interactions to determine the audio output sent to the loudspeakers of respective

instruments.

FIGURE 3

All components of the composition represented as a score. Each green box represents a chord controlled by the master instrument, which plays one

of two variations for each chord. The red and yellow boxes indicate the di�erent notes for the two controllers on each instrument. The guitar has the

same sequence of notes for the first two and the second two chords, respectively.

and B11 chords. One button triggers notes in a medium octave

and the other button triggers notes one octave higher. Finally, the

instrument with two touch-sensitive pads turns on and off the

volume of its sound in an organ-like manner. It is built using

eight loops playing samples of synth bass notes. The pads have

one set of samples each, with one sample for each chord. One pad

triggers pitches in a low octave, and the other pad triggers pitches

one octave below. Several testing sessions were devoted to fine-

tuning the interactions/gestures to the sounds and deciding how

the instruments should respond to the control data from the master

instrument.

3.5. Workshop

The evaluation of the system was performed in the form of

a workshop with three students (2F, ages=10 & 16 yrs and 1M,

age=11 yrs) with Profound and Multiple Learning Disabilities.

The students who participated are pre-verbal, have multifunctional

physical challenges, varying motor skills, moderate to severe

intellectual challenges, and use wheelchairs. We repeated the

music-making sessions three times, with the same students, but

with three different assistants (3F, ages=25, 47, 52 yrs). The

students kept the same instrument in all three sessions. One of the

authors (MS) was assisting two of the students while the assistant

played the master instrument. Each assistant participated once, i.e.,

in one session each. Apart from managing the master instrument,

the assistants also assisted one of the students. A professional

musician (M, age=37 yrs) participated in all three sessions, playing

the accordion together with the students and the assistant. The

following sections describe these sessions, as well as the data

collected, in detail. The first author (HL) was present during all

sessions, to observe the interplay in the room, and to provide help

with the technical setup if required.

3.5.1. Procedure
Each assistant spent 15 min with the group (three students,

one musician, as well as the first and second author). The assistants
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first got a short introduction to the system by the first author. This

introduction focused on the functionality of the master instrument.

The assistant and the musician were instructed to communicate,

with or without words, about when the assistant should press the

key on the master instrument in order to move the composition

forward, see Sections 4.1.1, 4.1.2, 4.1.3. Themusician then indicated

that the music would start. This was followed by an improvised

session shaped by the creative possibilities and limitations of the

composition outlined in Section 3.3. When the assistant pressed

the key on the master instrument, the music advanced to the next

chord. This also triggered a sample with the sound of a harp

arpeggio and updated the selection of possible samples for the other

instruments to harmonize with the currently selected chord. The

musician was asked to identify strategies for communicating his

intentions to the assistant. He was free to test different approaches

during the three different sessions. Video and audio were captured

during the three sessions.

3.5.2. Logging of data
The videos were manually tagged by the first author, who is

a professional musician and lecturer in music, to identify master

instrument onsets. The events were tracked using a MIDI keyboard

and a Digital Audio Workstation with video support (we used

Logic Pro8). The events were exported as a standard MIDI file and

converted to JSON data using Tone.js.9

3.5.3. Interviews
In a second meeting organized after the workshop, two of the

authors (HL, KF) performed a semi-structured interview with the

assistants and the musician. These interviews were based on a

stimulated recall methodology (Calderhead, 1981), meaning that

the assistants were shown replays of video clips from the sessions

to stimulate a commentary upon the thought process at that

time. The clips were selected by the first author with a focus

on when the music started or stopped, if the tempo changed,

or if anything special happened that affected the communication

between the participants or the music. Each interview session

included 2–3 video clips showing instances of communication

for a total duration of a couple of minutes. The assistants only

watched clips from their own sessions. They were then asked about

what happened in the video at that specific time. In addition,

the assistants were also asked questions about (1) their musical

background, (2) how they communicated with the musician,

and (3) how they understood when to press the keyboard on

the master instrument. We also asked all participants about

suggested improvements. This discussion reflected ideas both for

the instruments, the composition, and the way the sessions were

structured and organized. All interviews were held in Swedish

and the average duration was 18 min. They were recorded and

8 “Apple Logic Pro”, see https://www.apple.com/logic-pro/, accessed May

31, 2023.

9 “Parse a MIDI file into a Tone.js-friendly JSON format”, see http://tonejs.

github.io/Midi/, accessed January 31, 2023.

automatically transcribed using the built-in transcription feature in

Microsoft Word.

3.5.4. Analysis
The quantitative data (recorded MIDI onsets) was analyzed to

calculate chord durations and the deviation of the time between

onsets. Deviation here refers to the difference between subsequent

chord duration values; this is a measure of how much the assistant

deviated from a steady tempo for the chord changes. The MIDI

onsets were visualized with positions and durations using the

“arrange view” of the Digital Audio Workstation and the graphs

showing the deviation for each onset were produced to align the

values with the corresponding MIDI onset. Statistical analysis was

performed to identify significant differences between assistants.

A thematic analysis of the material collected during the

interview sessions was performed, following the procedure outlined

by Braun and Clarke (2006). The transcription was saved in

a spreadsheet format for easier processing. First, one of the

authors (KF) watched the recordings and read the transcriptions,

generating a set of initial codes for tagging the responses and

collating these into themes. Then, two other authors (HL, EF)

systematically tagged thematerial, adding new codes when relevant,

collated the codes into themes, and then reviewed and revised the

themes. In the final step, all three authors involved in the tagging

searched the material for recurrent themes, discussed the material,

and revised and refined the themes to a set that was coherent with

the study’s objective.

3.5.5. Ethics statement
The research procedure described in this paper was reviewed

by the Swedish Ethical Review Authority (application No. 2021-

06307-01). The study was carried out in accordance with the

declaration of Helsinki. We followed informed consent rules and

guidelines for ethical research practices.10 All parents gave written

informed consent before participation and agreed to the data

being collected as described in the consent form. It was important

to make sure that all students gave consent to participate at all

times; this was ensured through direct communication between

students and the assistants. The assistants and the musician filled

out a consent form and gave written informed consent prior

to participation. Management of datasets that include personal

information of study participants was compliant with the General

Data Protection Regulation (GDPR). Procedures for registration

and storage of personal data (including sensitive personal data,

Swedish: känsliga personuppgifter) were reviewed and approved

by KTHs data protection officer (dataskyddsombud@kth.se) and

KTHs Research Data Team. None of the video material is

published as Supplementary Material. The full Ethics Approval

can be obtained from the Swedish Ethical Review Authority or

by emailing the first author. The Ethics Approval report includes

all consent forms and information for research subjects (Swedish:

10 APA Ethical Principles of Psychologists and Code of Conduct: https://

www.apa.org/ethics/code, CODEX: https://www.codex.uu.se/?languageId=

1, ALLEA: https://allea.org/code-of-conduct/, SATORI: https://satoriproject.

eu/framework/section-1/.
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personuppgiftsinformation), as well as the Data Management Plan

(DMP) approved by KTH officials.

4. Results

The data from the study is both quantitative (tracked events

in the form of MIDI data) and qualitative (transcriptions of the

interviews). The data are presented separately in the sections below.

4.1. Tracked events

Boxplots of the chord durations for respective assistants are

displayed in Figure 4. Since neither the chord duration nor the

absolute deviation data met the assumptions required for a One

Way Between Groups ANOVA, Kruskal-Wallis Tests were used as

omnibus tests to explore potential differences between assistants.

The Kruskal-Wallis test revealed a statistically significant difference

in chord durations across the three assistants, χ2(2) = 131.01, p <

0.001∗∗∗. Post-hoc comparisons using Mann-Whitney U tests

revealed significant differences in duration between Assistant 1

(A1) and Assistant 3 (A3), with higher mean rank11 for A1 than

for A3 (MRA1 = 229.9, MRA3 = 117.5, U = 8786, p < 0.001∗∗∗);

and between Assistant 2 (A2) and A3, with higher mean rank for

A2 than for A3 (MRA2 = 258.5, MRA3 = 117.5, U = 9342,

p < 0.001∗∗∗). No significant difference between A1 and A2 could

be observed.

A Kruskal-Wallis test revealed a statistically significant

difference in absolute deviation (the difference between subsequent

chord duration values, i.e., how much the assistant deviated from

a steady tempo for the chord change) across the three assistants,

χ
2(2) = 118.73, p < 0.001∗∗∗. Post-hoc comparisons using

Mann-Whitney U tests revealed a significant difference in absolute

deviation between A1 and A3, with higher median for A1 than for

A3 (MdnA1 = 1.50 s, MdnA3 = 0.14 s, U = 8775, p < 0.001∗∗∗);

and between A2 and A3, with higher median for A2 than for A3

(MdnA2 = 1.34 s, MdnA3 = 0.14 s, U = 8617, p < 0.001∗∗∗). No

significant difference between A1 and A2 could be observed.

Overall, the tracked event data suggested that although the

setup and overall procedure were equivalent for the three assistants

(sessions), some tendencies toward different musical strategies

could be observed. The following sections highlight the unique

qualities of the respective session.

4.1.1. Assistant 1
Before the music started, Assistant 1 (A1) was instructed that

“you and the musician will talk and he will show you when to

press the key”. During the first 2 min, A1 was pressing the key in a

manner that resulted in different chord durations and the musician

was following the chord changes when they happened. After two

minutes, the musician started playing a steady pulse, but this did

not prompt A1 to synchronize with the pulse. The music stopped

11 We report mean ranks instead of medians since the assumption of equal

distribution shape was not met for chord duration; the Mann Whitney U thus

explores di�erences in distributions, not di�erences in medians (which is the

case for the absolute deviation parameter discussed below).

FIGURE 4

Boxplots of chord durations for assistants A1-A3. Whiskers extend to

the most extreme data point which is no more than 1.5 times the

interquartile range from the box.

after 5 min and 12 s when the musician made eye contact with the

assistant to signal that the music had come to an end.

Analysis of tracked chord onsets revealed that A1 pressed the

key 48 times, playing rubato without a steady pulse throughout the

session. After one minute the chord durations increased (Figure 5).

This corresponds to when A1 started assisting the student more

actively. Themean ranks of chord duration, as well as the median of

the absolute deviation, were significantly higher for A1 compared

to those for A3. Moreover, 12 chords were longer than 10 s,

corresponding to instances when the assistant focused completely

on the student.

4.1.2. Assistant 2
Before the music started, Assistant 2 (A2) was given the

following instruction “You and the musician will agree on when

you shall press the key”. After that, she waited for the musician

to nod before pressing the key, typically one second after the nod.

After 30 s, themusician started playing at a steady pulse, but this did

not make A2 synchronize with the beat. The music stopped after 4

min and 30 s, when the musician indicated an ending through eye

contact, playing slower and slower.

Analysis of tracked onsets revealed that A2 pressed the key 44

times and played rubato without a steady pulse throughout the

session. Themean ranks of chord duration, as well as the median of

the absolute deviation, were significantly higher for A2 compared

to those of A3. Only one chord duration was longer than 10 s

(around 2:35–2:45) (Figure 6). This event correspond to when A2

was assisting the student more actively.

4.1.3. Assistant 3
Before the music started, Assistant 3 (A3) was instructed that

“The two of you will find a way of playing together so it sounds

like music” and then musician told her to start. During the first
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FIGURE 5

Tracked key events for assistant A1. The X-axis represents time and the Y-axis represents, top (white): the deviation (in seconds) between the onsets

for each chord, compared to the previous chord, and bottom (green): the duration of each chord in the sequence.

FIGURE 6

Tracked key events for assistant A2. The X-axis represents time and the Y-axis represents, top (white): the deviation (in s) between the onsets for each

chord, compared to the previous chord, and bottom (green): the duration of each chord in the sequence.

FIGURE 7

Tracked key events for assistant A3. The X-axis represents time and the Y-axis represents, top (white): the deviation (in s) between the onsets for each

chord, compared to the previous chord, and bottom (green): the duration of each chord in the sequence.

minute, A3 took the lead and the musician followed. Then the

musician started playing at a steady pulse, but this did not make A3

synchronize with the beat. After two minutes, A3 started assisting

the student, who had put the instrument cable in her mouth. This

caused the chord duration to increase for a while. After 3 minutes

and 30 s, A3 and the musician made a pause. The musician then

instructed A3 to follow his tempo, indicated by counting to four.

A3 responded by pressing the key on every beat. The musician then

instructed A3 to only press the key on the first beat in every bar.

This caused A3 to immediately increase the chord duration to the

length of four beats. The music stopped after 7 min and 35 s when

the musician indicated an ending using eye contact, and by playing

slower and slower.

The tracking of the onsets revealed that A3 pressed the key

217 times and kept a relatively steady pulse throughout the session,

except for the instances described above. After that the musician

had given a clear tempo, A3 kept the tempo even during periods

when she needed to assist the student. The outliers in the recorded

interval data are caused by external factors, like a double trigger and

the pause when themusician gave the second instruction (Figure 7).

The mean ranks of chord duration, as well as the median of the

absolute deviation, were significantly lower for A3 compared to

those of A1 and A2.

4.2. Interviews

Themes deemed to be coherent with the study’s objective,

identified by all three authors, are presented and described in the

following sections.

4.2.1. Positive feedback
In general, the assistants all provided positive feedback during

the interviews. They said that “it was a fun activity” (A1) and that

the “musical result was nice” (A3). The assistants also described the
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students’ experience saying that they “were engaged and enjoyed

the workshop” (A1), “did really well” (A2), “were relaxed and

focused” (A1), and “liked the instruments” (A1). One of the

assistants also expressed that “a live musician brings an atmosphere

and a musical flow that the group can join”.

4.2.2. The assistants’ musical background
With “musical background” we refer to any prior experience of

musical activities like singing, dancing, or playing an instrument.

All three assistants were asked about their musical background and

the answers indicate a range of different backgrounds, spanning

from no musical training (apart from music classes at elementary

school) (A1), to “I sang in a choir and have always been very

interested inmusic even if I have never given it a chance.” (A3). The

musician was asked about which one of the assistants he thought

had the most musical training and he guessed (correctly) that it was

A3.

4.2.3. The physical interface
With “physical interface” we refer to all hardware used in

the sessions. The assistants made a few comments about the

instruments, the most common one being that “the students were

used to the instruments” (A1, A2). These comments also revealed

that there are other aspects of the instruments that might attract

more attention from the students, apart from their ability to create

sounds. For example, one student showed interest in the instrument

by placing the instrument cable in her mouth.

4.2.4. Sound and music
With “sound and music” we refer to all aspects of the

sound of the instruments and the composition as a whole.

The assistants made comments about the master instrument, for

example suggesting that it “adds a layer of structure to the music”

(A1). A1 said that the sound of the instruments does not necessarily

affect the students’ playing experience, but A2 thought that a

new version with new sounds would probably stimulate curiosity

among the students. The interview also revealed that it was hard

for the assistants to identify and remember the different sounds

of the different instruments. The musician, on the other hand,

commented on the harmonic structure of the composition and that

it required a steady pulse and a fixed chord length tomake sense. He

also mentioned that the volume of the instruments was too weak to

match the sound of the accordion and that it would be interesting

to explore how the instruments could work with other genres of

music (for example, he mentioned that the gestures could affect a

soundscape sound in various ways).

4.2.5. Musical interplay/collaboration
With “musical interplay and collaboration” we refer to any

aspects related to playing music together, using the Funki

instruments. The assistants were generally very positive about

participating in the music-making sessions and playing together

with a professional musician. A1 said that “It is a very nice feeling

to have a setting like a band that plays with an external musician

that plays continuously” and A3 commented that “My instrument

made me more engaged and gave my student more space to play

on her instrument, but yet it felt like we were doing it together”.

A comment that highlighted the need for focusing on more than

one thing (on both the student, the musician, and on the master

instrument) was made by A2, who said: “My student needs eye

contact and the confirmation that we’re doing this together”. A3

also expressed that “He [the musician] told me how to count and

then he followed me really well” indicating that she felt she was in

control of the progression of the music. The musician thought “it

was hard when it felt like the assistant (A3) was not comfortable

with me” but also said that “When I and the assistant play well

together, it starts becoming fun for me and I started to get impulses

from what the students did”. He expressed that the composition

was dependent on a steady beat and that he “would have wanted to

play the drums instead [of the accordion] to be able to control the

pulse”.

4.2.6. The role of the musician
A1 and A2 expected the musician to lead and expressed that

“we had good eye contact” (A1) and that “the musician was very

clear” (A2). Even if the video shows that it was the musician

that made a count-in to indicate the tempo, A3 said that “we

counted to four, I believe, and he followed me”. A2 expressed

that she thought the students “listened a lot to the musician”.

A3 speculated about the potential advantages of playing with a

musician, commenting: “If the students would notice when a

musician imitates them, I think it will encourage them to keep

on playing”. The musician commented on his role that “It is a

quite demanding task for me as a musician to choose a strategy

[depending on the assistant]”.

4.2.7. The role of the assistant
The assistants generally describe their role as helping or

encouraging the student to play and commented that “I use my

hand to guide her to play on the instrument” but A1 also reflected

on how she guided the student saying that “I should maybe have

let her take more initiatives on her own”. Both A1 and A3 pointed

out that imitation is important and A3 said that “When she [my

student] saw that I did my thing, she also started doing her

thing”.

4.2.8. The role of the students
The assistants described both the actions of listening to the

music and playing music when talking about the students. For

example, A2 said: “I can see that she is very focused and interested.

She likes to explore.” A1 also described: “I think they listened a

lot to the musician”. A3 mentioned: “She was active and pressed

the buttons. She once unplugged the instrument cable but we got

it sorted.” The assistants also pointed out that the situation with

a new person and a new instrument in the room, compared to

earlier music-making sessions with the Funki instruments when no

strangers had participated, requires a lot of effort from the students.

A1 commented “I think she was so fascinated by the instrument

cables and the accordion so she forgot to play on her instrument”.
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She also pointed out that “repetition is very important for our

students”. One factor that was mentioned in the interviews was that

the students’ current condition and energy levels can significantly

affect their participation and experience overall.

4.2.9. Timing
The composition could be played freely or with a steady pulse.

A3 expressed that “It’s fun and there is a reward when you keep the

beat” and that “It feels like my student also got more active when

we started to play in tempo”. A1 pointed out that “it is easier to

get into the rhythm when you are relaxed” and A3 said that “it was

quite simple to keep the beat”.

4.2.10. Nonverbal communication
With nonverbal communication we refer to any form of

communication using eye contact, nodding the head, using

body gestures, or changing the way the musician played on his

instrument (through musical gestures). When the assistants were

commenting on the nonverbal communication, they focused on

the communication between the musician and themselves. For

example, A3 described that “he [the musician] sought eye contact”.

A2 described that “it felt like we had good communication”. The

assistants also commented on how they interpreted the students’

engagement through their body language. A3 described: “I think

I saw that they were active when they moved their hand or arm”.

Although the assistants overall made positive comments about

the musicians’ non-verbal communication, the musician himself

described that “It was obvious when I saw the video with A1 that

my body language is very unclear”.

4.2.11. Uncomfortable/confused
This theme refers to comments that are related to the problem

of not being confident or comfortable with the situation and

musical task. For example, A1 and the musician reflected on the

need to be relaxed to perform well in the session. A1 said that “I

was a bit nervous in the beginning but [then] I understood what to

do”. She continued: “I [then] became more relaxed and could get

more into the rhythm”. The musician emphasized the importance

of the assistant being comfortable with the situation, in order for

the communication to work.

4.2.12. Suggested improvements
All respondents emphasized that it is important that the

instruments get a more separated and well-defined sound. The

musician also mentioned that it would be interesting to try out

“different genres and letting the instruments control different

aspects of the composition”. The assistants pointed out the

importance of having repeated sessions with the same musician, to

create a familiar situation for the students. They also suggested that

they could have a similar instrument to the student instrument, to

better use imitation as a strategy to guide the students. Finally, the

musician reflected on how he gave instructions to the assistants and

suggested that he should “lead more clearly” by “setting a tempo by

counting in”.

5. Discussion

The results presented in Section 4 shed light on many aspects

that are important to consider when it comes to the assistants’ role

as facilitators in music-making sessions with students with PMLD

involving a professional musician. The quantitative data from

the tracked events highlight how the three assistants understand

the task differently, and also how different strategies used by

the musician, and perhaps also prior musical training, might

affect the results. The qualitative data from the interviews add

another perspective that further describes how the assistants and

the musician experienced the sessions, with hints about aspects

that may require improvement. In this section, we discuss the

results in terms of how we perceive them as drivers or barriers

toward reaching our overarching goal of organizing a joint concert

that brings together students from the SEN school with students

from a music school with a specific focus on traditional orchestral

instruments.

5.1. Drivers

A common theme that all assistants and the musician

emphasize is that the activity to play together using the different

instruments, as well as the roles assigned in the particular musical

interaction explored in this study, was fun and engaging for

everyone involved. This is arguably an important quality of both

the setting and the system that shall be valued and fostered in future

projects. In the current study, the main contributing factors to this

positive experience were likely that the students were familiar with

the instruments since before, that the assistants could relax (at least

after a couple of minutes of training), and the fact that they all

got to play together with a live musician. That being said, it is

worth evaluating how the different aspects of the setup affect the

participants differently and how the roles, as well as the musical

responsibilities, can be shared between the participants.

The tracked event data overlaps well with what could be

observed in the video from the respective session, as well as the

comments from the interviews about the communication between

the assistants and the musician. The assistants generally thought

that the musician was clear in his body language and that they

understood what to do, after a while. A3 differs by having a much

more stable pulse than the others, both when playing freely and

when the musician instructed her to follow his tempo. It would be

interesting to further investigate what factors contribute to this and

to what degree prior musical training plays an important role. The

musician’s reflection that he would probably count-in more directly

if he was to repeat the session suggests that he wanted the music to

have a steady pulse. This presence of a steady beat was something

that also was appreciated by A3 (once it happened).

When asked about improvements, the assistants mentioned

“repetition” as an important driver for the students. This is well-

known when it comes to learning to play a traditional musical

instrument, but it might easily be overseen in a research setting.

Having repeated rehearsals would require more logistics and put

certain pressure on the personnel at the school, but it would most

certainly also greatly affect the outcome, compared to a session that
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happens only once (without the chance to practice or improve over

time).

Another suggestion from the assistants that remains

unexplored is to provide instruments in pairs, so that the

assistant can demonstrate to the student how to play, using the

same gestures and the same output sounds as the students. Such

an approach would make sense given the educational setting; the

assistants often demonstrate actions using their hands, moving

the students’ hands to teach them how to perform specific tasks,

thereby encouraging interaction.

Computational systems of musical expression always involve

the establishment of a stratum that provides certain affordances

to the musician, while simultaneously posing constraints

(Magnusson, 2010). In this study focused on the Funki instruments,

affordances have to do more with usability,12 whereas constraints

define the limits of the musical expression; the mapping can be

viewed as a compositional process that engenders a structure of

constraints. The Funki instruments allow for music-making with

specific stylistic constraints, within the limits of a specific genre

(Pearce and Wiggins, 2002). There are also internal constraints

imposed by the system, affecting the logical possibilities of how

the music can progress. Finally, there are external constraints, i.e.,

the need to be sure that the instruments are physically possible to

play for the students and the teaching assistant. The composition

used in this study was based on an E major pentatonic scale

and a matching four-chord progression. In other words, the

configuration of the Funki instruments did not allow you to play

the “wrong note” or notes out of tune; there are fixed notes and

there is no possibility to explore tones in between. There are

advantages but also potential pitfalls with such a design (see e.g.,

the discussion about allowing for maximum participation within

defined bounds vs. granting greater individual choice – with the

risk of increased frustration—presented in Wright and Dooley,

2019). All elements in the composition worked well together even

when the assistant and the musician did not plan the performance

in advance or synchronize while playing. This compositional

approach made it easy for the musician to improvise alongside the

sounds from the other instruments, which in turn might have had

an impact on the positive responses from the assistants. A strategy

that includes a more predefined and score-based composition

would likely introduce a new set of drivers and barriers for the

participants. Future studies on different compositional approaches

(improvisational vs. goal-oriented) and different strategies used

for mapping interactions to sounds would be required to identify

how different strategies could impact the music-making sessions

and how this—in turn—would affect the level of engagement of all

participants, in particular the students with PMLD.

5.2. Barriers

A lot of comments from the assistants focused on barriers to

a successful session related to the role of the assistant and the

12 The a�ordances and usability of the Funki instruments have been

extensively explored in previous experiments (see e.g. Svahn et al., 2021).

students. Particularly interesting in this context is, arguably, that

factors that can be drivers may at the same time become barriers.

For example, the presence of a professional musician (playing

live) was generally appreciated, but at the same time, this new

person captured the students’ attention so they forgot to play

themselves. The assistants also mentioned that the instruments had

properties (apart from the sounds) that made them attractive to

the students, e.g., one of the students was at times more occupied

by the instrument cables than the act of playing the instrument

(using button presses). It would maybe be a good idea to reduce

the number of distracting factors, for example by making the

instruments wireless, in order to encourage the focus on creating

sounds. However, considering that the cables were very interesting

to some students, removing the cables completely might have the

opposite effect, making the students less interested in the activity

overall.

We could conclude that organizing repeated rehearsals

probably would contribute to reducing various barriers. This could,

for example, result in the students becoming even more familiar

with the instruments and the sounds they produce, and allow them

to become more used to the professional musician (as well as the

acoustic instrument played by the musician). Repeated rehearsal

and a sense of recognition of the music-making setting could in

this sense perhaps help create a more safe setting for the students,

which in turn would allow them to more comfortably engage in

musical interactions.

Both the assistants and the musician agreed that unclear

body language and lack of instructions create an insecure setting,

resulting in the assistant easily getting nervous. This introduces

barriers for all participants. These barriers, in combination with

the driver of having a familiar context for the students, will be

important factors to consider when planning the procedure for

future workshops and new iterations of the study described in this

paper.

One barrier that was mentioned, which could also be seen in

the quantitative data, was that the assistants were somewhat split

between the task to assist the student and to control the chord

progression by hitting the space key on the master instrument. The

main reason for this was that this musical interaction required the

assistants to look at the musician while simultaneously maintaining

eye contact with the student. A3 managed to synchronize with the

musician without looking at him, but such an act requires some

musical training. The system should ideally not require that the

assistants have musical training to work successfully. A different

approach that would be interesting to explore would be to let the

assistant focus entirely on helping and encouraging the student to

play an instrument, and to introduce another facilitator role; yet

another trained musician that controls the master instrument and

focuses on the synchronization with the professional musician.

Finally, one aspect that became apparent from this study

was that the sound design of the instruments needs to be

somewhat adjusted when combined with an acoustic instrument.

The musician expressed that the volume on the instruments was

too low to match his accordion and a general response was that it

was hard to identify the sounds of the different instruments. One

possible solution to this could be to use an external speaker that

matches the sound of the particular instrument. If the role of the
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instrument is to play a bass line, the speaker needs to be able to

produce low frequencies with an amplitude matching that of an

acoustic bass instrument, and if the sound contains a rich spectrum

of frequencies, the speaker needs to be able to reproduce all of them

with good separation.

5.3. Limitations

We acknowledge that the interactions taking place in the

collaborative music-making that is described in this paper are

complex to describe, with many different perspectives and factors

that may influence one another. In this study, we did not

gather data or analyze the interaction between students and their

instruments in particular. Instead, the analysis presented in this

paper is focusing on the communication between assistants and the

professional musician; not on interactions between students and

the musician. We have explored the student perspective more in

detail in previous work (see e.g., Svahn et al., 2021; Frid et al., 2022).

In addition, the Funki ADMIs have been previously validated, and

their designs are not a topic of detailed examination in this paper.

Although our current paper builds on several previous studies and

a multi-year collaboration with the SEN school, this manuscript

presents a small-scale study with 3 assistants in total. As such, the

results should be interpreted with care, since the small sample size

and the long-term collaboration with the assistants affects both

generalizability and potential risk for positive bias.

6. Conclusion

This study aimed to explore how a system that was designed

for collaborative music-making involving students with Profound

and Multiple Learning Disabilities (PMLD) can support assistants

in their facilitation of music performance with ADMIs. We carried

out three workshop sessions with different assistants together with

SEN school students and a professional musician to evaluate the

setup using quantitative and qualitativemethods.We could identify

drivers and barriers for the assistants in using the system, as well as

design considerations for similar and continued work focused on

collaborative music-making with ADMIs in SEN schools.

One of the drivers that the assistants participating in the study

mentioned was how they appreciated contributing to the actual

music that was produced during the session. Considering that

assistants may have little or no musical training or experience, a

system for collaborative playing should thus allow for triggering

musical events or changing the performance of the composition

without making errors that impact the music. Furthermore,

music composed for this setup should allow for unsynchronized,

unplanned, and irregular actions from the assistant; else, if the

music is more complex or have a goal-oriented structure, it might

be better to let a musically trained person be responsible for

synchronizing and aligning to a composition or plan.

Another driver mentioned was the possibilities given to allow

students to learn by imitating assistants. The assistants stated

that the students showed interest in the situation, which may

have further positive chain effects such as motivation for repeated

rehearsals and increased confidence in participating. To stimulate

this, the ADMI design for the assistant should not only be similar

to the ones used by the students – thereby promoting learning and

enabling them to imitate gestures – but the sounds produced by

the ADMIs also need to match each other in terms of volume,

timbre, and frequency range, while simultaneously being easy to

distinguish from one another, to support the identification of the

different sound sources. This is especially important when an

acoustic instrument is participating. The hands of the assistant

should be in close proximity to the student’s own hands during

the musical interactions since this allows the assistant to guide

the student and encourage participation, demonstrate gestures, and

help out when the student gets distracted.

The seemingly biggest barrier for the assistants was an

expressed concern about having to split attention between

contributing to the music and attending to the student. ADMIs

(as well as the composition, and the setup with the musician in

the room) should be configured in a way that the assistants do

not need to focus visually on the musician or the instrument’s

interface and thereby lose concentration on the student’s gestures

and actions. Ideally, the setup should allow the assistant to listen to

the sound but maintain visual attention to the student. The main

responsibility of the assistant naturally lies with the student and

the system should not rely on the assistant’s actions to produce a

valuable musical output.

Using ADMIs together with a live professional musician and

acoustic instruments also results in certain challenges in terms

of sound design and composition. We believe that with the new

possibilities for collaborations and meetings between different

types of players, a system such as the one presented will inspire

all participants as long as the resulting musical quality is not

compromised. Within this format, even progress toward better

artistic inclusion is imaginable.
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Within the field of digital musical instruments, there have been a growing number

of technological developments aimed at addressing the issue of accessibility

to music-making for disabled people. This study summarizes the development

of one such technological system—The Modular Accessible Musical Instrument

Technology Toolkit (MAMI Tech Toolkit). The four tools in the toolkit and

accompanying software were developed over 5 years using an action research

methodology. A range of stakeholders across four research sites were involved in

the development. This study outlines themethodological process, the stakeholder

involvement, and how the data were used to inform the design of the toolkit.

The accessibility of the toolkit is also discussed alongside findings that have

emerged from the process. This study adds to the established canon of research

around accessible digital musical instruments by documenting the creation of an

accessible toolkit grounded in both theory and practical application of third-wave

human–computer interaction methods. This study contributes to the discourse

around the use of participatory and iterative methods to explore issues with,

and barriers to, active music-making with music technology. Outlined is the

development of each of the novel tools in the toolkit, the functionality they o�er,

as well as the accessibility issues they address. The study advances knowledge

around active music-making using music technology, as well as in working with

diverse users to create these new types of systems.

KEYWORDS

accessible digital musical instruments (ADMIs), action research, DMI, music technology,

special educational needs (SEN)

1. Introduction

The use of technology to facilitate accessibility to music-making has seen growing

interest in the last two decades (Frid, 2018, 2019). The rise of new instruments for musical

expression (NIMEs) including digital musical instruments (DMIs) and accessible digital

musical instruments (ADMIs) has been concurrent with access to facilitating technologies.

Cheaper microprocessors, such as Arduino (2015), Raspberry Pi (Raspberrypi.org, 2020),

Bela Boards (Bela, 2023), and Teensy Boards (Stoffregen, 2014) alongside an increase in

the availability of sensors and implementation with prototyping technologies such as 3D

printing (Dabin et al., 2016), have heralded the development of many new music-making

tools (Graham-Knight and Tzanetakis, 2015; Kirwan et al., 2015). Authors have covered

a range of topics related to ADMIs, including design and development (Förster et al.,

2020; Frid and Ilsar, 2021), targeting specific populations (Davanzo and Avanzini, 2020a),

evaluation of NIMEs (Lucas et al., 2019; Davanzo and Avanzini, 2020b), evaluating the use
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of electronic music technologies (EMTs) (Krout, 2015), integration

into specific settings (Förster, 2023), and discussion about

customization, augmentation, and creation of tools for specific

users (Larsen et al., 2016). The literature provides insights into

the challenges and opportunities of creating ADMIs and offers

recommendations for future research and development. These

challenges have historically included fear, dislike, or indifference

to technology (Farrimond et al., 2011); lack of confidence when

putting technology into practice (Streeter, 2007); musical output

that can be seen as uninspiring, artificial, and lacking expression

(Misje, 2013); and impersonal and lacking sophistication (Streeter,

2007). Technology can be seen as a barrier when coupled with

a lack of formal training and exposure (Magee, 2006) and the

perceived need for insider knowledge upon use (Streeter, 2007).

More current reviews of the perceptions of these types of tools

conducted with electronic musicians indicate that many of these

issues maintain currency. Research by Sullivan and Wanderley

(2019) suggests that DMI durability, portability, and ease of use

are of the greatest importance to performers who use DMIs.

Frid and Ilsar (2021) found several frustrations in their survey

of 118 electronic musicians (40.68% professional musicians and

10.17% identifying as living with a disability or access requirement)

including software and hardware limitations, time-consuming

processes, need for more or new interfaces, and physical space

requirements for the equipment.

Presented here is the development of a technological system,

the Modular Accessible Musical Instrument Technology Toolkit

(MAMI Tech Toolkit), that is rooted in addressing some of these

issues and leveraging the unique power of technology to provide

an accessible way for users to actively participate in music-making.

The research looked at barriers with current technology for music-

making and focussed on creating easy-to-use, small form factor,

wireless technology. This study has a particular focus on moving

away from using a screen and into tangible, physical, flexible,

and tailorable tools for active music-making. The contributions

of this study center around the description of an action research

methodology used to develop the toolkit. There is an emphasis

throughout the study on the use of participatory and iterative

methods to elicit current issues and to explore barriers with music

technology. These issues and barriers then form the basis for

developing novel tools to address these gaps in provision. These

contributions advance knowledge around music technology in

facilitating access to active music-making for diverse user groups.

2. Related work

2.1. New tools for music-making

New tools for music-making can be classified in a variety

of ways. Wanderley (2001) proposed the classification of NIMEs

in three tiers: instrument-like controllers—where the input

device design tends to reproduce features of existing (acoustic)

instruments in detail—as seen in developments such as Strummi

(Harrison et al., 2019) and John Kelly’s “Kellycaster” (Drake

Music, 2016); augmented instruments—where the instrument is

augmented by the addition of sensors to extend functionality—such

as Electrumpet (Leeuw, 2021); and alternate controllers—whose

design does not follow one of the established instruments—

for example, the Hands (Waiswisz, 1985). These new tools can

be configured in a variety of ways—as both controllers with

processing being achieved via separate computers or with onboard

processing and sound production—the latter being exemplified in

the Theremini (Moog Music Inc, 2023). These systems can vary

from the use of off-the-shelf components used as controllers (Ilsar

and Kenning, 2020) to entirely bespoke assemblages of hardware

and software with the ability to integrate (or not) with existing

music technologies. They may be purely research artifacts or

commercial products (Ward et al., 2019). Frid (2018) conducted

an extensive review of ADMIs presented at the NIME, SMC,

and ICMC conferences and identified seven control interface

types including tangible controllers. Using these classification

systems, the tools in the MAMI Tech Toolkit can be classified

as tangible (Frid, 2018), touch-based, and alternate (Wanderley,

2001) controllers.

2.2. Commercially available technology

There are commercially available technologies designed for

accessibility such as the Skoog (Skoogmusic, 2023), Soundbeam

(Soundbeam, 2023), Alphasphere (AlphaSphere, 2023), and Musii

(Musii Ltd, 2023). The commonality of these instruments is that

they facilitate different modalities of interaction that move away

from the traditional acoustic instrument paradigm—i.e., there are

no strings to pluck, skins to percuss, reeds to blow, pipes to excite,

or material to resonate—there are also no screens to interact with to

play them. A more reductive categorization can be used to describe

what is left as facilitating interactions via the use of touch or empty-

handed gestures. One example of a touch-based controller is the

Skoog. The Skoog is a cube-shaped controller with a “squishy”

velocity-sensitive “skin” that when depressed can be used to control

sounds as dictated within its software (requires computer/tablet

connection), with the ability to control the sound produced as

well as constraints around these sounds (i.e., scale and key).

The Soundbeam is an empty-handed gestural interface that uses

ultrasonic beams as “an invisible keyboard in space” (CENMAC,

2021) to trigger notes or samples when the beam is broken. The

Soundbeam is a longstanding ADMI that has been in use since the

late 1990s featuring integrated synthesis/processing—connecting

to speakers/monitors for sound production. The Soundbeam has

been a transformative tool in over 5,000 special education settings

and adult day centers (Swingler, 1998). Another example is the

Alphasphere, a spherical device 26 cm in diameter that houses 48

velocity-sensitive pads over the surface. It is a MIDI controller with

proprietary software. The Musii is a 78 cm × 92 cm multisensory

interactive inflatable featuring three “prongs” that change color and

modulate sound when interacted with (pushed in or squeezed)—

with the ability to change the sounds and lights remotely, as well as

an integrated vibrating speaker.

2.3. Music-making apps

Apps have been used to facilitate access to music-making

through the use of the touch screen and integrated sensors. Tablets
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(in particular iPads), which are commonly found in school settings,

have been used to facilitate music therapy (Knight, 2013; Krout,

2014). The ThumbJam app (Sonosaurus, 2009) contains 40 sampled

instruments, hundreds of scales with playing styles, arpeggiation,

and a customisable graphical user interface (GUI) (Matthews,

2018). Also offered is the ability to loop; add effects; manipulate

sonic content; create instruments; and record, import, and export

data. Another example of a generic music app includes Orphion

(Trump, 2016) which offers sound-making possibilities through

interacting with the screen and/or the motion of the device. There

are also tablet versions of software such as GarageBand that offer

direct touch-based access to sound creation and manipulation

via the GUI, providing a different mode of access than using a

computer mouse and keyboard.

2.4. Organisations

Several organizations and charities provide much-needed help

in navigating the use and integration of these tools. Charities

such as Drake Music (Drake Music, 2023), OpenUp Music

(OpenUp Music, 2023), and Heart n Soul (Heart n Soul, 2023)

facilitate music-making through technology and inclusive practices

for disabled musicians, often supporting the development and

implementation of technology. One development that sprung from

OpenUp Music is the Clarion (OpenOrchestras, 2023) which is an

accessible music technology that can be integrated with eye gaze

systems (detecting users’ eye movements) or used on the iPad, PC,

or Mac. Clarion features the ability to create a GUI to suit the user

and customizable sounds that can be mapped in different ways to

allow expression. This type of customizable and scalable mapping

is a leap forward in moving from an instrument-first paradigm to

a human-first approach in which instruments are built around the

user, rather than the other way around.

2.5. Developing for and with disabled users

The toolkit was developed in line with the underlying principles

of the social model of disability. Oliver (1996) states that “the

individual (or medical) model locates the ‘problem’ of disability

with the individual” (ibid, p. 32), whereas the social model of

disability “does not deny the problem of disability but locates it

squarely with society” (ibid, p. 32). These principles highlight the

importance of asking people what they need and utilizing this to

develop design directions (Skuse and Knotts, 2020). Paramount is

ensuring what is centered is the perspectives of disabled people

and of those around them who know them very well (albeit

with an aside that there will always be issues with taking the

opinions of others in proxy of the users themselves) and conducting

“works that propose a position of pride against prejudice” (Ymous

et al., 2020, p. 10). At the forefront of this research was the

crucial aspect of making the research accessible to the participants

both in choosing methods of gaining data, and then feeding

that data back to participants in a way that suited them and

matched their needs. This is in alignment with established research

methodologies developed by Mack et al. (2022) in the field of

human-centered methods.

2.6. Constraints and expression

When developing new technological tools for music-making,

particularly alternate controllers, there is a decoupling of the sound

production from the sound generation mechanism. This bond is

found in traditional instruments where the acoustic properties

of the instrument are in direct relationship with the physical

construction of the instrument. This decoupling needs careful

reconstruction to ensure that users can interact with the tool,

the output is engaging, and it is suitable and understood by the

user. As Bott (2010) identifies, distinguishing between access needs

and learning needs is key to determining musical possibilities

with an individual. These can often be interrelated, but making a

distinction can start to cut through what might otherwise seem

to be impenetrable complexities (ibid) when designing tools to

suit individual users. Instruments and tools can be constrained

by design to suit the needs of the user. The unique qualities of

technology can provide opportunities to configure systems to users

and constraints can be put in place to scaffold this. Sounds can be

designed that are motivating to the user and mechanisms to play

these can be constructed to suit the particular interaction paradigm

of the user—for example, small gestures can be translated into

vastly amplified sound or equally large gestures can be mapped to

nuanced control of sound.

The issue of expression and constraints in the creation of

DMIs has been explored in broader discourse such as the study by

Jordà (2004) who discusses balancing relationships of “challenge,

frustration, and boredom” (ibid, p. 60) with stimulation and

placation. Balances must be struck between the learning curve,

how users can interact, and what the user can ask the instrument

to do. Technology use can range from using a single button to

trigger one set of notes to instruments that have a one-to-one

mapping of gesture to sonic output (such as the Theremin). There

can be benefits, limitations, and creative playing opportunities

within constrained interactions (Gurevich et al., 2010). This can

be balanced against the time needed and learning curves faced,

as less constrained instruments can require hours of practice to

attain virtuosity (Glinsky, 2005). This can be a barrier that can

alienate some users, however, heavily constrained instruments may

quickly lead to mastery and boredom. The tools in this toolkit

explore the lines between what Jack et al. (2020) quoted from

Wessel and Wright (2002), the range of interaction through “low

entry fee to no ceiling on virtuosity” (Jack et al., 2020, p. 184).

Considering these elements can aid in pointing to “what might be

considered essential needs for different types of musicians” (Jordà,

2004. p. 60). It is recognized that whilst constrainingmusical output

may inspire creativity and remove frustrations by initially opening

accessibility—as seen in the study of Gurevich et al. (2010)—there

may be demotivation in the long run if the constraints hamper the

players’ ability to play the way they wish.

2.7. Third-wave human–computer
interaction

The toolkit is situated in third-wave human–computer

interaction (HCI) in which the focus on task-based efficiency of

information transfer and technology-centric operation of computer
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systems by humans is interchanged for a more socially situated and

embodied view of the user in a “turn to practice” (Tzankova and

Filimowicz, 2018). This practice paradigm looks at HCI through

a lens of real-life unfolding, processes situated in time and space,

and technology as one aspect of the situation (Kuutti and Bannon,

2014). Third-wave HCI engages users through “in the wild”

contexts (Bødker, 2006), with an emphasis on human meaning-

making, situated knowledge, and grappling with the full complexity

of the system (Harrison et al., 2007). This third wave “considers

the ‘messy’ context of socially situated and embodied action which

introduces humanistic and social science considerations into design

research” (Tzankova and Filimowicz, 2018, p. 3). The practice

paradigm features in-situ, extended activities involving people and

artifacts within their daily practices, within their organizational

routines, and with more developmental and phenomenological

orientations being used (Kuutti and Bannon, 2014). The research

described in this study saw both the development and practical

use of the tools embedded within the context of use to design

for and with central users and their facilitators through an action

research methodology. At the forefront were activities that held

meaning for the participants and these meaning-making activities

were conducted to inform the development of the toolkit whilst

incorporating their feedback through real-world usage scenarios.

2.8. Research through design

In carrying out this research with a user-centric position and

the aim of creating new designs with accessibility in mind, it

is relevant to acknowledge the relation of this study to other

fields in which similar questions have been asked. Research

through Design (RtD) is a field that aims to understand users’

perspectives, behaviors, and feedback. This is then used to inform

the design process and ensure that the final design solution meets

users’ needs, preferences, and expectations. The toolkit shares the

sentiment of being “an attempt to make the right thing: a product

that transforms the world from its current state to a preferred

state” (Zimmerman et al., 2007) which is underlined within the

methodology of RtD. This also aligns with the tenets of action

research (finding improved solutions in current situations). The

prototypes used design as a means of inquiry—as commonly seen

in RtD. Design practice was applied to situations with significant

theoretical and practical value to the users.

2.9. Technology prototypes as probes

In this project, prototypes were used as “technology probes”

(Hutchinson et al., 2003). Technology probes can be defined as

simple, adaptable, and flexible with three main goals:

• A social science goal of “collecting information about the

use and the users of the technology in a real-world setting”

(Hutchinson et al., 2003, p. 18).

• An engineering goal of field testing the technology (ibid).

• A design goal of inspiring users and designers to think of new

kinds of technology (ibid).

Technology probes can be presented in various fidelities from

low-fi physical hardware prototypes to rudimentary examples of

the system in use, or as fully functioning prototypes. These become

more refined as the research progresses and are informed by

interactions with stakeholders. These types of technology probes

have also been called “products” (Odom et al., 2016) in RtD, and

they can be used to support investigations into distinct kinds

of experiences, encounters, and relationships between humans

and interactive technology (ibid). Other researchers have designed

ADMIs using products (Jack et al., 2020) and outlined them as

having four key features. These features are that products should be

inquiry-driven and designed to “provoke users in their environment

to engage them in an enquiry” (ibid p. 2); have a complete finishwith

a focus not on what the design could become but what the artifact

is; be able to fit convincingly into the everyday scenario they are

designed to be used within; and be able to be used independently

of the researcher (ibid). Probes and products are useful when

considering the MAMI Tech Toolkit as the three technology probe

goals describe what the toolkit aimed to elicit throughout the

research journey, whilst the four key features of products embody

how it was ultimately designed for the final iteration.

3. Methods

3.1. Research sites and stakeholder
involvement

The toolkit was developed over 5 years with four research sites

(three special educational needs schools and 1 day center for adults

with disabilities) as part of an engineering doctorate undertaken by

the author. As part of this doctorate, the main school (school A in

Table 1) was the industrial sponsor of the research. An industrial

mentor (the creative technologist at school A) was assigned to

mentor the researcher in the development of the project. A team

of stakeholders (Table 1) whose practice is directly related to the

research was also used to assist with the research. Outlined are the

roles of the stakeholders, the research site that they worked within,

and the activities that they were involved in as part of the research.

Eleven practitioners (industrial mentor, class teacher/head of

music, assistant head teacher, digital media and sensory support

technician, music therapists, digital music technician, director of

music, musician, music technologist, and community musician)

and nine children and young people (CYP) participated in the

research as stakeholders. A limitation of this research is that the

specific needs and ages of all the CYP involved were not gathered

due to a combination of ethical, logistical, and time constraints.

The fieldwork involved consulting, observing, and engaging

with practitioners and CYP in their naturalistic environments.

Some practitioners already used music technology within their

practice. This allowed us to conduct case studies to inform

the creation of technical specifications. Some practitioners did

not use technology, in these cases, insight was gained into the

role technology might be able to play in enabling active music-

making. These cases were also helpful for considering how

to integrate technology with more traditional approaches, and

how traditional acoustic and digital musical instruments could

be combined. Direct requests from stakeholders were gathered
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TABLE 1 Stakeholders, sites, and involvement.

Representational stakeholders Code Research site Research activity Action research cycle

Industrial mentor IM School A Meetings/group meeting/sessions 1, 2, 3

Class teacher/head of music CT School A Group meetings/sessions 1, 2

Assistant head teacher AHT School A Group meetings 1, 2

Digital media and sensory support technician DMSST School A Group meetings 1

Music therapist MTA School A Group meetings 1, 2, 3

Digital music technician DMTB School B Meetings 2, 3

Director of music DoMB School B Meetings 3

Musician MC School C Meetings/session observations 3

Music technologist MTC School C Meetings/one-to-one sessions 3

Music therapist MTDC Day center Meetings/session observations 3

Community musician CMDC Day center Meetings/session observations 3

Seven children and young people n/a School A Group sessions using commercial technology 1

Child one CO School A Using bespoke technology within a group session 3

Child two CT School A Using bespoke technology within a group sessions 3

including specific desires for features and functionality, alongside

explorations into issues of form, function, and context of use.

From this, a set of design considerations were developed (Ward

et al., 2017). Prototypes of the tools were presented to stakeholders

throughout—most regularly to the industrial mentor (a person

appointed by the industrial sponsor school as a lead stakeholder).

These prototype tools were used as probes to iteratively provide

physical manifestations of the stakeholder’s requirements and were

used to both gain their feedback and engage them to think of

the next design steps to refine designs further or add features

or functionality.

3.2. Action research

Action research (AR) was the methodology used to conduct

the research. AR seeks to bring together action and reflection,

theory, and practice, in a participatory process concerned with

developing practical solutions to pressing concerns for individuals

and communities (Reason and Bradbury, 2008). The focus of

AR is to create a democratic atmosphere whereby people work

together to address key problems in their community to develop

knowledge embedded in practical activities for human flourishing

(ibid). In the case of this research, the pursuit was providing

access to music-making through the mobilization of the expertise

of the stakeholders. This informed the final designed outcome and

situated the tools within their context of use. The use of AR allowed

practitioners to be added into the research as stakeholders as their

expertise was needed and the flow of the design process to follow

organically the needs of those at the center of the research.

This “orientation to inquiry” (Reason and Bradbury, 2008,

p.1) involved working closely in collaboration with stakeholders

through phases of planning, action, and reflection. These three

phases form the cycles of AR with the outcome of each cycle

informing the activities of the next cycle. The first cycle aimed to

conduct a situation analysis. In the planning phase, the stakeholders

work with the researcher to put a plan of action together. In

the action phase, the research activity is conducted, stakeholders

are interviewed, and the data are summarized and analyzed.

In the reflection stage, “researchers and practitioners reflect on,

and articulate lessons learned and identify opportunities for

improvement for subsequent research cycles” (Deluca et al., 2008,

p. 54). Reflection on both techniques and methods used occurs to

allow contributions to knowledge to begin to form. The first cycle

of AR then feeds into the next cycle’s planning stage. These basic

steps are then germane to further cycles. Although this research is

separated into distinct cycles, there was substantial overlap between

cycles with an element of feedback and feedforward that informed

the iterative development of the tools—as reflected in the red

arrows (Figure 1).

3.3. Data collection

The research approach used throughout the data collection is

an example of “starting where you are” (Lofland and Lofland, 1994;

Robson, 2002, p. 49), in that it began through personal interest

and with several connections to stakeholders already in place. The

research endeavored to meet people where they were, following

stakeholders’ leads where possible. The use of this method connects

with the underpinning research methodology of action research—

a methodology focused on creating solutions to problems that are

pertinent to the lives of stakeholders within the research, using

cycles of action and reflection to develop practical knowing (Reason

and Bradbury, 2008)—see Section 3.2 for more details. This meant

both physically going to their sites of practice and interacting

and elucidating information through naturalistic methods such as

observation of practice, and relaxed and open discussion about

their practice. The aims and research agenda also remained open
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FIGURE 1

Four completed cycles of action research (adapted from Piggot-Irvine, 2006).

to follow the needs of the stakeholders and to be able to focus on

what they considered important.

The data collection methods used for this research were

an amalgamation of both Creswell (2014) and Yins (2018)

categories of evidence sources. Yins (2018, p. 114) sources used

within this research were documentation (emails, agendas, key

points synthesized, and observational notes from stakeholder

interactions), interviews (face-to-face one-to-one in person,

telephone conversations, emails, video calls, and focus groups),

direct observations (in the sessions using technology, observation

of practitioners usingmusic therapy in their sessions, and observing

CYP in music therapy), and physical artifacts (technology probes)

(Hutchinson et al., 2003). Creswell’s (2014) table of qualitative

data collection types further illustrates sources of data collection

including self-reflective documentation (self-memos on tech

developments, on research and analysis, and recording of events),

technical documentation (journaling technical development using

e-notebook and GitHub), and audio-visual material (videos in

sessions, photographs, and audio recordings).

In total, six sessions of CYP using off-the-shelf music

technology were conducted throughout the four cycles of action

research. These were group sessions with seven CYPs in two

separate age groups—primary aged 5–11 years and secondary aged

11–16 years. Also conducted were three focus group meetings

with a consistent group of practitioner stakeholders; 29 meetings

with the industrial mentor; around eight separate meetings with

individual practitioners; three observations of practitioners using

music therapy in a live session; and 19 music therapy sessions

incorporating elements of the toolkit with two consistent CYP.

All sessions were planned with the relevant stakeholders.

Observational field notes were taken by the author and then

analyzed. These key points were then provided as feedback to

stakeholders covering issues and successes and developing a plan

for the next iteration. For observing practitioners running their
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sessions, field notes were taken by the author and then analyzed

to provide data on how to develop technology, how technology was

being used, or how it could be integrated. Interviews/meetings were

conducted face-to-face on a one-to-one basis, over the telephone,

via email, and with focus groups. Focus groups were used initially

to allow the opening of communicative spaces (Bevan, 2013) for

the interdisciplinary stakeholders, and to facilitate open discussion

around what had been done previously in the setting, what was

being done, and what could be done next. The meetings were

recorded and transcribed before analysis.

A literature review was also conducted and updated throughout

the research to identify design considerations/requirements for the

toolkit. Searches of Google Scholar, Google, and The Bournemouth

University Library Catalog were used with the following keywords:

music technology for music therapy, new interfaces for musical

expression, music technology and special education needs, music

technology SEN, and music technology complex needs. The

Nordoff Robbins Evidence Bank (2014) (specifically account no. 16)

and Research and Resources for Music Therapy 2016 (Cripps et al.,

2016) were also consulted. The selection of articles expanded as

the literature was reviewed. Articles were scanned for significance

pertaining to the use of technology (both novel or off-the-shelf)

with users with complex needs for active music-making or sonic

exploration, or that they featured details of such technologies

in use, or that they explored issues around and/or reviewed

music technology in use. Some gray literature was also consulted

(O’Malley and Stanton Fraser, 2004; Department for Education,

2011; Farrimond et al., 2011; Ofsted, 2012) as this provided a

different perspective on technology usage in practice.

3.4. Data analysis

Thematic analysis was used to analyse the data gathered

throughout the research using a process as described by Saunders

et al. (2015, p. 580). This was done solely by the author. Data were

coded manually on an activity-by-activity basis, with codes being

grouped into themes. This was done after each activity to inform

the technical development of the toolkit and then these themes

were further analyzed more in-depth for the doctoral thesis. Both

inductive and deductive methods were used during coding using

a data-driven approach. Codes were assigned by the author based

on describing the unit of data, and themes were then grouped by

describing the overall subject of the individual codes to allow the

data to be presented to stakeholders as a report of key findings.

3.5. Action research cycles

Four cycles of action research were conducted within the

project span (see Figure 1).

3.5.1. Cycle one
The first cycle aimed to understand the current situation by

focusing on working with stakeholders to explore the current use of

technology and the issues surrounding this use. Existing technology

for active music-making was explored through the use of the

Orphion app (Trump, 2016) on an iPad connected to an amplifier

within the six sessions with CYP. The findings from these activities

were used to inform the developments within the cycle two.

3.5.2. Cycle two
The second cycle aimed to develop the first two tools in the

toolkit: filterBox and the squishyDrum. These were iteratively

prototyped with weekly input (nine meetings) from the industrial

mentor and prototypes were presented to some of the stakeholders

at two separate focus groups (2 months apart). Within this cycle, an

additional school (B) came on board as stakeholders.

3.5.3. Cycle three
Cycle three aimed to develop another bespoke tool—The

Noodler—in close collaboration with a music therapist at school

A. In this cycle, the research moved away from creating tools

that purely suited individual users into the direction of creating

technology that worked for practitioners as these practitioners

facilitate the use of technology within the setting. This allowed a

“zooming out” to occur to see the tool as embedded within a bigger

context, in recognition that music-making in the settings, and with

the users involved in this research, constituted the messy real-

world scenario described in the third-wave of HCI (Bødker, 2006).

This necessitated the inclusion of input from more stakeholders,

observing their practice closely, and integrating the tools into

practice to inform the final designs. Other practitioners were

consulted from a third site (School C) and a fourth research site

(day center). Meetings with stakeholders from School B occurred

and sessions were observed with each of the music therapists,

community musicians, and musicians from all of the research sites.

These activities were conducted to determine what a usual session

might entail and where technology might be able to be deployed,

or how it was being integrated if it was being used. Sessions were

held with two children at school A spanning around 6 months of

weekly sessions (in term times) using the Noodler—to aid in the

development of the software and mappings for that specific tool,

which could be classed as the most evolved design because of this

extended contextualized use. Meetings were conducted with the

industrial mentor to discuss the developing tools.

3.5.4. Cycle four
Cycle four aimed to finalize the prototypes of the tools in

the toolkit alongside the software elements needed to create a

stand-alone kit. This cycle featured analysis and integration of

emergent concepts from preceding AR cycles into the finalized

toolkit. A fourth bespoke tool (the touchBox) was developed during

this cycle as a stand-alone tool that did not require a computer

connection and had onboard sound production. Further to this was

the development of the tools into a cohesive toolkit. Software to

accompany the filterBox, squishyDrum, and Noodler was finalized,

alongside an overall software application from which to launch

the individual pieces of software. Resources for use were also

developed—such as a quick start guide and user manual—and iPad

connectivity was integrated.
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FIGURE 2

Tools in the MAMI tech toolkit. (Top left) filterBox, (Top right) squishyDrum, (Bottom left) Noodler, (Bottom right) touchBox.

4. Results

4.1. Technical design

Three of the tools feature a software component thus requiring

a computer for processing and sound production, and one tool

is stand-alone with an integrated microprocessor, screen, and

speaker. Three of the tools in the toolkit (filterBox, squishyDrum,

and the Noodler) consist of hardware and software elements as they

connect wirelessly (using nRF24L01radio connected to Arduino

microprocessor boards as transmitters and receivers). One tool

(Touchbox) featured a Teensy 3.2 microcontroller with an audio

adaptor. Max/MSP (Cycling’74, 2023) was used to develop the

software for the system which was then turned into an application

that could run on a Mac/PC tested at technical specification levels

found on the school computers, and the ability to run directly from

USB stick to ensure installing would not be a barrier. The audio

featured synthesized sounds using Max/MSP via embedded virtual

studio technology (VST) plug-ins or Max/MSP’s synthesis engine,

sample triggering (short clips of sounds or music), or musical note

triggering via MIDI. The final toolkit featured an underpinning

software element developed by the industrial mentor that was

augmented and extended considerably to only work specifically

with the tools in the toolkit and formed the bedrock that the toolkit

software was built-on. A video demonstration of the toolkit in

action can be found here: https://youtu.be/HIce1nJX4Us.

4.2. Mapping strategies

Mapping strategies involved taking input(s) from the user’s

gestures as a starting point and processing and attaching this to

some sonic output. Two main mapping strategies were used to

design the user gesture-to-sound couplings within the tools in the

kit. Simple mapping strategies are exemplified as a one-to-one

gesture to sound (such as pressing a button to trigger a sample or

note) and complex mapping strategies are exemplified as many-

to-one. Complex many-to-one mappings can be considered by

analogy of the violin. To bow a note on the violin, the player

must control both the pressure and movement of the bow on the

string as well as place a finger on the fret to change the note

as needed, hence many inputs are needed to achieve one output.

The different tools in the toolkit used different mapping strategies

to allow for the continuum between instant access with strong

cause and effect—through the potential for virtuosic and heavily

nuanced control.

4.3. Features and accessibility of the toolkit

This section outlines the functionality and accessibility of each

element of the toolkit as well as the software developed. Some

design decisions were aimed at creating a more user-friendly

device—such as all tools in the toolkit using commonly found

batteries (9v and AA) housed in easy-to-open compartments. All

the tools feature mounting fixtures and can be affixed to clamps

or stands to enable users to control them without having to

hold them—and to achieve the best positioning for the user. The

designs produced were considered to reflect a combination of the

author’s and stakeholder’s decisions about effective ways to address

the opportunities and challenges presented by these situations.

By reflecting on the outcomes of this process, various topical,

procedural, pragmatic, and conceptual insights had the potential

to be identified and articulated (Gaver, 2012). The products of this
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TABLE 2 filterBox features and design requirements.

filterBox features Design requirements
identified through
literature search and
activities with stakeholders

• Hinged lid

• On-board force sensitive resistor

(FSR)

• 2 buttons

• Light dependent resistor (LDR)

• Built in 9V battery compartment

• Separate USB receiver (wireless

connection)

• Accompanying software

• Tangible hand-held tool

• Enabling interaction styles akin

to those used with traditional

instruments

• Potential to explore sound using fine-

motor control

• Direct translation of gesture into

sound (i.e., squeeze harder to make

louder)

• Ability to move up and down

common scales

• High-fidelity and motivating sounds

process were the tools developed as artifacts through various stages

of prototyping.

4.4. filterBox

The filterBox (Figure 2 top left) is an acrylic lacquered high-

gloss finish on laminated softwood with acrylic facia plates and

integrated high-quality sensors. Table 2 shows the features and

design requirements of the filterBox. The use of these materials

and finish suggests a quality and robustness invoking a familiarity

analogous to acoustic instruments. The final look of the tool aimed

to give the look, smell, feel, and overall sense akin to traditional

acoustic instruments.

4.4.1. Features and accessibility
The filterBox was created to be hand-held in either hand. The

idea was to offer the chance to practice fine motor control, manual

dexterity, and coordination with complex mappings being used.

Two buttons on the hardware control the notes, which can be

moved up with one button and down with the other, through the

selected scale. A force-sensitive resistor (FSR) situated around the

middle of the tool detects pressure and controls the volume of the

notes (off when no pressure is applied), and the light-dependent

resistor (LDR) detects light and controls a filter on the notes. The

buttons are positioned in a way that allows for accessibility of

pressing but mitigates some elements of accidental presses by only

being activated along one axis—i.e., a user must push down on

the center and cannot push into the side to activate a sound. This

enables the user to move around in a guided access way to find the

direct spot for activation with space between the two buttons so that

when one is being activated the other is less likely to be accidentally

pressed. The proximity of them enables one finger/body part to be

used to move between the two. The lid can be opened either by

using a body part to lift it or by tipping the device upside down.

Provided a user could grip the device and move it in the air, then

the lid could be opened to trigger the LDR, but similarly fine motor

skills could be practiced in opening and closing the lid. The filter-

box could be clamped around the center to facilitate pressing the

buttons alone to trigger notes and moving the lid to modulate the

sound. The LDR activated by the lid could also be activated by

covering it with the body or othermaterials, enabling users to utilize

themselves or objects they may already interact with to control

the sound.

As the complex mapping included control data from the FSR,

LDR, and the buttons all working simultaneously, there is the

opportunity for different elements to be controlled by different

users as a multiplayer instrument. The smooth action hinge in

the style of those used on a piano key cover can be opened and

closed to increase/decrease the light to the LDR altering a filter on

the sound. Using a commonly used interaction (the opening of a

hinge), the lid mechanism aimed to provide a resistive mechanism

for the user to work against to explore the sonic properties of the

filterBox. The changing filter cutoff provided a familiar connection

between the energy input via movement to match the sonic output.

Expectation was used when designing some mappings—such as

the idea of what a sound being put in a box would sound like to

design the filter as the lid was closed. The hinged lid mechanism

provided interaction opportunities that were analogous to those

found in both traditional instruments—such as playing a trumpet

with a mute—or in more contemporary music practices—such as

scratching like a DJ. The position of the lid can be used to interpret

how much light is being let in both by sight and by feel. There was

an element of harnessing interactions that would be encountered

in the everyday of the participants—such as opening a box and

peeking in.

Many-to-one complex mappings are employed as a strategy

to access the tool. Instant access and initial ease of use were

balanced with the chance to achieve a nuanced and sophisticated

control of sound and more technical exploration over time. The

sounds were constrained to selectable scales to facilitate in-tune

playing with other tools in the kit or other players. Complex

physical manipulation could be navigated as the potential of the

tool was explored by the user—for example, pressing the button

to trigger an ascending note whilst undulated force on the FSR

and simultaneously opening and closing the lid heralded different

results to rapidly pressing the buttons whilst holding pressure on

the FSR. The mobility of the tool allowed it to be used within the

existing ecosystem of the user via their lap if in a wheelchair or on a

table in front of them, and to be easily passed around without wires

getting in the way or becoming a hazard or a point of distraction.

4.4.2. Software
Some software functions feature in the GUI of all three

computer-connected tools. These functions are as follows:

• Sound off/on button.

• Volume control.

• Ability to switch output from stereo to left or right speakers

(to enable two tools to be connected to one computer and both

speakers to be used as independent sound sources).

• Access to the computers’ audio system (to be able to select the

audio output/input device).

The software GUI (Figure 3) can be used to change the VST

to find a compelling sound for the user and the scale (and
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FIGURE 3

filterBox graphical user interface.

tonic note) can be selected to constrain the sounds. The filterBox

software can be controlled via the Mira app on an iPad to foster

accessibility by allowing settings to be adjusted to suit the user and

by giving the option to interact with the iPad screen to change

settings (and/or with the computer mouse)—depending on the

needs of the users. The set-up of the software forms a series of

constraints that the user must navigate to explore the sound gamut

available (Magnusson, 2010; Wright and Dooley, 2019) providing

opportunities to select a range of VST instruments and access

each GUI—opening opportunities for endless augmentation of the

sound to suit the user. This mechanism allows the user to delve into

augmenting the sound whilst providing easily selectable presets.

Several VST instruments were selectable (and settings within them

accessible) to give the user access to a choice of high-fidelity sounds

that were motivational to use and highly customizable. By revealing

hierarchical levels of control of the settings as needed/wanted by

the user, there was an attempt to enable and support the users

without overwhelming them. There are visual elements on the

GUI that show the real-time interaction with the buttons, force-

sensitive resistor strip, and light sensor, as well as the levels of the

sound and the master volume level. The GUI can be used with

an interactive whiteboard allowing users to touch the screen to

adjust levels.

4.5. squishyDrum

The squishyDrum (Figure 2 top right) is a round tool of

150mm diameter which can be held in the hands or placed on the

TABLE 3 squishyDrum features and design requirements.

squishyDrum features Design requirements
identified through
literature search and
activities with stakeholders

• 3 force sensitive resistors (FSR)

• 2 piezo discs

• Built-in 9V battery compartment

• Separate USB receiver

• Accompanying software

• Wireless tool that could be hand-held

or placed on a lap or surface

• Move away from fine motor control

• Malleable surface to which bodily

pressure could be applied

• Ability to hit like a drum

• Ability to record own samples and

play back

lap or surface and uses the same materials as the filterBox. Table 3

shows the features and design requirements of the squishyDrum.

On the top, there is a 3-mm thick silicon skin. The materials used

evoke a sense of robustness and similarity to an acoustic drum.

4.5.1. Features and accessibility
The squishyDrum has a wireless connection so it can be moved

around easily and placed in a position suitable to the user. The

main interaction mode for the squishyDrum is applying pressure

on the silicon surface under which there are three FSRs. The

sensors under the surface provide accessibility—with very small

amounts of pressure effectively magnifying the user’s gestures

into amplified sonic outputs. Two piezo discs send out a signal

when tapped to allow for tapping on the drum or hitting with

a stick. The squishyDrum could be leaned on to trigger sound

Frontiers inComputer Science 10 frontiersin.org98

https://doi.org/10.3389/fcomp.2023.1113078
https://www.frontiersin.org/journals/computer-science
https://www.frontiersin.org


Ward 10.3389/fcomp.2023.1113078

FIGURE 4

squishyShaker graphical user interface.

FIGURE 5

Simple sample graphical user interface.

or pushed on to any body part or object. After many requests

by stakeholders, a rudimentary microphone recording capability

was added to this tool. The recording was achieved by using

the squishyDrum software GUI and the microphone connected

to the computer with playback being triggered via the FSRs

on the tool. The ability to record and add folders of sounds
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enables users (and those that know them best) to have ownership

and tailorability of the output. Stickers were added to denote

where the FSRs were located so that users would know where to

put pressure.

4.5.2. Software
There are two software elements for the squishyDrum. The first,

squishyShaker (Figure 4), allows for physical modeling synthesis

to be triggered and modulated. Pressing the FSRs will determine

the amplitude of the sound and the number of “objects” (coins,

screws, and shells) in the digital shaker. The amount of effort

exerted on the surface directly correlates to the intensity of the

sound with the added element of having to press two of the

force-sensitive resistors in tandem to trigger the sound. This was

designed to encourage exploration of the surface to discover and

coax out the sound. The user can hold the sound for as long

as the surface is depressed, something that is almost exclusive of

digital musical instruments (other than drone instruments). This

self-sustain has the potential to enable the user to engage on a

deep level by providing time to process the sound and to make

the decision to stop. Also selectable is the pitch of the sound.

The second software, named Simple Sample (Figure 5), allows for

three samples to be triggered by pressing each of the three FSRs,

or by pressing the on-screen button via the computer or the

iPad (which can be used to remotely control the software). The

ability to trigger via the iPad and the FSRs was to allow two

users the opportunity to play together. One user could mirror the

action of another user and vice-versa—in a call-and-response style

interaction. The ability to record from a microphone was added

to respond to stakeholder requests to magnify the users’ voices,

enabling them to hear themselves, as well as giving some ownership,

involvement, and autonomy in the creation of triggered content.

The gain of the recording microphone can be changed, as well as

the playback volume of the recorded and in-built samples. The user

can trigger both in-built samples and their stored recordings at

the same time and mix the levels of these independently. Sample

folders can be dragged and dropped (using either a single folder

or a folder of folders—and folder hierarchy will be maintained).

Folders can also be loaded by clicking to open a pop-up dialog

box on the computer. A setting was added to the software GUI to

allow switching between a triggered sample playing to the end or

retriggering upon repressing the pressure pad—to allow for sonic

layering to be achieved.

4.6. The Noodler

The Noodler (Figure 2 bottom left) is a wireless tool

based around the Nintendo Wii chuck controller which

has a built-in accelerometer to detect movement across

the x, y, and z axes, an x/y axis joystick, and two buttons.

The Wii chuck has an ergonomically designed form factor

(albeit aimed at a user with typically developed hands),

with smooth rounded edges and high production-level

quality. Table 4 shows the features and design requirements

of the Noodler.

TABLE 4 The Noodler features and design requirements.

The Noodler features Design requirements
identified through
literature search and
activities with stakeholders

• Removable Wiichuck controller

• On-board accelerometer

• x/y joystick

• 2 buttons

• Built-in 9V battery compartment

• Separate USB receiver

• Accompanying software

• Tangible hand-held wireless multi-

modal device

• Customisable ability to trigger sounds

“Drawable” trigger zone templates to

allow individual user mappings of

gesture to sound

• Ability to add user media to create

motivating interaction

• Provision of commonly used

presets in the form of a variety of

instruments/scales/sound effects to

allow instant access

• Use of familiar input devices (joystick

and buttons)

4.6.1. Features and accessibility
For this research project, the Wii chuck was made detachable

from the transmitter unit to be able to allowing users to keep

their own Wii chuck or replace it should it cease functioning. The

compact form factor of the Noodler meant that it was lightweight to

move around and was accessible to a person with muscle weakness

or weakened stamina, with the heavier part of the tool (transmitter

containing batteries) on the end of a 50-cm cable which could be

stowed either in a belt or on a chair nearby. The Noodler is a

recognizable tool both in being a joystick and a controller for the

popular computer console theWii, which builds on commonly used

interaction (that of controlling things with a joystick or pushing

a button). The Noodler provides access to triggering notes and

samples through its joystick movement and buttons. The joystick

and buttons could be accessed with the thumb and fingers but also

by holding the Noodler and pushing either input onto a surface to

trigger sounds. This enabled it to be used against different body

parts/against tables to activate the sonic output. The Noodler was

able to be physically manipulated and moved into comfortable

positions by the users to gain access to the modes of interaction

available (one participant used their lip to control the joystick). The

ability to change both sonic content and triggering gestures meant

the tool could be tailored to the individual. By allowing the user

to select from samples provided or the ability to add their own,

they could appropriate the system to suit their tastes to motivate

engaged use.

4.6.2. Software
There are two modes that the Noodler software (Figure 6) can

facilitate: MIDI note triggering or sample triggering. When MIDI

note triggering is selected, a MIDI instrument can be selected

(from 128 choices) as the octave (−2 octaves to +4 octaves) or

MIDI drums. When sample triggering is selected, a range of preset

samples can be triggered featuring commonly requested sound

effects or songs, or the user could upload their own samples. The

user folders can be loaded via a drag-and-drop mechanism or

pop-up dialog box. Samples triggered by the buttons can also be

selected. One of the key accessibility features of The Noodler is
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FIGURE 6

Noodler graphical user interface.

the ability to draw triggerable zones on the GUI that are activated

by the motion of the Noodler joystick. The familiar mechanism of

drawing (with the mouse) can be used to create these zones within

the GUI. The triggerable area (shown below the title “joystick

input” in Figure 6) is virtually mapped to the gestural dimension

space that the joystick can move around. Different color pens

(up to 16 colors) can be used to color areas of the triggerable

zone—the patterns of which can be saved and reloaded. Each

color can then be mapped to trigger a MIDI note or sample

with areas left black as rest zones. This allows the joystick to

effectively become scalable in sensitivity facilitating use for both

fine and gross motor control depending on the trigger pattern

drawn (Figure 7 shows four presets that come pre-loaded). These

customisable trigger zone templates allow individual usermappings

of gesture to sound as the user moves the joystick in a way

comfortable to them, and the trigger zones can then be drawn to

suit. A dot moving around the square in the GUI is provided as

an on-screen visual representation of the position of the Noodler

within the trigger zone—to give users some visual feedback on

the effect of their actions and to establish cause and effect by

ensuring explicit visual mapping between sites of interaction and

sonic generation.

Several presets were included within the software—featuring

varying amounts of colors and zones. All the software loads up with

mappings enabled so that sound can be interacted with straight

away. This tailors to a specific request from stakeholders to include

presets and set-ups that open with instant sonic output upon

loading the software. When MIDI note triggering is selected, there

is the ability to select whether the note stays on whilst the target dot

stays within a trigger zone or whether the triggered note has a set

duration—which can also be modified. There is a pan dial to allow

the MIDI output to be panned to the left or right.

The Noodler sacrificed complex mappings (although it has the

data streams to be able to design this in the future) to become

a sample/note-triggering tool—a request that came up through

working with stakeholders. These simple mappings can be layered

up to create a complex system such as the Simple Sample app in

which the triggered sample can be cut off when moving out of the

trigger zone or continue to play out depending on what the user

selects within the software.

Within the software, the state of the system can be seen from

a variety of GUI components with musically analogous elements

(e.g., keyboard slider and faders in Figure 6)—to provide a system

that made sense to the user. More time to iterate over the look of the
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software would have been helpful in creating an interface that better

matched the user’s needs. The current interface may alienate some

users—by being difficult to interpret (describing the functionality in

a simple manner without using jargon whilst retaining an accurate

description of said functionality is a challenge) and by having

inaccessible usability qualities (icons that are too small, no text-to-

speech, or use of icons to assist visually impaired users or those

cannot read), both of which could form barriers to some users.

The addition of iPad integration via the Mira app was used to help

alleviate this in some areas.

4.7. touchBox

The touchBox (Figure 2 bottom right) is a stand-alone box with

eight jack sockets for detachable capacitive touch 50mm × 50mm

copper pads (each pad with 3mm jack tipped 1m retractable

cables), two dials, five buttons, built-in LCD, internal speaker,

headphone and ¼ inch jack socket for output, and toggle switch for

toggling between internal speaker and ¼ in output. Table 5 shows

the features and design requirements of the touchBox.

4.7.1. Features and accessibility
This self-contained unit had the aim of being able to turn

on itself and play without involving an external computer and

to open accessibility to the controls of the device to users by

using tangible controls. These controls provide a means to grasp

against. Materially, it matches the design aesthetic of the filterBox,

squishyDrum, and Noodler. The pads are of hand-held size and

can be held, placed on a surface, or mounted, meaning they can

be positioned to suit the user. Up to eight pads can be used at one

time. The pads require a light touch on a copper conductive plate to

trigger and stay activated until the touch is removed. This provides

accessibility for those who can only apply very small amounts of

pressure (or even just place their body part down on the plate) and

gives control beyond that of triggering sound to choosing when

the sound stops. This gives the users a chance to rest and take in

the sound, giving sometimes vital processing time needed to truly

realize cause and effect. The movability of the pads gives users some

autonomy in the set-up of their own instrument—as appropriation

is common in other musical instruments where each player has

their own unique set-up. The touchBox is polyphonic meaning that

more than one note can be played concurrently.

The main unit has buttons to control: the timbre of the sound,

the octave of the notes (one button to move up and one button

to move down), the scale, and the tonic note of the scale (cycling

around the setting as pushed). Two dials on the main unit control,

the volume and note, decay (allowing for short staccato notes or

long legato notes). Each button and knob on the main unit have a

different style of casing for the different controls that are offered

and are also in different colors. These design decisions provide

the ability for the user to develop a relationship with the tool by

touch alone and for visually impaired users to be able to distinguish

between controls. The retractable cords enable ease of putting away

the tool, and whilst this may seem like an innocuous feature, it can

be argued that these features add to the overall usage experience of

FIGURE 7

Noodler trigger pattern presets.

TABLE 5 touchBox features and design requirements.

touchBox features Design requirements
identified through
literature search and
activities with stakeholders

• Stand-alone box with 8 jack

sockets

• 8 capacitive touch copper pads

(each with 3mm jack tipped 1m

retractable cables)

• 2 dials

• 5 buttons

• Built-in LCD display

• Internal speaker, headphone and

¼ in jack socket for output,

toggle switch (between internal

speaker and ¼ in output)

• 2xAA battery compartment

• Self-contained unit with on-board

speaker

• Turn on and play

• Light touch to activate

• Polyphonic

• Headphone socket

• Screen display

• Operate by touch alone

• triGger notes with selectable

waveform, scale, tonic note, octave

select, volume, note decay length

the tool. The way the instrument is stored and retrieved, connected,

and set-up contributes to this practical use. This begins with the

decision to use the tool and ends when it is returned to storage

as one of the biggest stakeholder issues was getting the technology

set-up and having all the accouterments to achieve successful use.

4.8. The MAMI tech toolkit features and
accessibility

Table 6 shows the features and design requirements of the

whole kit. The tangibility of the tools “takes advantage of embracing

the richness of human senses developed through a lifetime of

interaction with the physical world” (Ishii and Ullmer, 1997, p. 7)

to provide rich multisensory experiences and an interface to grasp

against. The final tool construction infers quality (see Figure 8). The

tangibility of the tools also provides a mechanism for the users to

experience their bodies. An analogous concept might be to think of
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TABLE 6 MAMI tech toolkit features and design requirements.

MAMI Tech Toolkit
features

Design requirements
identified through
literature search and
activities with stakeholders

• filterBox

• squishyDrum

• The Noodler

• touchBox

• USB cables and receivers

• Aluminum flight case

• Software on USB stick

• Instruction manual

• Quick start guide

• Laminated kit contents tick sheet

• Easy-to-set up

• Wireless

• Used by a variety of users

• Move toward alleviating a fear of use

• Separation of controls from interface

• Ability to control settings whilst away

from the computer

• Cohesive kit with tools that could be

used together or individually

• Focus on quality of materiality that

can sit alongside traditional musical

instruments such as the acoustic

guitar

• Ability to attach to

stands/clamps/arms

• Presets that featured commonly used

scales/notes/instruments

• Following an open-source philosophy

• Use easy-to-access and affordable

components

• Move away from screen-based

interaction toward tangible user

interfaces

• Kit that can stay within research sites

after the research is over

• Kit that is sensitive to typical practice-

based use in context of the research

sites

• Visual feedback on the system state

such as indicator lights

weighted blankets that are used to provide the sensation of being

embraced to alleviate anxiety or stress. The use of the weighted

blanket can be seen to provide an edge and a stopping point against

which a person can delineate their own edges in a proprioceptive

manner. In the same way, the tools in the toolkit provide a means

for the user to experience both their gestures as co-constituted with

the tools, providing an opportunity to explore their own body. By

extension of this mechanism, the sound can also provide an “edge”

against which to interact and explore the sound/body relationship.

The ability to split the different tools in the toolkit up (each

tool had its own receiver) facilitates the tools being able to be taken

home by the user and practiced with for the chance to develop a

relationship with the tool. The tools can be used alongside each

other with a similar range of presets. Presets that are featured within

the toolkits are commonly used scales/notes/instruments to allow

for ease of integration with acoustic instruments and to allow for

use with the existing canon of repertoire that was commonly used

by the stakeholders. These can be selected and made to be cohesive

with each other or to fill different ranges of frequencies, timbres,

feelings, and movements, much like an orchestra or an ensemble

would be constructed to work together filling the sonic space.

The three tools that connect to the computer can be controlled

either via a computer or via the iPad. The Mira app allowed

mirroring of the GUI from theMax/MSP software on the computer

to the iPad, which in turnmeans the iPad can be used as a controller

for the settings. TheMira app (£9.99 at the time of writing)manages

the connection between the iPad and Max/MSP software allowing

settings to be controlled away from the computer, thus removing

the need to touch the computer during the interaction. This can be

useful for some users who might find the computer a distraction

and removes the need for the users to physically sit at a computer

which could become a barrier to interaction. An iPad is also a much

more familiar and enticing control unit with direct access to enable

quick changes of the set-up or modification of the controls—some

elements of the sound can be triggered by the iPad also to allow the

iPad user and the tool user the potential to interact with each other.

The state of the system can be understood via visual elements

that represent its states—for example, LEDs were used in the

receivers to indicate that the units were active. The toolkits are

contained in a metal flight case with all the components needed

(minus the computer). The choice of a sturdy metal box is

both analogous to transporting important artifacts and provides a

practical storage solution for tools that are robust. The aim was to

consider how the toolkit would fit into practice and have an overall

sense of cohesion, as well as a feeling “ownable” by being portable.

The hard flight case also considers the ritual of use that runs from

deciding to use, using and placing it back in storage. Moreover, in

a school setting, any help to mitigate parts going missing is usually

welcome (hence the addition of the laminated list of contents with

pictures to help users locate and replace items).

The toolkit software was also provided on a USB stick (as

well as being downloadable via GitHub) to ease distribution and

use in practice. Whilst these details may not involve the direct

use of the tools in active music-making, they mediate the use of

the tool. By providing tools that holistically consider their whole

context of use, tools may integrate more easily into the context

within which they are used. They have an authenticity that is

considerate of the practice that they are part of. In this way, the tools

enmesh with the practice within which they sit. The toolkit was

created with an open-source philosophy and as such the internal

diagrams of components, bill of materials, construction/code, and

Max/MSP patches (the code created inMax/MSP) were made freely

available on the GitHub link (see the Data availability statement

section below) with a focus on using easy-to-access and affordable

components throughout.

5. Discussion

5.1. Material qualities and cause and e�ect

Both the construction of the tool in terms of the aesthetical

look and feel and the type of sonic content used (high-end

synthesis or high-quality samples) received positive feedback from

the stakeholders. The fidelity of the sounds offered using synthesis

or VST instruments and the expressive potential that is built

into their programming were more successful in engaging the

stakeholders than when the tools triggered standard MIDI-based

instruments/sounds. Settings and options were given in a particular

order to scaffold the practitioners in their set-up and use of the

tools. This could have been further explored in terms of hierarchical

systems of access to settings as these could have been tailored

more specifically to users depending on their confidence in using

technology. By delivering the ability to change settings in a phased

way, overwhelm can potentially be minimized.
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FIGURE 8

MAMI tech toolkit complete in flight case.

Technology can be used to leverage interactions already

associated with acoustic instruments whilst providing the ability

to design interactions from the ground up to suit users. The

breaking down and reconstructing of instruments in this way

has a danger of confusing the user if cause and effect are not

made meaningful to them and can trigger “learned helplessness”

(Koegel and Mentis, 1985), when the user loses motivation and

no longer believes that they can achieve the outcome or have any

control if an interaction does not match their expectation or is not

fully made accessible to them. The problems of this decoupling

can be mitigated by clear signposting of how a system works

including demonstrating the features and functionality to allow

users to become comfortable; obeying commonly used interaction

mechanisms (pressing something harder makes it louder); and

creating robust systems with few technical issues—or at least

mechanisms in place to rapidly find solutions or workarounds to

problems to help users get things working again. The issue of this

successful reconstitution of sound to gesture is one that has been

discussed within the general realm of creating new interfaces for

musical expression (Calegario, 2018). Questions arose within the

research project giving appropriate feedback to ensure the user

knew what they were doing and how that changed the sound, and

ensuring cause and effect was meaningfully achieved. A successful

method was to allow users to get to know their sound before joining

group sessions—with the sound-producing mechanism (speaker or

amplifier) positioned as closely as possible to the user. If possible,

even placing the amplifier in contact with the user’s chair to provide

haptic feedback as well as auditory.

In the school setting, other people present such as carers and

teachers/teaching assistants were useful in supporting individuals.

They could facilitate the use of the tool, forge connections between

the tool and the sound, and reduce ambiguity between the gesture

and the sound. This ambiguity can be further widened by actions

such as constantly changing how the tool works, changing the scale

or instrument, or changing sounds. Sticking with a particular set-

up could be beneficial to gaining mastery over an instrument but

equally some users want to hear all the options they have before

settling on a particular favorite. Again, a balance must be struck.

5.2. Mappings and design constraints

The mappings used throughout this research were constrained

in terms of constraining notes to particular scales as a tool to aid in

achieving inclusivity by giving the users the chance to play without

feeling worried that they were going to play something wrong

(except for the Noodler in which users could select any note they

wanted to play). The use of these mechanisms provides suitable,

appropriate, and—even more key—acceptable scaffolding for user

interactions that strike that balance of difficulty and simplicity. The

two ends of the continuum must be balanced on a case-by-case

basis with one end leading to overwhelm and the other to boredom.
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The appropriate use of technology should aim to support access or

a cognitive need of the user and fit their desires. This is a bonus of

ADMIs in that they can be made to scale and tailor to individual

users—enabling (by the change of a dial) a range of notes to be

triggered by moving millimeters or meters.

There are many goals that the tools in the toolkit could support

from wellbeing to social inclusion to occupational therapy or

more obviously musical expression. It may be that virtuosity is

seen as the epitome of musical goals but what is suggested here

is that we consider virtuosity as a relationship between typical

and extraordinary for a particular individual. Pressing a switch to

trigger a sound might demonstrate a level of virtuosity for some. If

the goal is to play something in time (whether to a particular beat

per minute, to a desired rhythm, at a desired point by the user, or to

create a desired effect such as layering sounds, for example), then to

be able to push a button in time (for reasons as suggested above) is

considered a successful movement toward this goal. If the goal is to

decide when to respond and move toward an intentional response,

then the individual pressing the switch whenever the user wants

would be a successful movement toward this goal. If the desire is to

allow fine control over the pitch of a note, then pressing a button

to trigger a preset sound does not facilitate that type of outcome.

This should be considered when setting users up with technology

to support them.

The toolkit can facilitate both the triggering of single

events and continuous control of sound—thereby providing

a level of expression that matches the users’ needs. Within

the toolkit, there was a balance between providing a flexible,

understandable, easy-to-use, and customisable system without it

becoming overwhelming. Initially, the idea of the toolkit was to

be completely modular—in that different sensors could be selected

and then attached to different musical outputs—in a plug-and-

play manner. However, it was quickly evident that this kind of

development would be beyond the scope of the research resources.

There was a dichotomy between bespoke tailoring to one user or

modular flexibility that may be “good enough” for many users—

as such the final application was tailored to be easy-to-use and

featured functionality for use within a range of typical scenarios—

and use cases—that stakeholders requested or were observed

during practice. The stakeholders desired that tools be compatible

both with one another and current technologies andwork alongside

traditional instruments. This would be a future goal—even the

ability to use generic assistive technology style switches with the

toolkit would be beneficial.

5.3. The tools in use

The Noodler was the only tool that had extensive testing and

was used successfully in several group sessions alongside traditional

instruments, and with settings that matched the repertoire being

covered within these “in the wild” sessions. These songs were always

discussed in advance of sessions with the music therapist, but

the Noodler settings could be changed throughout the session to

match the song that was being used at that time. The Noodler

was attached to its own amplifier and positioned near the user—

who became more accustomed to its use over time. A particularly

successful example of this was when a well-known song (one

of the participants’ favorites) was cut into short (3–5 s samples)

that could be triggered by the Noodler. The user and the music

therapist engaged in some call and response interplay with the

music therapist playing the same section of the song on an acoustic

guitar—and the participant using the Noodler buttons to respond.

It was clear to those present that the value of these forms of

technology was made concrete in witnessing that interplay. The

participant was clearly empowered by using the technology, and

the playing field between practitioner and recipient was seemingly

leveled. Those present commented that it was the most engaged

and laughter-filled time they had witnessed from the user ever.

The music therapist also analyzed a video of a different participant

using the Noodler for a performance in front of an audience

and described how they thought the tool opened the user to

their surroundings and encouraged real-time engagement with the

music and the space.

5.4. Barriers and next steps

This research suggests that the barriers to technology use can

be placed into four categories: barriers to finding appropriate

technology, barriers to setting technology up, barriers to integrating

technology into practice, and barriers to using technology within

the session. The above categories also interlink depending on the

goals and needs of the practitioners and the individuals using

the technology. Each barrier could be considered to have its own

skill set and different training needs to overcome and each points

to potential gaps in provision and potential ways to break down

these barriers by providing technology that addresses them, or

supportive documentation to understand technology or examples

of integrated technology in practice. It is hoped that future work

with the toolkit will add to this discourse as this was limited in

this research. It is the opinion of the author that what is needed

in terms of the next level of technological advancements are easier-

to-use tools that account for heterogeneous users; tools that focus

on the context of use; development in the field of interaction with

tools for users with the most profound needs (especially in areas

of assessing their needs with regard to provision for music-making,

and assessing interaction with tools for music-making); and more

resources and examples of best practice for use of all of the above

that synergistically combines with as many existing resources as

possible—such as, for example, the Sounds of Intent framework

(Vogiatzoglou et al., 2011).

5.5. Limitations

There were many limitations to the toolkit, and much further

work could be conducted around it. The main limitations were

that there could have been further exploration of the sound world

that the elements of the toolkit connected to—the mappings could

have been richer. The GUI of the software could have been

further developed to be more accessible, and in general, the whole

toolkit could benefit from extensive testing in context. The organic

following of the needs of the stakeholders meant that the data were
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messy to pick apart as there were no driving research questions

and only tentative aims with stakeholders guiding how the research

should go. Sometimes data-informed discussion around contextual

issues of using music technology (in terms of making sure

individual needs were met by considering logistical matters such as

sound levels) highlighted a technical issue (showed something that

needed fixing) or informed future design (a feature to add). Data

could be all three at once and would triangulate to inform the three

perspectives. An example would be the piece of data that said “one

child found the sound level too loud”—this meant the requirements

in design needed to consider how to make the child comfortable, to

create a method to control sound, and to add the ability to access

that control quickly. The integrated sound (and haptic feedback)

would have been great additional improvements and fall into the

category of “future work.” Adding LEDs to show the state of the

system (for example, to show when the device was on, connected to

the receiver, sending data, and even utility lights such as when the

battery was low) could also have been further developed.

A limitation in the ethical consent process of the project

meant that video of interactions featuring CYP playing with

the MAMI Tech Toolkit could not be shared due to explicit

consent not being obtained for video footage. However, the author

would argue that it is of utmost importance to include the

voices of participants alongside those of proxy representatives and

practitioners, especially in the context of underrepresented voices.

6. Conclusion

In this study, a description of the development of the MAMI

Tech Toolkit was given. This covered the cycles of action research

used as part of the methodology to work with stakeholders and

draw out tacit knowledge. The knowledge and who contributed

was outlined, and how this was used to shape the direction and

goals of the research and the design of the tools was discussed.

Third-wave HCI methods were used to link the embedded

exploration of people using technology “in the wild” and how

this has shaped the technology developed throughout the action

research methodology. The “technology prototype as probe” was

outlined as the mechanism used to engage stakeholders with the

design process as both a chance to see what was possible and

as a point of departure into further ideas and design iterations.

The hardware and software of the toolkit were described in

terms of the engineering elements, features, and functionality.

Each element of the toolkit was explored (and the toolkit as a

whole) to analyse the accessibility and logistical design decisions

that were made and links were highlighted to the stakeholder

data that contributed to this. A discussion was provided which

reflected on the integration of such tools into practice alongside

some of the themes that emerged from the embedded iterative

development of the system. Finally, some key factors of discourse

that surround these types of tools such as material qualities, cause

and effect, mapping, design constraints, barriers, and next steps

were discussed.

In summary, this study described the use of an action research

methodology to develop an accessible music technology toolkit.

There was an emphasis on using participatory and iterative

methods to both elicit current issues and barriers with music

technology and to develop novel tools to address these gaps in

provision. The contributions of the study advance knowledge

around active music-making using music technology, as well as in

working with diverse users to create these new types of systems.
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There is an increased awareness of how the quality of the acoustic environment

impacts the lives of human beings. Several studies have shown that sound

pollution has adverse e�ects on many populations, from infants to adults, in

di�erent environments and workplaces. Hospitals are susceptible environments

that require special attention since sound can aggravate patients’ health issues

and negatively impact the performance of healthcare professionals. This paper

focuses on Neonatal Intensive Care Units (NICU) as an especially sensitive case

representing a hostile acoustic environment in which healthcare professionals

have little awareness of how unwanted sounds impact the perceived quality of

the soundscape. We performed a semi-systematic review of scientific literature on

sound assessment studies in NICU from 2001. A thematic analysis was performed

to identify emerging themes that informed the analysis of 27 technological

solutions for the assessment of sound quality in indoor and outdoor environments.

Solutions were categorized by functions and evaluation methods and grouped

according to the characteristics of the design components, i.e., acquisition,

computation, and communication strategies. Results highlight a lack of solutions

to assess the qualitative characteristics of indoor environments such as NICU and

forecast the footprint that di�erent sound sources have on the indoor soundscape.

Such solutions are urgently needed to empower healthcare professionals, and

especially nurses, to actively modify and prevent the negative impact of unwanted

sounds on NICU and critical care soundscape.

KEYWORDS

neonatal intensive care unit (NICU), acoustic environment evaluation, indoor sound

quality, soundscape perception, Machine Listening, indoor soundscape assessment,

indoor soundscape modelling

1. Introduction

We, as a society, have developed a certain tolerance toward unwanted sounds. Yet,

several studies have shown that sound pollution-defined by sound level thresholds beyond

which the exposure to sound can negatively impact health (Kang et al., 2016)-has adverse

effects on many populations, from infants to adults (Gupta et al., 2018; Teixeira et al.,

2021), in different environments and workplaces. Within the broader spectrum of sound

studies, soundscape research considers environmental sound “as resource rather than a

waste” (COST TUD Action, 2013), with various actions and interventions put in place

to actively improve it (Hellström et al., 2014; Moshona et al., 2022; Henze et al., 2023),
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instead of “silencing” it (Thibaud and Amphoux, 2013).

Rather than quantitively measuring environmental sound

levels, soundscape studies approach the assessment of the

acoustic environment by identifying qualitative descriptors (e.g.,

pleasantness, perceived annoyance, appropriateness, quietness,

and so on) and investigating their potential correlation with the

“footprint” of different sound events (i.e., human- or machine-

generated, and natural sounds) to characterize the acoustic

environment as listeners perceive it (Aletta et al., 2016).

In the past decade, this approach has informed the development

of novel algorithms for the automatic assessment of the acoustic

environment. These algorithms are typically modeled on the

outdoor soundscape and build on the growing availability of low-

cost sensors for the continuous monitoring of sound levels (De

Coensel and Botteldooren, 2014; De Coensel et al., 2015). This

line of research aims to develop intelligent systems (Wei and Van

Renterghem, 2014; Socoró et al., 2017; Quinn et al., 2022) and novel

indices (Brocolini et al., 2012; Graziuso et al., 2022) to characterize,

interpret, and forecast the acoustic environment beyond traditional

sound level measurements and closer to how sound is perceived

by humans. A recent review of 24 studies on predictive models

of urban soundscapes (Lionello et al., 2020) indicates that the

combination of quantitative (i.e., acoustic and psychoacoustic

metrics) and qualitative analysis (i.e., subjective and perceptual

information on the perceived affective quality of a soundscape)

greatly improves the performance of algorithms to model and

predict the outdoor soundscape, compared to algorithms that only

use acoustic and psychoacoustic indicators. Additionally, more

reliable results seem to be achieved when descriptors of the affective

quality of the soundscape are combined with the categorization

of sound sources and information on the appropriateness to a

specific context.

Within professional socio-technological environments (i.e.,

functional settings with a specific mission that relies on time-

sensitive actions and teamwork) such as the hospital, it becomes

critical to identify and define the role of humans as both recipients

and producers of sound events who impact the quality of the

soundscape. Such identification will eventually lead to increased

awareness among healthcare professionals on the impact of

sound on the functionality of their shared acoustic space, and

improved guidelines for the design of more “actionable” (Özcan

et al., 2022b) healthcare spaces. Previous research on auditory

affordances supports the claim that people understand and relate

to soundscapes through their potential to induce and guide action

(Rosenblum et al., 1996; Nielbo et al., 2013). How the potential for

action relates to annoyance of sound events has also been recently

investigated (Misdariis et al., 2019) with the goal of defining

computational models for the evaluation of the quality of the

urban soundscape.

In the hospital context, medical alarms, sounds from medical

equipment, and the continuous human activity within units cause

the typical soundscape to be perceived as poor (Bliefnick et al.,

2019). However, existing studies on this topic mainly refer to

a progressive and harmful increase in sound levels in hospitals

(see Busch-Vishniac et al., 2005; Busch-Vishniac and Ryherd, 2019

for a review of the past 40 years). While research has shown

how different sound sources (e.g., medical alarms) can create

a stressful environment for medical staff (Johnson et al., 2017;

Varisco et al., 2021) and how sounds from staff conversations

and activities negatively impact the patients’ soundscape quality

(MacKenzie and Galbrun, 2007; Konkani et al., 2014; Lenzi et al.,

2023), to the knowledge of the authors no comprehensive study

has been conducted to assess, model, and predict the quality of

the hospital soundscape beyond sound level measurements. In

this paper we take a role to understand the status quo of the

current technological solutions and the technological trend for near

future applications for monitoring the sound of professional socio-

technological environments. Our intention is to find opportunities

to envision a targeted solution for hospitals at large and more

specifically neonatal intensive care units in focus.

NICU soundscapes: problem statement

Of all shared spaces in society, neonatal intensive care units

(NICU) are especially vulnerable environments in which patients,

their families, and healthcare professionals are particularly subject

to the harmful consequences of excessive sounds (Özcan et al.,

2019; de Lima Andrade et al., 2021). The NICU is designed

for premature neonates who are not necessarily ill upon their

arrival. Nonetheless, they need special care to grow and survive,

and their likelihood of getting ill inside the NICU is high since

their bodies are not fully developed. Moreover, neonates are likely

to experience physiological limitations, central nervous system

limitations, and dependency on intensive care, which makes

them more vulnerable to the whole NICU sound environment

(Blackburn, 1998). Concerns regarding the impact of acoustic

stimuli in the NICU were first addressed during the 1970s (Lawson

et al., 1977) through direct observation of the environment. Later

in the 1990s, an increased awareness of how environmental stimuli

affect neonates’ clinical conditions, and their neurodevelopment

was recorded (Philbin et al., 2000). This led to several studies by

which sound levelmeasurements were carried out in theNICUwith

professional equipment such as sound level meters (Thomas, 1989;

Thomas and Uran, 2007). Sound measurement studies continued

throughout the years, providing recommendations for reducing

the high sound level issue through room redesign (Chen et al.,

2009), use of earmuffs (Duran et al., 2012), or the implementation

of educational programs (Elander and Hellström, 1995; Calikusu

Incekar and Balci, 2017).

Whereas, the benefits of training nurses and other hospital

staff to decrease noise levels by incorporating behavioral changes

is clear as an important first step (Carvalhais et al., 2015), previous

research from the authors (Özcan et al., 2022a; Spagnol et al., 2022)

shows that NICU occupants are often unaware of the contributors

to the noisy sound environment and feel they have no control to

change the sound quality of their environment. Thus, there is an

urgent need to create a shared awareness about the contributors to

the decreased sound quality in NICU to be able to take collective

action. A recent study by the authors (Spagnol et al., 2022), that we

further expand in Section Beyond sound measurements: a review

of technological solutions, gaps, and opportunities of this paper,

shows that current technological solutions for the assessment of

indoor acoustic environments focus on collecting and measuring
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basic acoustic metrics such as sound pressure level (SPL, expressed

in decibels). However, SPL measurements are difficult to interpret

by non-experts (Alsina-Pagès et al., 2021). Additionally, they are

not an appropriate indicator for describing the affective quality

of sounds as perceived by humans (Aletta et al., 2016). Lastly,

SPL measurements do not allow users to identify the cause of

unwanted sounds (i.e., noxious sounds that can lead to harmful

consequences). Sound identification is crucial to increase awareness

on the NICU soundscape toward its active improvement, and

it is a highly context-dependent cognitive function (Özcan and

van Egmond, 2007, 2009; Axelsson, 2015). Finally, protocols for

the analysis of the affective qualities of the soundscape, such as

the Swedish Soundscape Protocol (Axelsson et al., 2010) were

developed in the context of outdoor environments, and the

application of such protocols to indoor environments is currently

under development (Torresin et al., 2020). Therefore, we see a

clear opportunity to explore and design intelligent solutions for

the algorithmic modeling of indoor soundscapes and make it

technologically viable.

Across the globe, critical care departments ranging from

neonatal to adult care feel the urgency to improve their sound

quality for better patient experiences and working conditions.

Hospitals run exhaustive studies with extensive resources and

human effort to be able to characterize their existing soundscape

and plan interventions accordingly in the lack of available

standardized solutions (Özcan et al., 2022b). Therefore, a

sustainable solution that can automatically assess and characterize

hospital soundscapes is needed and will be timely in the era of

data-centric approaches employed in healthcare.

In this paper, we review the state of the art of technological

solutions for the assessment of the NICU acoustic environment

to highlight current technological gaps and identify opportunities

for the design of novel solutions to improve the NICU soundscape.

We first present a semi-systematic review of 77 publications on the

topic of environmental sound in the NICU (SectionMonitoring the

sound quality of NICU: a semi-systematic review). We then define

an evaluation framework and discuss the results of a review of 28

current technological solutions for the assessment of sound quality

in NICU and, more broadly, in indoor and outdoor spaces (Section

Beyond sound measurements: a review of technological solutions,

gaps, and opportunities). The review supports the definition of

the design requirements for a solution able to increase nurses’

awareness of the impact of sounds on the NICU soundscape. The

characteristics of this novel technological solution are discussed in

Section Conclusions.

2. Monitoring the sound quality of
NICU: a semi-systematic review

This section reports a semi-systematic literature review carried

out to have an overview of the sound monitoring studies that

had been conducted inside the NICU. Contrary to systematic

reviews, which identify and analyze all the available empirical

evidence to quantitatively answer specific research questions or

hypotheses, a semi-systematic review has a broad research question,

examines research areas and follows their evolution over time,

and synthesizes the main themes from the literature using meta-

narratives instead of quantitative methods (Snyder, 2019). The

resulting themes allow collecting insights and limitations from the

literature, which will guide the review of technological solutions

in Section Beyond sound measurements: a review of technological

solutions, gaps, and opportunities and will be later translated into

opportunities for research and design in Section Conclusions.

2.1. Methodology

Our research started by identifying relevant studies on

environmental sound in the NICU. First, to retrieve relevant

titles, we queried the popular academic literature search engine

PubMed with the following search string, [NICU OR (Neonat∗

AND “Intensive Care”)] AND (Noise OR “Sound Level∗”). The query

returned 77 articles. Then, we excluded (1) articles published more

than 20 years ago, i.e., before 2001; (2) articles written in another

language than English; (3) non-journal publications; (4) entries

without a full text available; (5) duplicate entries. After this filtering

phase, 59 articles were left.

Upon carefully reading all the 59 articles, we generated a table of

different factors that could hint at potential research themes, such

as targeted listener (e.g., neonate, nurse, family); methodologies

used for assessment (e.g., measurements, questionnaires, structured

interviews); devices used for sound monitoring. Finally, we further

excluded those articles that did not actually report the results of

environmental sound recordings inside a NICU. The final sample

included 41 articles. Thematic analysis, i.e., a qualitative data

analysis method, was used to code, analyze, and report patterns

in the form of themes (Braun and Clarke, 2012). In particular,

the coding phase consisted of highlighting sections of text and

coming upwith shorthand labels, or codes, to describe their content.

For this task, the ATLAS.ti 9 software was used. Once codes were

written for all articles, higher-level categories were formed from

patterns in the codes. Lastly, categories were clustered into four

main themes. When interpreting and explaining themes, insights

and limitations emerged. Figure 1 schematically reports the above-

described process.

2.2. Results

Table 1 reports an overview of the four themes that emerged

from the thematic analysis of the literature focusing on recorded

sound/noise levels in NICUs. Each theme covers several categories,

which are listed below it.We now present an overview of the themes

along with the corresponding insights and limitations.

Theme 1: Collecting and processing sound focuses on

methods used for sound measurement and recording, along

with their outcomes.

1. Measurement time spans are generally scattered, and studies

hardly follow the same protocol [for instance, a 24-h period

every week for a total of 44 weeks (Brandon et al., 2007),

168 consecutive hours (Aita et al., 2021), or eight separate 1-

h recordings (Krueger et al., 2007)]. Currently, all we can find

are studies that are episodic rather than continuous. Most of
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FIGURE 1

Thematic analysis as a semi-systematic review methodology.

TABLE 1 The four main themes from the thematic analysis and their

underlying categories.

Theme 1: collecting
and processing sound

Theme 2: assessing the
NICU environment

Length of the study Standards and organizations

Measurement intervals NICU occupancy

Outcome variables Monitoring area

Monitoring devices Device placement

Device calibration Comparing different environments

Theme 3: interactions
with sound

Theme 4: beyond
sound measurements

Sound sources in the NICU Subjective factors and outcomes

Environmental variables Qualitative assessments

Noise control Behavioral programs

Alarm management Sound education

Structural changes

them focus onmeasuring sound levels to report how harmful the

auditory environment can be but do not focus on implementing

potentially long-lasting sound monitoring solutions.

2. Sound level meters are the most used devices for measurement,

followed by sound dosimeters (Liu, 2010; Ramm et al., 2017;

Smith et al., 2018). Only a few studies use available sound

level monitoring solutions for healthcare (Milette, 2010; Casey

et al., 2020) or smaller devices such as probe microphones

(Surenthiran et al., 2003) to measure neonates’ exposure to

sound. Sound level meters generally provide extremely accurate

yet objective measurements of the auditory environment.

More intuitive interpretations are needed to give individuals a

concrete means of evaluating the sound environment as they

experience it.

3. The outcome variables are almost exclusively measurements

expressed in decibels (dB), most often A-weighted (dBA). Only

a few studies also conduct spectral analysis, therefore analyzing

sound power at different frequencies (Surenthiran et al., 2003;

Livera et al., 2008; Lahav, 2015). However, excluding a time-

frequency analysis from a sound recording limits a complete

perspective of sound events occurring in the NICU. Privacy

issues might be the main reason why sound recordings are not

stored and analyzed, which limits their possible use as training

data for sound event detection approaches.

Theme 2: Assessing the NICU environment is about the

environmental factors and experimental configurations that studies

aim to assess.

4. The goal of most of the considered studies is to report sound

levels exceeding the recommended thresholds. Baseline levels

are established by national and international organizations

such as the American Academy of Pediatrics (AAP), the US

Environmental Protection Agency (EPA), or the World Health

Organization (WHO) (Williams et al., 2007; Darcy et al., 2008).

The general problem with these baseline levels is that they

are seen as too low and therefore hard to reach within an

environment that several different individuals visit or work in.

5. A substantial number of studies focus on not only reporting

sound levels in a specific unit but comparing different

environments: for instance, NICUs of different levels of care

(Levy et al., 2003), open bay units vs. single-family rooms

(Liu, 2012; Szymczak and Shellhaas, 2014), or before vs. after a

structural change in the unit (Krueger et al., 2007; Aita et al.,

2021). These comparisons aim to report and give evidence on

the most suitable environment for the wellbeing of neonates,

parents, and nurses. Unfortunately, the NICU characteristics

in which every study is conducted are unique. Among the

characteristics that change we can count patient census, number

of beds, number of nurses working during shifts, presence of

parents, to name but a few. All these factors can potentially

contribute to an increase in average and/or peak sound levels.

It is even more challenging to compare outcomes from different

studies since they do not share the same settings.

6. In the analyzed literature, most researchers explain where

measurement devices are positioned. If the goal is to measure

environmental sound, devices are often positioned at the center

of the room (Livera et al., 2008; Lahav, 2015). Conversely, they

are placed close to neonates’ heads when the goal is to measure

either subjective exposure or care activities nearby the incubator

area (Surenthiran et al., 2003; Liu, 2010). A few studies give

a more extensive mapping by placing measurement devices in

several different locations within the unit (Krueger et al., 2005;

Wang et al., 2014). As single measurement devices are used,
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measurements in different locations are not time synchronized.

The main reason for this experimental choice could be the lack

of resources and/or budget. The use of a set of independent

devices would give a more complete picture of sound levels and

events within the unit.

Theme 3: Interactions with sound is about auditory events in the

NICU and how the staff (mainly nurses) deal with them.

7. There is consensus on the most relevant sound sources in the

NICU. The most cited categories are related to equipment, i.e.,

alarms, incubators, mechanical ventilation systems (Lasky and

Williams, 2009; Liu, 2012; Restin et al., 2021), and speech (Lahav,

2015; Hernández-Salazar et al., 2020). Alarm levels can neither

be set below a certain threshold, nor turned off, meaning that

alarm-induced sound level issues can only be addressed through

rules and regulations and with the collaboration of stakeholders

involved in the manufacturing and supply chain. Furthermore,

it is very difficult to avoid voice communication, especially in

such a human-centered environment. The goal toward reducing

sound levels must go in accordance with the care activities

carried out in the unit.

8. Nurses are naturally considered as the main source for human-

induced sound nuisance because of their constant presence and

continuous activities within the NICU. Although nurses commit

to keeping a quieter NICU environment for the wellbeing of

neonates, a commonly seen issue is that they are unaware of

how loud the sounds they produce can be and how susceptible

their environment is (Darcy et al., 2008; Ahamed et al., 2018).

The lack of (real-time) feedback in the NICU, such as a visual

representation of the impact of human activity on the overall

sound level, might de-prioritize individual sound awareness.

Theme 4: Beyond sound measurements includes assessments

outside the domain of sound, as well as strategies aimed at reducing

sound levels.

9. Subjective measurements are necessary to assess individual

sound exposure. Literature generally presents two different

approaches, depending on the targeted population. In the

case of neonates, it is correlated to alterations in heart rate,

blood pressure, and oxygen saturation (Williams et al., 2009;

Smith et al., 2018). Conversely, questionnaires and interviews

are the classical methods used to evaluate staff tolerance and

awareness toward sound (Darcy et al., 2008; Trickey et al.,

2012). However, studies focusing on the repercussions of the

sound environment on parents are scarce, if not absent.

10. Alongside structural changes, behavioral change strategies and

the implementation of educational programs are recurrent

patterns in literature (Milette, 2010; Wang et al., 2014;

Ahamed et al., 2018), although some authors already point

out that they are not effective in the long term (Liu, 2010;

Carvalhais et al., 2015). It is indeed uncertain to which

extent behavioral strategies can be sustained long-termwithout

periodic reinforcement. Therefore, it can be possible that the

found effects are only temporary.

The results of the literature review reveal the already existing

practice for sound recording and analysis in NICUs, albeit brief

and for research purposes. However, there seems to be a need

to understand the effect of NICU sound environment on nurses

and patients (and on families, to date scarcely investigated) by

psychological and physiological measurements and the need to use

objective measurements for long-term behavior change through

knowledge. This acknowledges that sound is an issue in NICUs

worldwide and a threat to the wellbeing of its occupants. Moreover,

NICU soundscapes are also found to be susceptible to human-

environment interactions indicating that NICU occupants do

contribute to sound levels. Yet, the nurses especially seek to

understand individual sound sources and monitor the behavior of

sound events over time to be able to take action to reduce sound

pollution. For design purposes, these outcomes support the need

for an intelligent system that enhances nurses’ understanding of

environmental sounds by continuously monitoring, analyzing, and

explaining the acoustic environment in terms of sound sources

and perceptual characteristics. In other words, we need to move

beyond the often-sporadic measurement of noise levels with a

physical descriptor that does not consider human perception and

is difficult to make sense of for the non-expert. In the next Section,

we closely look at 27 existing solutions to assess their capacity

to measure, characterize and interpret (and possibly, forecast) the

acoustic environment for long-term sound awareness and noise

management in the NICU.

3. Beyond sound measurements: a
review of technological solutions,
gaps, and opportunities

To complement the literature review, we conducted a

technology search to identify those products that are available on

the market and could potentially serve as a solution to reducing

sound pollution in the NICU. The search was initially based on

sound monitoring solutions for hospitals. Given the extremely

limited availability of such solutions (see Section Conclusions),

our search criteria were extended. Our approach was then to

start the search broad and include solutions that would cover

multiple contexts (indoors and outdoors), then funnel the solutions

into indoors, healthcare, and NICU, respectively. We included

both commercial solutions that are marketed products and

services for the assessment of the acoustic quality as well as

academic response to the sound monitoring needs that would have

produced concept solutions (i.e., demonstrators with prototypes).

The latter is important as it showcases the trend for future

applications and indicates where the technology might be best

applied. Previous research from two of the co-authors on six case

studies (Spagnol et al., 2022) categorized solutions by product

complexity, customization options, active or passive feedback, and

interpretative and predictive power. The latter two attributes define

the threshold between solutions that only quantify the physical

quality of sound events in terms of standard indices such as dB

levels and solutions that use qualitative data to provide meaningful

information that empowers the user to improve the acoustic

environment. The study showed how some of the existing sound

monitoring solutions can also generate some sort of reports that

describe the acoustic environment at a deeper level (i.e., through

the behavior of noise levels over time) but are unable to characterize
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perceptual properties and interpret it in terms of sound sources

and even less so, to predict its dynamic nature by a well-defined

model under different circumstances or over time. In this review,

we increased the number of cases, and we deepened the analysis

taking into account the entire design life cycle of a technological

solution and its three main components: the type of data collected

from the environment (Acquisition), how data are processed to

gain insights into the phenomenon under study (Computation),

and how information is displayed (Communication) for the final

user to make sense of the sound phenomenon.

3.1. Methodology

The 27 solutions we considered in this review were mainly

retrieved through a manual search on the most popular web

search engines with the keywords “sound measurement tools,”

“acoustic measurements systems,” “noise evaluation tools” “noise

measurement tools.” We also combined all these searches with the

keywords “healthcare,” “wellbeing,” “NICU,” “intensive care,” and

“critical care.” To this search, we added solutions of which we

had direct knowledge and solutions retrieved through the previous

literature review.We excluded off-the-shelf sound level meters such

as those manufactured and commercialized by Castle or Amprobe

as the technological value of these tools relies fundamentally on

the quality of the integrated microphones rather than in the

design of the solution as we define it in this review (Acquisition,

Computation, Communication). Additionally, professional tools

such as these require the presence of a trained operator both to

capture the sound levels and to interpret the results, of difficult

interpretation for lay people. As mentioned, we are interested in

solutions that can increase nurses’ awareness of the contribution

of sound to an unhealthy experience in the NICU and therefore

in solutions that do not need the presence of audio experts. We

also excluded both freemium and premium mobile applications

marketed with the same purpose. These are simplified versions of

hardware sound meters that use lower-level audio equipment (i.e.,

the smartphone’s own microphones). As such, they provide non-

expert users with less reliable basic information such as an average

SPL at a given time.

Because the focus of the review is on technological solutions

for measuring the quality of acoustic environments, we first

listed current methods that evaluate environmental sounds. These

methods include (i) acoustic and psychoacoustic indices for the

quantitative measurement of sound, (ii) indicators of perceived

affective qualities of soundscapes (Aletta et al., 2016), and (iii)

applications of machine learning (ML) to categorize sound events

and forecast their behavior in a given context. For each of the 27

solutions we analyzed available public documentation (websites,

scientific publications, demos, and videos) to list specific indices,

indicators, and ML techniques used by manufacturers. Through an

iterative process, we grouped methods by the function they fulfill.

Figure 2 summarizes the assessment methods identified across

the 27 solutions and the four Functions they define: Measure,

Characterize, Interpret, and Forecast. As shown in Figure 2, each

Function builds upon the other and integrates the previous

evaluationmethod on a scale of complexity that goes from standard

acoustic measurements to the characterization of soundscape in

terms of its perceptually relevant dimensions (e.g., pleasantness,

eventfulness, annoyance, monotony, homogeneity), then to the

classification of sound events to be able to interpret the acoustic

environment in terms of the footprint of sound events, and finally,

the use of Artificial Intelligence (AI) to model soundscapes and

forecast the dynamic behavior of acoustic environments. This

distinction of functions will allow us to distribute the existing

technological solutions (i.e., cases) in an organized way.

The correlation of the four Functions with the three

data-driven design components (Acquisition, Computation, and

Communication) defines a matrix (see Table 2) that guides the

analysis of the cases. Based on the matrix, we describe each

component for each selected case in an iterative process to identify

common features around which the cases were grouped.

Solutions that allow users to Measure the acoustic environment

only extract physical features from sound (i.e., SPL) in real time.

These measurements are typically used by private and public

enterprises to comply with existing regulations on noise levels (such

as the European Parliament., 2000/14/EC) both outdoors (e.g., in

public urban spaces) and indoors (e.g., in offices, school, hospitals).

Particularly interesting to this analysis are those solutions marketed

for healthcare environments and specifically for NICU and/or

ICU (McLennan Sound Monitoring, Sound Intelligence). In

these solutions, data is collected manually by trained users with

specialized equipment or automatically by sensors permanently

installed at the customer’s premises (Noisemote, Noisescout). Data

are displayed in real-time (as in hand-held acoustic cameras like

Sorama, which produces and displays real-time heatmaps of the

indoor acoustic environment, see Figure 3) and sent to a centralized

repository where analytics and reports are generated and regularly

sent to customers (gfai tech, Norsonic and Sorama). Among the

most common methods to represent and communicate findings

to the end users are heatmaps (in the form of so-called noise

maps), spectrograms and other basic diagrams representing the

evolution of the physical descriptors of sound (e.g., frequency and

amplitude) over time (see Figure 3 for an example of how data are

displayed for the user). All the solutions in the Measure category

are commercialized and have a high Technology Readiness Level

(TRL) e.g., between 7 and 9.

Solutions that not only measure the physical characteristics of

sound but aim to Characterize the soundscape as perceived by

humans in context (ISO 12913-1., 2014) tend to offer both real-

time measurements and historical data of dB levels for monitoring

and trend analysis. Sometimes acoustic data are coupled with

other information such as air quality or temperature (Quietyme,

SonicU) or are scored to represent the acceptable ranges (e.g., sleep

score by Quietyme). These products are commercialized to couple

compliance with regulations with data intelligence that can support

decision-making on noise mitigation policies both in private

and public enterprises, indoors and outdoors (e.g., hospitals,

construction sites). Other solutions that belong to this group try to

engage users in the data acquisition process to increase awareness

on the impact of noise. Typically, a mobile app is provided to

collect data such as audio recordings and surveys on qualitative

and perceptual characteristics of sound events (e.g., peaceful,

uneventful, chaotic, pleasant) (MosART, Harmonica Project). Data
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FIGURE 2

The four functions of technological solutions for sound quality evaluation, defined by the sound evaluation methods used. Each function builds and

integrates the previous one.

TABLE 2 Evaluation matrix for the 27 technological solutions.

Data-driven design
components

Functions of the design solution

Measure Characterize Interpret Forecast

Acquisition (data collection) Real-time data Real-time and time-series data Real-time and big data Big data from multiple

sources (e.g., GIS data)

Computation (data processing) Basic signal processing Basic signal processing

Perceptual evaluations

Advanced signal processing

Machine learning

Machine learning

Communication (data display) Sound level displays

Spectrograms

Plots, diagrams

Heat maps

Sound level displays

Warning signals

Data analytics (trendlines, noise

maps)

Surveys, questionnaires Web

sound maps

Dashboards

Web sound maps

Dashboards

GIS maps

is later uploaded to a central repository for analysis and, in

some cases, public communication (for instance, via crowdsourced

soundscape maps on the web as in HushCity, Radicchi et al., 2021).

Solutions in this category are for the vast majority available on the

market both for purchase and as a free download (in the case of

mobile applications), with an average TRL of 7. A small percentage

is still in an R&D phase (TRL 3 or 4). These solutions mainly refer

to academic or publicly funded research to mitigate the impact of

sound pollution in contexts such as public health (Mietlicki et al.,

2014; Misdariis et al., 2019). As we discuss in Section Conclusions,

we believe that the inclusion of solutions that are currently only

modeled and applied to the outdoor context can provide relevant

information to support the design of novel technological solutions

for the assessment of the quality of the indoor soundscapes such as

the NICU.

We define solutions that can Interpret the acoustic

environment as products or systems that leverage big data

collected through networked sensors over a longer period. These

solutions use AI methods such as ML or the so-called Machine

Listening (i.e., the processing of sounds through a computer in a

way that mimics human auditory cognition) in combination with

signal processing techniques to interpret the sound environment

in terms of detection of sound events, and classification of sound

sources so that the “footprint” (i.e., the impact on the quality of

the acoustic environment) can be assessed. As we will further

detail in the following Section, these solutions are characterized

by a lower TRL (between 2 and 5). Some solutions, notably those

that address the specificity of the NICU context, are currently

concept solutions (Özcan et al., 2022c; Spagnol et al., 2023). These

solutions pay special attention to how information is displayed

to the user (see Figure 3) to support sense-making of data for

long-term behavior change, and their proposed interface has

been designed considering the nurses’ needs and expectations as

collected through qualitative research (interviews, observations).

Lastly, some solutions focus on detecting and, in some cases

predicting the behavior of unwanted sound events in outdoor

environments as part of academic endeavors, sometimes in

collaboration with industrial partners (Salamon et al., 2016;

Sevillano et al., 2016; Misdariis et al., 2019). No commercially

available solutions fit in this category. Authors recognize that

current measurements are still “insufficiently understood by the

general public and authorities” and use sound descriptors that are

“complicated to explain and relatively far-removed” from human

perception (Mietlicki et al., 2014). These solutions are interesting

to the present study as they focus on the algorithmic modeling of

an acoustic environment to inform the end-user on the auditory

footprint of different sound sources, with the goal of supporting

better decision-making to mitigate the negative effects of sound
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FIGURE 3

Examples of interfaces for each function from the database of solutions under study.

pollution. In Section Conclusions, we comment on how similar

approaches could be applied to the NICU context in order to

increase nurses’ awareness with actionable knowledge on the role

of different sound sources.

Solutions that can Forecast the acoustic environments in the

longer term can be understood as like weather forecasts, i.e.,

they should provide information that we can easily consult to

make daily and long-term decisions that are informed by patterns

found in big and historical data used for generalization and

prediction (i.e., modeling). When applied to the assessment of

acoustic environments, this area of investigation is still in its

infancy and despite a clear increase in the research effort (Bianco

et al., 2019) no viable solutions are yet available on a large

scale, let alone commercial applications. In the context of outdoor

soundscapes, experimental solutions apply Deep Learning and

other ML techniques on multiple data streams at the same time

(e.g., geospatial data, sound recordings, traffic data, weather data

related to seasonal conditions, etc.) to ultimately augment the

human listening capabilities in terms of sound events recognition,

classification and prediction, and perceptual interpretation of the

acoustic environment (eventfulness and pleasantness) (Mitchell

et al., 2021). In the authors’ intention (Sharan and Moir, 2016;

Pedersen et al., 2018), this augmented knowledge will allow for

better management and planning to take action, both at the

institutional and individual level. In the NICU context, a solution

that can predict the quality of the soundscape while also assessing

the impact of different sound categories (e.g., speech by nursing

staff, machinery, medical equipment) could support behavioral

change among nurses but also, in the long-term, guide the

management in better planning for the NICU activity and inform

design decisions for device manufacturers and architects.

Once defined the matrix to classify the solutions, we proceeded

to analyze the selected cases in terms of Function (Measure,

Characterize, Interpret and Forecast), Scope (Outdoor/Indoor) and

application to the Healthcare and NICU context. In the following

section, we present our findings for each category and discuss

specific representative cases.

3.2. Analysis and discussion of results

Figure 4 offers an overview of the selected solutions by

Function. Of the 27 cases analyzed, 12 are used to measure the

acoustic environment, eight aim to characterize it, seven provide for

a more sophisticated interpretation, and one only case represents

the current research effort in applying various degrees of ML

techniques to augment human listening capabilities to look into

the future of the acoustic environment. The reader can find the

complete list of cases with the metadata used in this review study

and references to external resources as Supplementary material.

In the Measure group, Noise Aware represents a baseline

solution that provides customers with a real-time alarm whenever

it detects a breach of the established noise threshold. It comes

with a noise level detector installed on mostly real-estate properties

for one’s “peace of mind” and “protection of profits” (Noise

Aware website., 2022). NIOSH app is a representative of a broad

category of hardware and software devices for the real-time

measurement and display of noise levels in decibels (dB). We

consider it a special case as it is released by a public authority,

the United States National Institute for Occupational Safety and

Health “to help workers make informed decisions about their noise

environment and promote better hearing health and prevention
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FIGURE 4

List of solutions by function (measure, describe, interpret, and forecast).

efforts” (NIOSH website., 2022). Like NIOSH, the Noise Capture

app stands out as a crowdsourced project that encourages citizens

to capture the dB level in the urban space with their mobile phones

and upload the measurements to a shared web map, in the context

of the European Union effort on sensitizing the population on

the negative effects of urban noise on health. The solutions of

Noisemote, Noisescout and McLennan Sound Monitoring leverage

permanently installed networks of noise sensors, mainly in an

outdoor context, to continuously measure sound levels. Next

to real-time alerts, they also provide access to a dashboard for

continuous monitoring of dB average and peak levels along the

network. Finally, solutions provided by Sorama, Brüel and Kjaer

and CAE systems are at the forefront of this market as they leverage

holographic technology (an increasingly popular technique to

estimate sound wave propagation for better source identification

and localization) to provide a more accurate estimation of sound

events’ SPL and source localization through handheld and hand-

moved acoustic cameras.

Solutions that Characterize the acoustic environment, move

beyond noisemeasurement to inform users on the psychoacoustical

and perceptually relevant dimensions of sounds. Off-the-shelf tools

such as Quietyme, SonicU, Pulsar Safe Ear, and Sound Ear are

particularly relevant since, as we will discuss below, they target the

healthcare sector and have been applied to the context of NICU.

Both Quietyme and SonicU provide integrated solutions that rely

on permanent installations of networked sensors and store data

for analysis, forensic investigations of incidents and correlation

with other information sources over time. Reports with historical

data on average noise levels and peak noise events over a certain

time are regularly sent to customers to support a deeper awareness

of the acoustic environment and decision-making processes. Both

products integrate different data sources, such as temperature and

air quality. In an effort to get closer to the human perception of

sound and characterize noise level in terms of the effects it has

on people, Pulsar Safe Ear and Sound Ear provide their customers

with an artifact: a physical display that is permanently installed on

the premises. In the case of Sound Ear, the display is ear-shaped

to attract the attention of users, both listeners and producers of

sound events, on the perceptual effects of noise levels. The display

uses a simple visual cue to communicate information in real-time:

similarly, to a traffic light, the color changes from green (“good”

noise level) to red (“critical,” “harmful” noise level). The exact dB

measurement, represented by a number, is also displayed.

Cases such as MosART, Hush City and the Harmonica and

Mouvie projects deserve special attention as their aim is to provide

users with meaningful information on the acoustic environment

as mediated by human perception. MosART (Mobile Soundscape

Appraisal and Recording Technology) is a smartphone application

prototyped in the context of the MosART+ intervention (Kosters

et al., 2022), a research and commercial endeavor that aims

“to increase auditory awareness in healthcare professionals, to

research the experience of music festivals by residents and visitors,

and to study possible effects on sound annoyance of different

constructions techniques” (Soundappraisal website., 2022). The

MosART app prompts users to sample their acoustic environment

collecting short recordings then labeled according to perceptual

qualitative characteristics such as calm, boring, chaotic, and lively.

It is also possible to label sound sources that the user identifies

while recording. It is particularly relevant to this review that the

main goal of the project is to increase awareness of nursing staff on

the impact of the acoustic environment on healthcare professionals

and, conversely, the impact of our own actions as sound producers.

The increased awareness acts as a facilitator to support more

informed institutional decision-making and individual action-

taking to contrast the negative impact of noise in the healthcare

space (Kosters et al., 2022). Hush City (Radicchi, 2021) also

proposes a smartphone app that citizens can use to record, geotag,

and share on an open web map quiet places in their cities. It is a
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solution framed within the citizen science movement that wants to

empower people in collectively assessing the quietness of the urban

soundscape “with the potential of orientating plans and policies for

healthier living” (Hushcity website., 2022). While it shares some

characteristics with the Noise Capture app described above (it

provides the user with real-time dBmeasurements), it also prompts

users to make a subjective judgement on the perceived quietness

of the place thus interpreting a physical dimension such as SPL

through the lenses of human listening in context.

The Mouvie (Mobility and Quality of Life in Urban Areas)

project ran from 2014 to 2019 to develop new metrics for

the assessment of urban noise generated from vehicles traffic

(Misdariis et al., 2019). Researchers explicitly aimed to move

from a “normative” approach to the evaluation of the urban

acoustic environment, based on “objective measurements, sound

level thresholds and operational solutions” to a “sensitive” approach

based on subjective metrics that consider the psychoacoustical,

cognitive, and social dimensions of sound events (Misdariis et al.,

2019, p. 2). In an experimental validation, several psychoacoustic

metrics along with automatic sound event classification are used in

combination with listeners annotations to characterize the urban

acoustic space (notably, traffic sounds) in terms of its annoyance

level in relation to potential for action. The combined metric

forms the basis for the definition of a computational method

to automatically evaluate the annoyance level of traffic noise

and its impact on human activity in urban space. Finally, the

Harmonica Index developed in the context of the Harmonica

Project (Mietlicki et al., 2014) defines a novel approach to noise

measurements that interprets and displays the physical features

of sound (such as average and peak SPL) in a way that is

closer to what people perceive. The Index combines two existing

metrics, the background noise level, and the peak noise level

(that refers to salient sound events such as aircrafts, rail traffic,

trucks passing by). The quantitative information extracted from

these two metrics is presented to users on a simple 0 to 10 scale,

thus favoring the interpretation by non-experts both at citizen

and institutional level. This representation, explicitly inspired by

current consumer solutions for air quality monitoring, provides

listeners with information on the “real feeling” of sound (analogous

to the real feeling of temperature provided by weather forecasts),

rather than analytical, accurate information on SPL. Thanks to an

engaging data visualization display, the Harmonica Index wants

to increase awareness on the role of different sound sources and

their impact at different times and in different locations in the

urban context.

In all solutions, Characterization seems to have been

achieved by making the perceptual quality of the sounds

explicit for the non-expert user by combining quantitative

data on sound pressure levels with information on how

it affects listeners i.e., how annoying, pleasant, quiet,

harmful, or peaceful the soundscape can be. Thus, an

overall quality assessment is the result of these sound

evaluation methods.

Solutions that aim to Interpret the acoustic environment

replicating the cognitive process of the human ear can be clustered

around two main areas. DYNAMAP (Sevillano et al., 2016), Noise

Modeling (Le Bescond et al., 2021), BirdVox (Salamon et al.,

2016), and SONYC (Dove et al., 2022) rely on low-cost sensor

networks already deployed in cities to collect sound data later

used to train ML algorithms for sound events classification, with

the ultimate goal of designing reliable models of the urban and

natural soundscapes. Except for BirdVox, which is targeted to the

identification of bird calls for scientific and ecological purposes, all

other solutions address, once again, the issue of urban noise and the

harmful impact it can have on public health by providing advanced

real-time monitoring systems and noise mapping. All solutions

are academic research projects at various degrees of validation, in

general characterized by a lower TRL (between 4 and 5). They are all

designed for the outdoor acoustic environment, which highlights a

lack of research in sound events detection and source classification

in indoor spaces. DYNAMAP’s goal is to develop low-cost solutions

for the real-time update of noise maps. Its algorithm builds

a “sound layer” on general purpose Geographical Information

System (GIS) platforms (used to manage geographical data for

research, land management, and urban planning). According to the

authors, this strategy reduces the need of public institutions to rely

on expensive dedicated acoustic software and hardware (Sevillano

et al., 2016) to produce mandatory municipal noise maps, while

at the same time it provides a more accurate description of the

impact of urban noise (mainly, traffic sounds). Similarly, SONYC

(Sounds of New York City) leverages existing low-cost sensors

within the city of New York to understand the urban soundscape

in terms of noise pollution. Machine Listening algorithms were

developed (Salamon and Bello, 2017) to predict noise levels and

identify patterns and outliers in the propagation of urban noise

from specific sound sources. As an additional layer, SONYC also

promotes citizen participation for the collection of data. Samples of

urban noise recordings can be collected by individuals and added to

the database. BirdVox appliesML and automatic sound recognition

to the natural soundscape with the goal of cataloging free-flying

birds calls. The algorithm will be deployed in natural environments

in conjunction with audio sensor networks for the monitoring

and interpretation of birds’ migrations paths to support and

promote actions for the protection of avian species. Two prototypal

solutions, Doplor Sleep and SOUNDscapes are of relevance to

this study as they are designed for healthcare and, in one case,

NICU. Doplor Sleep addresses the issue of sound-induced sleep

disturbance in hospitals. Through a smartphone app, the system

captures sound events to visualize, through a friendly and attractive

interface that targets non-expert users, critical information such

as sound levels but also classification of sound sources (alarm,

speech, incidental sounds, or snore) for increased awareness on

sleep disturbances (Özcan et al., 2022c). Doplor Sleep also has

a nurse interface and displays the analysis of the sound events

occurring at night. Both the patient and nurse solutions also use

characterization method for displaying the acoustical quality of the

nighttime sound environment. SOUNDscapes is a digital platform

that detects, localizes and classifies sound events occurring at the

NICU. Data is then displayed to inform nurses on real-time sound

levels, trends (e.g., during day or nighttime), type of sound sources

and their localization (Spagnol et al., 2023), to provide healthcare

professionals and, over time, hospital management, with specific

knowledge to address the issue of noise in NICU. Like Doplor

Sleep, SOUNDscapes uses a metaphorical and visual description to
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provide the listener with an overall evaluation of the quality of the

acoustic environment.

The Interpretation of the acoustic environment is achieved by

combining data and information from all previous stages. The

Measurement of quantitative metrics i.e., sound levels, and the

Characterization of perceptual characteristics such as annoyance

and pleasure are combined with information on the footprint (i.e.,

the impact on the overall soundscape’s quality) that different sound

events have. The goal of these solutions is to present the user with a

comprehensive understanding of the acoustic environment so that

they can take action to improve it, both by individually changing

their behavior (e.g., producing less “noise”) and working toward

better management of the space and work activity. Thus, users have

access tomeasurement data, its perceptual characterization, and the

footprint of the different sound categories.

We see Forecast solutions as guided by the ambition of

providing human users with augmented capabilities to make-

sense and predict the behavior of acoustic environments at a

previously unimaginable scale. In this sense, these solutions will

be “empowered hearing systems” that, while they face “the same

challenge that biological hearing systems have evolved to solve-

to make sense of sound and thereby infer the state of the world”

(Sharan and Moir, 2016), aspire to overcome the limits of human

listening and cognition. Ultimately, these solutions could be used to

“answer specific biological, ecological, and management” (Bianco

et al., 2019) questions. In the NICU context, these questions

might include: How does sound influence the sleeping pattern of

premature babies? How do decisions on personnel shifts (e.g., when

nurses change shift, when food is delivered, when cleaning service is

administered) impact the sound quality of a NICU unit? How does

the design of the rooms impact the perception of different sound

sources? The capability to answer these questions would provide

both individuals and institutions with usable knowledge to take

action toward a healthier sound environment in critical care, both

in the short and in the long term.

Along the course of this study, we identified several research

efforts that move toward this direction exploring applications of

ML techniques (for a recent review see Bianco et al., 2019) and

the development of new acoustic, psychoacoustic and bioacoustics

computational models (Brocolini et al., 2012; Sueur et al., 2014;

Alsina-Pagès et al., 2021). Although none of these studies focus

on indoor environments, we include them in this review as they

constitute a possible scenario for a solution that can forecast

the behavior of the NICU environment, as described above. In

particular, here we consider a case that-albeit sharing some of

the characteristics of embryonic research and low TRL (3)-has

been empirically validated as an integrated solution, rather than

an isolated set of novel indexes. The study by Pedersen et al.

(2018, 2021) leverages ML to predict ambient sound levels across

the United States. Sound samples from more than 600 locations

were correlated with GIS measurements from more than 100

sites in the U.S. to train a model to predict the impact on the

acoustic environment of changes in land management, such as the

introduction or the removal of an airport or a high-traffic road.

This project is of particular interest to this review as the authors

acknowledge the importance of accurate soundscape modeling

for “public health studies and urban development,” potential

“commercial applications for real estate and urban development”

and “implications for social justice” (Pedersen et al., 2018, p. 2).

In the context of NICU soundscape, a similar algorithm that can

forecast the impact of different auditory footprints and display it

for nurses would support both short-term increased awareness and

longer-term improved decision-making toward a healthier acoustic

environment in critical care.

As part of the next step in our analysis, we categorized the

solutions as a function of their Technology Readiness Levels

(TRLs). The definition of the TRL is based on the official

description adopted by the European Union and can be found here

https://ec.europa.eu/research/participants/data/ref/h2020/wp/201

4_2015/annexes/h2020-wp1415-annex-g-trl_en.pdf. The TRL

analysis by Function (Figure 5) shows that solutions in the

Measure and Describe function are characterized by a higher

TRL (between seven and nine). As we move toward Interpret and

Forecast, the TRL level decreases. Specifically, the TRL level of

solutions that Interpret the acoustic environment starts at two,

with a maximum of five points, while the TRL level of the solution

representative of the Forecast function is three.

As shown in Figure 6, of the 27 cases considered in this review

12 are solutions for the evaluation of the outdoor soundscape

while only eight are presented as indoor solutions. Eight are

described as applicable to both outdoor and indoor contexts. This

might be due to several factors including critical technical aspects

(e.g., the relative lack of variety of sound sources and the higher

complexity of the acoustic space) that are made more complex

by the difficulty to access and collect the needed data in indoor

spaces due to privacy concerns. For instance, in the context of

NICU, the limitations imposed by privacy rules in an extremely

sensitive environment make the development of algorithms that

can identify and categories different sound sources difficult to

achieve. Additionally, social aspects such as the citizens’ perception

and public discourse around noise facilitate the advancement of

research in the context of urban environment while leaving the

indoor soundscape relatively under-investigated.

Our findings highlight a clear gap in the research, development,

and commercialization of solutions that address the needs of

indoor environments. However, functional socio-technological

environments such as control rooms, workspaces, healthcare

environments, where sound is conducive to social, environmental,

and instrumental interactions (Özcan et al., 2022a) greatly impact

the everyday life of people and therefore, innovation in this area

is urgently needed. Critical care environments, and especially the

NICU, represent a unique case of a particularly self-contained

functional environment with peculiar design characteristics that

greatly differentiate it from other indoor environments, notably

the strict control of interchanges with the external world. In

fact, only a handful of solutions among those we consider in

this study are applied to healthcare environments (Figure 7). The

majority belongs to theMeasure and Characterize functions and are

marketed by manufacturers as off-the-shelf solutions to monitor

noise levels. Some of them (SonicU, Quietyme) offer integrated

environmental monitoring of critical environments that couple the

measurement of sound levels with temperature and air quality.

Others, like McLennan Sound Monitoring and SoundIntel provide

healthcare personnel with real-time alerts of unusual sound events

that might represent a threat to patients’ safety. However, the

definition of what constitutes a “threat” is based solely on the
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FIGURE 5

Technology readiness levels by function.

FIGURE 6

Correlation between function and use outdoor or indoor of the solutions.

detection of sound levels (e.g., the sudden peak in environmental

sound level caused by a body falling) that does not provide any

insight into the cause of the event. Among the solutions considered

in this study, only MosART+ (described above, Kosters et al.,

2022) engages nursing staff in the qualitative categorization of

sound events in the hospital environment by means of a dedicated

mobile application.While this system collects data on the perceived

qualities of different sound sources, it does not automatically

inform users on the footprint of hospital sounds so that they can

take action to improve it.

Of the five solutions that explicitly target NICU (sometimes

along with other critical and intensive care environments such

as PICU and ICU), the only interpretative solution (in green in

Figure 6), SOUNDscapes, is currently in the state of concept design
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FIGURE 7

Application to the healthcare and NICU context of analyzed solutions, by function.

(i.e., it has not been prototyped yet). Only three solutions-Sound

Ear, Pulsar Safe Ear, and SonicU-are commercialized to be applied

in NICU. This finding highlights the smaller market represented

by NICU as compared to healthcare in general (NICU solutions

are <50% of all solutions for healthcare). NICUs, as reminded on

various occasions in this article, are extremely delicate acoustic

environments where patients are particularly vulnerable to sounds

and where extra care is required when it comes to the introduction

of new technology and the collection of soundscape data. At the

same time, patients of NICU are unique in that they are exposed

to the negative effect of unwanted sounds, but they rarely have a

role in producing sounds that can negatively impact the acoustic

environment (as premature babies are in general extremely quiet

and cannot express verbally). For the very same reasons, we see

NICU as an opportunity for the design of novel solutions that

want to move beyond a descriptive approach to support a more

informed sense-making of the sound quality. These novel solutions

should, as Doplor Sleep and SOUNDscapes, assess the impact that

sound events have on the quality of the NICU soundscape, and

provide nurses with actionable information so that they can actively

contribute to increase it. Solutions that prove to be efficient in the

NICU could be scalable to other critical care contexts such as PICU

and adult ICU.

4. Conclusions

Our semi-systematic review of more than 70 scientific

publications on the acoustic environment of the NICU shows that

there is an urgent need for solutions that can provide nurses with

comprehensive, holistic information on how different categories of

sounds (e.g., speech, medical alarms, machinery) impact the quality

of the soundscape. This information should include quantitative

measurements of sound levels but also increase awareness of how

qualitative characteristics of sound-which are subjective and highly

context-dependent (Axelsson, 2015)-are perceived (e.g., annoying,

pleasant, chaotic, calm).

The review of technological solutions highlights that existing

products marketed for critical care tend to monitor the acoustic

environment by measuring the overall sound level episodically

and in real time. While this measurement strategy complies with

privacy regulations that limit the collection and identification

of personal data (such as data contained in speech), it greatly

limits the possibilities for nurses (i.e., the guardians of NICU

patients and their wellbeing) of understanding how different sound

sources impact the perceived quality of critical care soundscape and

consequently, the possibility to take immediate action to improve

it. Current research that leverages low-cost and networked acoustic
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sensors to collect long-term data and algorithmically model the

soundscape characteristics only focuses on outdoor spaces, where

such networks exist as part of a public effort in mitigating noise

pollution. Additionally, existing protocols to assess the affective

quality of soundscapes were designed for the outdoor context

and their applicability for indoors is still debated (Torresin et al.,

2020). Consequently, we see a clear opportunity for the design and

development of new solutions that focus on the collection of rich

soundscape data in the NICU environment to allow for quantitative

(i.e., based on physical properties of sound), qualitative (i.e., based

on the perceived characteristics), and categorical (i.e., based on the

sources of different sound events) analysis. Such rich data should

be used to extract the appropriate soundscape descriptors (Aletta

et al., 2016) to model the NICU soundscape and develop novel

algorithms to characterize, interpret, and predict its behavior over

time in a holistic perspective. Particular attention should be given

to the design of how nurses interact with the soundscape data,

i.e., how data are translated into usable information that becomes

actionable knowledge (Masud et al., 2010). A technological solution

that integrates these algorithms with a user-centered display of

information on the auditory footprint and quality of sound events

in NICU, would provide nurses with actionable information to

actively improve the soundscape. However, critical ethical and

privacy concerns are faced to collect the appropriate soundscape

data from the indoor environment, especially in the context

of critical care. These concerns are recognized by providers of

commercial solutions for audio data collection for AI (Javahid,

2023) as well as by researchers (Nautsch et al., 2019). The

exploration of automatic data cancellation (for instance regarding

speech) and technological solutions such as on edge data collection

where acquisition and processing happen on the device is necessary

although beyond the scope of this article.

4.1. Design implications

We commenced this review study not only to assess the

state-of-the-art of the measurement of the acoustic quality of

NICU, but also to understand what characteristics future solutions

should present. Awareness that current acoustic measurement

systems are neither facilitating radical change in the quality of

the auditory experience in NICU, nor preventing health and

cognitive risks connected with the exposure to dangerous noise

levels is widespread. Therefore, with our accumulated knowledge

and insights, we reflected on the critical elements of a system that

aims to reduce the negative impact of sound in NICU in the long-

term while raising awareness to the root causes and magnitude of

the impact generated. Ultimately, a combination of longer-term

data collection, the development of new soundscape indices and

ML techniques for the quantitative and qualitative evaluation of the

sound environment, and a human-centered design of informative

displays seems a promising combination of design factors for

solutions that can help critical care professionals to drastically

improve the quality of the NICU acoustic environment.

Figure 8 summarizes our findings and consequently highlights

a vision for a future solution that integrates several main functions

and provides a holistic analysis of the NICU soundscape with the

aim to better inform nurses with respect to its perceived qualities

and the footprint of specific sound categories. The Figure highlights

the past and established efforts with sound measurement methods

but also a future vision for a system that can model soundscapes

and forecast the perceptual impact of sound events. However, the

intermediate level of solutions (captured in blue background in

the Figure) provides the sweet spot for state-of-the-art data-centric

design for soundscape improvement as the current knowledge

and technologies would be suitable to characterize the perceptual

qualities of the sound and interpret the acoustic environment in

terms of its sound sources. Yet, the solutions we have found that

fit the NICU and would incorporate these functions only represent

conceptual designs with low TRLs. The NICU context urgently

needs an industrial and scientific effort to support their sonic

needs.

A sound quality assessment solution for NICU should answer

the following questions:

• What is the relationship between the physical and the

perceived properties of sound, and the footprint of different

sound categories in the NICU soundscape?

• What are the appropriate indicators to algorithmically model

the relationship between the physical (quantitative) and the

perceived (qualitative) footprint of different sound categories

of the NICU soundscape?

• How does a technological solution for nurses holistically

represent the quantitative, qualitative and categorical

properties of the NICU soundscape in a context-relevant,

human-centered way?

Ideally, a sound quality evaluation system fit for NICUs

could have the following functions. First, a general scan of

the acoustic environment could result in traditional and well

accepted measurement and display of sound levels. This stage is

also essential to collect the sound input properly and carefully

to be used by more advanced functionalities (Characterize,

Interpret, and Forecast). Purposely developed sound quality

indices would further complement the sound measurements

and build toward a holistic evaluation of the NICU soundscape

for nurses to make quick judgements and take immediate

action to improve it. Such an evaluation would imply the

development of new soundscape descriptors and indicators based

on affective qualities of sound (e.g., pleasantness, annoyance,

eventfulness) and modeled on the indoor NICU environment.

The automatic assessment of sound quality would represent a

great advancement in the study of indoor soundscapes and could

help listeners further train their listening skills and be aware

of the perceptual impact of sound. The Interpret function will

provide nurses with insights into the root causes of the sound

quality by making sound sources (e.g., speech, alarms, support

devices) and their footprint over time explainable. Finally, the

Forecast function will provide a holistic overview of the NICU

soundscape based on big, trained data for any given time or

situation and will allow for predictions and early diagnosis for

possible threats to the quality of the acoustic environment.

Not only nurses but most likely unit managers and hospital

technology scouts will make use of this function to make well-

informed choices for structural change (e.g., purchasing decisions,
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FIGURE 8

The four functions of technological solutions for sound quality evaluation and the outcome they generate for the user.

workflow analysis that can cause unwanted noise). Accordingly,

all these functions will augment the listener’s perceptual,

cognitive, and affective skills enhancing their sense making of the

NICU soundscape.

The future holistic solution envisaged in Figure 8 will build

on a quantitative, qualitative, and categorical approach to sound

analysis with the goal to computationally model “the relationship

between the physical and the perceived properties of the acoustic

environment” (Aletta et al., 2016, p. 68) in the context of

the NICU indoor soundscape. The quantitative analysis would

be based on audio signal processing and psychoacoustics and

inform the conventional metrics which represent the prior art

sound measurements. The qualitative analysis would be based

on perceived affective quality and inform the modeling of the

descriptive qualities of the NICU soundscape. The categorical

analysis would be based on the classification of sound sources and

their context relevance and inform the computational modeling

of classification of sound events and their appropriateness. The

combination of these three approaches would provide nurses

with a comprehensive understanding of the NICU soundscape

thus facilitating its active improvement both in the short term–

through behavior changes, and long term–by supporting informed

decisions on the organization of NICU activities and design of

its infrastructure.
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Music educators and researchers have grown increasingly aware of the need

for traditional musical practices to promote inclusive music for disabled people.

Inclusive music participation has been addressed by Accessible Digital Musical

Instruments (ADMIs), which welcome di�erent ways of playing and perceiving

music, with considerable impact on music-making for disabled people. ADMIs

o�er exciting possibilities for instrument design to consider and incorporate

individual constraints (e.g., missing arm, low vision, hearing loss, etc.) more than

traditional acoustic instruments, whose generally fixed design allows little room

for disabled musicians inclusivity. Relatively few works discuss ADMIs in the

context of disability studies, and no work has investigated the impact of di�erent

disability models in the process of designing inclusive music technology. This

paper proposes criteria to classify ADMIs according to the medical, social, and

cultural models of disability, then applies these criteria to evaluate eleven ADMIs

targeting d/Deaf people. This analysis allows us to reflect on the design of ADMIs

from di�erent perspectives of disability, giving insights for future projects and

deepening our understanding of medical, social, and cultural aspects of accessible

music technology.

KEYWORDS

Accessible Digital Musical Instruments, disability studies, music and disability,

participatory design, Deaf culture, deafness

1. Introduction

In the last few decades, the disability rights movement has sought to affirm basic

human rights, promoting equal access and inclusion for people experiencing different

disabilities (Howe et al., 2015). Such activism has motivated landmark legislation that has

raised challenges related to the inclusion of disabled people in music-making and music

classroom activities (Hammel and Hourigan, 2011). Participation in music activities allows

for emotional growth and sociability and the development of fine motor skills and cognitive

capabilities (Hammel and Hourigan, 2011). These benefits highlight the importance of

promoting broad access to music, which is particularly important for disabled people,

whose physical and social barriers frequently exclude them from full participation in society

(Adams et al., 2015).
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TheAccessible DigitalMusical Instrument (ADMI)1 field opens

up new opportunities for inclusion by accommodating bodily

differences and valuing multiple ways of perceiving music, such as

through tactile and visual means (Davanzo and Avanzini, 2020).

Scholars have observed that the development and design of ADMIs

are often based on physiological “needs” at the expense of social

and cultural ones (Frid, 2019a; Lucas et al., 2020). Authors have

argued that studies on ADMIs have not dealt with the possibility

of thinking about disability more deeply (Adams et al., 2015; Frid,

2019a; Lucas et al., 2020), highlighting that most studies in the field

have focused mainly on approaches that can be identified with the

medical model of disability (Frid, 2019a).

This paper provides original research by proposing criteria

to classify ADMIs according to the medical, social, and cultural

models of disability and apply these criteria to evaluate eleven

ADMIs targeting d/Deaf2 people. This analysis allows us to

reflect on the design of ADMIs from different perspectives on

disability, giving insights for future projects and deepening our

understanding of medical, social, and cultural aspects of accessible

music technology. This has not yet been explored in the existing

literature. The paper addresses the following main needs: (1) the

research in accessible music technology should connect with the

different disability approaches found in the literature (Haag, 2017;

Lucas, 2023), (2) researchers in the field should develop a literacy of

disability models and present discussions about the impact of the

model in their study (Haag, 2017; Lucas, 2023), and (3) studies in

the ADMI field should consider approaches other than the medical

model (Frid, 2019a; Lucas, 2023).

We address the three needs mentioned in the previous

paragraph by proposing an analysis of ADMIs according to the

three main disability models examined in the literature and by

discussing the impact the different disability models may play on

the ADMI design process. To enable this analysis and discussion,

we proposed criteria to analyze ADMI development. These criteria

are inspired by aspects of the medical, social, and cultural models of

disability and can be used at any point in the development process,

including before and during design. They can also guide future

ADMI projects. First, our study addresses need 1 by providing

1 In the current paper ADMI is defined as “accessible musical control

interface used in electronic music, inclusive music practice and music

therapy settings” as proposed by Frid (2019a, p. 3). There are many terms

describing research focusing onmaking digital music instruments accessible,

for example, “adaptive digital musical instruments” and “assistive music

technology” (Frid, 2019a). However the author explains that the word

“assistance” implies an external source that provides aid to a person in need,

whereas “adaptive” implies a constant state of refinement and adjustment to

the musician (Frid, 2019a).

2 The term “Deaf” (capitalized) refers to people who value their Deafness

and identify culturally as Deaf, usually communicating in Sign Language,

and utilizing visual and tactile cultural behaviors (Jones, 2015; Holmes,

2017). Whereas deafness with a lowercase d denotes an audiological

condition and is used here to identify people who have a hearing impairment

(Jones, 2015; Holmes, 2017). We use the term d/Deaf when referring to

both groups. Although conceptions of d/Deafness are more complex than

these definitions imply, it is beyond the scope of this article to articulate

them further.

an introduction and discussion of different disability models in

the context of music and technology. Second, our criteria can

be used to analyse, classify, and develop ADMIs according to

the medical, social, and cultural models of disability, leading

researchers to reflect on the importance of developing a literacy of

disability models (need 2). Third, we propose a discussion about

the implications of our criteria to the design of new ADMIs,

highlighting the importance of considering design aspects beyond

the medical model (need 3) and opening different perspectives

on disabled musicians participation, inclusion, and evaluation. To

our knowledge, no previous work proposes reflecting on ADMIs

according to the medical, social, and cultural models nor considers

how these models might affect the design of new ADMIs.

Another original point of this research is that we discuss

ADMIs in the context of the cultural model of disability, presenting

disability as a source of cultural diversity that can impact the

development of new ADMIs. This avenue has not yet been explored

in the existing literature. This discussion opens doors for reflections

on music and technology from different cultural perspectives and

provides researchers with a way of analyzing ADMIs that takes into

account individual and collective practices and the experiences of

disabled musicians.

The criteria proposed in this study were used to analyse eleven

papers focused on ADMIs, all of which describe instruments that

are used or potentially used by d/Deaf individuals. A search of

the literature revealed that few studies are specifically designed for

d/Deaf people (Frid, 2019a), suggesting that this research direction

needs to be further explored. After introducing the medical, social,

and cultural models of disability (Section 2.1) and discussing their

implications for music and technology (Section 2.2), the paper

proposes criteria to analyse ADMIs through the lens of these three

models (Section 2.3). We then analyse eleven selected ADMIs

according to those criteria (Section 3) and then discuss potential

new insights for ADMI design in the context of the medical, social,

and cultural models of disability (Section 4). The insights from

using these criteria include: analyses of inclusive technology under

different perspectives on disability, reflections on participatory

methods, and reflections on the value of disability as a source of

sociocultural diversity that can inspire and guide the development

of new ADMIs.

2. Materials and methods

2.1. The medical, social, and cultural
models of disability

The Western conception of disability has changed over the

past 300 years. Straus (2011) explains that some conditions once

legitimated by medical diagnoses no longer exist (e.g., hysteria,

neurasthenia, fugue, and nostalgia) while others that never existed

before (e.g., attention deficit disorder, autism, anorexia, and

obesity) are now part of the discourse on disabilities. By the

18th century, disability was commonly conceived as a sign of

divine disfavor, a punishment from God, and thus the external

mark of an internal moral failing (Straus, 2011). In the 19th

century, disability was generally characterized as a sign of divine

inspiration and conceived as something to be left behind after
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spiritual transcendence (Straus, 2011). Since around 1800, disability

has been largely considered as an individual pathology or defect

that could be corrected by medical procedures (Straus, 2011). From

the 1960s and 1970s, in the context of civil rights, disability began

to be thought of as a sociocultural construct, not a fixed medical

condition (Garland-Thomson, 1997).

In the next subsections, the three main models of disability

(medical, social, and cultural) are presented and discussed in the

context of music and technology as a basis for proposing criteria for

ADMI analysis. Llewellyn and Hogan (2000) explain that models of

disability are not synonymous with theory as their usage does not

involve data collection and are not based upon data collection or

methodology; however, they may serve as a tool to help us solve

problems in research. They may have some usage as generators of

hypotheses and enable us to represent information in a way that

may aid understanding and generate explanations, providing us

with different ways of examining the world of the disabled person

(Llewellyn and Hogan, 2000).

Llewellyn and Hogan (2000) discuss the danger of

overgeneralization when using disability models, arguing that

researchers have to ask themselves if the advantages of a given

model justify usage. In the present paper, we use the medical

and social models as they have dominated the discussions in

disabilities over the last 50 years (Toro et al., 2020), and they

have been discussed in the ADMI literature (Frid, 2019a; Davanzo

and Avanzini, 2020; Lucas et al., 2021). In addition, we choose

to also include the cultural model, intended to provide us with

a way of analyzing ADMIs by taking into account individual

and collective practices and experiences of disabled musicians.

However, other models or ways to conceptualize what “disability”

means can be found in the literature: the Transactional Model

(Llewellyn and Hogan, 2000) that is based on the basic premise

that, beyond non-sport environments, disability is caused and

sustained by problematic social relationships; the Ecological-

Enactive Model (Toro et al., 2020), intended to disentangle the

concepts of disability and pathology, locating the difference

between pathological and normal forms of embodiment in a

person’s capacity to adapt to changes in the environment; and

the Social-Ecological Models (Shogren et al., 2018) that challenge

the assumption that disability resides only within the person

and provides a conceptual framework to operationalize the

understanding of disability.

2.1.1. Medical model
The medical model is based on the disease model used

in medicine, considering all disability as the result of some

clinically observable physiological impairment in bodily structure

or function that needs appropriate “treatment” (Llewellyn and

Hogan, 2000; Toro et al., 2020). Overall, the goal is to return

the individual to a state of normalcy, allowing full participation

in society (Lucas, 2023). The human being is considered as

adaptable to the environment while society is fixed and unalterable

(Llewellyn and Hogan, 2000). The medical model assumes a

normative standard fromwhich disability is an individual deviation

that could be remedied and adjusted. Within this model view,

disability is conceptualized as an individual body problem, and the

solution is provided by medically oriented institutions, experts, and

professionals (Beaudry, 2016). These experts and professionals have

the task to treat the individual for the disabling condition, an idea

that is often internalized once a person receives training, acquires

expertise, and works in an environment dominated by the medical

model (Oliver, 1983).

While the medical model recognizes a myriad of environmental

factors linked to individual functional limitations, disability is

understood in terms of the body of the disabled person as

described objectively and scientifically, failing to recognize the lived

embodiment of disabled persons (Toro et al., 2020). Waldschmidt

(2018, p. 69) explains that from the medical approach “everything

begins from the impairment, by presupposing that there are

bodily, mental or psychological conditions that cause restrictions of

participation and result in disability”. For example, the appropriate

medical response to learning problems is to treat impairments

(such as hyperactivity disorder or dyslexia) through therapeutic

intervention and to support the individuals to come to terms with

their deficits (Waldschmidt, 2018).

Llewellyn and Hogan (2000) explain that this model has been

seen as a force only to change disabled people into some more

normal beings, disregarding social factors and not allowing disabled

people to claim their major role in defining their own disability.

Lucas (2023) points out that, in its extreme, the medical model

sees diseases as attributable to biological and somatic factors that

are possible to identify in a laboratory or clinical setting, omitting

psychological, social, and cultural factors. The medical model is

inclined to accept what is considered physiologically, socially, and

culturally “normal” and does not allow much room for discussions

about changes in the social status of disabled people (Straus, 2011).

The medical model could be associated with the status quo

of Western music traditions and institutions that often seem

to dictate what is “normal” in music, creating ideas about the

right way musicians should play, compose, use instruments, etc.

(Howe, 2015). A biased perception that music has to follow

“normal” standards has the potential of leading researchers in

music technology to design instruments intended to promote the

“right” way musicians should play, compose, use instruments, etc.

(Howe, 2015). From the medical perspective, music technology

researchers are the experts responsible for understanding how

individual impairments prevent participation in music and

proposing technological solutions to overcome the disability,

allowing the person to make music “normally” (Haag, 2017).

2.1.2. Social model
The social model switches the focus from individual limitations

to the way the physical and social environment imposes limitations

upon certain groups of people (Oliver, 1983). This model presents

disability as a form of inequality caused by societal practices of

disablement or incapacity to remove obstacles faced by disabled

people rather than by impairments within the individual (Beaudry,

2016; Waldschmidt, 2018). From this perspective, disability is not

a fixed, medical condition; rather, it emerges from a society that

chooses to accommodate some bodies and exclude others (Garland-

Thomson, 1997). Under the social model, adjustment becomes an

issue for society, and the reflections about the able or disabled
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are displaced from the individual to the design of buildings,

housing environments, expectations of others, working conditions,

organizations of production, etc. (Oliver, 1983).

Within a social model of disability, it is argued that disability

exists insofar as it is socially constructed and imposed on people

with impairments; there is a de-emphasis on the individual, putting

the discussions on disabilities back into the collective responsibility

of society, emphasizing that limitations experienced by disabled

people are caused by factors that come from outside of the person

not from their impairment (Llewellyn and Hogan, 2000; Toro et al.,

2020). The social model intends to contribute to the emancipation

of disabled people, posing important questions about the barriers

society imposes on them and reflections on policies intended to

promote inclusive arrangements (Waldschmidt, 2018).

There are two main critiques of the social model. First, it

does not address individual truth, perceptions, and beliefs about

disability (Llewellyn and Hogan, 2000); the focus on society leads

this model to neglect the embodied lived experience of the disabled

person in the world (Toro et al., 2020). Second, the social model

leaves little space for differences, such as race, age, and gender,

between disabled people once this model focuses on collectivity to

drive political change, sustaining that disabled people will benefit

by banding together (Lucas, 2023).

An important characteristic of the social model is the

distinction between impairment and disability. Impairment is

related to loss or diminution of sight, hearing, mental ability,

etc. susceptible to individual treatment/therapy, while disability

is considered to be generated by the incapacity to remove

obstacles faced by disabled people and generally associated with

societal practices of disablement or exclusive social environments

(Llewellyn and Hogan, 2000; Waldschmidt, 2018). For example,

a d/Deaf person is disabled by oral language, but not by sign

language; a wheelchair user is disabled by curbs, but not by sloped

curbs. Oliver (1983) explains that if the problem of housing, for

example, is taken from the medical perspective, the discussion

would be around terms related to getting in and out, bathing,

accessing the kitchen, and so on. That way, the discussions around

the social model make it possible to see the creation of disability

by the way housing is unsuited to certain individuals. Thus, there

is a shift in emphasis from providing personal aids and therapy

to adapting environments (Oliver, 1983). Beaudry (2016) argues

that exclusion is the real problem; it is caused by a social failure

to make adequate inclusive arrangements, accommodating some

bodies and excluding others. For example, the access barrier of

built environments may be observed through the attitudes held by

building designers who may have overlooked or even devalued the

requirements of wheelchair users (Lucas, 2023).

Lucas (2023) explains that the broader contextual factors raised

by the social model can be applied to the design of technological

products or musical instruments. The history of Western music

has perpetuated an idea of normalcy tied to physical constraints,

constructing an idea of a normal performance body (Lucas, 2023).

For example, the acoustic piano requires the players to fit the

piano’s dimensions, being able to sit whilemoving and coordinating

arms and legs. The social model perceives non-inclusive musical

environments (concert halls, theaters, opera houses, etc.) and tools

(music instruments, interfaces, stages, etc.) as disabling factors

(Howe, 2015). In this way, the design, implementation, and use

of assistive techniques and technologies may be an alternative to

overcome barriers in music-making (Howe, 2015). Also, a study

in consonance with the social model intends to contribute to the

musical emancipation of disabled people. The research under the

social approach promotes the participation of disabled musicians,

allowing them to contribute to the design of new technologies

that have the potential of overcoming social barriers and therefore

facilitate inclusion and access to music (Haag, 2017; Lucas, 2023).

2.1.3. Cultural model
The cultural model of disability challenges “normality”

and investigates how normalizing practices result in disability

(Waldschmidt et al., 2017). Waldschmidt et al. (2017) explains that

this model considers disability neither as only an individual fate,

as in the medical model, nor as merely an effect of discrimination

and exclusion, as in the social model. The cultural model

investigates disabilities as a category constructed within a certain

cultural and historical background that defines normalities and

deviations, exclusionary and inclusive practices in everyday life and

different institutions (Waldschmidt, 2018). Thus, attitudes toward

impairments and the relation between impairment and disability

are defined according to the cultural context. For example, deafness

is typically regarded as a lack of hearing by non-disabled people;

however, the cultural model supports the Deaf community view

of deafness as a cultural difference and a source of linguistic

competence in the form of sign language (Waldschmidt, 2018).

The cultural model maintains that disability exists only, and

insofar as, certain differences (bodily and embodied) can be

distinguished and thought of as “relevant for health” within a

given cultural and historical order of knowledge and institutional

support (Waldschmidt, 2018). Following this line of thinking,

research does not simply investigate, for instance, the life course

experience of disabled persons, but also those of persons considered

non-disabled. Such a research approach challenges stigmatized

cultural identities and outworn stereotypes by asking, for example,

why personal autonomy is important for modern society and

what normative expectations and constraints are attached to it

(Waldschmidt, 2018). Similarly to the social model, the cultural

model perceives non-inclusive musical environments and tools as

disabling factors. However, the cultural approach allows us to go

further and also include attitudes toward music, such as musical

paradigms, musical pedagogical approaches, musical technique,

etc. These environments, tools and attitudes are often not directed

at disabled musicians.

The cultural model allows us to have different perspectives

on common ideas and practices related to music and music

technology. For example, Bowman (2009) explains that the

practices related to music education define inclusion based on

dominant-culture notions of what is adequate or inadequate, good

or bad, and successful or unsuccessful. Deaf people, for example,

are disabled by hearing-centric views of music, normalized

listening paradigms (Straus, 2011), and music technology resources

inspired by these views and paradigms. Such conceptions of music

disregard the fact that Deaf listeners, music teachers, and musicians

are proposing a much more multisensory hearing experience
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(Jones, 2015). Deaf musicians are creating new ways to “feel”

and “see” music and use music technology within the social

and cultural context of the Deaf community (Best, 2016a,b).

They are creating a musical movement that covers Deaf schools

(Fawkes and Ratnanather, 2009), Deaf ensembles (Swinbourne,

2016), YouTube channels (Best, 2016a), and music technology

projects (Hawley, 2016). Through these musical movements,

Deaf musicians introduce new ideas about hearing, composition,

education, and technology. The cultural model can promote this

argument by celebrating disability as a cultural difference.

2.2. Accessible music technology and
disability models

Music involves the integration of a wide range of cognitive,

perceptual, motor, and emotional human capabilities. As Holland

et al. (2019) explain, “music is a highly embodied activity in which

performers and listeners routinely engage in complex synchronized

movements in time with sound” (p. 2). Disabled performers (those

with fewer fingers, weaker muscles, smaller lungs, or less vision

than their instruments and sociocultural context require) lead us to

ask what a performer can do (with one part of the body) and what

a performer cannot do (with another part of the body); accessible

musical instruments can accommodate the diversity related to

these performers (Howe, 2015). The complexity of music poses

challenges for developments in Human Computer Interaction

(HCI), which should allow the accommodation of performers’

impairments in comfortable and expressive ways.

The literature concerning disability in HCI has favored

approaches tied to the medical model of disability (Haag, 2017).

Lucas (2023) explains that this tendency partly originates from

the lack of awareness of disability models within the HCI

community. In this context, research projects present disability

models implicitly and “researchers rarely state the model that

frames their perspective” (Lucas, 2023, p. 14). Haag (2017) points

out three possible parallels between the medical model and HCI

studies addressing disability: (1) a shared exploration of technology

as a corrective apparatus for defective bodies, (2) the comparable

role of doctors and researchers to determine the nature of disability

and design, and (3) a similar underestimation of disabled people’s

perspectives. Most of the papers reviewed by Haag (2017) are

either explicitly based on the medical model or do not present an

explicit reference to a particular model of disability. Haag (2017)

urges the HCI community to update its discourse with respect

to the vast literature on modern conceptions of disability. The

problems that emerge from this field and their potential solutions

are both constrained by the underlying model of disability (Haag,

2017), thus linking these solutions to the model implicitly or

explicitly used. Research can help clarify the conceptual intricacies

of disability to create more effective frameworks for developing

solutions that fit the needs of the end beneficiaries (Haag, 2017).

As Haag (2017) argues, researchers should ideally develop a

literacy of disability models and state the model to which their

research adheres.

One class of HCI development is linked to Digital Musical

Instruments (DMIs) (Miranda and Wanderley, 2006). In the

context of inclusive music practice, these instruments are known

as Accessible DMIs or ADMIs. ADMIs are typically composed of a

control surface where disabled musician interactions are measured

by sensors whose values are mapped to sound synthesis algorithms.

These interactions are mediated by gestural controls that are

decoupled from sound production (sound control dissociation) but

connected according to a mapping strategy. The sound control

dissociation precludes any mechanical or physical constraints on

sound production or gesture controls. Therefore, ADMI designers

have more freedom than builders of acoustic instruments to

provide tools intended for inclusive contexts (Frid, 2019b). The

dissociation also allows the use of mappings between sounds and

images or haptic elements. These instruments allow us to overcome

the idea of a normally performing body (Howe, 2015) which usually

possesses all limbs, appendages, physical capacities, and so on.

Furthermore, ADMIs dismantle the dichotomy of a “right” or

“wrong” way of playing an instrument, incentivizing curiosity and

exploration, and promoting a sense of empowerment (Frid and

Ilsar, 2021).

2.3. Criteria for ADMI classification through
the lens of the medical, social, and cultural
disability models

In this section, we connect ADMI design to the medical,

social, and cultural models discussed in Sections 2.1 and 2.2

proposing criteria for ADMI classification based on four design

elements. Despite Haag (2017)’s evidence for the value of broader

disability literacy and greater transparency about disability models,

researchers still tend to adhere exclusively to the medical model

and frequently neglect to disclose their chosen approach (Haag,

2017). To encourage the exploration and transparent disclosure

of different disability models, we propose that researchers analyse

different ADMIs through the criteria of user participation, disability

view, inclusion view, and impact view. These criteria are based on

the three aforementioned disability models.

As observed by Frid (2019a), ADMI projects generally do not

follow a straight line from conception to project design and do

not clearly explain the project development steps. However, ADMI

reviews (Frid, 2018; Frid, 2019a) and evaluations (Davanzo and

Avanzini, 2020; Lucas et al., 2020) shed light on four commonalities

among most ADMI projects: 1) specification of the potential user,

2) frequent reflections on disability, 3) occasional consideration

of access and/or inclusion, and 4) discussion of the instrument’s

potential impact. These four common points inspired the four

criteria we propose to analyse ADMI literature: 1) participation

of users in the research process (user participation), 2) disability

references or descriptions (disability view), 3) mentions of inclusion

or/and access (inclusion view), and 4) potential impact of the ADMI

onmusic-making for musicians with or without disabilities (impact

view). The four elements are described below in relation to each

model, and then summarized in Table 1.

User participation is defined here as the degree of participation

attributed to users in the ADMI research process and can

be classified according to each of the three disability models.

Under the medical model, ADMI research concentrates on
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fixing impairments. Research is typically designed and conducted

exclusively by the researchers, restricting the participants’ role to

only evaluating the instrument according to the researcher’s view,

sometimes, participants with disabilities are not even involved in

the research process. Participants are mostly involved in order

to address impairments and discuss how ADMIs may overcome

them. Under the social model, the active participation of users

focuses on addressing how to overcome social barriers (music

environments, music tools, etc.) that limit access to music.

According to the cultural model, reflections on culture guide our

understanding of disability. As in the social model, users active

participation contribute to overcoming cultural barriers (musical

paradigms, musical pedagogical approaches, musical technique,

etc.) to accessing music.

Our investigation on participation is not intended to describe

in detail the participation approaches (Harder et al., 2013) used

by the researchers in the papers to be analyzed. Associating the

participation approach with the disability models, we classify each

approach according to the inclusion or exclusion of the disabled

person in the ADMI design process. If the disabled person is part

of this process, the nature of the participation is identified by

pointing out medical, social, or cultural aspects or characteristics as

explained in Subsection 2.1 and illustrated by the analysis of each

instrument in Section 3.

The disability view describes how ADMI research presents

disability according to the three models. Researchers following

the medical model investigate which individual conditions prevent

the inclusion of disabled people in music, while those following

the social model explore social conditions, practices, and attitudes

that prevent their inclusion. Research influenced by the cultural

model strives to understand the meaning of music-making

in a given culture or society, and what cultural conditions,

practices, and attitudes inhibit disabled people from participating

in music activities.

The inclusion view refers to how ADMI research conceptualizes

inclusion through the three models of disability. Research aligned

with the medical model inquires whether and how technology and

music practices support the overcoming of “music deficits”. Socially

oriented research examines how technology and music practices

may “empower” disabled persons and promote accessible music

environments by removing societal practices of disablement in

music and deviating from “normalcy” (Howe, 2015) in the design

and use of musical instruments. Culturally influenced research

explores how technology and music resources may incorporate

conceptions or music ideas from disabled performers. The way

disabled people make music may inspire the development of

technology. For example, the design and development of gesture

controllers can accommodate the needs of diverse bodies, and

culturally diverse perceptual modes may inform systems intended

to visualize or feel music by using visual and haptic devices.

The impact view refers to the way that ADMI research evaluates

the impact of instruments according to the medical, social, and

cultural models. By way of the medical model, research on the

benefits of ADMIs focuses on evaluating whether the instruments

are “fixing” the disabilities of people living with them. No impact of

these instruments is measured for people living without disability.

Socially focused research advocates the benefits of ADMIs for

disabled people and encourages the design of instruments that

accommodate disabilities and enable independent music-making.

This branch of research thus emphasizes ADMI benefits in

the context of breaking down social barriers to music access.

Research following the cultural model similarly emphasizes the

benefits of ADMIs for both the disabled and non-disabled by

integrating cultural diversity into instrument design. Culturally

diverse approaches focus on breaking cultural barriers to make

musical activities more accessible, while framing the artistic output

of disabled people as valuable for everyone.

2.4. Methodology

2.4.1. Data collection
In order to find works describing ADMIs targeting d/Deaf

individuals, we applied the method proposed by Frid (2019a)

adapted to the d/Deaf context. Accordingly, we consulted the

same databases (ScoPus, Google Scholar, and Web of Science

Core Collection), using the same search phrases: (“Digital Music*

Instrument*” OR “New Interface* for Musical Expression” OR

“music* interface*” OR “music controller”) AND (accessib* OR

adapt* OR assistive OR inclus* OR empower*) AND (disabilit*

OR health OR need OR impairment OR therap* OR disorder*).

However, in order to adapt the last group of terms to the d/Deaf

TABLE 1 Criteria for ADMI classification according to the medical, social, and cultural models of disability.

User participation Disability view Inclusion view Impact view

Medical model (M) No participation or limited

participation, intended to

validate the instruments

designed by the experts.

Individual conditions prevent

music participation.

Technology supports disabled

persons in overcoming their

“musical deficits”.

The research does not consider

the impact on non-disabled

people, focusing only on disabled

individuals.

Social Model (S) Active participation in the design

and evaluation process, with a

focus on music needs to

overcome social barriers to music

access.

Societal conditions, practices,

and attitudes prevent music

participation.

Technology promotes accessible

music environments by

removing social barriers in

music.

The research considers how the

instruments benefit disabled

people in overcoming social

barriers.

Cultural model (C) Active participation in the design

and evaluation process, with a

focus on cultural elements from

disabled musicians/communities.

Cultural practices and discourses

prevent music participation.

Technology incorporates

culturally diverse ways of hearing

and music-making.

The research considers how the

benefits of developing

technology inspired by different

cultural backgrounds can impact

everyone.
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TABLE 2 Workflow.

Element Question 1 Answer Question 2 Disability model

User Participation Are there disabled people

participating in the research?

No. M

Yes. Medical-based participation. M

Social-based participation. S

Cultural-based participation. C

Disability view What prevents participation in

musical activities?

Individual/medical conditions. M

Societal conditions, practices, and

attitudes.

S

Cultural practices and discourses. C

Inclusion view How does the ADMI promote

inclusion?

Technology supports disabled persons

in overcoming their “musical deficits”.

M

Technology aims to remove social

barriers that prevent access to music.

S

Technology incorporates culturally

diverse ways of hearing and making

music.

C

Impact view What is the context for

discussions about the impact of

the ADMI?

Medical reflections focusing only on

disabled individuals.

M

The instruments social benefits impact

everyone.

S

Technology inspired by different

cultural backgrounds impacts

everyone.

C

context, we replaced the phrases (disabilit* OR health OR need

OR impairment OR therap* OR disorder*) with the phrases (deaf*

OR hearing impairment OR cochlear implant OR deaf hearing

OR hearing loss). Studies that were included in our analysis had

to: a) present at least one ADMI directed to d/Deaf individuals,

mentioning the potential target group(s) in either the title or the

abstract; b) describe the implementation of an ADMI that enabled

real-time manipulation of input or control data.

Following Frid’s method (Frid, 2019a), we considered

conference proceedings, journal papers, PhD theses, and book

chapters written in English. The review considered both academic

and gray literature (meaning valuable commercial and other

non peer-reviewed literature that emerges through database

searching). We selected the articles most appropriate to the

purpose, with the following questions in mind: Does the study

present the development of an ADMI or DMI targeting d/Deaf

people or potentially addressing them? Does the study mention

disability? Does the study provide any description of ADMI design

and evaluation?

2.4.2. Data analysis
Our analysis focuses on four distinct elements of ADMI design

as shown in Table 1. We intend to analyse ADMI design; however,

we have to go through the overall research process to analyse and

understand how the elements related to design are linked to the

different disability models presented in Section 2.1. Our workflow

is presented in the next paragraphs and summarized in Table 2.

First, we identified whether the researchers plan to include

disabled people in the design process, the noninclusion indicates

a medical approach; when the disabled individuals are included we

have to analyse the nature of the interaction between researchers

and individuals regarding the medical, social, and cultural models.

The nature of the interaction is classified as: medical, when

the focus is on overcoming disabilities; social, when disabled

individuals and researchers work together to overcome social

barriers; cultural, when the disabled individuals’ cultural practices

are put in the foreground. That way, we have the elements

to establish the project’s user participation (Section 2.3) in the

design stage. We additionally analyzed the ADMI evaluation

process, classifying user participation in accordance with the

descriptions of instrument use and identifying which model guides

the collaboration process with the disabled participant (medical,

social, and cultural).

Second, we scrutinized how different researchers defined the

design requirements by identifying the various intended target

participants and the contexts of instrument use. This preliminary

definition phase also uncovered researchers assumptions about the

relationship between impairment and disabilities, allowing us to

classify the project in terms of the disability view as described in

Section 2.3.

Third, we examined the design choices of different instruments

to identify associations between the inclusion view (Section 2.3)
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since the design choices reflect the ways in which technology

promotes access. These associations can be classified into: 1)

medical model, when design choices are aimed at overcoming

individual deficits; 2) social model, when design choices target

musical environments and aim to empower disabled musicians; or

3) cultural model, when design choices take into account or are

inspired by the cultural practices of disabled musicians.

Fourth, we reviewed the conclusion and discussion sections

of each article to classify their alignment with the impact view

(Section 2.3) and the three disabilitymodels in terms of the different

instruments benefits and the targets of these benefits. The impact

view is classified as medical when benefits are discussed in the

context of disability correction. Otherwise, the impact view can be

classified as social or cultural, depending on whether the discussion

of benefits focuses on social or cultural aspects related to the

analyzed ADMI.

We tried to keep the analysis of each criterion to the elements

of ADMI design mentioned in the previous paragraph. However,

sometimes we had to adapt our analysis when some papers

presented different structures or the criteria were identified across

different elements or phases. For example, the elements that made

it possible to identify the disability view or the inclusion view were

frequently distributed through ADMI descriptions.

We point out that the models are not mutually exclusive, which

is why some categories may be associated with more than one

model. We use the letters M, S, and C to identify the medical, social,

and cultural models respectively. When a category is associated

with more than one model, the letters are ordered according to the

model dominance, which is related to the number of answers to

the questions in Table 2. For example, C, S, and M indicate that the

cultural model is dominant (most of the questions in Table 2 are

answered/classified with the cultural model), followed by the social

and medical models.

3. Results

By applying our selection criteria, as presented in Section 2.3,

we found eleven instruments targeting this population. The chosen

papers are briefly presented in the next paragraphs.3

Mórimo (Zubrycka and Cyrta, 2012) aims to provide a platform

formusical expression, with an emphasis on the tactile properties of

sound. The work investigates the human body-music interaction,

within the performative context in particular, targeting non-

deaf and deaf people. There is no mention of deaf participants

in the research process. Future works are intended to include

deaf and non-deaf individuals, possibly within the context of

music education.

Mogat (Zhou et al., 2012) is an ADMI-like tool in the form

of three musical mobile games aimed at improving musical

auditory skills for deaf children post Cochlear Implantation (CI

participants). The mobile design was based on feedback from deaf

children to understand their “deficiency” in terms of pitch, rhythm

perception, and pitch production in contrast to non-deaf peers.

3 In this section the terms “Deaf” and “deaf” are presented in the same way

they appear in each paper analyzed.

The authors also proposed a user study with CI participants to

demonstrate the effectiveness and efficiency of Mogat.

A new DMI proposed by Burn (2016) would enhance the

musical experience for deaf musicians by using visual and haptic

feedback systems to represent the components of sounds produced

by DMIs, delivering a multi-sensory experience similar to that

provided by acoustic instruments. Burn (2016) intends to design

and evaluate the system together with deaf musicians.

Music aid (Søderberg et al., 2016) explores how music creation

can occur collaboratively between deaf and hearing people. The

overall goal of the research was to explore first, how to design

an interface that would allow a deaf person to create music,

and second, how this interface would support collaboration

between hearing and deaf people. The authors propose the music

interpretation and interaction through the visualization of sound

along with haptic feedback. The design process relied on deaf and

non-deaf people. Three alternative prototypes were developed to

address the needs elicited from the design phase. These prototypes

were then qualitatively evaluated in a controlled environment

where non-deaf and partially deaf participants explored the

prototypes by creating music together, followed by in-depth

interviews with the two groups.

Duarte and Tavares (2017) present an ADMI implemented as

a smartphone application with two options simulating piano or

drums. The instruments are intended to allow the musician to

have haptic and visual feedback from music in the context of

music education. The instruments were evaluated with Deaf and

hearing participants.

Wearable Musical Haptic Sleeves (Trivedi et al., 2019) are

wearable haptic devices that deaf people can use to experience

music. The devices are combined with a visualization system and

can be controlled by an interface control. Deaf people are not

included in the design and evaluation process.

Toc-Tum (Chaves et al., 2021) is an ADMI-like tool in the

form of a virtual reality-based educational game accessible for deaf

people. According to the authors, the system was “validated” in two

different ways: (a) with the target audience to evaluate the interest

in the game and (b) with people who have musical knowledge or

who have had contact with the deaf, to assess the game’s impact on

musical instruction for deaf learners.

Smartphone Drum (Iijima et al., 2021) is a smartphone app

that presents a vibrotactile sensation similar to that of a drum

when the musician makes a drumming motion in the air with their

smartphone as a drumstick. d/Deaf people are not included in the

design process, but they are included in the evaluation process.

Cavdir and Wang (2022) present three wearable musical

instruments (Bodyharp; Felt sound; and Touch, Listen, and

(Re)Act) intended to deliver an embodied musical experience for

diverse bodies. The instruments are developed according to an

inclusive participatory design and performance practices to create

more inclusive music performances. The Bodyharp does not rely

on d/Deaf participants, while the Felt sound instrument includes

them in the evaluation process, and the Touch, Listen, and (Re)Act

includes them in both the design and evaluation.

In order to classify the ADMIs according to the medical,

social, and cultural models, we analyzed the eleven ADMI papers,

applying four criteria (Table 1). Table 3 classifies the ADMIs
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TABLE 3 Classification of eleven ADMIs directed to deaf people according to the medical (M), social (S), and cultural (C) models of disability.

Date Project name User participation Disability view Inclusion view Impact view

2012 Mórimo No information C C M and C

2012 Mogat M M M M

2016 No title (Burn, 2016) C and M C and S C C

2016 Music Aid S S S S and C

2016 No title (Duarte and Tavares, 2017) M and C S and M M and S S and C

2019 Wearable Musical Sleeves M M M M

2019 Toc-Tum S and M S, M, and C S and M S and M

2021 Smartphone Drum M and S M M M

2022 Bodyharp M C and M C C

2022 Felt Sound C and M C and M C and M C

2022 Touch, Listen, and (Re)Act C, S, and M C and M C and M C

TABLE 4 Occurrence and dominance (medical, social, and cultural models) for the 11 ADMIs analyzed.

User participation
(Occur./Dom.)

Disability view
(Occur./Dom.)

Inclusion view
(Occur./Dom.)

Impact view
(Occur./Dom.)

Total (Occur./Dom.)

M 9/5 8/3 7/4 5/4 29/16

S 4/2 4/3 3/2 3/3 14/10

C 4/3 6/5 5/5 7/4 22/17

TABLE 5 Occurrence of combined models.

User participation Disability view Inclusion view Impact view Total

C and M 2 3 2 0 7

S and M 1 1 1 1 4

M and S 1 0 1 0 2

M and C 1 0 0 1 2

S and C 0 0 0 2 2

C and S 0 1 0 0 1

S, M and C 0 1 0 0 1

C, S and M 1 0 0 0 1

according to our criteria, with a more frequent appearance

of the medical model (M) than the other two models (S

and C).

From Table 4, we can observe a greater occurrence of the

medical model; however, when referring to dominance, we notice

that these models present close numbers. This indicates that

although the projects are considering different models, the medical

model is the one with the highest occurrence in general, being

present in practically all projects, except for Music Aid (Søderberg

et al., 2016).

Interestingly, the data in Table 5 show that most combinations

include M (83,3% of the total); however, M is not the dominant

model for the majority of the combinations, indicating that

the research projects are analyzing social and cultural aspects

of disability, although they tend to recur to medical ideas at

some point.

4. Discussion

The recurrence of the cultural model in Table 2 highlights the

fact that the ADMIs analyzed rely on a few d/Deaf individuals

as reference for their reflections about music and deafness. For

example, the Felt Sound and Touch, Listen and (Re)Act projects

consider and incorporate aspects of Deaf culture by investigating

the use of sign language and consulting with d/Deaf people in the

design process. Otherwise, most of the papers analyzed do not take

into account the music movements within Deaf culture (Maler,

2015; Holmes, 2017) or elements of sign language (Maler, 2015;

Best, 2016a).

The frequent occurrence of the medical model in our analysis

is in line with Partesotti’s argument of that most ADMI proposals

limit their technology development to user needs that could

be incorporated in the design (Partesotti et al., 2018). Such an
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approach can be compared to medical treatment models that

disregard cultural and social elements associated with different

types of disabilities (Lucas et al., 2020). However, our classification

criteria allow us to observe that in our sample, ADMIs also consider

sociocultural aspects of disabilities, even if these aspects are not

prevalent. Thus, our criteria facilitate our understanding of how

different disability approaches are distributed in the ADMI design

process, sometimes combined, as shown in Table 5, and other times

characterized by the frequency of their occurrence, as shown in

Table 4. In this way, our framework allows us to consider and

measure the occurrence of the three models and to reflect on their

impact on each ADMI.

The combination of different models can be a way to

keep ADMI design open to different perspectives and promote

participation according to different musicians needs. The social

and cultural models may give disabled musicians an active voice

in the ADMI design process by advocating the active participation

of disabled people in issues that concern them. We observed that

the cultural model is predominant in the three most recent ADMIs

analyzed, but it still lags behind themedical model overall, as we can

see with the other eight ADMIs (Table 3).We also observed that the

ADMIs that use the social and cultural model give special attention

to the participation of disabled individuals in the design process.

Frid (2019a) points out some key concepts for the success

of ADMIs, including adaptability and customization, iterative

prototyping, user participation, and interdisciplinary development

teams. The author also argues for the huge potential of the field

to diversify and for ADMIs to benefit larger groups of disabled

musicians. These outcomes could be achieved by implementing

more advanced sensing technologies and gesture acquisition,

incorporating vibrotactile feedback, exploring more diverse sound

synthesis methods, and using more diverse mapping strategies

(Frid, 2019a). However, this process does not guarantee the

promotion of inclusion and diversity. Discussions of diversity

and inclusion in computer music should consider the users and

developers of these technologies, as well as who has access to

technology (Frid, 2019b).

Frid and Ilsar (2021) highlight the importance of disabled

musicians to build their own custom instruments – instruments

designed by disabled musicians for disabled musicians. However,

we note that the works reviewed here, with the exception of Cavdir

and Wang (2022), either neglect to provide space for opinions of

disabled people or do not clearly mention the use of participatory

methods intended to include them in the ADMI design process. In

the next two paragraphs, we discuss participatory research methods

and technology in the hope of providing new ways to think about

participatory approaches in ADMI design.

The literature further highlights some initiatives intended to

promote participatory technology design. For instance, Parke-

Wolfe et al. (2019) encourage the development of instrument-

building toolkits, showing that disabled people, music teachers,

and music therapists are capable of ingenious instrument designs

when they can access the right tools. The re-use of high-quality

modular technical resources will likely facilitate the development

of bespoke Accessible Music Technology (AMT). Following a

modular structure in hardware, software, and coding procedures

can make it easier to fix, update, and expand DMIs (Lucas et al.,

2020). These sensing devices can be used to control completely

different types of parameters or detect different movements,

enabling the control of different musical functions through a

mapping strategy (Marshall et al., 2009).

As evidenced in the literature, the design of ADMIs should

remain open to a diverse range of perspectives and preferences

(Wright, 2020). Some studies, such as Förster et al. (2020) and Lucas

et al. (2021), propose participatory ADMI design and emphasize the

importance of approaches that take sociocultural aspects of music

into account. Incorporating the the views of disabled people is a

vital part of the ADMI design process (Frid, 2019b). The use of

participatory design methods significantly helps to enable inclusive

sonic interaction through the design of custom instruments (Frid,

2019b). For instance, action-research methodologies promote the

autonomy of disabled people and balance the relations of power

between investigators and participants in the research process.

Ward (2023) presents a modular toolkit that illustrates use

of participatory and iterative methods to address the issue of

accessibility to music-making with music technology. McMillan

and Morreale (2023) argue that the incorporation of lived and

cultural aspects related to the experiences of disabled musicians can

lead to more effective and personalized instrument design. Also,

Lindetorp et al. (2023) highlight the importance of ADMIs inmusic

performances facilitated by assistants.

The term “action research” covers a diverse range of approaches

to research, aiming to change social practices and make research

more productive, sustainable, just, and inclusive (Kemmis et al.,

2014). These approaches have the potential to promote the

autonomy of disabled people in the ADMI development and

design processes once action research recognizes that (1) people

in particular settings are capable of participating actively in all

aspects of the research process and (2) participants have special

access to how social and educational life are conducted in their

surroundings. Therefore, these approaches can lead to research

directed at making improvements in practices and participant

settings (Kemmis et al., 2014). Action-research methodologies

(Kemmis et al., 2014) can also play an important role in ADMI

design, development, and evaluation. These methodologies could

potentially be used to ensure the active participation of disabled

people in the process of ADMI design. A primary concern of action

research is to recognize research participants as capable of engaging

actively in all aspects of the research process and value participants

as “insiders” who have privileged access to the functioning and

social rules of their settings (Kemmis et al., 2014).

In action research, the investigator can play the role of

an outside consultant who can provide valuable support to

participant researchers when it is useful. The outside consultants

do not need to be members of a community undertaking an

action research initiative, but can become engaged participants

alongside “insiders” as long as they remain critically alert

to differentiate their own self-interests from those of other

participants (Kemmis et al., 2014). As Frid (2019b) states, such

an approach can be useful in ADMI research, as the quality

of ADMIs can be improved by incorporating the views of

disabled people (insiders) and working in multidisciplinary teams,

including engineers, interaction designers, music teachers and so

on (outside consultants).

Finally, the recent increase of available computational

resources, miniaturization, and sensors further enables the
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development of ADMIs that use non-conventional interaction

paradigms and interfaces, opening up new opportunities for

inclusion by accommodating bodily differences, and valuing

multiple ways of sensory accessibility (Davanzo and Avanzini,

2020). Sensors associated with computing elements can be used to

capture and process gestures, expanding the range of possibilities

for computer music instruments (Wessel and Wright, 2002). The

introduction of new instruments or the adaptation of existing

ones can be an opportunity to transform musical cultures and

contribute to shifts in listening modes (Pinch and Bijsterveld,

2004).

5. Conclusion

The criteria proposed in this paper allowed the researchers to

identify a lack of participatory approaches and an overall tendency

toward the medical model of disability for the eleven surveyed

ADMIs. Our analysis indicates that participants do not have room

for active participation in the research process and that most

research does not consider the social and cultural aspects related

to disabilities and music. Indeed, most of the studies based on

the medical model did not include disabled people in the research

process, unlike studies focused on the social and cultural models,

which generally included disabled people.

Our chosen criteria allowed the analysis of 11 ADMIs according

to the medical, social, and cultural models of disability. Our

criteria also enabled the observation of different models across the

data analyzed and the potential impact of the different disability

models on the ADMI design process. The approach proposed

here brings several benefits to the ADMI field: 1) it provides a

way to introduce researchers to different disability models in the

context of music and technology; 2) by classifying ADMI papers

according to the medical, social, and cultural models of disability,

it increases ADMI researchers awareness of different models of

disability; 3) by considering technology outside of the medical

context, it generates insights for the design of new ADMIs through

different approaches to disabilities and different perspectives on

disabled people participation, inclusion, and evaluation. Our study

also emphasizes the importance of participatorymethodologies and

the value of disability as a source of cultural diversity that can

impact the development of new ADMIs.

Our use of the proposed criteria demonstrates the insights that

researchers can gain from applying our framework. Our analysis

allowed the classification of the selected ADMIs, confirming the

medical model as the most frequent approach, while further

showing the continued influence of the social and cultural models,

either in combination or individually. Our method thus provided

a way to examine previous studies and reflect on them from

different perspectives, opening up opportunities for more inclusive,

comprehensive, and diverse ADMI developments in the future.

The criteria proposed here can help researchers reflect on

previous and future projects and designs through the lens of

different disability models. The criteria contribute to the field by

providing insights about the development of inclusive technology

under different perspectives on disability and by valuing disability

as a source of sociocultural diversity to be considered in the ADMI

design process.

Although our criteria encourage the understanding of ADMI

design from different disability perspectives, our analysis of a

limited data set of instruments (eleven) minimizes the potential

for generalizations. Most of the ADMIs analyzed here do not

allow the participants to engage actively in all aspects of the

research process. Usually, the participants are consulted after the

design process is finished. Their roles are restricted to answering

questionnaires about their experience with the instruments, or

performing activities that outsiders have designed to evaluate

how the ADMIs can address their needs. These processes do not

allow participants to have an active role in the design of the

instruments or the activities. We addressed these issue by arguing

about the potential impact of action research on the ADMI design

process. The use of such approaches would allow the collaboration

between disabled participants and engineers or music teachers,

while keeping participants needs and preferences in the foreground.

We hope that our study will help to connect music technology

researchers with the literature related to modern conceptions of

disability, helping to develop frameworks that look to find solutions

from multiple disability perspectives and leading researchers to

reflect on the importance of developing a literacy of disability

models, stating and discussing the model they adhere to in their

research. Our contribution is intended to promote ADMI design

that goes beyond physiological needs related to the medical model,

considers social and cultural aspects related to disabilities, and

thinks about disability more deeply.

A natural progression of this work is to consult with the

designers of the ADMIs analyzed to discuss how our approach

impacts their critical reflections on their work. A further study

could evaluate the implications of applying the proposed criteria to

analyse ADMIs targeting participants other than d/Deaf individuals

as well as to help develop new ADMIs.
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