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Develop and validate nomogram
to predict cancer-specific
survival for patients with
testicular yolk sac tumors
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Medicine, University of Electronic Science and Technology of China, Chengdu, China, 2Department

of Urology, Ministry of Education Key Laboratory of Child Development and Disorders, National

Clinical Research Center for Child Health and Disorders, China International Science and

Technology Cooperation Base of Child Development and Critical Disorders, Children’s Hospital of

Chongqing Medical University, Chongqing, China

Purpose: Testicular yolk sac tumor (TYST) is a rare malignant germ cell tumor

that mainly occurs in youngmen. Due to the low incidence of yolk sac tumors,

there is a lack of prospective cohort studies with large samples. We aimed

to develop a nomogram to predict cancer-specific survival (CSS) in patients

with TYST.

Materials and methods: Patient information was downloaded from the

Surveillance, Epidemiology and End Results (SEER) database. We enrolled

all patients with TYST from 2000 to 2018, and all patients were randomly

divided into a training set and a validation set. Univariate and multivariate Cox

proportional hazards regressionmodels were used to identify independent risk

factors for patients. We constructed a nomogram based on the multivariate

Cox regression model to predict 1-, 3-, and 5-year CSS in patients with TYST.

We used a series of validation methods to test the accuracy and reliability of

the model, including the concordance index (C-index), calibration curve and

the area under the receiver operating characteristic curve (AUC).

Results: 619 patients with TYST were enrolled in the study. Univariate

and multivariate Cox regression analysis showed that age, T stage, M stage

and chemotherapy were independent risk factors for CSS. A nomogram

was constructed to predict the patient’s CSS. The C-index of the training

set and the validation set were 0.901 (95%CI: 0.859–0.847) and 0.855

(95%CI: 0.865–0.845), respectively, indicating that the model had excellent

discrimination. The AUC showed the same results. The calibration curve also

indicated that the model had good accuracy.

Conclusions: In this study, we constructed the nomogram for the first time to

predict the CSS of patients with TYST, which has good accuracy and reliability

and can help doctors and patients make clinical decisions.

KEYWORDS

testicular, yolk sac tumors, cancer-specific survival, SEER, nomogram
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Introduction

Testicular yolk sac tumor (TYST) is a rare malignant germ

cell tumor with an incidence of <1% (1). The disease is often

accompanied by elevated serum alpha-fetoprotein (AFP) (1–

4). TYST accounts for 11–18% of germ cell tumors and 10–

44% of non-seminoma germ cell tumors (4). Due to its high

degree of malignancy, insidious onset and rapid progression,

TYST seriously threatens the survival of patients (2, 3). Surgical

resection of the primary tumor is a key factor in treatment.

Targeted therapy with chemotherapy, retroperitoneal lymph

node dissection and distant metastasis have made widely

disseminated testicular germ cell tumors treatable (5). Due to

the low incidence of TYST, there is a lack of studies on TYST

with large samples. The related factors affecting the prognosis of

TYST are still unclear.

Previous studies have found that the maximum diameter of

the tumor, low echo and low blood flow signal under ultrasound

can predict the degree of malignancy of testicular tumors and

thus predict the prognosis of patients (6). In addition, a study

on germ cell tumors (including testicular and ovarian yolk sac

tumors) found that patients with slow AFP decline and long

half-life after surgery tended to have poor long-term prognoses

(7). Unfortunately, the predictive value of these factors

remained unclear. Physicians often make empirical judgments

on the prognosis of TYST patients based on the patient’s

age, clinical stage, surgical condition and chemotherapy, but

this method cannot intuitively and quantitatively predict

patients’ survival.

The National Cancer Institute’s Surveillance, Epidemiology,

and End Results (SEER) database provides high confidence data

on many cancer patients since 1973. The nomogram prediction

model has been widely used to predict the prognosis of a variety

of solid tumors and is considered to be one of the most accurate

ways to predict tumors (8), including UISS (9) and SSIGN (10).

However, for the above model, there are no relevant reports of

these clinical variables for TYST cases. This study retrospectively

analyzed the data of TYST patients from the SEER database

to explore the clinicopathological features affecting their

prognosis. According to these features, a nomogram was

constructed to predict the cancer-specific survival (CSS) of

TYST patients.

Patients and methods

Data source and data extraction

Patient data were downloaded from the SEER database

to identify all patients with TYST. The SEER database is the

US national cancer database that includes patients from 18

cancer registries, covering about 30% of the US population.

The clinicopathological information of the patients was publicly

available. Since the patients’ personal information could not

be identified, ethical approval and informed consent were not

required for our study.

We collected demographic information (age, marital

status, race), tumor information (laterality, tumor stage),

treatment information (surgery, radiotherapy, chemotherapy),

and follow-up information (survival time, survival status,

cause of death). Inclusion criteria: (1) pathological diagnosis

of TYST; (2) Complete follow-up information. Exclusion

criteria: (1) Unknown surgical method; (2) The cause

of death is unknown; (3) Survival time <1 month. The

inclusion and exclusion process of patients is shown

in Figure 1.

Patients were classified as white, black, and other (American

Indian/AK Native, Asian/Pacific Islander). The patient’s marital

status was classified as married, single, and divorced. The

laterality of the tumor is classified as left, right, and bilateral.

Surgery was classified as non-surgery and excision of testicle.

According to whether the patient received radiotherapy, it

was classified as yes or no. According to whether the

patient received chemotherapy, it was classified as yes or no.

Causes of death include death from cancer or death from

other reasons.

Nomogram development and validation

All patients were randomized into a training set (70%) and

a validation set (30%). We first used univariate Cox regression

models in the training set to analyze the factors affecting the

patients’ CSS. Subsequently, the factors identified by univariate

Cox regression analysis were included in the multivariate Cox

regression model to screen for independent risk factors affecting

patients’ CSS. We developed a nomogram based on multivariate

Cox regression model to predict CSS in patients with TYST.

Then, the concordance index (C-index), the calibration curve,

and the area under the receiver operating characteristic curve

(AUC) were used to validate the accuracy and discrimination of

the model in the training set and the validation set.

Clinical utility

We use decision curve analysis (DCA) to assess the clinical

potential practical value of the model. DCA is a new algorithm

based on calculating net returns under different thresholds. In

addition, we calculated the optimal cut-off value based on the

receiver operating characteristic curve (ROC) based on the risk

scores of all patients. Then, according to the cut-off value, we

developed a risk stratification system that divides patients into

high-risk and low-risk groups. We used the log-rank test and
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FIGURE 1

Flowchart for inclusion and exclusion of all patients with TYST.

the Kaplan-Meier (K-M) curve to test the survival differences of

patients in different risk groups.

Statistical analysis

SPSS 26.0 was used for all statistical analyses. R software 4.1.0

was used to develop and validate the nomogram. Categorical

variable data were described by frequency (%), and differences

between groups were compared by the chi-square test. Data

of continuous variables were described by means and standard

deviations, and differences between groups were analyzed by

student’s t-test or non-parametric U test. The Cox regression

model analyzed the survival factors of patients. The log-

rank test was used to compare differences in survival among

different groups of patients. A p value of <0.05 was considered

statistically significant.

Result

Clinical features

In total, we enrolled 619 patients with TYST. Patients

were randomly assigned to the training set (n = 436) and the

validation set (n = 183). The mean age of the patients was 24.2

± 17.0 months. There were 530 (85.6%) white and 131 (21.2%)

married patients. There were 300 (48.5%) tumors located in

the left testis, 327 (52.8%) tumors confined to the primary site,

275 (44.4%) tumors were stage I, 36 (5.82%) tumors were stage

II, and 158 (25.5%) tumors were stage III. The 563 (91.0%)

patients underwent orchiectomy, 15 (2.4%) patients received

radiotherapy, and 270 (43.6%) patients received chemotherapy.

The survival time of all patients was 83.6 ± 67.1 months. The

information of patients in the training and validation sets is

shown in Table 1, and there is no significant difference between

the two groups.

Univariate and multivariate cox
regression analysis

Univariate and multivariate Cox regression analyses were

used to explore the prognostic factors for CSS. Specifically, we

first used univariate Cox regression analysis to identify factors

associated with CSS. The results showed that age, laterality,

T stage, M stage, surgery, radiotherapy, and chemotherapy

were the factors affecting CSS. These seven factors were then

included in a multivariate Cox regression analysis to identify

independent risk factors. Finally, we found that age, T stage, M

stage, laterality, and chemotherapy were independent predictors

of CSS in patients. The results of univariate andmultivariate Cox

regression analysis are shown in Table 2.

Construction of 1-, 3-, and 5-year CSS
nomogram

Based on the multivariate Cox regression model, we

constructed a nomogram for predicting CSS in TYST patients.

Specifically, the model includes age, T stage, M stage, laterality,
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TABLE 1 Clinical characteristics of patients with TYST.

ALL Training cohort Validation cohort

N = 619 N = 436 N = 183 p

Age 24.2 (17.0) 23.9 (17.6) 24.9 (15.8) 0.504

Race 0.875

White 530 (85.6%) 375 (86.0%) 155 (84.7%)

Black 33 (5.33%) 22 (5.05%) 11 (6.01%)

Other 56 (9.05%) 39 (8.94%) 17 (9.29%)

Marital 0.495

Married 131 (21.2%) 93 (21.3%) 38 (20.8%)

Singled 439 (70.9%) 305 (70.0%) 134 (73.2%)

Divorced 49 (7.92%) 38 (8.72%) 11 (6.01%)

Laterality 0.282

Left 300 (48.5%) 219 (50.2%) 81 (44.3%)

Right 282 (45.6%) 194 (44.5%) 88 (48.1%)

Unknown 37 (5.98%) 23 (5.28%) 14 (7.65%)

AJCC 0.148

I 275 (44.4%) 202 (46.3%) 73 (39.9%)

II 36 (5.82%) 23 (5.28%) 13 (7.10%)

III 158 (25.5%) 115 (26.4%) 43 (23.5%)

Unknown 150 (24.2%) 96 (22.0%) 54 (29.5%)

T 0.522

T1 277 (44.7%) 200 (45.9%) 77 (42.1%)

T2 102 (16.5%) 76 (17.4%) 26 (14.2%)

T3 37 (5.98%) 26 (5.96%) 11 (6.01%)

T4 16 (2.58%) 11 (2.52%) 5 (2.73%)

TX 187 (30.2%) 123 (28.2%) 64 (35.0%)

M 0.122

M0 359 (58.0%) 259 (59.4%) 100 (54.6%)

M1 139 (22.5%) 101 (23.2%) 38 (20.8%)

MX 121 (19.5%) 89 (20.5%) 32 (17.3%)

Surgery 1.000

No 56 (9.05%) 39 (8.94%) 17 (9.29%)

Yes 563 (91.0%) 397 (91.1%) 166 (90.7%)

Radiotherapy 0.777

No 604 (97.6%) 426 (97.7%) 178 (97.3%)

Yes 15 (2.42%) 10 (2.29%) 5 (2.73%)

Chemotherapy 0.766

No 349 (56.4%) 248 (56.9%) 101 (55.2%)

Yes 270 (43.6%) 188 (43.1%) 82 (44.8%)

Regional nodes examined 0.128

No 551 (89.0%) 394 (90.4%) 157 (85.8%)

Yes 68 (11.0%) 42 (9.63%) 26 (14.2%)

Regional nodes positive 0.273

No 595 (96.1%) 422 (96.8%) 173 (94.5%)

Yes 24 (3.88%) 14 (3.21%) 10 (5.46%)

CSS 0.216

Dead 68 (11.0%) 43 (9.86%) 25 (13.7%)

Alive 551 (89.0%) 393 (90.1%) 158 (86.3%)

(Continued)
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TABLE 1 (Continued)

ALL Training cohort Validation cohort

N = 619 N = 436 N = 183 p

Survival months 83.6 (67.1) 84.7 (66.1) 80.9 (69.4) 0.531

Status 0.621

Dead 93 (15.0%) 63 (14.4%) 30 (16.4%)

Alive 526 (85.0%) 373 (85.6%) 153 (83.6%)

AJCC, American Joint Committee on Cancer; T, Tumor; M, Metastasis.

and chemotherapy. As shown in Figure 2, patients’ risk of death

increased with age. The higher the T stage and M stage, the

higher the risk of death. Patients with left-sided tumors have a

lower survival rate than those with right-sided tumors.

Validation of nomogram

According to the established nomogram, we first used the

C-index to validate the model’s accuracy. The range of C-

index is between 0.5 and 1, and a high C-index indicates a

high discrimination of the model. The C-index of the training

and validation sets were 0.886 (95%CI: 0.831–0.941) and

0.876 (95%CI: 0.829–0.923), respectively, indicating the high

discrimination of the model. In addition, the calibration curve

was used to validate the model’s accuracy. As shown in Figure 3,

in the training and validation sets, the predicted and observed

values were highly consistent, indicating the high accuracy of

the nomogram. In addition, AUC was used to validate the

discrimination of the model (Figure 4). Compared with the C-

index, the time-dependent AUC canmore clearly show the trend

of model discrimination over time. In the training set, the AUC

of nomogram were 93.0, 89.3 and 87.6 at 1-, 3- and 5-year,

respectively. In the validation set, the AUC of nomogram were

90.1, 90.3, and 82.3 at 1-, 3- and 5-year, respectively. It shows

that the model has high discrimination.

Clinical application of the nomogram

DCA is used to validate the practical value of the model. As

shown in Figure 5, the DCA of the nomogram was superior to

the traditional TNM staging in both the training and validation

sets. In addition, according to the nomogram, we construct a

new risk stratification system. We calculated the risk value for

each patient and then divided the patients into a high-risk group

(total score ≥94.5) and a low-risk group (total score <94.5)

using the optimal cut-off value of the ROC. In the high-risk

group, patients’ 1-, 3- and 5-year survival rates were 87.5, 79.6,

and 78.1%, respectively. The patients’ 1-, 3-, and 5-year survival

rates were 100.0, 98.8, and 97.9% in the low-risk group. In both

the training and validation sets, patients in the high-risk group

had significantly lower survival than those in the low-risk group

(Figure 6).

Discussion

TYST has two peak onset periods, within 2 years after

birth and > 15 years of age. With the development of medical

technology, the overall survival rate of TYST has gradually

increased to 90% (1, 11). To further improve the quality of life

of TYST patients and accurately predict the prognosis value of

TYST patients concerned. In clinical practice, in addition to

TNM staging, there is a lack of a model that can accurately

predict the prognosis of patients with TYST.

Nomogram is a data-based graphical computing tool that

predicts the risk of developing a disease by incorporating

the American Joint Committee on Cancer (AJCC) TMN

staging system and other important risk factors associated with

prognosis (12, 13). Compared with traditional TMN staging,

nomogram has better accuracy in predicting prognosis and can

better provide advice and help for clinicians in diagnosis and

treatment (14). To our knowledge, no prognostic nomogram of

patients with TYST has been reported. Due to the low incidence

of testicular yolk sac tumor, it isn’t easy to collect a large sample

size for a single-center study to obtain reliable conclusions.

Therefore, it is very important to establish a reliable and accurate

prognosis model for TYST. SEER database covers 18 countries

and regions. The biggest advantage of the SEER database is that

it can obtain clinical data with large samples, which is especially

helpful for studying rare cases (4). This study collected data from

the SEER database, effectively avoiding the insufficient sample

size of TYST and single clinical data.

In this study, we developed and validated a novel nomogram

to accurately predict the specific survival of patients with TYST.

It is well known that the chance of genetic mutations causing

cancer increases with age. Studies have shown that age plays a

key role in the survival of various cancers (15, 16). A prediction

study on non-spermatogonial cell tumors found that the survival

rate of adolescent patients was higher than that of adults (17).

Previous studies have reported that post-pubertal TYST often

has a poor prognosis (18). Talerman et al. also found that the
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TABLE 2 Univariate and multivariate analyses of CSS in training set.

Univariate Multivariate

HR 95%CI P HR 95%CI P

Age 1.04 1.03–1.06 <0.001 1.027 1.01–1.05 0.003

Race

White 1.22 0.3–5.06 0.782

Black 0.98 0.35–2.75 0.974

Other 0 0-Inf 0.997

Marital

Married 0.94 0.45–1.98 0.877

Singled 2.77 0.85–8.99 0.09

Divorced 0.64 0.08–5.07 0.675

Laterality

Left

Right 8.74 4.26–17.97 <0.001 0.658 0.317–1.365 0.261

Unknown 0.76 0.38–1.5 0.424 3.1 1.405–6.839 0.005

T

T1

T2 1.53 0.46–5.07 0.49 2.147 0.622–7.413 0.227

T3 6.73 2.33–19.39 <0.001 3.377 1.113–10.248 0.032

T4 17.06 5.55–52.44 <0.001 5.498 1.702–17.759 0.004

TX 4.34 1.94–9.7 <0.001 3.851 1.554–9.543 0.004

M

M0

M1 14.54 6.05–34.95 <0.001 4.209 1.586–11.172 0.004

MX 3.87 1.4–10.68 0.009 1.382 0.42–4.555 0.595

AJCC

I

II 2.13 0.24–19.07 0.499

III 16.24 5.73–46.04 <0.001

Unknown 4.01 1.26–12.79 0.019

Surgery

No

Yes 0.14 0.07–0.26 <0.001

Radiotherapy

No

Yes 4.06 1.46–11.34 0.007

Chemotherapy

No

Yes 7.32 3.41–15.72 <0.001 2.491 1.041–5.958 0.04

prognosis of adult testicular yolk sac tumor was worse than

that of infants (19). Our study identified age as an independent

risk factor for testicular yolk sac tumor-specific survival. In

other words, the CSS rate of TYST patients decreased gradually

with age.

The TNM staging system is often used to evaluate various

malignant tumors, helps judge the prognosis of malignant

tumors, and guides clinicians to adopt better treatment strategies

(20, 21). Eighty to 85% of patients with TYST were stage I,

confined to the primary part of the tumor. Radical testicular

resection through the inguinal region often has a good prognosis

(1, 3, 22). In this study, the operation was also found to

be a specific protective factor for long-term survival. This

study found that the T and M stages are independent risk

factors for predicting the specific survival of patients with

TYST. The prognosis is often poor for the high-level T and
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FIGURE 2

The nomogram predicts CSS in patients with TYST at 1-, 3-, and 5-year. * P < 0.05, ** P < 0.01.

M stages, consistent with previous studies’ results (23). In

our prediction model, the n stage was not an independent

risk factor for patients with testicular yolk sac prognosis.

For patients with retroperitoneal metastasis, retroperitoneal

lymph node dissection is used to improve the prognosis of

patients. However, this study found that 68 patients underwent

retroperitoneal lymph node dissection (RPLND), and only

24 were positive. Standard retroperitoneal lymphadenectomy

involves the removal of all lymphoid tissue from the hilum

to 2cm distal to the common iliac artery bifurcation and

from both sides to the level of the ureter. All large vessels

need to be skeletal. RPLND is prone to erectile dysfunction,

lymphatic leakage (lymphedema, chylous ascites), surgical injury

(most commonly vascular injury and ureteral injury), surgical

infection (lung, incision), intestinal obstruction and other

complications (24, 25). Besides, infertility was the major long-

term toxicity associated with RPLND (24). Therefore, routine

retroperitoneal lymphadenectomy is not recommended for

children with TYST (1, 5, 26), and even RPLND is mainly

resection of retroperitoneal mass rather than radical RPLND.

This study showed that retroperitoneal lymph node dissection

did not significantly improve long-term survival. Accordingly,

we do not recommend RPLND for TYST patients without a high

risk of recurrence. This can improve a patient’s quality of life

without reducing the long-term specific survival rate.

Although postoperative radiotherapy has a good effect in

treating various tumors and has been included in various cancer

guidelines, TYST is not sensitive to radiotherapy, and it was

found in this study that postoperative radiotherapy could not

improve the cancer-specific survival rate of TYST patients.

In addition, this study found that chemotherapy is the main

risk factor affecting the prognosis of TYST, and chemotherapy

patients often indicate a poor prognosis. Geng et al. reported

similar results when they established a nomogram to predict

the survival rate of yolk sac tumors (4). According to the 2015

European guidelines for Urology treatment, chemotherapy is

not recommended for patients in stage I without high-risk

factors. Chemotherapy is recommended for patients unwilling
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FIGURE 3

Calibration curve of the nomogram. (A) Calibration curves of 1-, 3-, and 5-year CSS in the training set; (B) Calibration curves of 1-, 3-, and

5-year CSS in the validation set.

FIGURE 4

AUC for predicting 1-, 3-, and 5-year CSS in the training set (A) and validation set (B).

to undergo surveillance or those with high-risk stage I (27). Our

study showed doctors’ importance in identifying patients with

high-risk stage I TYST to avoid unnecessary chemotherapy. So

80–95% of TYST patients could be protected from the toxic

effects of chemotherapy (24). Besides, chemotherapy treatment

for high-stage patients might not predict a good prognosis.

At the same time, it was impossible to further investigate

the confounders due to the lack of details on chemotherapy

and surgery.

Finally, the newly constructed Nomogram model for

predicting the CSS rate of TYST patients includes multiple

factors such as age at diagnosis, TM stage, and chemotherapy,

which is convenient for clinical information collection.

Although the International Germ Cell Cancer Collaborative

Group (IGCCCG) is commonly used to predict the prognosis

of metastatic non-spermatogenial germ cell tumor, it targets all

testicular cancers and predict the individual 3-year progression-

free survival rate of patients (28). Our present developed

nomogram depending on SEER can accurately predict CSS at 1,

3, and 5 years in patients with TYST.

However, this study still has some limitations. First, although

the SEER database collected clinical data of patients from
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FIGURE 5

DCA of the nomogram in the training set (A) and the validation set (B). The Y-axis represents a net benefit, and the X-axis represents threshold

probability. The green line means no patients died, and the dark green line means all patients died. When the threshold probability is between 0

and 60%, the net benefit of the model exceeds all deaths or none.

FIGURE 6

Kaplan-Meier curves of children in the low-risk and high-risk groups in the training set (A) and validation set (B).

multiple medical centers in the United States, much detailed

clinical information (the patient’s family history, laboratory test

results (AFP and LDH), maximum tumor diameter, surgical

scope and intraoperative conditions, pathological history,

chemotherapy regimen, recurrence and metastasis) were not

recorded. This clinical information has been proven to be

related to the prognosis of TYST (1, 6, 11, 28, 29), and adding

such information can further improve the model’s accuracy.

Second, this study used an internal validationmethod to validate

the nomogram model, and an external cohort was needed to

further validate the accuracy of the model. Finally, since this

study is retrospective, there must be selection bias. Therefore,

prospective studies are needed to further validate the model.

Conclusion

In the study, we explored prognostic factors in TYST

patients. The results showed that the patient’s age, T stage, M

stage and chemotherapy were independent risk factors affecting
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the CSS of the patients. We constructed a nomogram to

predict the CSS of TYST patients. After internal validation,

the nomogram has been proven to have good accuracy and

reliability. This predictive tool can help physicians predict the

prognosis of TYST patients and develop appropriate monitoring

and follow-up plans.
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Pigmented skin disease is caused by abnormal melanocyte and melanin

production, which can be induced by genetic and environmental factors.

It is also common among the various types of skin diseases. The timely

and accurate diagnosis of pigmented skin disease is important for reducing

mortality. Patients with pigmented dermatosis are generally diagnosed by a

dermatologist through dermatoscopy. However, due to the current shortage

of experts, this approach cannot meet the needs of the population, so

a computer-aided system would help to diagnose skin lesions in remote

areas containing insu�cient experts. This paper proposes an algorithm

based on a fusion network for the detection of pigmented skin disease.

First, we preprocess the images in the acquired dataset, and then we

perform image flipping and image style transfer to augment the images to

alleviate the imbalance between the various categories in the dataset. Finally,

two feature-level fusion optimization schemes based on deep features are

compared with a classifier-level fusion scheme based on a classification

layer to e�ectively determine the best fusion strategy for satisfying the

pigmented skin disease detection requirements. Gradient-weighted Class

Activation Mapping (Grad_CAM) and Grad_CAM++ are used for visualization

purposes to verify the e�ectiveness of the proposed fusion network. The

results show that compared with those of the traditional detection algorithm

for pigmented skin disease, the accuracy and Area Under Curve (AUC) of

the method in this paper reach 92.1 and 95.3%, respectively. The evaluation

indices are greatly improved, proving the adaptability and accuracy of the

proposedmethod. The proposedmethod can assist clinicians in screening and

diagnosing pigmented skin disease and is suitable for real-world applications.

KEYWORDS

fusion network, pigmented skin disease, attention mechanism, image style transfer,

model interpretability
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1. Introduction

Skin, as the first layer of protection for the human body, has

important physiological protection functions, such as excretion,

regulating body temperature and feeling external stimuli. It

is also the largest organ in the human body. However, the

incidence of skin diseases is extremely high, and there are many

types of skin diseases, among which pigmented skin lesions are

common; most pathological areas are black, brown or other

dark colors, which is mainly due to the increase or decrease

in regional melanin caused by ultraviolet radiation or other

external factors. In 2021, skin melanoma in pigmented skin

disease accounts for 5.6% of all new cancers in the United States,

and the number of skin melanoma patients has increased at

an annual rate of ∼1.4% over the past 10 years (1). However,

melanoma that is detected early has a very high cure rate. Studies

have shown that if abnormal skin melanocyte proliferation is

found early, the survival rate is 96%. If late-stage melanoma is

detected, the survival rate is reduced to only 5% (2), and its color

is easily confused with that of other common skin pigmented

diseases, leading to misdiagnosis. The diagnosis of pigmented

skin lesions requires trained specialists, but the number of

specialist doctors is grossly inadequate compared to the number

of cases. Therefore, it is necessary to develop an algorithm for

the automatic diagnosis of pigmented skin lesions.

In recent years, deep learning has been widely used in feature

extraction, object classification and detection. Compared with

machine learning, deep learning can automatically and

efficiently extract features from medical images. Since 2012,

various deep Convolutional Neural Network (CNN) models

based on the “ImageNet” dataset have been proposed. AlexNet

(ImageNet classification with deep convolutional neural

networks), a network architecture proposed by Krizhevsky et al.

(3), was the winner of the first ImageNet Challenge classification

task in 2012; ZFNet (4) (Visualizing and understanding

convolutional networks) is a large convolutional network

based on AlexNet; VGGNET (5) (Very deep convolutional

networks for large-scale image recognition) was proposed

by Visual Geometry Group (VGG), a famous research group

at Oxford University, and won the first place in localization

and the second place in classification in that year’s ImageNet

competition. GoogleNet (6) (Going deeper with convolutions)

was proposed by the Google team and won the first place in

the ImageNet competition for the classification task; ResNet

(7) (Deep residual learning for image recognition), proposed

by Microsoft Research, won the first place in classification task

and the first place in target detection in that year’s ImageNet

competition, and the first place in target detection and image

segmentation in COCO dataset. ResNeXt (8) (Aggregated

residual transformations for deep neural networks) is a new

image classification network proposed by Kaiming He’s team

at CVPR 2017. ResNeXt is an upgraded version of ResNet;

SENET (9) (Squeeze-and-Excitation Networks) is a new

image recognition architecture announced by the self-driving

company Momenta in 2017. This structure is the first place in

the ImageNet competition in that year in the classification task;

NASNet (Learning Transferable Architectures for Scalable) is

a deep network model proposed by Zoph et al. (10) that can

automatically generate network structures without manually

designing network models; EfficientNet (11) (EfficientNet:

Rethinking model scaling for convolutional neural networks)

is proposed by Google team to obtain better performance

by deepening the model, widening the model or increasing

the resolution of the model input. These network models

have ranked highly in competitions. The prediction effects of

different network structures in various fields are inconsistent,

so researchers cannot quickly find appropriate network models.

Many scholars have thus conducted research to solve this

problem. Researchers must test the outstanding network models

one by one to find the most appropriate network model for

their scenario (12–15). This strategy wastes time and resources.

Therefore, an ensemble network can obtain an algorithmic

model that is better than the model produced by the best

individual network by setting the weights of different networks

(16–18). However, at present, most network fusion approaches

use majority voting, mean voting or the weights of the base

classifiers to obtain the output of various networks through

one-to-one testing, which cannot give full play to the various

effects of different classifiers on different tasks. Therefore, this

paper proposes a variety of fusion strategies and optimizes

the weight of each classifier through the loss function of the

network model to fully utilize the ability of each classifier for the

detection of pigmented skin diseases.

Therefore, building a pigmented skin disease detection

algorithm based on classifier-level and feature-level fusion

encounters the following problems.

(1) How to handle unbalanced pigmented skin disease datasets.

(2) How to build an effective network fusion strategy.

2. Related work

In recent years, the applications of Artificial Intelligence

(AI) in various fields have developed rapidly, especially in the

fields of medical image analysis and bioinformatics. At present,

AI is widely used in skin cancer diagnosis (19–21). From the

point of view of whether features can be extracted automatically,

the AI approaches in this area can be divided into skin cancer

classification methods based on machine learning and skin

cancer classification methods based on deep learning.

Skin cancer classification based on machine learning

generally involves manually extracting image features and

then inputting the extracted features into a machine learning

algorithm to obtain classification results (22–25). Varalakshmi

(26) first used an upsampling method called the Synthetic

Minority Oversampling Technique (SMOTE) to balance his

Frontiers in PublicHealth 02 frontiersin.org

17

https://doi.org/10.3389/fpubh.2022.1034772
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Wan et al. 10.3389/fpubh.2022.1034772

dataset, greatly improving the accuracy of various machine

learning models. The accuracies of different machine learning

algorithms were then analyzed. Support Vector Machine (SVM)

algorithms with polynomial kernels provide better accuracy

than other machine learning algorithms, such as decision trees

using Gini indices and entropy, naive Bayes classifiers, extreme

gradient boosting (XGBoost) classifiers, random forests, and

logistic regression algorithms. Sabri (19) first extracted the

shapes, colors, textures and skeletons of skin image lesions,

then used the information gain method to determine the

best combination of features, and finally input this feature

combination into a commonly used machine learning algorithm

to predict the categories of legions. Vidya (27) first extracted

skin image asymmetry, border, color, and diameter information.

A Histogram of Oriented Gradients (HOG) and a Gray Level

Co-occurrence Matrix (GLCM) were used to extract texture

features. The extracted features were passed directly to classifiers

utilizing different machine learning techniques [such as an

SVM, K-Nearest Neighbors (KNN) and a naive Bayes classifier]

to classify skin lesions as benign or melanoma. Kalwa (28)

presents a smartphone application that combines image capture

capabilities with preprocessing and segmentation to extract

the Asymmetry, Border irregularity, Color variegation, and

Diameter (ABCD) features of a skin lesion. Using the feature

sets, classification of malignancy is achieved through support

vector machine classifiers.

Skin cancer classification approaches based on deep learning

usually adopt a network model for automatic feature extraction,

and thus feature extraction and classification can be completed

in the same algorithm (20, 21, 29–31). Skin cancer detection

algorithms based on deep learning can be divided into single-

classifier detection methods and fusion detection methods based

on multiple classifiers according to the number of utilized

classifiers.

Based on single-classification detection, Sevli (32) proposed

using a CNN model to classify seven different skin lesions

in the HAM10000 dataset, and the model achieved 91.51%

classification accuracy. The model linked its results to a

web application and was assessed in two stages by seven

dermatologists. Milton (12) first appropriately processed

and enhanced skin images and then carried out experiments

on various neural networks, including the progressive

NASNet (PNASNet)-5-Large, InceptionResNet V2, SENet154,

InceptionV4, etc. Finally, the PNASNet-5-Large model achieved

the best validation result of 0.76.

Regarding detection based on multiple classifiers, Pal

(33) solved the data imbalance problem in the training

dataset by setting a propagation-weighted loss from the

loss correspondence. For classifier model construction, the

pretraining weights of these models were fine-tuned (by

ResNet50, DenseNet-121, and MobileNet). Finally, the average

category prediction probabilities obtained from these trained

networks were used to determine the category labels of the

test images. Xie (34) used four pretrained ResNet50 networks

to characterize the multiscale information of skin lesions and

combined them by using adaptive weighting schemes that could

be learned during error propagation. The proposed model

achieved an average Area Under Curve (AUC) value of 86.5%

on the official ISIC-Skin 2018 validation database. Aldwgeri

(35) aimed to solve the data imbalance problem in the training

dataset and realized the equalization of each category through

flipping, rotation, shifting, and scaling techniques. The equalized

image data were then input into different pretraining models,

including VGG-Net, ResNet50, Inception V3, Xception, and

DenseNet-121. The outputs of the five pretraining models were

averaged to produce the final prediction results.

Therefore, the innovations of this paper include the

following aspects.

(1) An image style transfer algorithm is applied to the detection

of pigmented skin diseases for the purpose of image

augmentation.

(2) To prevent image augmentation noise, the required

upsampling image is applied to each class image.

(3) Attention mechanisms and common network architectures

should be combined to achieve improved detection efficiency.

(4) Two feature-level fusion optimization schemes based on deep

features and a classifier-level fusion method based on a

classification layer are proposed.

(5) Two visualization algorithms, Grad_CAM and

Grad_CAM++, are used to verify the validity of the

fusion network.

3. Detection algorithm for
pigmented skin diseases based on
classifier-level and feature-level
fusion

3.1. System architecture

This paper proposes a detection algorithm for pigmented

skin diseases based on a fusion network (Figure 1). This

approach can be divided into three modules: image

preprocessing, image augmentation, and model building

and prediction.

Image preprocessing: First, the obtained pigmented skin

disease images are normalized, and the pixel values of the images

are limited to 0–1, which can effectively reduce the number

of calculations required for the images in the neural network.

Then, the height and width of each normalized image are unified

to 450*600 (via nearest-neighbor interpolation). Finally, the

preprocessed image dataset (three-channel color images with

heights of 450 and widths of 600) for pigmented skin diseases

can be obtained. As seen from Figure 1, the proportions of

the different categories after image pretreatment are seriously
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FIGURE 1

An overview of the proposed method. (A) “Image preprocessing,” including image normalization and image resizing, is performed on an input

image before feature extraction. (B) “Image augmentation,” including operations such as image rotation and image style transfer, performs

upsampling on the input image to keep the various categories in a balanced state. (C) “Model building and prediction” carries out model training

and prediction on the input image, wherein the feature extraction part is the fusion of three base classifiers and an attention mechanism [the

convolutional block attention module (“CBAM”)], “GAP” denotes global average pooling, “Dense” is a fully connected layer, “Concat” is the fusion

of the output results of the three branches, and “Class” is the number of categories. In this article, Class is 7. “Softmax” is the activation function

of the classification output layer, “Classification” is the prediction result output layer, and the number represents the change in the characteristic

dimensionality at each stage.

unbalanced; among them, the “nv” category occupies 66.95% of

the dataset. If no processing is performed, the neural network

will seriously prefer this category in model training.

Image augmentation: As the nv category accounts for

66.95% of the dataset, if dataset balance needs to be achieved,

other categories need to be upsampled. First, skin images

(except those in the nv category) are preprocessed by turning

them left and right, reversing up and down, symmetric

rotation (the calculation process is shown in Algorithm 1)

and performing image style transfer (the calculation process is

shown in Algorithm 2) to achieve a balance between the various

categories of images. As seen from Figure 1, the proportion of

each category after image augmentation is relatively balanced,

accounting for ∼14% of the whole dataset of pigmentosa skin

disease images.

Model building and prediction: The enhanced images of

pigmented skin diseases are first input into three different

base classifiers (i.e., Inception V3, InceptionResNet V2, and

Xception), and the outputs of the three base classifiers are then

fused. Finally, the fusion result is used as the pigmented skin

disease prediction result.

3.2. Image preprocessing module

3.2.1. Dataset

The dataset used in this paper is provided by Tschandl

et al. (36), and it contains 10,015 pictures of seven types of

Input: Dataset after image preprocessing : Data.

Output: training set, validation set, test set.

1: Define the list of stored images after

augmentation:Data_train_process = [].

2: The Data are divided into a training set

Data_train, a validation set Data_valid and a test

set Data_test at a 3:1:1 ratio.

3: for image → Data_train do

4: if ’image’ belongs to category ’nv’ then

5: Continue.

6: end if

7: Add image to Data_process.

8: Rotates_l_r = Rotate image left and right.

9: Add Rotates_l_r to Data_train_process.

10: Rotates_u_d = Rotate image up and down.

11: Add Rotates_u_d to Data_train_process.

12: Rotates_s = Rotate image Symmetrical.

13: Add Rotates_s to Data_train_process.

14: end for

15: return Data_train_process, Data_valid, Data_test.

Algorithm 1. Image augmentation—rotation.

skin diseases. Cases include a representative collection of all

import diagnostic categories in the realm of pigmented lesions.

The seven types are melanocytic Nevi (nv), Melanoma (mel),

Benign Keratosis-like Lesions (solar lentigines/seborrheic

keratoses and lichen-planus-like keratoses) (bkl), Basal

Cell Carcinoma (bcc), Actinic Keratoses and Intraepithelial
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Input: Training set after image rotation:

Data_train_process.

Output: training set Data_train_augmentation.

1: Define the list of stored images after

augmentation: Data_train_augmentation = [].

2: Obtain a set of images for each category in

data_train: data_train0, data_train1, data_train2,

data_train3, data_train4, data_train5,

data_train6.

3: data_train_list = (data_train0, data_train1,

data_train2, data_train3, data_train5,

data_train6).

4: for data_train_i → data_train_list do

5: Calculate the difference between the sample

sizes of category data_train_i and category

data_train4 (nv sample): numSub.

6: According to data_train_i and numSub, calculate

the number of images to be upsampled for each

category: numAdd.

7: if numAdd ≥ 1 then

8: for contentImage → data_train_i do

9: numAdd images are randomly selected from

data_train_i: styleImageList.

10: for styleImage → styleImageList do

11: Perform image style transfer using

the style image styleImage and contentImage: newImage.

12: Add the image newImage to

Data_train_augmentation.

13: end for

14: end for

15: else

16: numSub images are randomly selected from

data_train_i: contentImageList.

17: for contentImage → contentImageList do

18: A images are randomly selected from

data_train_i: StyleImage.

19: Perform image style transfer using the

style image styleImage and contentImage: newImage.

20: Add the image newImage to

Data_train_augmentation.

21: end for

22: end if

23: end for

24: return Data_train_augmentation.

Algorithm 2. Image augmentation—image style transfer.

Carcinoma/Bowen’s disease (akiec), Vascular lesions (angiomas,

angiokeratomas, pyogenic granulomas, and hemorrhage)

(vasc), and Dermatofibroma (df). The corresponding amounts

of image data are 6,705, 1,113, 1,099, 514, 327, 142, and

115, respectively. The proportion of each category is shown

in Figure 2A. Typical images for each category are shown in

Figure 2B. In Figure 2A, the selected dataset of pigmented skin

diseases is severely imbalanced between categories, and the

imbalance in the dataset causes the model to completely bias

the prediction results to the side with a large sample size (18),

and the model does not have any prediction effect on the other

categories of sample classification, so a processing step for the

imbalance in the dataset is necessary.

3.2.2. Image preprocessing and augmentation

We first preprocess the acquired skin disease dataset (36) to

obtain high-quality image data. In the preprocessing step, each

image is first reduced to the specified size of 450*600, and then

each pixel of the image is normalized according to Equation

(1). In this way, the image is easy for the network to calculate.

The image preprocessing part is transformed from Figure 3A to

Figure 3B.

Xnorm =
X − Xmin

Xmax − Xmin
(1)

The dataset presents great disparities among the amounts of

image data contained in various categories. Without performing

certain processing steps, the prediction results will be greatly

affected by this unbalanced dataset. Therefore, we must

upsample the image data to obtain a balanced image dataset.

First, we carry out the following basic operations on the images

(except for those in the nv category): left and right mirror

rotation, up and down mirror rotation, symmetric rotation, etc.;

these operations can balance the images to a certain extent. The

left and right mirror rotation operations mirror the original

image with respect to its vertical centerline. The upper and

lower mirror rotation operations mirror the original image with

respect to its horizontal centerline. Symmetric rotation is an

image transformation that flips the original image left and right

before flipping them again in the up and down directions. After

completing the basic image operations, the image data contained

in different image categories are shown in Table 1. The basic

image augmentation operation can be converted from Figure 3B

to Figure 3C.

It can be seen from Table 1 that the numbers of images in

various categories are still seriously imbalanced, so we adopt

an image style transfer algorithm (37) to upsample the images.

The image style transfer algorithm proposed by Ghiasi has

been successfully trained on a corpus of ∼80,000 paintings. In

addition, it can be generalized to previously unobserved images.

First, this paper calculates the sample size differences

between nv and the other categories in the image dataset

according to Equation (2) and then divides each difference by the

sample size of the corresponding category to obtain the sample

size “n” that needs to be randomly added to the other categories.

The image to be upsampled is selected as the “content image,”

“n” images are randomly selected from the image samples of
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A B

FIGURE 2

Data preparation. (A) The distribution of pigmented skin diseases in the specimens. (B) Photos of the representative pigmented skin diseases in

each sampling category for clinical diagnosis.

this category as the “style images,” and the “content image”

and “n” “style images” are input into the image style transfer

model in turn to obtain “n” upsampling images generated by the

fusion of the “content image” and “style images” (the calculation

process is shown in Algorithm 2). After performing image style

transfer, the amount of data in each category is shown in

Table 1. An example diagram of image style transfer is shown

in Figures 3C–E.

Addn =
Num(Class_nv)− Num(Class_i)

Num(Class_i)
(2)

In the equation, i represents the akiec, bcc, bkl, df, mel, and

vasc categories; Num(Class_i) represents the data volume of the

selected category. IfAddn is<1, it indicates that the data volume

of this category is not very different from that of nv. In this paper,

the number of data differences is randomly extracted for image

style transfer.

3.3. Model building and prediction
module

The base classifier of the fusion network used in this paper

can consist of Inception V3, InceptionResNet V2, and Xception.

The fusion part explores feature-level fusion based on deep

features and classifier-level fusion based on a classification layer.

Feature-level fusion based on deep features has been

proven to be an efficient fusion strategy (38–42) that can

combine features extracted from N networks into a single

feature vector containing more image information. Feature-

level fusion techniques can be divided into parallel feature-

level fusion and serial feature-level fusion based on whether

the feature dimensions output by the networks are consistent.

Three methods are available for realizing parallel feature fusion:

summing up each feature (Equation 3); averaging each feature

(Equation 4); and executing the max operation (Equation 5)

for each feature. Serial feature fusion can only realize feature

splicing (Equation 6) according to the channel dimension

because of the inconsistency of the feature output dimensions.

The classifier-level fusion method based on a classification

layer can make the features extracted from N networks remain

unchanged and perform feature splicing at the output of the

classification layer.

Ffeature_level_fusion =
∑N

i=1
Fi (3)

Ffeature_level_fusion =
1

N

∑N

i=1
Fi (4)

Ffeature_level_fusion = max(F1, F2, F3, ..., FN ) (5)

FDecision_level_fusion = Concat(F1, F2, F3, ..., FN ) (6)

When the input picture size is (Batch, 450, 600, 3), the

output dimensions of Inception V3 are (Batch, 12, 17, 2048),

the output dimensions of InceptionResNet V2 are (Batch, 12,

17, 1536), and the output dimensions of Xception are (Batch,
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A B C D E

FIGURE 3

Image preprocessing and image augmentation. (A) Original image. (B) Preprocessed image. (C) Image obtained after a basic rotation operation.

(D) Image randomly extracted from image category c for image style transfer. (E) Composite image obtained after image style transfer.

TABLE 1 Image number statistics during image preprocessing.

Category Number of

original images

Number of images

after basic operations

Number of images to

be added per image

Number of images after

image style transfer

akiec 209 836 4 4,180

bcc 329 1,316 2 3,948

bkl 703 2,812 0.5 4,291

df 74 296 13 4,144

nv 4,291 4,291 0 4,291

mel 712 2,848 0.5 4,291

vasc 91 364 10 4,004

14, 19, 2048). In this paper, feature-level fusion based on deep

features employs the output fusion results of three different

networks, and the dimensions of the outputs of the three

models are inconsistent. Therefore, we optimize the feature-level

fusion strategy based on deep features. In the first method, the

convolution layer is used to convert the feature map to achieve

dimensional consistency. The dimension conversion method is

shown in Equations (7) and (8), and the overall algorithm flow

is shown in Figure 4A.

Wout =
Win − F + 2P

S
+ 1 (7)

Hout =
Hin − F + 2P

S
+ 1 (8)

In the equation, Win and Hin are the width and height

of the input, F is the size of the filter, P is the padding
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A

B

C D

FIGURE 4

Model building and prediction. (A) Fusion based on the convolution operation. (B) Fusion based on the padding operation. (C) Model training

process. (D) Zero-padding operation. “CBAM” is the attention mechanism, “zero padding” involves filling a circle of 0 s around the height and

width of the feature vector, “Concat” denotes feature fusion, “GAP” is a global average pooling layer, “Dense” is a fully connected layer, “COV2D”

is a convolution operation, and “Class” is the number of categories. In this article, Class is 7. “Softmax” is the activation function of the

classification output layer, and the number represents the change in the dimensions in each stage.

size, S is the step size, and Wout and Hout are the final

width and height, respectively. Win and Hin are 14 and 19,

and Wout and Hout are 12 and 17, respectively. Therefore,

according to this equation, we set F as 3, P as 0, and

S as 1. The output can realize the splicing of the three

dimensions.

In the secondmethod, in this paper, the outputs of Inception

V3 and InceptionResNet V2 are surrounded by a circle of 0s
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TABLE 2 Evaluation criteria.

Evaluation criteria Equation Meaning

Accuracy (Acc) TP+TN
TN+FP+FN+TP

The proportion of all results correctly judged by the classification model to the total sample size

Sensitivity=Recall TP
TP+FN

The proportion of correct model predictions among all the results whose true values are positive

Specificity TN
TN+FP

The proportion of correct model predictions among all the results whose true values are negative

Precision TP
TP+FP

The proportion of correct model predictions among all the results for which the predicted value of

the model is positive

F1 2∗Precision∗Recall
Precision+Recall

Harmonic mean of precision and recall

Weighted avg
∑class_num

i=1 P_i∗support_i
∑class_num

i=1 support_i
The weighted average of evaluation indicators for each category, with the weight being the proportion

of the sample size of each category in the total sample size. “support_i” represents the number of

samples in category “i,” “P_i” represents the score value of the evaluation index of category “i,” and

“class_num” represents the number of categories.

AUC Area under the receiver operating characteristic (ROC) curve

TABLE 3 The influence of the data imbalance treatment scheme on the results.

Data imbalance processing Original set Class weight Image rotation Pixel

Precision akiec 0.6515 0.557 0.7368 0.7167

bcc 0.7364 0.6056 0.787 0.8333

bkl 0.7014 0.7125 0.8144 0.7991

df 0.7692 0.5714 1 0.8

nv 0.8957 0.8801 0.8877 0.9155

mel 0.7083 0.6589 0.7517 0.7861

vasc 0.6 0.7037 0.75 0.8077

Weighted avg 0.8318 0.8064 0.8538 0.8748

Recall akiec 0.6615 0.6615 0.6462 0.6615

bcc 0.7864 0.8252 0.8252 0.8252

bkl 0.6727 0.7773 0.7182 0.7773

df 0.4348 0.6957 0.4348 0.6957

nv 0.9545 0.9612 0.9672 0.9612

mel 0.4574 0.6099 0.4888 0.6099

vasc 0.6429 0.75 0.75 0.75

Weighted avg 0.8397 0.8168 0.8597 0.8792

F1 akiec 0.6565 0.688 0.6885 0.688

bcc 0.7606 0.8293 0.8057 0.8293

bkl 0.6868 0.788 0.7633 0.788

df 0.5556 0.7442 0.6061 0.7442

nv 0.9242 0.9378 0.9258 0.9378

mel 0.5559 0.6869 0.5924 0.6869

vasc 0.6207 0.7778 0.75 0.7778

Weighted avg 0.8315 0.8023 0.8508 0.8753

to achieve dimensionality consistency with Xception. The zero-

padding operation is shown in Figure 4D. The fusion process is

shown in Figure 4B.

Classifier-level fusion is performed based on the

classification layer. This paper first fuses the last convolution

layer of each of the three different networks with the

Convolutional Block Attention Module (CBAM), then

performs global average pooling on this basis, splices a fully

connected layer to obtain the final feature vector, and performs

a simple splicing operation on the three feature vectors.

Finally, the splicing result is input into the classification

layer to output the final predicted category value, as shown

in Figure 1 in the model building stage. In this way, the

network outputs four values corresponding to Inception V3,
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TABLE 4 The influence of a single network model on evaluation metrics.

Single algorithm Inception V3 InceptionResNet Xception_No_CBAM Xception

Acc akiec 0.7538 0.6769 0.6923 0.7077

bcc 0.8932 0.9223 0.8544 0.8835

bkl 0.8045 0.7955 0.8091 0.8182

df 0.7391 0.6522 0.8696 0.7391

nv 0.9679 0.9791 0.9754 0.9724

mel 0.6771 0.5964 0.6233 0.6682

vasc 0.8928 0.8929 0.8929 0.8929

Weighted avg 0.9031 0.8987 0.9002 0.9046

F1 akiec 0.7597 0.7273 0.7563 0.7541

bcc 0.8762 0.9223 0.8756 0.8545

bkl 0.8290 0.8140 0.8109 0.8353

df 0.8293 0.7317 0.8696 0.8095

nv 0.9495 0.9460 0.9482 0.9525

mel 0.7438 0.7056 0.7221 0.7358

vasc 0.8475 0.9091 0.8772 0.9091

Weighted avg 0.9007 0.8934 0.8961 0.9018

Specificity akiec 0.9923 0.9938 0.9954 0.9943

bcc 0.9921 0.9958 0.9947 0.9900

bkl 0.9832 0.9804 0.977 0.9826

df 0.9995 0.9985 0.9985 0.9990

nv 0.8565 0.8157 0.8338 0.8595

mel 0.9820 0.9882 0.9871 0.9815

vasc 0.9970 0.9990 0.9978 0.9990

Weighted avg 0.8994 0.8727 0.8843 0.9012

AUC akiec 0.9832 0.9805 0.9835 0.9843

bcc 0.9938 0.9976 0.9963 0.9954

bkl 0.9787 0.9769 0.9835 0.9813

df 0.9910 0.9971 0.9928 0.9959

nv 0.9802 0.9800 0.9806 0.9775

mel 0.9651 0.9643 0.9599 0.9613

vasc 0.9772 0.9930 0.9988 0.9870

Weighted avg 0.9792 0.9792 0.9799 0.9776

InceptionResNet V2, Xception, and a merged output. The

loss value of the network is the sum of the loss values of the

four parts, but the final output is the overall output of the

network.

In Figures 1, 4, “CBAM” is an attention mechanism

proposed by Woo (43) in 2018. Woo applied attention to

both the channel and spatial dimensions. Similar to the

SENet[10], a CBAM can be embedded in most mainstream

networks at present. The feature extraction capability of a

networkmodel can be improved without significantly increasing

its computational complexity and number of parameters.

Therefore, this paper embeds a CBAM into the feature extraction

part to improve the feature extraction ability of the model

and facilitate the subsequent network classification ability

improvement.

Transfer learning transfers knowledge learned from

a source dataset to a target dataset. Fine-tuning is a

common technique for transfer learning. The target model

replicates all the model designs and their parameters on

the source model except the output layer, and fine-tunes

these parameters based on the target dataset. The output

layer of the target model, on the other hand, needs to

be trained from scratch. The whole process of model

building and prediction is shown in Figure 4C. First, all

the parameters of the base classifier are “frozen” to prevent

large planned changes in these parameters during the

initial network training. Subsequently all parameters of the

network model are “unfrozen” and the parameters of the

entire network are fine-tuned to achieve classification of

skin diseases.
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TABLE 5 The influence of di�erent fusion strategies on evaluation metrics.

Fusion network Concat_Conv2D Concat_Zeropadding Concat_Dense

Acc akiec 0.7538 0.6923 0.8154

bcc 0.8058 0.8641 0.9417

bkl 0.7955 0.8500 0.8409

df 0.4348 0.6957 0.8261

nv 0.9418 0.9612 0.9828

mel 0.6682 0.6323 0.6502

vasc 0.8929 0.8571 0.9286

Weighted avg 0.8757 0.8942 0.9201

F1 akiec 0.7424 0.7258 0.7737

bcc 0.8342 0.8812 0.9372

bkl 0.7743 0.8184 0.8768

df 0.5882 0.7619 0.8837

nv 0.9383 0.9467 0.9572

mel 0.6882 0.7050 0.7532

vasc 0.7812 0.8276 0.8966

Weighted avg 0.8745 0.8914 0.9170

Specificity akiec 0.9907 0.9928 0.9902

bcc 0.9932 0.9947 0.9963

bkl 0.9680 0.9720 0.9905

df 0.9995 0.9985 0.9995

nv 0.8671 0.8595 0.8565

mel 0.9657 0.9798 0.9904

vasc 0.9944 0.9970 0.9980

Weighted avg 0.9029 0.9001 0.9013

AUC akiec 0.9706 0.9839 0.9912

bcc 0.9801 0.9955 0.9984

bkl 0.9651 0.9754 0.9899

df 0.9589 0.9821 0.9923

nv 0.9653 0.9741 0.9853

mel 0.9227 0.9514 0.9722

vasc 0.9728 0.9890 0.9765

Weighted avg 0.9615 0.9734 0.9852

4. Experiment

4.1. Experimental conditions

The experimental environment includes Linux X86_64, an

Nvidia Tesla V100, and 16 GB of memory. This experiment is

based on Python version 3.7.9, TensorFlow version 2.3.0, and

Keras version 2.4.3.

4.2. Evaluation criteria

In this study, the accuracy, recall, specificity,

precision, F1, weighted AUC and AUC metrics are used

to evaluate pigmented skin disease detection methods

based on a fusion network. The model evaluation

confusion matrix and calculation equations are shown in

Table 2, respectively.

True Negatives (TNs) represent the number of cases for

which the real values are negative and the model thinks they are

negative.

False Positives (FPs) represent the number of cases for which

the real values are negative and the model thinks they are

positive.

False Negatives (FNs) represent the number of cases for

which the real values are positive and the model thinks they are

negative.

True Positives (TPs) represent the number of cases for

which the real values are positive and the model thinks they are

positive.
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TABLE 6 The influence of fusion of two base classifiers on evaluation metrics.

Two network Inception

V3_Inception

V3

InceptionRes

Net_Inception-

ResNet

Xception_

Xception

Inception

V3_Inception-

ResNet

Inception

V3_Xception

InceptionRes-

Net_Xception

Acc akiec 0.2462 0.4923 0.5231 0.7692 0.7231 0.7538

bcc 0.7282 0.7087 0.7864 0.8932 0.9223 0.9417

bkl 0.5682 0.6364 0.6318 0.8500 0.8455 0.8409

df 0.4783 0.5217 0.3913 0.7391 0.8696 0.7391

nv 0.8069 0.8673 0.9314 0.9851 0.9761 0.9754

mel 0.4439 0.4350 0.4036 0.6143 0.6726 0.6054

vasc 0.6786 0.8214 0.8929 0.8929 0.9286 0.9286

Weighted avg 0.7124 0.7688 0.8123 0.9131 0.9151 0.9071

F1 akiec 0.3596 0.5289 0.5574 0.7937 0.7520 0.7967

bcc 0.6198 0.6759 0.7364 0.8846 0.8962 0.9194

bkl 0.4505 0.5501 0.6347 0.8539 0.8493 0.8565

df 0.4889 0.5581 0.5143 0.8095 0.9091 0.8293

nv 0.8547 0.8851 0.9021 0.9555 0.9583 0.9471

mel 0.4033 0.4491 0.4932 0.7366 0.7557 0.7124

vasc 0.7308 0.8070 0.8772 0.9091 0.8966 0.8966

Weighted avg 0.7259 0.7726 0.8027 0.9088 0.9124 0.9027

Specificity akiec 0.9959 0.9943 0.9881 0.9943 0.9933 0.9954

bcc 0.9663 0.9932 0.9811 0.9932 0.9926 0.9942

bkl 0.8822 0.9826 0.9557 0.9826 0.9821 0.9849

df 0.9944 0.9990 0.9985 0.9990 0.9995 0.9995

nv 0.8353 0.8444 0.7296 0.8444 0.8761 0.8293

mel 0.9051 0.9933 0.9708 0.9933 0.9865 0.9882

vasc 0.9975 0.9990 0.9980 0.9990 0.9980 0.9980

Weighted avg 0.8643 0.8926 0.8094 0.8926 0.9130 0.8823

AUC akiec 0.946 0.9509 0.9427 0.9793 0.9807 0.9909

bcc 0.9585 0.9772 0.9855 0.9976 0.9972 0.9977

bkl 0.8584 0.9 0.9304 0.9849 0.9798 0.9836

df 0.9315 0.9436 0.974 0.9975 0.9966 0.9937

nv 0.9147 0.9239 0.9396 0.9819 0.9837 0.9818

mel 0.8499 0.8645 0.9046 0.9682 0.9708 0.9633

vasc 0.9920 0.9959 0.9963 0.9823 0.9921 0.9868

Weighted avg 0.9058 0.9195 0.9383 0.9816 0.9827 0.9813

4.3. Determination of the experimental
parameters

4.3.1. Test results of a single classifier

In this paper, Inception V3 and cbam fusion are used to

test three data augmentation methods. The first (column 4 of

Table 3) class weights are calculated by adjusting the model to

include a penalty for prediction error for classes with smaller

sample sizes, and the weight parameters for each class are

calculated as follows.

Weight =
n_samples

n_classes ∗ bincount(y)
(9)

Where n_samples represents the total number of picture

samples,n_classes represents the number of categories, and

bincount(y) represents the sample size of each category in

the training set. Weight is the weight corresponding to each

category. The lower the sample size of the category, the higher

its weight.

The second uses image flipping (column 5 of Table 3) to flip

the category with a small sample size to flip the image left and

right, invert it up and down, and flip it systematically so that the

imbalance between its various categories is somewhat mitigated.

For the network model, a change in a pixel value of an image

represents that this image will then change. Therefore, the third

one (column 6 of Table 3) is based on the second one to achieve
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FIGURE 5

E�ect of the number of classifiers on the resulting network.

a complete balance between its various categories. The interval

of increasing and decreasing pixel values is first calculated by the

equation, and then a random value is randomly drawn from the

interval without put-back as the increasing or decreasing pixel

value.

Pixel =
differences

2 ∗ n_classes
(10)

Where n_classes represents the number of categories, and

differences represents the difference between this category and

the category “nv.” Therefore, the interval of image increase and

decrease is from 1 to Pixel.

From Table 3, it can be seen that the effect of solving the

data imbalance by changing the calculationmethod of the model

loss values decreases the correct prediction rate compared to

the dataset without any change, mainly because the change of

the loss values causes the model to have some bias between the

categories during training. By changing the image flip compared

to not making any changes, the imbalance between categories

is somewhat alleviated, so the prediction accuracy is somewhat

improved, but there is still some imbalance between categories.

Based on the image flip, each image is randomly added or

subtracted a certain pixel value to get a brand new image, thus

achieving a balance between each category of the image and a

certain improvement in prediction.

Therefore, in this paper, we use the image style transfer

upsampling scheme to equalize the dataset. After completing

dataset equalization, in the single-classifier experiment, we

successively change the model module in Figure 4C into three

algorithm models: “Inception V3+CBAM,” “InceptionResNet

V2+CBAM,” “Xception,” and “Xception+CBAM.” The

algorithm test results are shown in Table 4. It can be seen

from the third to the sixth column of Table 3 and the third

column of Table 4 that the effects of the original dataset, image

preprocessing, pixel change and image style transfer on the

detection of pigmented skin lesions based on Inception V3 are

improved in order, and the accuracy of image style transfer

regarding the detection of pigmented skin lesions is 4% higher

than that of image preprocessing. It is proven that image style

transfer is effective for the detection of pigmented skin lesions.

From column 5 and column 6 of Table 4, it can be seen that

the presence or absence of the attention mechanism makes

some difference to the classification effect (Acc, F1, Specificity),

thus proving the contribution of the attention mechanism

in the classification of pigmented skin diseases. However, it

can be seen from the Acc and F1 values in the table that the

detection rate of the “nv” category is much higher than that of

the other categories, indicating that a single model has certain

anti-interference ability limitations with respect to the images

generated by the algorithm.

4.3.2. Fusion test results of multiple classifiers

The detection effect of multinetwork fusion can generally

strengthen the generalization ability of a model, thereby

improving its detection ability. After performing dataset

equalization, we first compare different fusion methods in

terms of their final classification effects in multiple classifier

experiments, and we test the feature-level fusion approach

based on deep features and the classifier-level fusion method

based on the classification layer. All three fusion strategies use

Inception V3, InceptionResNet V2, and Xception as the three

base classifiers. The first feature-level fusion method based on

deep features reduces the dimensionality of a feature graph with

a larger output through the convolution layer to realize the

splicing of dimensions. The second feature-level fusion method

based on deep features adds feature graphs with smaller output

dimensions to larger feature graphs with the zero-padding

operation. The third classifier-level fusion method based on the

classification layer splices the outputs of the fully connected

layers of the three base classifiers.
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TABLE 7 The influence of fusion of multiple base classifiers on evaluation metrics.

Multi-network fusion Inception

V3_Inception

V3_Inception V3

InceptionResNet_

InceptionResNet_

InceptionResNet

Xception_

Xception_

Xception

Inception V3_

InceptionResNet_

Xception_

ResNet50

Acc akiec 0.6308 0.7385 0.7077 0.7846

bcc 0.7961 0.7573 0.8058 0.8738

bkl 0.7045 0.7318 0.7227 0.8455

df 0.4783 0.4783 0.4348 0.7391

nv 0.9150 0.9493 0.9493 0.9679

mel 0.4170 0.5112 0.4709 0.5561

vasc 0.8929 0.8214 0.8214 0.8571

Weighted avg 0.8158 0.8527 0.8482 0.8937

F1 akiec 0.5857 0.7164 0.6765 0.7286

bcc 0.7421 0.7464 0.8098 0.8738

bkl 0.6610 0.7523 0.7413 0.8176

df 0.6111 0.6111 0.5882 0.8500

nv 0.9065 0.9228 0.9158 0.9492

mel 0.4987 0.5891 0.5707 0.6667

vasc 0.8333 0.8679 0.8519 0.8276

Weighted avg 0.8109 0.8468 0.8403 0.8894

Specificity akiec 0.9825 0.9892 0.9871 0.8860

bcc 0.9811 0.9853 0.9900 0.9330

bkl 0.9473 0.9736 0.9720 0.9090

df 0.9990 0.9990 0.9995 0.8700

nv 0.7900 0.7810 0.7492 0.9110

mel 0.9680 0.9719 0.9775 0.7710

vasc 0.9965 0.9990 0.9985 0.9270

Weighted avg 0.8485 0.8462 0.8256 0.8953

AUC akiec 0.9511 0.9769 0.9803 0.9866

bcc 0.9820 0.9895 0.9900 0.9964

bkl 0.9309 0.9650 0.9611 0.9726

df 0.9505 0.9656 0.9826 0.9821

nv 0.9413 0.9611 0.9495 0.9754

mel 0.9070 0.9426 0.9082 0.9591

vasc 0.9838 0.9993 0.9894 0.9971

Weighted avg 0.9394 0.9620 0.9502 0.9751

Three kinds of fusion strategy evaluation indices are

shown in Table 5. According to the data supplied by the

convolution layer, the first one-dimensional characteristic figure

of dimensionality reduction is generally low. The main reason

for this is that adding a convolution layer results in many

parameters that need to be trained. The first network loss value

is large and can lead to difficult network training for reaching a

more appropriate stage. As a result, the overall parameters of the

network cannot achieve good results. If zero padding is used, the

small-dimensional feature graph is extended, and no redundant

parameter training requirement is imposed. Therefore, the

output result will be consistent with the transfer learning result.

The third method is to splice the output of the fully connected

layer, and the final prediction index is the best option. First,

the feature extraction part of the network contains the network

parameters trained by ImageNet, and the features are relatively

appropriate. Finally, only the parameters of the fully connected

layer are added; thus, the feature extraction process of the

network model does not change, and the final prediction effect

is also the best.

From the weighted average of the Acc and F1 values

in Tables 4, 5, it can be seen that the model training and
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TABLE 8 Comparison of the results obtained in this study with those in the literature.

References Method Results

Sevli (32) Custom CNNmodel The accuracy on test set reaches 91.51%

Salian et al. (44) Custom CNNmodel The test accuracy is 83.15%

Pal et al. (33) Ensemble (ResNet50, DenseNet-121, and MobileNet) The normalized multiclass accuracy is 77.5%

Xie et al. (8) multilevel deep ensemble (MLDE) model The result is an average AUC of 86.5

Aldwgeri and Abubacker

(35)

Ensemble[VGG, ResNet50, Inception-V3, Xception, and

DenseNet-121]

Multiclass accuracy of 80.1% and mean average of 0.89 AUROC

Hard voting Ensemble (Inception V3, InceptionResNet V2, and Xception) The accuracy on test set reaches 91.61%

Proposed fusion network Fusion network (Inception V3, InceptionResNet V2, and

Xception)

The accuracy and AUC on the test set reach 92.01 and 95.3%,

respectively

TABLE 9 Comparison of di�erent methods on external datasets.

Method Acc Specificity AUC

Kermany et al. (46) 0.934 0.94 0.988

Kaymak and

Serener (47)

0.971 0.984 Not mentioned

Concat_Cov2D 0.974 0.991 0.983

Concat_Zeropadding 0.975 0.992 0.983

Concat_Dense 0.987 0.996 0.991

prediction steps performed by a single classifier are better

than those of the two fusion strategies based on feature-

level fusion. The main reason for this involves the changes

in the extracted image features during feature-level fusion.

Compared with the better network feature extraction ability

of “ImageNet” training, the feature extraction ability of the

modified network exhibits a certain decline, resulting in a

decrease in the classification index based on feature-level fusion.

During feature extraction, the classifier-based fusion scheme

does not change the feature extraction capability of the original

network based on “ImageNet.” Features are learned separately

through the convolution layer of each base classifier, and the

results of the fully connected network (i.e., the classifier) of the

base classifier are fused to obtain the final predicted category

value. Based on classifier-level fusion, the output results of

multiple base classifiers are fused. The generalization ability and

anti-interference ability of the network are enhanced, and the

model classification ability is enhanced.

4.3.3. Setting the number of fusion networks

This section mainly studies how to combine base classifiers

in fusion networks to achieve the best effect for the detection of

pigmented skin lesions. This paper mainly tests the effectiveness

of combinations including three basic classifiers: Inception

V3, InceptionResNet V2, and Xception. The fusion effects

of two networks, three networks, four networks, etc. are

tested. The best fusion scheme (classifier-level fusion based

on the classification layer in Section 4.3.2) is adopted. Six

scenarios are available regarding the fusion of two networks,

as shown in the table: fusing Inception V3 with Inception V3,

InceptionResNet V2 with InceptionResNet V2, Xception with

Xception, Inception V3 with InceptionResNet V2, Inception

V3 with Xception, and InceptionResNet V2 with Xception.

Four scenarios are considered regarding the fusion of three

networks, as shown in the table: the fusion of Inception V3,

Inception V3, and Inception V3; the fusion of InceptionResNet

V2, InceptionResNet V2, and InceptionResNet V2; the fusion of

Xception, Xception, and Xception; and the fusion of Inception-

V3, Inception-ResNet-V2, and Xception. The four-network case

is a fusion of Inception V3, InceptionResNet V2, Xception,

and ResNet50. It can be seen from Table 6 and Figure 5 that if

two base classifiers are consistent in the fusion process of two

networks, the classification effect will be worse than that of using

one base classifier alone. In a fusion network, theremust be some

difference between the base classifiers; otherwise, the network

easily falls into local minima during the training process. It can

be seen from Table 6 that when two different base classifiers are

used, the classification accuracy is greatly improved compared

with that of a network containing two identical classifiers. From

the values listed in Table 6, the monitoring indices of Inception

V3_InceptionResNet, Inception V3_Xception, and Inception

V3_InceptionResNet are better than those of single Inception

V3, InceptionResNet, Xception models; It can be seen from

the data in Table 7 that the fusion effect of four networks is

not as good as that of three networks, thus proving that the

network fusion does not guarantee that a greater number of base

classifiers leads to better results. Therefore, the fusion method

based on Inception V3, InceptionResNet V2, and Xception is

finally selected as the network model in this paper.

To explore the performance of different network

combinations in the feature extraction framework, we perform

ablation experiments for each image classification configuration.

The first case utilizes combinations with the same subnetwork.
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FIGURE 6

Model visualization.

With the increase in the number of networks (columns 3, 4, 6

in Table 4, 3–5 in Table 6, and 3–5 in Table 7), the classification

performance declines. Therefore, it is not better to increase the

number of subnetwork when they are the same. The possible

reason for this finding is that overfitting easily occurs in overly

complex networks, which leads to performance degradation.

However, the classification performance shown in Table 7 is

higher than that in Table 6. The main reason for this is that

in ensemble learning, the number of general base classifiers

cannot appear to be even; otherwise, the same predicted value is

likely to occur, and random judgment may occur during model

classification. The second was for different subnetworks. With

the increase in the number of networks (columns 3, 4, 6 in

Table 4, columns 6–8 in Table 6, and columns 6 in Table 7), the

classification performance increases first and then decreases,

indicating that increasing the number of subnetworks can

improve the accuracy of pigmented skin lesion detection, but

more is not always better. The overfitting of complex networks

may also occur. Third, it can be seen from Table 6 that when

the number of networks is the same, the performance obtained

when using different subnetworks as feature extractors is better

than that achieved with identical subnetworks. These results

prove the feasibility of the proposed network.

4.4. Comparison of the experimental
results obtained by the proposed
methods

According to the test results, the comparison between this

study and similar recent studies is shown in Table 8. The dataset

listed in Table 8 is HAM10000, which was presented in the ISIC

2018 Challenge and is used in this study. From the evaluation

indices obtained on the test set, it can be seen that the data
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upsampling scheme based on image flipping and image style

transfer proposed in this paper can produce the same amount

of data in each category; In addition, network fusion schemes

based on available data can achieve higher detection efficiency

for pigmented skin lesions than hard voting fusion schemes.

4.5. Experimental expansion

In order to validate the impact of the developed fusion

network on external test data, the UCSD common retinal OCT

dataset (45) was collected with a total sample size of 108,309

images in four categories: Normal, Drusen, CNV, and DME.

The sample sizes of the four categories are 51,140, 8,616, 37,205,

and 11,348, respectively, and this paper focuses on the “limited

model,” i.e., 1,000 randomly selected images in each category,

to compare the performance using the fusion strategies. Table 9

shows that the overall accuracies of the three fusion strategies are

97.4, 97.5, and 98.7%, respectively. Compared with the model

proposed by Kermany (46), the accuracy is 93.4%, which is an

average improvement of 4% points. Overall, the three fusion

strategies proposed in this paper are effective.

4.6. Model interpretability

To verify the interpretable and explainable of the classifier-

level fusion network based on the classification layer proposed

in this paper, the visualization effect of the sample with the

highest prediction probability for each category among the test

set samples is shown in Figure 6. In this paper, Grad_CAM (48)

andGrad_CAM++ (49) are used as visualization algorithms, and

the prediction probability value of the final output category of

the test model is used to visualize the fusion of the three base

classifiers and the CBAM. To compare the visualization effects

of the Grad_CAM and Grad_CAM++ visualization algorithms

on the results of this paper and to determine the visualization

effect of the final predicted probability value of the model in

this paper for the fusion of each base classifier and the attention

mechanism, each row in Figure 6 shows that the pictures are

all derived from the same sample image. It can be seen from

the results that the visualization effects of Grad_CAM++ on

the three base classifiers are better than those of Grad_CAM.

Grad_CAM++ can display the lesion areas of pigmented skin

lesions in a good thermal map. After the image is checked

by professional clinicians, the visual part of the image can

show that the locations focused on by the model are similar

to those yielded by human experience. The visualization effect

of Xception shows that the localization area is small and that

all results are contained in the lesion area, which is superior

to the effects of the other two classifiers (Inception V3 and

InceptionResNet V2), thus proving the more interpretable and

explainable of the proposed algorithm.

5. Conclusion

A fusion network-based detection algorithm for pigmented

skin lesions is proposed in this paper. Image preprocessing and

image augmentation are carried out before inputting the given

dataset into the network, which can solve the problem of low

classification accuracy caused by the unbalanced distribution of

the original data to a large extent. In this paper, various fusion

strategies are used to verify the applicability of the algorithm

for pigmented skin lesions. Based on a network performance

comparison, we empirically find that the classification effects

of the two fusion strategies based on feature-level fusion are

not good according to their pigmented skin lesion results.

However, the proposed fusion scheme can be applied in other

application scenarios and can provide experience guidance

for the corresponding model design process. Second, our

algorithmic architecture (containing three fusion strategies)

only covers single-modal, categorization-oriented methods.

However, we also note that multimodal input data are present in

medical image analyses, and the corresponding fusion schemes

can be studied by extending the current framework (50–52). At

the same time, two visualization algorithms are used to apply the

color visualization method to make the proposed deep learning

model more interpretable and explainable, and the accuracy of

the developed algorithmwas confirmed by comparing the results

with those of related papers. In the future, we plan to test the

robustness of the proposed algorithm using a hospital database

of actual high definition images of pigmented skin diseases,

deploy the algorithm model on servers for physicians in remote

areas to diagnose pigmented skin diseases, and apply the three

fusion strategies to other more medical application scenarios to

validate the advantages of the algorithm.
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Introduction

Every year around 5,70,000 women are affected with cervical cancer and over

3,11,000 women die from the disease (1). Although there are techniques of screening in

various forms and types around the world, most of the knowledge or the technique does

not reach the interior parts of the world, like that which are in developing countries.

Most of the rural areas either lack good health care support systems or high-level

screening equipment, especially when it comes to cancer screening. Most women notice

changes in their body only when the symptoms are severe or close to higher rates of

malignancies. Fortunately, different studies have come up with various techniques that

are cost effective, simple and efficient. In the following sections, major types of screening

and the subcategories of testing are described.

Cervical cancer is curable, unlike the majority of malignancies. There are

two methods of prevention. First, through immunization, and second, by routine

screening that can find HPV infection or aberrant cells before they become

malignant (2). Though infections may be cured within 2 years, 10% of the

infections may last longer than 2 years. A chronic infection raises the possibility

of getting precancerous or, ultimately, aggressive cancer. However, there is a

safe and effective vaccine that can stop HPV 16 and HPV 18 infections.

Starting at age nine, vaccinations are preferred for young girls. If a high-grade

precancerous disease manifests, it must be surgically removed before developing into

cervical cancer.
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Literature survey

Van Baars, studied that the primary screening with high-risk

human papillomavirus (hrHPV) detection has been advocated

to prevent cervical cancer. While given the chance to self-

sample for hrHPV testing, women who are not already attending

screening (non-responders) are more likely to participate. Dry

Evalyn Brush system is as good for self-sampling compared

to physician-taken sample for hrHPV detection and is highly

acceptable to women. The fact that this study was conducted

in a hospital setting is a drawback. Self-samples were always

taken prior to practitioner smears, which is another theoretical

restriction (3). Parashari et al. found that the Magnivisualizer

has an increased identification rate of early malignant tumors

from 60 to 95% when compared to unaided visual inspection.

It also has allowed for the detection of 58 percent of low-grade

dysplasia cases and 83 percent of high-grade dysplasia cases that

would not have been detected by simple visual assessment. The

Magnivisualizer has a poorer sensitivity for detecting low-grade

dysplasias, although this may not be a severe drawback because

most low-grade dysplasias tend to regress even in the absence of

treatment (4).

Veena Singh et al., showed that, in resource poor

environments where colposcopic services are not offered on

a local level, a cost efficient, handheld instrument called

magnivisualizer is a useful for identifying cervical precancerous

and cancerous lesions. In comparison to Visual inspection with

acetic acid (VIA), this device demonstrated higher sensitivity

(83 vs. 54%) without sacrificing specificity in the detection of

severe precancerous lesions of the cervix. Due to the standard

of colposcopy has limited specificity, it leads to unnecessary

biopsies, therefore it cannot be used as a substitute (5).

Saleh, found that, in comparison to a Pap smear, VIA is an

effective screening tool because it is a simple test with a low cost

and great sensitivity. It can be therefore used in low-resource

locations as an alternative cervical cancer screeningmethod. The

sensitivity of Pap smear was 50.1%, specificity was 93.1%, and

its negative and positive predictive values were 89.3 and 65.6%,

respectively. VIA’s sensitivity was 90%, specificity was 37%, and

its prediction accuracy was positive. Fifty-two percent and an

81% negative predictive value. Because of the less PPV of VIA,

the issue of multiple false positives, discourages the see-and-

treat strategy. Although, PPV linked to incidence, the VIA test’s

capabilities might increase if a see-and-treat approach were used

in a high incidence of cervical cancer in a high-risk area (6).

The findings of Emre Ozgu et al. suggest that TruScreen,

has 86.1% of sensitivity, and can be used as a cervical cancer

screening test that offers quick results without the requirement

for a professional. Because it eliminates the need for pathologists

and subjectivity in Pap smear interpretation, Cervical cancer

screening is possible with TruScreen, particularly in nations with

low socioeconomic level. The effectiveness of screening did not

significantly enhance when TruScreen and HPV testing were

combined (7).

Muszynski et al. performed a study where Colposcopy

alone showed 61% of sensitivity and 80% specificity for

identifying high-grade lesions. Zedscan and colposcope together

exhibited a sensitivity of 93%−100%, and between a range

of 91 and 100% negative predictive value (8). Based on

the above literatures, there are certain methodologies and

techniques with which cervical cancer screening is done. A

detailed explanation of the various methods is discussed in

methodology. From the literatures it is also observed that each

of the techniques has their own advantages and disadvantages.

Methodology

There are various ways of screening, testing, and diagnosing

cervical cancer. The below mentioned are mostly used for

cervical cancer and these are as follows:

• Screening using Tissue Scrapping.

• Screening using Visual inspection with acetic acid (VIA).

• Screening using Devices.

• Screening using artificial intelligence (AI) and machine

learning (ML) techniques.

• Screening using Mobile technology.

Screening using tissue scrapping

Cervical screening checks the health of the cervix. It helps to

prevent cancer or treat them if any abnormality is found. In this

method, a small portion of the cervical tissues are smeared using

swab test brushes and are tested in laboratories for traces of HPV

infections. There are two major methods through which this

screening takes place, one of the methods is the Pap smear test

and the other is HPV-DNA test. The Pap smear test is considered

as the golden standard for cervical cancer screening (9).

Pap smear

Typically, a pelvic exam is performed in addition to

the Pap smear (10, 11). In some circumstances, HPV test

may be administered to females older than 30 in place

of a Pap smear. Based on the type of test, the doctor

either places the cell sample obtained from the woman’

cervix onto a glass slide (conventional) or place it in

a container containing a specific liquid to preserve the

sample (liquid-based) (12).

Then the samples are then taken to a lab where they are

examined under a microscope for cell features that might point
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FIGURE 1

(A) The Pap smear test kit. (B) The procedure depiction.

FIGURE 2

The HPV-DNA test kit.

to cervical cancer or a precancerous condition. Figure 1A shows

the Pap smear test kit and Figure 1B shows the procedure

depiction (13).

HPV-DNA test

It is common to have HPV infection around the genitals.

Cervical cancer and other malignancies are caused by specific

high-risk type of HPV. Low-risk types of HPV may cause

genital warts in the vagina, cervix, and on the skin. In

general, it is not advised to use the HPV-DNA test to

identify low-risk HPV infections. This is because majority

of low-risk lesions are physically recognizable. The medical

professional inserts a device known as a speculum into the

vagina, opens it slightly and gently collects the cells from the

area around the cervix (14). Figure 2 shows the HPV-DNA

test kit.

The cells are delivered to a lab where a microscope

examination will take place. This examiner tests the cells to

see if they contain genetic material (referred to as DNA) from

cancer-causing HPV strains (15). To identify the exact type of

HPV, further testing may be conducted. A Pap smear may be
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FIGURE 3

(A) Before screening with acetic acid. (B) After the acetic

screening.

substituted with the HPV DNA test. Co-testing is the term used

when they are carried out together.

Screening using VIA

VIA is a screening method in which the cervix is observed

after the application of 3%−5% of acetic acid in the cervix

region which results in acetowhite lesions. Figures 3A,B shows

the result of before and after applying acetic acid. VIA offers the

advantages of being simple to use, affordable (16), and sensitive

when compared to Pap smear, and quick results assessment (17).

As a result, VIA is a good way of cervical cancer screening in

many regions of the world, particularly in areas with limited

resources. Variations in sensitivity and specificity could be

caused by a variety of factors, including the following:

• Expertise training

• Light source variation, and

• The procedure for making a 4%−5% acetic acid solution

and storing it.

In poor countries with limited resources, VIA can be utilized

as a mass screening method for cervical cancer. It was reported

that at the low grade squamous intraepithelial lesion (LSIL)

threshold, VIA was less sensitive i.e., is 86.7% which is lesser

than that of clinical cytology with a sensitivity of 91.4%, but

the difference was not statistically significant (18). HPV testing

outperformed cytology in terms of sensitivity, but there was no

significant reduction in specificity (84.2 vs. 86.6%).

In addition to VIA tests there are methods that gives

importanceto a white light visual inspection of the cervix; white

light enables the correct site of biopsy to be selected. The

majority of rural clinics utilize a torch or a regular tungsten bulb,

which misses many severe lesions. Through this study, the usage

of white light is highly advisable for screening purpose. When

compared to Pap smear, VIA has a high sensitivity.

FIGURE 4

The AV Magnivisualizer.

Screening using devices

From the previous studies, it is understood that a clinical

test includes the collection of tissues and is slower when

compared to other methods. Although the success rates of

cancer screening ishigh, the scrapping method may disturb the

patient’s convenience. In order to be more efficient, cost effective

and quick, current studies have come up with techniques that

does not involve scrapping of tissues and does not infuse any

discomfort. This section will discuss about the modern cervical

cancer screening devices and their efficiency.

AV Magnivisualizer

It is a low-cost technology for screening uterine cervical

cancer using magnivisualizer. It increases the identification rate

of early malignant tumors from 60 to 95% when compared

to single-handed visual inspection. It also allows the detection

of 58% of low-grade dysplasia cases and 83% of high-grade

dysplasia cases that would not have been detected by simple

visual assessment. The magnivisualizer is highly sensitive,

with a sensitivity of around 57.5% in detecting low-grade

dysplasia, when compared to 75.3% of cytological evaluation

(5). For higher degrees of lesions, however, the two approaches

had equivalent sensitivity. The magnivisualizer had a 94.3%

specificity, while cytology had a 99% specificity.

The AV Magnivisualizer, has a complete spectrum of

visible light (white light) and interchangeable magnification. In

Figure 4 the AVMagnivisualizer is shown.

The sole accessible light source in primary health Center

outdoor situations is usually a tungsten bulb providing yellow

light attached to a torch or examination light. On lesions

with a pinkish mucosal background, this type of light has a

masking effect. The handheldMagnivisualizer can be considered

a suitable tool for identification of cervical precancerous and

cancerous lesions in low-resource settings where colposcopic

services are not available at the community level. However, due

to its low specificity, it cannot replace colposcopy, which results

in numerous needless biopsies.
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FIGURE 5

(A) 5-mega pixel POCkeT. (B) 2-mega pixel POCkeT.

FIGURE 6

TruScreen device.

POCkeT

Point of Care Tampon (POCkeT) is a Novel Low-Cost

device that can capture images and can be used to diagnose

cervical lesions. By delegating cervical cancer screening to

community health workers, the portable, low-cost method has

the potential to enhance access to cervical cancer screening in

low-resource settings. Women who enter the screening cascade

for the first time are usually not familiar with the procedure of

having a speculum and are intimidated by the idea of having

a cold metal object inside their bodies. This barrier was the

reason that ultimately led to the conceptualization of the pocket

colposcope (19).

The pocket colposcope can be inserted through the

speculum to provide a close-up view of the cervix to take a

picture. When the colposcope is close to the cervix, a set of

high-quality pictures are obtained that are better than that of

colposcopes on the market, and are both effective in cost and

size. As seen in Figures 5A,B there are two versions of the pocket

colposcope (20), one with a 5-mega pixel camera that can be used

to obtain images via insertion through a speculum and one with

a 2-mega pixel camera that is more slender and can be inserted

into a tampon-like introducer called the Calla scope, to enable

speculum-free visualization of the cervix.

TruScreen

TruScreen is a unique, proprietary Opto-Electrical

technology to evaluate the tissue of the cervix. Unlike cytology,

FIGURE 7

The ZedScan cervical probe.

TruScreen does not only examine surface epithelial cells, it

produces specific frequencies of light transmitted through the

cervical tissue to identify changes in the basal and stromal

layers. There are four LEDs that sequentially emit light at

three wavelengths, distant red, infrared and green. Electrical

measurements test the cell’s resistance to current to characterize

the tissue. This characterization of these tissues is called

electrical impedance spectroscopy (21). As seen in Figure 6, the

TruScreen system consists of a disposable Single Use Sensor

(SUS), a Handheld Device (HHD), and an Intelligent Cradle

(IC) that work in concert to detect and classify the cancerous

and precancerous changes in the cervix.

First, many areas on the cervix are gently touched using

a pen-like wand wrapped in a SUS. The SUS has electrodes

and a precision lensthat interact with the cervix. During this

process, it transmits and receives low-level optical and electrical

information from the cervical tissue.

The signals are then analyzed by an integrated AI-enabled

algorithm on the TruScreen Handheld Device, which compares

them to a database of 2,000 patients from various ethnic and

geographic backgrounds who have different histology diagnoses.

Physicians receive immediate results from this analysis, which

detects the presence of abnormal (cancerous and precancerous)

cells in the cervix. In contrast to traditional Pap tests, which can

take weeks or even months to provide a result in some countries,

each TruScreen examination produces results in 1–2 min.

ZedScan

ZedScan is a diagnostic gadget thatmakes use of an accessory

to conventional colposcopy to offer an evaluation of the cervical

epithelial tissue in real time. Electrical Impedance Spectroscopy

(EIS) is a scientifically-proven technique to distinguish among

normal, pre-cancerous and cancerous tissues (neoplasias) (8).

This technique is likewise suitable for the prognosis of diverse

cancers and pre-cancerous conditions. Figure 7 shows the

ZedScan cervical probe.
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FIGURE 8

CervAstra.

FIGURE 9

LuViva Scan device.

ZedScan makes use of EIS technique to distinguish

among normal, pre-cancerous and cancerous tissue at the

cervix based on electrical properties. When used along with

colposcopy, ZedScan has established extra accuracy in detecting

cervical disease.

CervAstra

There are many devices that detects and screens cervical

cancer and Pap smear is one of the predominant ways. One of

the greatest disadvantages of the Pap smear is that it takes a long

time to receive the test results. In order to cater to this problem

CervAstra was invented (22). CervAstra is a device to detect

Cervical Cancer using a Computational Pathology platform.

Figure 8 shows the device.

CervAstra analyzes Pap smear samples at the Point-of-Care

to state normal or abnormal in few hours compared to a longer

duration depending on the location of sample collection.

LuViva

It is a Hyperspectral Imaging Spectroscopy (HIS) technology

based non-invasive scanning device that includes a base unit

and a single-patient-use disposable probe. It is useful to scan

the cervix with light source to detect the cancerous and pre-

cancerous cells (23). Light reflected from the cervix is analyzed

through a spectrometer. Figure 9 shows the LuViva Scan device.

Based on the information from the spectrometer, an image of

the cervix will be generated which distinguishes the healthy from

diseased tissue. The development of this technology has yielded

seventeen patents.

Screening using AI and ML based
applications

Numerous automatic and semi-automatic techniques have

been developed as a result of the automatic analysis of

colposcopy for the diagnosis of precancerous lesions. Neoplasia

can be divided into several categories, and acetowhite zones can

be classified as high- or low-risk, malignant or non-cancerous,

normal or aberrant.

Many research works have been carried out to detect the

cancer from Pap smear images and colposcopy images using ML

and Deep Learning (DL) techniques. Many research works used

Support Vector Machine (SVM) (24, 25), Adaptive Neuro Fuzzy

Inference System (ANFIS) based classifier (25, 26), Bayesian

classifier (27, 28) for cervical cancer detection and classification

into cancerous or noncancerous. Many other ML techniques

such K-Nearest Neighbor (KNN), Neural Networks, Adaboost

classifier have been explored for the detection purpose.

By analyzing digitalized Papanicolaou-smear images with

a primary training dataset, 15 different machine learning

algorithms were built for the detection of cervical cancer. Almost

all algorithms successfully identified the cancer cells. Although

multilayer perceptrons are the highest among all the algorithms

used in recent times multiple back propagation neural networks

had a higher level of efficiency, whereas the other algorithms has

a lower level of efficiency. The findings show that techniques

based on AI can be utilized to develop tools for widespread

cervical cancer screening (29).

Using colposcopy images, the traditional methods based

on image processing and machine learning produced good

results. However, these techniques require manual skill for

feature extraction. The features can be automatically extracted

from the data by deep learning. Apart from conventional ML

techniques, existing DL architectures such as LeNet, VGG16/19,

ResNet, MobileNet, Long Short-Term Memory (LSTM) and

many proposed convolutional neural networks (CNN) have

been used for the classification purpose.

The three most prominent Deep CNNs (ResNet-50,

MobileNet, and NasNet) have been configured for training to
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create linearly separable image feature descriptors in which

the collected deep features are used to train a KNN classifier

(30). In Ref. (31), the researcher has applied DL techniques

to a new dataset acquired using smartphone, hand-held device

and colposcope.

A hybrid method for the classification of cervical cells

using deep learning-based segmentation and an ensemble-based

classifier is proposed in Ref. (32) on a publicly available dataset.

Themodel had an average accuracy and AUC of 99.7% and 0.996

for two-class classification and 75.55% and 0.909 for four-class

classification, respectively.

Gated recurrent units (GRU) is applied in Ref. (33) to build

a clinical event prediction model based on recurrent neural

network (RNN). The results demonstrate that RNN-2-DT has

a superior predictive effect compared to traditional models that

directly predict clinical events.

Although AI is an advantage of the present digital era

it also has major processing problems that might not give a

complete solution for cancer screening techniques. It can be used

for primary level of screening through which the presence of

cervical cancer can be monitored. The future awaits for more

development in AI algorithms that would facilitate in secondary

level of cervical cancer screening.

Screening using mobile

From the different methodologies and studies done

this far, it also required to explore the techniques based

on mobile screening. With a growing technology based

on mobile and smartphone, there are two major mobile

based techniques in order to screen cervical cancer

through smartphones, these are discussed in detail

as follows.

Gynocular

The monocular colposcope called the Gynocular

as shown in Figure 10 is a device that has optical

capabilities when compared to basic colposcopes.

This device screens the cancer using high resolution

lens and is almost a smaller version of the traditional

colposcope (34).

Using this device diagnostic forecasts from distant

assessment were revealed to be equivalent to estimates

from actual colposcopy evaluation for the diagnosis

of CIN2+ lesions.

Mobile ODT

This device uses a method called the Enhanced

Visual Assessment (EVA) Colpo, which is made up of a

Mobile phone attached with magnifying lenses, a number

FIGURE 10

Gynocular.

FIGURE 11

Mobile ODT.

of rechargeable batteries and LEDs for illumination.

Mobile ODT has also developed a mobile app that

retains patient information, preserve cervical pictures,

and keeps track of biopsies along with other clinical

findings (35).

Figure 11 shows the Mobile ODT device, this

device has also proved to reduce false positive as well

as false negative rates when compared to Pap tests,

and the AI created in-house has been demonstrating

good results.
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Smartscopy

The ideology of smartscopy is that, instead of using

an external flash and a device separately, the smartphones

are used. This method is done after the application of a

3% solution of acetic acid to the cervix for 1min, once

the application is over a gynecologist inspects the cervix

using Smartscopy with the activated flash mode pictures

of the cervix (36). The recorded prominent areas revealed

abnormal epithelium. Subsequently, the smartscopy findings,

and the histological diagnosis was evaluated and was relatively

successful. Although results were successful by using the

iPhone 5S to inspect the uterine cervix for cervical cytology is

welcoming, it might not be always always useful for screening

cervical cancer.

Conclusion

This paper intended to study various techniques that were

found to be successful, simple and cost effective when it

came to screening cervical cancer. In equipments like digital

colposcope and LuViva which are high in cost and sensitive

in hardware are difficult to be moved to rural areas. This is

a disadvantage caused due to whichtraditional ways have to

be followed in rural areas. Though the knowledge of how

different techniques and methods have been of great use in

cervical cancer screening was studied. In future, studies may

have to come up methods where all of the possible screening

methods are put under one roof. A cost-effective method with

the application of Machine learning techniques collaborated

with a mobile application would be of great use, such a

device would be both cost, time efficient compared to the

effectiveness of other devices. When such applications become

a reality, it would be of great use in remote sectors of many

developing countries.
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The COVID-19 virus’s rapid global spread has caused millions of illnesses

and deaths. As a result, it has disastrous consequences for people’s lives,

public health, and the global economy. Clinical studies have revealed a

link between the severity of COVID-19 cases and the amount of virus

present in infected people’s lungs. Imaging techniques such as computed

tomography (CT) and chest x-rays can detect COVID-19 (CXR). Manual

inspection of these images is a di�cult process, so computerized techniques

are widely used. Deep convolutional neural networks (DCNNs) are a type

of machine learning that is frequently used in computer vision applications,

particularly in medical imaging, to detect and classify infected regions. These

techniques can assist medical personnel in the detection of patients with

COVID-19. In this article, a Bayesian optimizedDCNNand explainable AI-based

framework is proposed for the classification of COVID-19 from the chest X-ray

images. The proposed method starts with a multi-filter contrast enhancement

technique that increases the visibility of the infected part. Two pre-trained deep

models, namely, E�cientNet-B0 and MobileNet-V2, are fine-tuned according

to the target classes and then trained by employing Bayesian optimization

(BO). Through BO, hyperparameters have been selected instead of static

initialization. Features are extracted from the trained model and fused using

a slicing-based serial fusion approach. The fused features are classified using

machine learning classifiers for the final classification. Moreover, visualization

is performed using a Grad-CAM that highlights the infected part in the image.

Three publically available COVID-19 datasets are used for the experimental

process to obtain improved accuracies of 98.8, 97.9, and 99.4%, respectively.

KEYWORDS

corona virus, multi-filters contrast enhancement, deep learning, Bayesian

optimization, hyperparameters, fusion
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Introduction

The coronavirus has recently spread throughout the world

as a new infection. Coronavirus is typically spread by animals

or humans (1, 2). It is discovered to be transmitted by bats

as a result of animal transmission. Coronavirus also replicates

in the human body with several other common coronaviruses,

including 229E: Alpha, NL63: Alpha, OC43: Beta, and HKU1:

Beta (3). The coronavirus disease outbreak was dubbed the

coronavirus global pandemic or COVID-19 pandemic by the

World Health Organization (WHO) in March 2020 (4). The

disease known as COVID-19 is caused by a virus (SARS-CoV-

2). Lung diseases range in severity from a common cold to a

potentially fatal illness. Coronavirus illnesses were frequently

accompanied by respiratory system diagnoses. Individuals may

occasionally contract minor, self-limiting infections with severe

consequences, such as influenza. Symptoms of respiratory

problems, fatigue, and a sore throat include fever, cough,

and breathing difficulties (5). The majority of researchers

have emphasized the need for COVID-19-specific diagnostic

methods, medications, or vaccinations to prevent its spread

(6). Because of its higher sensitivity and specificity in terms

of observations, the reverse transcription-polymerase chain

reaction (RT-PCR) is the current gold standard for diagnosing

COVID-19 (7).

Visual indicators could be used as an alternative strategy

for quickly screening infected individuals (8). This infection’s

most prevalent symptom is respiratory sickness. For chest

radiography, images (X-rays of the chest) are thought to be the

most reliable visual signal. Radiologists examine these images

physically to identify visual patterns that indicate the presence of

COVID-19 (9). Even though traditional diagnosis has improved

over time, it is still vulnerable to medical staff errors. It is also

more expensive because each patient requires a diagnostic test

kit. Medical-based imaging procedures, such as CXR and CT

scans, are much faster, safer, and more widely available for

screening (10). For COVID-19 screening, CXR image screening

is superior to CT scans because it is more accessible and

less expensive (11, 12). However, it may take some time to

manually diagnose the virus using X-ray scans. If there is little

or no prior knowledge and expertise about the infection and

its characteristics, it may result in several inaccuracies and

human-made mistakes. As a result, there is a compelling need

to automate such operations on a large scale, and it should be

accessible to all, so that treatment can become more effective,

precise, and timely (13).

Previous research has used computer vision (CV) and

artificial intelligence (AI) methods involving deep learning (DL)

algorithms; specifically, CNNs have been validated as a realistic

method for analyzing medical images (14, 15). A deep learning

technique called a convolutional neural network was previously

utilized to accurately identify pneumonia in CXR images of

a patient’s chest (16–18). The researchers introduced several

CNN models for classification tasks, including ResNet50 (19),

AlexNet (20), InceptionV3 (21), and a few others (22). Computer

vision researchers have used pre-trained deep learning models

in medical imaging, particularly for COVID-19 diagnosis and

classification (23, 24).

Loey et al. (25) presented a Bayesian-based optimization

DCNN model to classify coronavirus illness by using CXR

images. The presented approach tuned the hyperparameters

of DCNN models and extracted the high-level features. The

data used in the experimental process were large in size and

achieved 96% accuracy. This approach is limited by its high

computing time due to the Bayesian optimization because it

takes too much iteration during the training process. Yoo et al.

(26) employed a hybrid technique model on CXR images by

classifying the coronavirus using a decision tree classifier and

deep learning. The created method achieved 95% accuracy.

Wang et al. (27) designed a deep learning model-based transfer

learning approach to identify the coronavirus. CXR images

were utilized for this method. COVID-19 and healthy images

were 565,537, respectively. The created deep learning technique

gained 96.7% accuracy. They extracted high-level features

and ML-based classifiers to create an efficient technique for

improving the sensitivity of DCNN models. Chowdhury et al.

(28) implemented a novel framework based on a CNN. They

used a multiclass dataset that included COVID-19, pneumonia,

and the healthy class. They constructed a CNN in the parallel

pipeline and supplied crucial elements for the classification

method. The suggested approach attained an accuracy of 96.9%,

which was superior to the current techniques. Khan and Aslam

(29) utilized the DCNN networks such as ResNet, DenseNet,

and VGGNet and performed transfer learning concepts for

training the models on the Chest X-ray dataset. The dataset

includes 195 COVID-19 images and 862 normal images. On the

selected dataset, the provided method achieved an accuracy of

99%. Che Azemin et al. (30) designed a ResNet CNN based on

a deep learning algorithm to diagnose COVID-19 from CXR

images. They considered the binary class problem—COVID-

19 and healthy classes. The selected dataset was utilized for

the training of the CNN model through transfer learning. The

trained model achieves 72% accuracy, which is higher than

the recent methods. Khan et al. (31) presented a DL and

explainable AI-based framework for COVID-19 classification

from CXR images. Transfer learning was utilized to train pre-

trained deep models on enhanced images, and features were

merged for greater information. Following that, the Whale–

Elephant herding method is used to choose the best features,

which are then classified using the ELM classifier. Few other

techniques such as meta-classifier with deep learning approach

for COVID-19 classification (32), novel CNN approach called

CNN-COVID (33), optimization algorithm called novel crow

swarm (34), and multi-agent deep reinforcement learning (35).
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FIGURE 1

Proposed classification architecture for COVID-19 utilizing deep transfer learning and Bayesian optimization.

Themodels in the preceding studies were retrained using the

transfer learning concept, which involves freezing the weights

of a few layers to save computational time. They also used

fixed hyperparameters like learning rate, momentum, mini-

batch size, epoch count, etc. When there is a lot of variation in

the results due to different hyperparameter values, this method

is inefficient. In this work, we proposed a multimodal Bayesian

hyperparameter optimization method for the training of deep

learning models for COVID-19 classification. Moreover, an

explainable AI-based diagnosis has been performed. Our major

participation in this work is as follows:

• A multi-filter fusion-based hybrid technique is proposed

for contrast enhancement that increases the local and global

information of an image.

• Bayesian optimization is employed on deep learning

models for the optimization of hyperparameters that helps

in the better training of selected data.

• High-level features are extracted by both models and fused

by a novel slicing-based serial fusion.

• Grad-CAM visualization is performed on the final

classification, resulting in the colored visualization of the

COVID-19, pneumonia, and tuberculosis-infected regions.

The manuscript is organized as follows. The proposed

methodology such as multi-filters fusion-based hybrid

contrast enhancement technique, Bayesian optimization of

hyperparameters of DCCN models, deep transfer learning,

feature extraction, fusion, and Grad-CAM for explainable AI, is

presented in Section Proposed methodology. The findings of the

proposed approach are shown in Section Experimental results

and analysis, and Section Conclusion presents the conclusion.

Proposed methodology

The proposed methodology for the COVID-19 classification

and explainable AI-based diagnosis is presented here. In the

proposed method, multi-filter contrast enhancement and deep

transfer learning with Bayesian optimization are employed.

Figure 1 shows the proposed architecture based on Bayesian

optimization and features fusion for COVID-19 classification.

This figure illustrates that, in the first phase, data augmentation

is performed on the selected datasets using a multi-filter contrast

enhancement method and a few additional filters. Two pre-

trained models, namely, EfficientNet-B0 and MobileNet-V2, are

modified and trained using deep transfer learning and optimized

the hyperparameters by employing Bayesian optimization.

Features are extracted from both optimized models and fusion is

performed by utilizing a newmethod named, slicing-based serial

fusion. Finally, the samples are subjected to Grad-CAM analysis

in order to pinpoint the source of the infection.

Contrast enhancement

Enhancing contrast is one of the most important and

useful steps to enhance the vital objects in the images (36).

Another goal of this step is to enhance the overall image quality.

Medical image identification and interpretation mainly rely
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FIGURE 2

Samples enhanced images of multi-filters fusion technique.

on image enhancement methods (37). When segmentation is

performed, poor contrast is always detected incorrectly. In the

classification process, the enhanced images can extract more

important features than the feature extraction through the

original images. In this work, the images of the selected datasets

have low contrast and poor quality. These problems may lead

us to misclassification. Therefore, we designed a multi-filter

technique by utilizing the fusion of different filters. First, top-hat

and bottom-hat filtering are implemented and combined with

information. After that, intensity values are adjusted by using a

mathematical formula.

Consider, the COVID-19 datasets D having k images

D∈ R
k, where each image represented by T k

(
h,w

)
and

(
h,w

)
∈

R. Each sample has resized into N ×M = 224. Suppose that

the kernel σ with a value of 13. The top-hat is based on • opening

operation and the bottom-hat is based on � closing operation. So,

the top-hat and bottom-hat filtering are derived as:

Ttop
(
h,w

)
= T k (

h,w
)
−

(
kk

(
h,w

)
◦ σ

)
(1)

Tbottom
(
h,w

)
=

(
kk

(
h,w

)
� σ

)
− T n (

h,w
)

(2)

f ′
(
h,w

)
= T n (

h,w
)
+ Ttop

(
h,w

)
− Tbottom

(
h,w

)

(3)

where f ′
(
h,w

)
represents the fused image of top-bottom

filtering. In the next step, the adjust filter is employed on the

resultant images from the top-hat and bottom-hat filters. Adjust

filter boosts an image’s lightness by transforming the points of

the input pixels’ intensities to new ones, with the mean amount

of data absorbed in the low and high intensities being about

1.5%. The symbol p is the pixel value of the image, the gamma

(γ ) is a variable, which evaluates the form of the procedure

among the coordinating coefficients
(
q, f

)
and (r, e ).

Adjk
(
h,w

)
=

(
p− q

r − q

)γ (
e− f

)
+ e (4)

Fk
(
h,w

)
= f ′

(
h,w

)
+Adjk

(
h,w

)
(5)

where Fk
(
h,w

)
is the final enhanced image, visually illustrated

in Figure 2.

Dataset collection and description

This study adopts an experimental technique that makes

use of three publicly accessible datasets: COVID-GAN and

COVID-Net small chest x-ray (https://www.kaggle.com/yas

h612/covidnet-mini-and-gan-enerated-chest-xray), COVID-19

radiography (https://www.kaggle.com/datasets/tawsifurrahman

/covid19-radiography-database). CXR (pneumonia, COVID-19,

TB) (https://www.kaggle.com/datasets/jtiptj/chest-xray-pneum

oniacovid19tuberculosis). There are three classes in COVID-

GAN and COVID-Net small chest x-ray datasets. COVID-

19 radiography and CXR (pneumonia, COVID-19, and

tuberculosis) consist of four classes. The original images are
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FIGURE 3

sCXR instances for the classification of COVID-19 and other infections.

TABLE 1 Complete explanation of selected datasets.

Classes Original

images

Augmented

images

Training/testing

images

COVID-19 radiography database

COVID-19 3,616 6,000 3,000/3,000

Lung opacity 6,012 6,000 3,000/3,000

Normal 10,192 6,000 3,000/3,000

Viral pneumonia 1,345 6,000 3,000/3,000

COVID-GAN and COVID-Net mini–Chest X-ray

Corona 461 6,000 3,000/3,000

Normal 1,575 6,000 3,000/3,000

Pneumonia 4,481 6,000 3,000/3,000

CXR (pneumonia, COVID-19, tuberculosis)

COVID-19 566 6,000 3,000/3,000

Normal 1,575 6,000 3,000/3,000

Pneumonia 4,265 6,000 3,000/3,000

Tuberculosis 491 6,000 3,000/3,000

shown in Figure 3. These datasets are highly imbalanced as

shown in Table 1. For balancing the dataset, we set 6,000

images in each class for all the datasets by utilizing data

augmentation. Using the augmented dataset, 50% of images have

been utilized for the training, while the rest of the 50% were

used for the testing. In the data augmentation process, three

primary functions are used: flip-left, rotate 90, and flip-right. The

augmented images are visually shown in Figure 4.

E�cientNet deep features

The EfficientNet model, which ranks among the top models,

achieved 84.4% accuracy on ImageNet for the classification

task with a parameter size of 5.3M (38). Deep learning

architectures are intended to find simple but efficient solutions.

By uniformly increasing depth, breadth, and resolution while

reducing model size, EfficientNet outperforms competitor state-

of-the-art models. The first step in the compound scaling

technique is to find a grid that identifies whether distinct

scaling dimensions of the baseline network connect to one

another within the limits of a constrained set of resources. The

optimal scaling factor for height, breadth, and resolution may

be determined using this procedure. These coefficients are then

added to the original network to make the final network the

appropriate size (17).

The main building block for EfficientNet-B0 is the

asymmetrical bottleneck MB Conv. Blocks in MB Conv consist

of an expansion layer followed by a compression layer. Later, it

was possible to connect bottlenecks directly while connecting

a much smaller number of channels. When compared to

conventional layers, the computational cost of this design’s deep

separable convolutions is around k2, where k is the kernel size

that determines the width and height of the 2D convolution

window (39). In this work, we utilized the EfficientNet-B0model

for the features extraction. The model was originally trained

on 1,000 classes and accepts the input size of 224 × 224 ×

3. We fine-tuned the FC Layer with the new FC Layer which

consists of COVID-19 classes. The updated model was trained

by utilizing deep transfer learning and BO. The detail of Bayesian

optimization (BO) is provided below. The objective of BO was

to find the best hyperparameters for EfficientNet-B0 which

gives the minimum error rate and increase the accuracy. The

hyperparameters are selected dynamically via BO. The high-

level features extracted from the average global pooling layer

after the model has been trained on selected COVID-19 datasets

and obtained a feature vector of size N × 1,280. Visually,

the process of fine-tuning and deep transfer learning is shown

in Figure 5.

MobileNet-V2 deep features

MobileNet-V2 employs depth-wise separable convolutions

(DSCs) for portability and to solve the problem of data loss
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FIGURE 4

Sample images after data augmentation.

in non-linear layers inside convolution blocks. MobileNet-V2

has 5.3 million parameter values (40). The building block of

MobileNet-V2 is shown in Figure 6. We used the MobileNet-

V2 model in our proposed work for deep feature extraction.

The model was pre-trained on the ImageNet dataset, which

has 1,000 classes, and it takes input sizes of 224 × 224

× 3. The FC Layer was replaced with a new FC layer. As

described in Section Hyperparameters optimization using BO,

the updated model was trained using deep transfer learning,

and the hyperparameters were optimized using BO. The trained

model was utilized for the feature extraction. The activation is

performed on global average pool (GAP) layer and retrieved

features have a dimension of N × 1280. Visually, the process of

deep transfer learning is shown in Figure 6.

Hyperparameters optimization using BO

When using deep learning architectures, we need to adjust

all of the hyperparameters in order to obtain classification

accuracy. The selection of hyperparameters has a significant

impact on the accuracy of the correct prediction (41). The goal

of optimizing hyperparameters is to choose the values that get

the best validation results. The hyperparameter optimization is

calculated as:

x∗ = argmin f (x) (6)

where f (x) is the objective score to minimize error rate

when compared to the validation set, and x is the set

of hyperparameters with a value in the domain where

hyperparameter optimization evaluation is more expensive. It

takes longer to train and is nearly impossible to achieve by hand

with deep neural network models with many hyperparameters.

BO has been used in simulations and machine learning

models. To improvemodel performance, computer vision-based

approaches use feed-forward network architectures to adjust

hyperparameters. It simplifies the time-taking task of optimizing

a number of parameters (42). Deep learning models need

particular hyperparameter (HP) tuning. These parameters can

bemanually or automatically set. Althoughmanual optimization

produces adequate results, it is highly dependent on expertise

and lacks consistency, making it less than ideal. HPs can be

modified automatically by random and grid searches; however,

some ineffectual sites may be unavoidable due to the inability

to gain knowledge from previous searches. BO has garnered a

lot of attention in parameter modification because of its distinct
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FIGURE 5

Visually representation of modified building block of e�cient Net b0.

advantages. BO differs from other approaches in that it takes

into account historical parameter information by updating the

prior with Gaussian progress (GP). Also, BO has a very low

number of iterations and a very fast convergence time. The BO

method may also avoid local optimality when dealing with non-

convex situations. The strong convergence and robustness of BO

make it an excellent choice for optimizing HPs (43, 44). In our

work, we utilized Bayesian optimization for a deep convolutional

neural network to optimize the hyperparameters for achieving

the minimum error of models. Section Depth, learning

rate, momentum, and L2Regularization are the optimization

parameters. The ranges of these parameters are shown

in Table 2.

Proposed feature fusion

Feature fusion is an important step in which multi-

directional information is combined to get a better output. As

shown in Figure 1, features are extracted from two pre-trained

models; therefore, fusion is important to combine the only

important information (36). We proposed a novel feature fusion

technique called slicing-based serial fusion in our study.

Consider, the first vector Vk1
N , which has a dimension of

N × 1280, and the size of second vector Vk2
N , which also has

a dimension of N × 1280 and is obtained by selected models

EfficientNet-B0 and MobileNet-V2, respectively. Suppose Vk3
N

is fused feature vector having dimension N × K . We selected

a mid-point based on any from the selected vectors, which are

computed as follows:

m =
N

2
(7)

wherem represents themid-point of vector andN represents the

total number of images used for feature extraction. Based on the

m-value, Vk1
N and Vk2

N are divided into slices. The slices equation

is calculated as:

V11
N = Vk1

N

(
f1,f2,f3 . . . fm

)
(8)

V12
N = Vk1

N

(
fm+1 . . . fend

)
(9)

V21
N = Vk2

N

(
f1,f2,f3 . . . fm

)
(10)

V22
N = Vk2

N

(
fm+1 . . . fend

)
(11)

where V11
N and V12

N represent the slicing that contains half and

half of the features of vector Vk1
N , and V21

N and V22
N represent the

slicing that contains half and half of the features of vector Vk2
N .

The structure of slicing vectors is visually shown in Figure 7.
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FIGURE 6

Modified building block of MobileNet-V2.

TABLE 2 Hyperparameters ranges for Bayesian optimization.

Hyperparameters Ranges

Section depth (1, 3)

Learning rate [0.001, 1]

Momentum [0.8, 0.98]

L2Regularization [1e−10 , 1e−2]

After slicing both vectors, the information is aggregated in

the initial fused vector Vfused. The sliced vectors are fused in this

sequence V11
N ,V21

N , V12
N ,V22

N , respectively.

Vfused =





V11
N

V21
N

V12
N

V22
N





K×N

(12)

The output vector Vfused are attained with dimensions N ×

2560 but these features are mixed with each other by utilizing the

slicing technique. In the next phase, features are refined further

using a Kurtosis-based function.We tried to select the important

features in the fused vector using this function.

Kr =
µ4

σ 4
(13)

µ4 =
E

[
(V − µ)4

]

σ 4
(14)

σ 2
=

√
E

[
(V−µ)2

]
, σ =

√
σ 2 (15)

Fusion =

{
Vk3
N for Vfused ≥ Kr

Ignore, Elsewhere
(16)

Based on this equation, we obtained a final vector having

dimension N × 1422. This resultant vector is fed to machine

learning classifiers for final classification.

Experimental results and analysis

For the experimental process, the datasets are split 50:50,

indicating that 50% of the images are used to train the

models and the remaining 50% are utilized for the testing

process. The entire experimental process is carried out using
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FIGURE 7

Structure of slicing vectors.

TABLE 3 Classification accuracy of modified E�cientNet-B0 Bayesian optimization features on COVID-19 radiography dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 97.12 97.15 0.0075 97.13 97.2 19.996

CSVM 97.22 97.22 0.0075 97.22 97.2 21.042

M G SVM 97.02 97.05 0.01 97.03 97.0 21.943

C G SVM 96.70 96.75 0.01 96.72 96.08 21.283

ESD 96.75 96.77 0.01 96.75 96.9 82.864

LSVM 97.05 97.07 0.10 97.05 97.0 18.952

SVM Kernel 96.92 96.95 0.0075 96.93 96.9 688.63

LRK 96.55 96.57 0.035 96.55 96.5 212.31

LD 96.55 96.57 0.010 96.55 96.5 18.935

WNN 95.52 96.57 0.015 96.04 96.5 18.004

Bold represent best values.

10-fold cross-validation. The static hyperparameters that are

used during the training of deep models are epochs and mini-

batch sizes having values 200 and 16, respectively. Moreover,

the initial learning rate, stochastic gradient descent, momentum,

L2Regularization, and section depth are optimized by utilizing

Bayesian optimization. Multiple classifiers are used in this

work for the classification results, including a support vector

machine, wide neural network, ensemble subspace discriminant,

and linear regression kernel. The classifier’s performance

parameters are sensitivity, precision, false positive rate, F1-score,

accuracy, and computation time. Moreover, Grad-CAM analysis

is conducted for further verification of the infected COVID-

19 region in the image. All the simulations are conducted in

MATLAB2022a executing on a workstation from MSI’s GL75

Leopard series equipped with an 8 GB NVIDIA GTX graphics

card, 512 SSD, and an Intel Core i7 10th generation processor.

COVID-19 radiography database results

Modified E�cientNet-B0 features

In this experiment, features are extracted from modified

EfficientNet-B0. This model was trained through BO and

transfer learning on the augmented dataset. Table 3 shows the

classification accuracy of this updated model on the COVID-

19 radiography dataset. In this table, it is noted that the QSVM

classifier has a higher accuracy of 97.2% than the other classifiers

listed. This classifier has a sensitivity rate of 97.12%, a precision

rate of 97.15%, and an F1-score of 97.13%. Additionally, these

values are determined for the remaining classifiers. During the

classification process, the computation time of all classifiers is

also recorded, with the wide neural network consuming the least

time 18.004 (s) and the SVM kernel classifier taking the most

time (688.63) (s).

Modified MobileNet-V2 features

From this experiment, the modified MobileNet-V2 model

is fine-tuned and trained using BO on the COVID-19

radiography dataset. Table 4 shows the classification results of

this experiment. From this table, the ESD classifier has an

accuracy of 94.2% that is better than the other classifiers, listed

in this table. This classifier has a 94.25% sensitivity rate, 94.28%

precision rate, and F1-score is 94.28%. The numerical outcomes

support the conclusion that the ESD outperforms the other

classifiers. These values are also generated for the experiment’s
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TABLE 4 Classification accuracy of modified MobileNet-v2 Bayesian optimization features on COVID-19 radiography dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 92.85 92.92 0.022 92.88 92.8 28.351

CSVM 92.20 92.27 0.025 92.23 92.2 33.41

M G SVM 91.05 91.20 0.027 91.12 91.0 33.386

C G SVM 87.52 88.90 0.04 88.20 87.5 50.183

ESD 94.25 94.32 0.02 94.28 94.2 106.56

LSVM 93.75 93.80 0.022 93.77 93.8 20.353

SVM Kernel 94.25 94.32 0.017 94.28 94.2 89.6

LRK 90.45 90.62 0.032 90.53 90.8 127.41

LD 83.92 87.05 0.052 85.45 83.9 15.743

WNN 91.37 91.42 0.027 91.39 91.5 42.71

Bold represent best values.

TABLE 5 Classification results of proposed slicing-based serial fusion technique on COVID-19 radiography database.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 98.57 98.75 0.004 98.75 98.8 42.023

CSVM 98.56 98.68 0.004 98.68 98.7 44.317

M G SVM 97.14 97.46 0.008 97.43 97.4 52.454

C G SVM 97.32 97.60 0.008 97.60 97.6 69.348

ED 98.15 98.45 0.005 98.47 98.5 454.86

LSVM 98.25 98.48 0.005 98.42 98.5 38.901

SVM Kernel 98.35 98.56 0.006 98.51 98.6 95.00

LRK 97.69 97.73 0.007 97.88 97.9 147.65

LD 94.56 94.62 0.017 97.65 94.7 42.13

WNN 97.82 97.90 0.006 98.07 98.1 48.073

Bold represent best values.

remaining classifiers. In this experiment, the amount of time

for each classifier is noted and the linear discriminant classifier

required the least amount of time of 15.743 s. In contrast,

the LRK classifier was executed in 127.41 s, the highest of all

the classifiers.

Proposed fused results

In this experiment, the proposed fusion approach is opted

and fused the features of both optimized models. The fused

vector is passed to the classifiers, which yielded the best accuracy

of 98.8% on QSVM, which is higher than in experiments 1 and

2. Table 5 shows the detailed results of this experiment. QSVM

has a sensitivity rate of 98.57%, a precision rate of 98.57%, and

an F1-score of 98.57%. In addition, a QSVM confusion matrix

is shown in Figure 8. This statistic indicates that the correct

prediction rate for each class exceeds 97%. Also observed is the

computing time of each classifier, with the linear SVM classifier

executing faster than the others. This classifier’s execution time

is 38.901 s, while the longest execution time is 454.86 seconds

(s). Comparing Tables 3, 4, it is observed that the fusion process

improves accuracy, but time is increased due to the addition of

extra features.

COVID-GAN and COVID-Net mini chest
X-ray dataset

In this section, the results of the COVID-GAN and COVID-

Net Mini Chest X-Ray dataset have been presented. In the first

phase, features are extracted from the modified EfficientNet-B0

model. Thismodel was trained through BO and transfer learning

on the augmented dataset. Table 6 shows the classification

accuracy of this model and obtained the 97.4% on Cubic SVM.

The sensitivity, precision, and F1-score are 97.13, 97.26, and

97.15%, respectively. The classification computational time for

all classifiers in this phase experiment is also recorded; the

Quadratic SVM classifier has the shortest execution time of

14.318 (s) and the longest execution time of 128.74 (s). In

the next phase, features are extracted through the modified

MobileNet-V2 model. Features are passed to the classifiers and

obtained the maximum accuracy of 93.5% on Cubic SVM, as

shown in Table 7. This table shows that the sensitivity rate for
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FIGURE 8

Confusion matrix of quadratic SVM utilizing the proposed slicing-based serial fusion technique on the COVID-19 radiography dataset.

TABLE 6 Proposed modified E�cientNet-B0 Bayesian optimized features results on COVID-GAN and COVID-Net mini chest X-ray dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 97.13 97.16 0.01 97.14 97.1 14.318

CSVM 97.13 97.26 0.01 97.15 97.4 16.054

MG SVM 96.95 96.96 0.01 96.95 96.9 18.33

C G SVM 95.36 95.53 0.02 95.44 95.4 18.085

ESD 96.70 96.73 0.01 96.71 96.7 121.690

LSVM 96.50 96.56 0.01 96.52 96.5 15.486

SVM Kernel 96.60 96.66 0.01 96.62 96.6 347.63

LRK 96.00 96.06 0.01 96.02 96.0 128.74

LD 95.30 95.36 0.02 95.32 95.0 15.587

WNN 96.76 96.76 0.01 96.76 96.8 59.033

Bold represent best values.

Cubic SVM is 93.35%, the precision rate is 93.46%, and the

F1-score is also 93.47%. All classifiers’ processing times are

also noted down, and it is noted that modified EfficientNet-Bo

features work better than modified MobileNet-V2 features.

In the final step, fusion is performed using the proposed

approach, and results are shown in Table 8. According to the

data in this table, the Cubic SVM classifier has the highest

accuracy of 97.9%, which is higher than the previous two

steps (Tables 6, 7). The sensitivity and precision rates are

also improved−97.26 and 97.36%, respectively. A confusion

matrix, as shown in Figure 9, can be used to confirm the

performance of CSVM. In comparison to the previous two

experiments on this dataset, accuracy improves significantly

after the fusion of features of both optimized trained models.

Also, it is noted that the time is increased after the proposed

fusion step.
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TABLE 7 Proposed method modified MobileNet-V2 utilizing Bayesian optimization results on COVID-GAN and COVID-Net mini chest X-ray dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 93.43 93.44 0.032 93.37 93.4 21.75

CSVM 93.35 93.46 0.032 93.47 93.5 19.246

MG SVM 92.25 92.54 0.037 92.43 92.5 23.361

C G SVM 91.30 76.26 0.060 79.77 91.3 17.924

ESD 93.03 92.13 0.034 92.94 92.9 148.03

LSVM 93.16 93.24 0.034 93.09 93.1 15.974

SVM Kernel 92.37 92.41 0.038 92.28 92.4 396.83

LRK 91.82 91.83 0.040 91.73 91.7 140.18

LD 86.20 86.46 0.069 85.98 86.2 24.760

WNN 92.52 92.68 0.036 92.66 92.7 95.177

Bold represent best values.

TABLE 8 Proposed slicing-based serial fusion results on COVID-GAN and COVID-Net mini chest X-ray dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 97.42 97.56 0.012 97.59 97.6 36.804

CSVM 97.26 97.36 0.010 97.89 97.9 39.492

MG SVM 96.99 97.08 0.014 97.03 97.0 48.462

C G SVM 94.98 95.01 0.016 95.03 95.5 43.458

ESD 97.12 97.46 0.012 97.01 97.5 339.12

LSVM 96.91 96.97 0.013 97.00 97.1 34.862

SVM Kernel 96.95 96.99 0.012 97.02 97.3 432.8

LRK 95.97 96.01 0.015 96.04 96.5 169.25

LD 93.01 93.06 0.019 93.05 93.9 87.107

WNN 96.96 97.04 0.011 97.04 97.6 37.795

Bold represent best values.

Chest X-ray (pneumonia, COVID-19, and
tuberculosis)

The results of this dataset are shown in Tables 9–11. Table 9

shows the results after the feature extraction through a modified

EfficientNet-B0 model that was trained through BO. For these

features, quadratic SVM gives a better accuracy of 98.80%.

The linear SVM has the least execution time of 21.394 (s),

whereas the SVM Kernel classifier has the highest execution

time is 3,497.8 (s). Table 10 shows the classification results

of modified MobileNet-V2 features. In this table, the QSVM

obtained the best accuracy of 97.0%. The F1-score is 97.05,

the sensitivity rate is 96.02, and the precision rate is 96.6%.

The computational time of this model is a little high than the

modified Efficientnet-B0 features. Finally, fusion is improved,

and the outcomes are shown in Table 11. From this table,

the wide neural network classifier has the highest accuracy

of 99.4%. Other measures of this classifier are calculated

as well, including an F1-score of 99.38%, a sensitivity rate

of 99.63%, and a precision rate of 99.79%. The confusion

matrix of this classifier is also shown in Figure 10. Based

on this figure, the sensitivity rate can be verified. After the

fusion process, computational time increases but significantly

improves accuracy.

Grad-CAM visualization and comparison

Grad-CAM is a CAM generalization that offers a localization

map on the image based on the selected layer. In our work,

we utilized global average pooling convolutional (GAP) feature

maps that are directly fed into SoftMax (45). Grad-CAM needs

to acquire a localization map that discriminates based on

social status. Grad-CAM Dc
GRAD−CAM ∈ R

m×n in deep

convolutional neural networks, after a convolutional layer has

been trained, its feature mappings β are used to calculate the

layer’s gradient of gc. Weights αc
k
are calculated using global

average pooled interpretations of these gradients.

αc
k =

1

Z

∑

i

∑

j

∂gc

∂βk
ij

(17)

where weights are represented by αc
k
that defines the feature map

k for a specific class c and serves as a partial linearization of
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FIGURE 9

Confusion matrix of CSVM after proposed features fusion for COVID-GAN and COVID-Net mini chest X-ray dataset.

TABLE 9 Proposed modified E�cientNet-B0 Bayesian optimized features results on chest X-ray dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 98.65 98.77 0.005 98.77 98.80 25.560

CSVM 97.45 97.67 0.006 97.67 97.99 24.728

M G SVM 97.24 97.67 0.006 97.67 97.70 34.803

C G SVM 98.49 95.57 0.005 97.04 98.01 28.913

ESD 98.15 98.67 0.005 98.67 98.07 149.33

LSVM 98.14 98.72 0.005 98.72 98.70 21.394

SVM Kernel 98.65 98.73 0.005 98.05 98.07 3,497.8

LRK 98.23 98.32 0.005 98.32 98.30 290.05

LD 98.35 98.57 0.005 98.57 98.60 22.809

WNN 96.30 96.45 0.016 96.60 96.60 22.083

Bold represent best values.

the deep network downstream of β . It is not necessary for gc

to be a class score; alternatively, it might be anything that can

be triggered in a different way. Our Grad-CAM heat map, like

CAM, is a weighted combination of feature maps, but we then

refine the findings using a ReLU:

Dc
GRAD−CAM = RELU




∑

k

αc
kβ

k



 (18)

This Dc
GRAD−CAM generates the primitive heat map that

is normalized for visualization. In our article, we utilized the

Grad-CAM for the analysis of the selected models. The Grad-

CAM creates a heap map of the infected area of the lungs

in the CXR images. A few resultant samples are shown in

Figure 11. Finally, Table 12 shows a comprehensive evaluation

of many computerized methods. This table contains a large

number of newly introduced strategies that all use deep learning
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TABLE 10 Proposed modified MobileNet-V2 Bayesian optimized features results on chest X-ray dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 96.02 96.6 0.009 96.05 97.0 23.671

CSVM 96.52 96.68 0.011 96.67 96.7 38.324

M G SVM 95.42 95.85 0.013 95.84 95.9 41.99

C G SVM 96.35 96.45 0.011 96.45 96.5 36.792

ESD 96.72 96.81 0.010 96.85 96.9 114.75

LSVM 96.58 96.83 0.010 96.82 96.9 30.087

SVM Kernel 96.69 96.75 0.010 96.82 96.8 878.01

LRK 96.06 96.21 0.012 96.40 96.4 276.76

LD 95.65 95.80 0.014 95.79 95.8 15.669

WNN 96.28 96.34 0.012 96.35 96.4 19.3

Bold represent best values.

TABLE 11 Proposed slicing-based serial feature fusion results on chest X-ray dataset.

Classifiers Sensitivity Precision FPR F1-score Accuracy Time

QSVM 98.90 99.23 0.002 99.1 99.4 54.639

CSVM 99.19 99.25 0.002 99.32 99.4 52.913

M G SVM 98.16 98.39 0.005 98.37 98.3 75.546

C G SVM 99.13 99.17 0.002 99.20 99.2 63.507

ESD 99.04 99.07 0.002 99.33 99.3 379.4

LSVM 99.21 99.25 0.002 99.35 99.4 43.302

SVM Kernel 99.26 99.34 0.0019 99.43 99.4 805.69

LRK 99.18 99.26 0.002 99.17 99.2 315.67

LD 98.56 98.65 0.003 98.95 99.0 116.59

WNN 99.63 99.79 0.002 99.38 99.4 33.657

Bold represent best values.

FIGURE 10

Confusion matrix of WNN for the proposed fusion on the chest X-ray dataset.
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FIGURE 11

Sample images of Grad-Cam-based analysis. (A) Original images and (B) Grad-CAM analysis.

TABLE 12 Comparison of the proposed method to existing techniques.

Sr. No References Year Method Accuracy (%)

1 (47) 2020 Detection of COVID19 infection by using deep features and Bayesian optimization 98.97

2 (48) 2022 COVID19 diagnosis using CNN architected and Bayesian Optimization 96.29

3 (46) 2022 Diagnosis of Corona virus on CT images using bayes optimized DCNN and ML 99.3

Proposed DCNN Bayesian optimization with slicing 98.8

Serial fusion method 97.9

99.4

Bold represent best values.

and Bayesian optimization concepts. Recently, the maximum

accuracy has reached 99.3% by (46). In contrast, the suggested

framework obtained a high degree of accuracy, as shown in

Table 12. This shows the improvement of the proposed method.

Conclusion

This article presents an automated COVID-19 classification

technique based on the hyperparameter optimization of pre-

trained deep learning models via BO. Initially, contrast is

increased to improve the visual quality of the input images,

which are later used to train selected pre-trained models.

Transfer learning is used to fine-tune and train both models.

BO was used to optimize the hyperparameters of selected pre-

trained models during training. Following that, features are

extracted and fused using a proposed slicing-based approach.

Three publicly available datasets were used in the experiment,

and the accuracy was higher than with previous techniques.

Based on the findings, we concluded that the proposed contrast-

enhanced approach improved training capability, allowing for

the later extraction of important features. Furthermore, the

BO-based hyperparameters selection trained selected models

more effectively than static initialization. Furthermore, the

proposed fusion method improved classification accuracy. The

computational time of the classification accuracy that was

increased after the fusion process is the work’s limitation. In

future, feature selection methods will be prioritized in order to

reduce the dimension of fused data.
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Introduction

Alzheimer’s disease is a highly terrible condition for both the victims and their

loved ones to endure. It is a degenerative neurological condition that steadily worsens

until the patient is no longer able to do daily tasks. Even though there is no

complete cure for the illness, several medications can slow its progression. After

the age of 60, every person’s brain, notably the hippocampus, begins to shrink (1,

2). But, for some unknown reasons, the shrinking rate will be higher for some

people. In this context, the four cognitive stages of the human brain are classified

as cognitively normal (CN), mild cognitive impairment convertible (MCIc), mild

cognitive impairment non-convertible (MCInc), and Alzheimer’s disease (AD) (3, 4).

The stages are differentiated in terms of the shrinkage rate of the hippocampus. The

hippocampus frequently shrinks as people age. Alzheimer’s disease is clearly shown

by the hippocampus’s unusually rapid rate of atrophy. Cerebrospinal fluid (CSF) will

occupy the gray matter area as the hippocampus shrinks. As a result, gray matter falls

short of the level needed to maintain proper function. Therefore, the increasing CSF

volume is yet another sign of Alzheimer’s disease. The healthy brain and Alzheimer’s

disease affected brain are given in Figure 1 (∗Credit: Adapted from illustration by

Stacy Jannis/Alzheimer’s Association, Link: https://www.alz.org/alzheimers-dementia/

what-is-alzheimers/brain_tour/credits). The main determinants for classifying various

stages of cognition are shrinkage of the hippocampus, growth of the brain’s ventricles,

and the change from gray matter to CSF (5, 6). The normal aging stage that will not

lead to AD is known as mild cognitive impairment non-convertible stage. In this stage

memory problems due to normal aging can be identified. However, Alzheimer’s disease

will never develop from this stage. The early stage of Alzheimer’s disease with a significant

rate of brain shrinking is known as the mild cognitive impairment convertible stage.

The patients with mild cognitive impairment convertible stage will become Alzheimer’s

patients within years. In the field of early detection of AD, many algorithms address the

classification of AD and CN. However, if the system accurately distinguishes between

MCIc and MCInc, early detection of AD can be asserted. So the classification between

MCIc and MCInc deserves more attention in this field.

Frontiers in PublicHealth 01 frontiersin.org

61

https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://www.frontiersin.org/journals/public-health#editorial-board
https://doi.org/10.3389/fpubh.2022.1076472
http://crossmark.crossref.org/dialog/?doi=10.3389/fpubh.2022.1076472&domain=pdf&date_stamp=2022-12-01
mailto:anitha_j@karunya.edu
https://doi.org/10.3389/fpubh.2022.1076472
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/articles/10.3389/fpubh.2022.1076472/full
https://www.alz.org/alzheimers-dementia/what-is-alzheimers/brain_tour/credits
https://www.alz.org/alzheimers-dementia/what-is-alzheimers/brain_tour/credits
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Francis et al. 10.3389/fpubh.2022.1076472

FIGURE 1

Healthy brain (Left) and Alzheimer’s a�ected brain (Right)*.

Clinical practices of early diagnosis
of Alzheimer’s disease

To better comprehend the aberrant state of the human brain,

doctors are running clinical trials. Clinical diagnoses are made

using anecdotal evidence. The most often used technique for

making a clinical diagnosis is themini-mental state examination.

Patients who are undergoing a mini-mental state assessment fill

out a questionnaire designed to reflect any brain disorders, such

as Alzheimer’s disease. For the accurate diagnosis of disease,

many conversations with clinicians are necessary.

For the screening, diagnosis, and subsequentmanagement of

Alzheimer’s disease patients, doctors must be able to quickly and

accurately identify the symptoms and pathology of the disease

that are associated with Alzheimer’s disease. Additionally, it

enables patients and others who are caring for them to

make necessary lifestyle modifications that may prolong the

maintenance of their quality of life. Unfortunately, identifying

Alzheimer’s disease in its early stages in clinical practice can

be difficult and is hampered by several obstacles, including

time restrictions on clinicians, difficulty accurately diagnosing

Alzheimer’s pathology, and the fact that patients and healthcare

professionals frequently write off symptoms as being a normal

part of aging (7).

Computer based early diagnosis of
Alzheimer’s disease

Clinical exams and MRI scan reports may not be able

to detect the early stage of AD in patients. If the early

illness indications are discovered before the victim notices

any symptoms, early detection of Alzheimer’s disease gives

a great possibility of prompt treatment. The researchers

should integrate and evaluate the necessary data for the

crucial improvement of medical diagnostic systems. Numerous

contributions by researchers addressed the challenges related to

the early detection of AD. In recent studies, MRI images are

evaluated and processed to find signs of Alzheimer’s disease in

its early stages (8, 9). Doctors can use the successfully developed

system as a clear channel of communication to identify AD in its

early stages.

Machine learning techniques, both supervised and

unsupervised, are applied to the analysis of medical images.

Using supervised learning algorithms, labeled data is categorized

using domain knowledge from an expert and pertinent feature

data. The unsupervised learning algorithms work on unlabeled

data. The supervised and unsupervised deep learning models

are capable of automatically creating feature extractors and

extracting discriminative features from train data. The rest of

this section is structured as follows. Early diagnosis of AD using

conventional feature extraction methods are deliberated in

section Early diagnosis based on conventional feature extraction

methods. Section Early diagnosis of Alzheimer’s disease based

on deep learning techniques describes related works on early

diagnosis of AD using deep learning techniques. In section

Early diagnosis of Alzheimer’s disease based on pre-trained

models, related works for early diagnosis of AD based on

pre-trained models are discussed. The basic working flow

of three computer-based methods for the early diagnosis of

Alzheimer’s disease are portrayed in Figure 2.

Early diagnosis based on conventional
feature extraction methods

Feature descriptors play an important role in medical image

analysis. Medical image processing applications that explicitly

use feature descriptors include disease diagnosis (10, 11),

medical joint photographic experts group image steganography

(12), object recognition, and segmentation. The two types of

feature descriptors are global feature descriptors and local

feature descriptors. Global features are those that apply to the

entire image. Local features are provided by patches of an image.

For any application involving the analysis of medical images

using conventional feature extraction methods, global features

are insufficient as they cannot provide the spatial information of

images. For early Alzheimer’s disease identification, many works

suggested novel local feature descriptors.

Texture features are highly important low-level features

that give significant details about specific regions of medical

images. The pixel intensities of image patches are used to

obtain the texture features. Numerous texture descriptors,

including the local binary pattern, the scale-invariant feature

transform, and the speed- up robust features, are used to

interpret MRI images. The well-known descriptor, local binary

pattern (LBP) is proposed for describing texture qualities (13).
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FIGURE 2

Basic working flow of computer-based methods.

A high classification accuracy is achieved at the expense of

a significant calculation time by using texture features taken

from an elliptical neighborhood (14). Two-dimensional and

three-dimensional advanced local binary patterns are combined

to obtain accurate multi-class Alzheimer’s disease prediction

(15). The computational time taken for the processing of high-

dimension features is the major limitation of this method.

The textural features are identified by considering the voxel

neighbors of MRI image (16–19).

Scale-invariant feature transform (SIFT) is another

interesting local feature descriptor. The scale invariance

and rotation invariance are the important characteristics of

SIFT. Both the frequency domain and the spatial domain

are utilized for extracting SIFT features. SIFT is effectively

used for the early detection of AD (20–23). According to

the discussions in the aforementioned articles, the benefit

is that SIFT did not alter with variations in illumination.

However, the gradients of each voxel along the path must

be calculated. Hence the computation must be regarded

as intensive.

The Hessian matrix serves as the foundation for the Speeded

Up Robust Features (SURF) which shares many characteristics

with SIFT (24). SURF performs admirably in computer vision

applications and has been researched for use in medical image

applications (5, 25, 26). The primary feature of SURF is the

enhanced speed that the integral filter produces. As previously

stated, one key sign of AD is the increasing CSF volume in the

hippocampus. CSF volume computation is used to carry out

early identification of AD (5). The CSF volume computation is

done based on the number of CSF voxels in the hippocampal

area. Circular harmonic functions (CHF) offers great image

description independent of scale, position, and illumination for

the early diagnosis of AD (27, 28).

After preprocessing, MRI images are sampled with nine

volumes of interest in brain regions related to AD. Intensity

and texture features are extracted from the interest of volume.

The support vector machine classifier trains on the features.

Non-linear registration systems can be made better even when

the method offers tolerable accuracy (29). Clinical and texture

characteristics are integrated to identify the mild cognitive

impairment convertible stage (MCIc). The key benefit is that

MCI (Mild cognitive impairment) and AD have been classified

using the entire brain’s MRI texture with binary logistic

regression (30). A feature selection technique that makes use of

a multivariate general linear model is proposed for the MCIc

vs. CN classification. The modest intensity fluctuations from

CN to MCIc are produced with the use of a general linear

model. Additionally, multivariate adaptive regression splines are

utilized as a classifier (31).

The orientation surrounding each voxel of eight local

regions of MRI image including white matter and gray

matter is calculated using a 3D local directional pattern.

The algorithm is less susceptible to illumination and

noise (11). The features obtained from many modalities

are combined using multi- kernel SVM. In this method

hyper graph-based regularization is used for AD vs. MCI

classification. The method provides superior classification

accuracy than existing multi-modality strategies, according

to the results. The algorithm’s primary flaw is that all

hyperedge weights are set to 1 without considering various

hyperedges (32). It is possible to identify Alzheimer’s disease

more quickly by analyzing data sets of medical records

using the machine learning algorithms such as Logistic

Regression, Decision Tree, Random Forest, Naive Bayes and

variants of support vector machine to identify Alzheimer’s

infection (33).
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Early diagnosis of Alzheimer’s disease
based on deep learning techniques

In recent years, deep learning methods have been prominent

in manymedical sectors. For efficient and precise categorization,

deep learning techniques will abstract important features from

the images. The methods aid medical professionals in early

disease diagnosis. These methods enhance researchers’ abilities

to engage in studies that examine medical image approaches for

disease diagnosis. Shortly, deep learning may replace traditional

medical diagnostic techniques because of its learning capabilities

and cost-effectiveness. A sizable number of convolutional neural

network (CNN) models are combined to successfully anticipate

various stages of AD. The classification performance is good as

a result of the integration of Bagging, Boosting, and Random

Forest algorithms (34). The review (35) listed and examined

the most recent studies in the area of early Alzheimer’s disease

diagnosis using deep learning algorithms. Using 2D MRI slices,

the work (36) proposes a CNN-based method for extracting

discriminatory characteristics from structural MRI, intending to

categorize Alzheimer’s disease and healthy people.

The algorithm (37) uses functional MRI images in addition

to medical data like age, gender, and genetic information. Using

stacked autoencoders and functional MRI time-series data or

correlation coefficient data, the deep neural network is trained.

The research (38) reviews a number of deep learning based

algorithms used in the early identification of Alzheimer’s disease.

The approach also offers a flexible foundation for repeatable

testing. The strengths of hessian matrix and local binary pattern

are utilized with the use of convolutional neural network (4).

The algorithm provides best classification accuracy for AD vs.

CN. But the Classification accuracy of MCIc vs. MCInc can

be improved.

Early diagnosis of Alzheimer’s disease
based on pre-trained models

Transfer learning and ensemble learning are typically

expressed in computer vision by employing pre-trained models.

The innovative approaches for dealing with the issue of training

data and test data having different distributions include transfer

learning and ensemble learning. Pre-trained models can be

used as the foundation for new models for the early diagnosis

of AD. Using a neural network model, transfer learning is

utilized to improve the precision and computing efficiency

of image categorization. In transfer learning models, pre-

trained neural networks are used as feature extractors, and

the output of the pre-trained network is given to a new

classification layer that is trained on data particular to the

task. By integrating many previously trained models with new

classification layers, ensemble transfer learning models (39, 40)

are utilized to increase performance at the cost of increased

model complexity. Without much computational complexity,

the squeeze and excitation network affects the channel attention

process by strengthening and weakening each feature channel.

The algorithm (41) illustrates that non-biomedical pre-trained

models, such as ResNet, learn cross-domain characteristics that

enable the model to extract critical low-level properties from

MRI scans to improve classification accuracy. The suggested

method guarantees effective data augmentation before learning.

The augmentation helps to regularize the model.

A 3D multi-channel feature maps based on Voxception-

Resnet is created for the classification of AD and CN (42).

Data augmentation is done before feature map creation. The

dataset used in this algorithm is diffusion MRI images. The

work (43) employs the VGG-16 pre-trained model, a non-

biomedical model, to learn cross-domain characteristics and

boost accuracy. The method achieves exceptional three-class

classification accuracy and offers amathematical model based on

VGG-16 transfer learning. The method (44) uses 3D DenseNet

to learn both hippocampus segmentation and classification

features that based on deep CNN. Alzheimer’s checking web

application is proposed based on transfer learning of pre-trained

models such as VGG19 (45).

Discussions

As discussed in the previous sections, AD develops gradually

that takes years for symptoms to physically manifest in a patient,

thus clinical approaches for an early diagnosis of the disease are

insufficient. Physical symptoms of AD in its early stages will

resemble those of a typical aged person in many ways. Clinical

approaches are not very reliable for separating mild cognitive

impairment into convertible and non-convertible stages in the

context of early diagnosis.Early diagnosis is made using MRI

scans using image processing techniques. The early diagnosis

of AD utilizing MRI and Positron Emission Tomography (PET)

image modalities is made possible by numerous algorithms (46,

47). Algorithms that need manual feature extraction to take a lot

of time and have high computational complexity. Additionally,

hardware implementation of such a system necessitates an

extremely complicated system. Also, these kinds of systems only

provide very poor MCIc vs. MCInc classification accuracy. The

distinction between phases MCIc and MCInc is very difficult

because of very slight voxel changes. Thus, the difference

between MCIc and MCInc images may be described by a high-

end feature description.

For the early diagnosis of AD, deep learning

algorithms play a significant role. Numerous algorithms

are developed for deep learning-based early diagnosis.

Reduced computational complexity, less calculation

time, low dimension features and good differentiation

capability between MCIc vs. MCInc should be the goal
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of the computer-based diagnostic system. The pre-trained

models successfully adapt the MRI images to predict the

early phase of AD (48). The high-dimension features

of pre-trained models cause complexity in the physical

implementations later. But with pre-trained models, MCIc

vs. MCInc classification accuracy is fairly good at the cost

of computational complexity, processing time, and high

dimension features.

Many investigations tried to classify AD vs. CN, and

AD vs. CN vs. MCI (not specifically MCIc or MCInc). But

only less focus is given to the classification of MCI vs.

MCInc. Even though early Alzheimer’s disease detection has

been the subject of countless research, it is still challenging

to identify the specific traits that can detect the disease

in its earliest stages (49). The most salient classification

for the early identification of AD is MCIc vs. MCInc.

The objective of the upcoming efforts is to increase the

classification precision of MCIc vs. MCInc. Due to extremely

slight voxel changes, the differentiation between phases of

MCIc and MCInc is exceedingly laborious. According to

the published researches, MCIc vs. MCInc categorization

accuracy ranges from 55 to 75% (38, 50, 51). Further study is

necessary due to the low categorization accuracy for MCIc vs.

MCInc. Unique learning strategies that discriminate between

mild cognitive impairment convertible and nonconvertible

stages will accelerate the classification accuracy of MCIc vs.

MCInc. The reliable, fully automated system for the early

diagnosis of AD can be a boon to the aged society in the

near future.
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Introduction: Cancer happening rates in humankind are gradually rising due to a

variety of reasons, and sensible detection and management are essential to decrease

the disease rates. The kidney is one of the vital organs in human physiology, and

cancer in the kidney is a medical emergency and needs accurate diagnosis and

well-organized management.

Methods: The proposed work aims to develop a framework to classify renal

computed tomography (CT) images into healthy/cancer classes using pre-trained

deep-learning schemes. To improve the detection accuracy, this work suggests a

threshold filter-based pre-processing scheme, which helps in removing the artefact in

the CT slices to achieve better detection. The various stages of this scheme involve:

(i) Image collection, resizing, and artefact removal, (ii) Deep features extraction, (iii)

Feature reduction and fusion, and (iv) Binary classification using five-fold cross-

validation.

Results and discussion: This experimental investigation is executed separately for:

(i) CT slices with the artefact and (ii) CT slices without the artefact. As a result of the

experimental outcome of this study, the K-Nearest Neighbor (KNN) classifier is able

to achieve 100% detection accuracy by using the pre-processed CT slices. Therefore,

this scheme can be considered for the purpose of examining clinical grade renal CT

images, as it is clinically significant.

KEYWORDS

kidney cancer, renal CT slices, deep learning, KNN classifier, validation

1. Introduction

It is becoming increasingly apparent that infectious and acute syndromes are rising

worldwide. Appropriate clinical procedures are necessary for detecting and treating these

diseases as early as possible. Untreated diseases will likely result in various problems, including

death, and theymay also burden the healthcare system substantially. It should be noted that acute

diseases are usually more severe than infectious diseases. Compared with infectious diseases,

acute diseases will also lead to death in individuals. According to the current literature, cancer is

a severe acute disease that accounts for a substantial number of deaths worldwide and has been

identified as a disease that causes many deaths as well (1–3).
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A report published by the World Health Organization (WHO) in

2020 shows that cancer was the leading cause of death worldwide in

2020 and is expected to continue in that way.1 Several studies have

indicated that, in the year 2020, approximately 10 million people will

have died worldwide from various cancer-related causes, including

cancer of the internal and external organs. According to this report,

lung and colon cancer are the leading causes of death worldwide.

The Global Cancer Observatory (GCO) report lists several cancer

cases in various body organs.2 This report lists cancer in organs based

on its occurrence rate, cancer in the kidney is listed as the 14th most

dangerous disease, and untreated renal cancer will lead to death. This

report also confirms that, in 2020, the number of cancer patients

increased to 431,288. This report also confirms that nearly 430,000

new cases will be diagnosed in 2020 alone. According to the disease

prediction byGCO, kidney (renal) cancer is severe, and its occurrence

rate is gradually rising due to various causes. Early recognition and

management are compulsory to cure the disease completely using

appropriate medications. Kidney cancer (KC) is commonly assessed

by automatic methods using a chosen medical imaging dataset (renal

CT images), and the achieved results are analyzed and recorded for

further investigation.

The earlier studies in the literature confirm that renal CT (RCT)-

based kidney detection is a recommended procedure to precisely

detect kidney abnormality during the disease screening process.

Usually, the RCT is collected as a three-dimensional (3D) image, and

then, a 3D to 2D conversion is employed to reduce the computation

complexity during the RCT analysis (4, 5). The axial-plane 2D slices

are commonly adopted in the literature, and it helps to provide the

necessary information about abdominal conditions, including kidney

health. Hence, this study also considered the axial-plane 2D RCT

slices to examine the KC. Before implementing the detection task,

every image is resized to a recommended dimension.

The ultimate task of this investigation is to prepare a disease

detection structure to accurately identify the KC using the RCT

images with the help of the chosen deep-learning scheme. To achieve

better detection accuracy, this study implemented a preprocessing

image procedure to treat the raw renal CT using a threshold filter

approach discussed in earlier research. In the earlier studies, this

arrangement is considered to strip the skull region from the brain

MRI slices (6, 7) and to remove the artifact in lung CT slices

(8–10). A similar procedure is adopted in this study to remove

the artifact in RCT slices to improve the visibility of the kidney

section. The proposed cancer detection framework consists of the

following phases:

i. Image resizing and artifact removal using threshold filter.

ii. Deep feature extraction using chosen pre-trained methods.

iii. Dual-deep feature generation using serially concatenated

deep features.

iv. Binary classification and verification using a

5-fold cross-validation.

The merit of the computerized scheme depends on its

explainability and robustness, and hence, this study considered

a framework that is very simple and robust (11). This scheme

1 https://www.who.int/health-topics/cancer

2 https://gco.iarc.fr/

considered MATLAB for initial image processing, and the developed

framework is implemented using PYTHON. The experimental

exploration is separately implemented using (i) RCT with the artifact

and (ii) RCT without the artifact, and the achieved performance

values are compared. This approves that the classification accuracy

realized with the artifact-removed RCT is better than the raw

RCT. Furthermore, this study employs pre-trained schemes, such

as VGG16, VGG19, ResNet50, ResNet101, DenseNet121, and

DenseNet201, to obtain better detection in the considered task.

The results authorize that the outcome achieved with VGG19

and DenseNet121 is better for the chosen RCT, and hence, the

proposed scheme is implemented using deep features of (i) VGG19

and (ii) DenseNet121 and serially concatenated features of VGG19

and DenseNet121 after a 50% dropout. The deep feature-based

classification helps accomplish an accuracy of 100% with the RCT

without the artifact. This confirms that the proposed framework is

clinically noteworthy and can be considered to identify the KC from

the RCT collected from actual patients.

The key contributions of this framework include the following:

i. Threshold filter-supported preprocessing is executed to

eliminate artifacts in RCT.

ii. Implementation of the proven deep-learning schemes to detect

the KC using RCT.

iii. Implementation of serially concatenated deep features to

enhance the KC detection accuracy.

This study is divided into the following sections: Section 2

presents the context, Section 3 illustrates the methodology, and

Sections 4 and 5 discuss the results and conclusions.

2. Related studies

Computerized disease screening and diagnosis is one of the

recent advancements, adopted in a variety of hospitals and disease

screening laboratories to reduce the diagnostic burden of doctors

and lab technicians. The increased disease occurrence rates need

a faster and more accurate system to detect the disease using

chosen medical data. The bio-image-supported disease screening is

a common and widely adopted procedure to verify the condition of

the internal organs. Furthermore, the bio-image-supported methods

support accurate disease information compared with other medical

modalities, and hence, these methods are widely employed to screen

patients suffering due to cancer.

Kidney cancer is one of the acute diseases and ranked 14th

based on the year 2020 reports of the WHO and GCO. Appropriate

diagnosis and treatment will help the patient to recover from the

disease. Due to its importance, a number of computerized schemes

are discussed by the researchers to distinguish the KC using RCT

pictures. Table 1 summarizes a few chosen KC detection procedures

found in the literature.

Along with the above-considered studies, the research by

Abdelrahman and Viriri (21) presents a detailed survey on traditional

and deep-learning segmentation of the abnormal fragment in the

kidney in RCT images. The research by Wang et al. (22) also presents

a thorough evaluation of the deep-learning-supported scheme for

biomedical image examination, including the RCT. These studies

authorize the need for a well-organized methodology to detect
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TABLE 1 Summary of the renal CT image examination methods.

References Procedure implemented Outcome

Alzu’bi et al.

(12)

This study presents a new database of

RCT images, which has been created

using VGG16 code and ResNet50

support, which is used to detect the KC

97% accuracy

Xu et al. (13) As a result of the implementation of

ResNet50 and ResNet101, the cropped

RCT images have been classified into the

following two categories: healthy and

cancerous

>82% accuracy

Amiri et a l.

(14)

The execution of the machine learning

scheme with a radiomics feature is

discussed in order to detect kidney

abnormalities by using RCT slices to

perform the machine learning

94% accuracy

Miskin et al.

(15)

With the application of machine

learning techniques based on the

cropped RCT images, the detection of

benign and malignant cystic renal

masses can be accomplished

93% specificity

Shehata et al.

(16)

An innovative computer-assisted

diagnosis system is proposed for

examining kidney cancer in cropped

RCT slices using a novel comprehensive

renal cancer computer-assisted

diagnosis scheme

89.6% accuracy

Nikpanah et al.

(17)

A deep-learning-supported technique

based on multi-phasic MRI is presented

as an example of the execution of the

technique for detecting the clear cell

renal cell carcinoma

81% accuracy

Heller et al.

(18)

With the use of the KiTS19 challenge

benchmark 3D RCT images, we are able

to segment the abnormal kidney region

using 3D U-Net

Dice value of 97.4

and 0.85.1% is

achieved for kidney

and tumor,

respectively

Bhandari et al.

(19)

The present study discusses the

detection of low/high-grade renal cell

cancers from RCT images in detail

82 to 96% Area

Under Curve

(AUC) is present.

Islam et al.

(20)

The work presented here implemented

the VGG16, InceptionV3, and resNet50

using RCT slices to detect kidney

abnormalities in multi-classes, with the

VGG16 presenting a better detection

metric compared to the others

98.2% accuracy

abnormality from the chosen medical image. Hence, in this research,

a framework based on deep learning is proposed to detect the KC

from the axial-plane RCT slices accurately.

3. Methodology

Using a binary classifier, this research division demonstrates how

RCT slices are classified into healthy and cancerous classes in an axial

plane.When the patient visits the nephrologist to verify the condition

of the kidney, a recommended clinical protocol will be followed by

the doctor to examine the kidney and its condition, and based on the

observations/disease symptoms, the nephrologist recommends a bio-

imaging-based examination to get the complete information about

the kidney. When the patient undergoes a CT scan, it will provide a

3D picture of the abdominal region, which is then converted into 2D

to reduce the computational complexity. Furthermore, the personal

verification of the kidney section from the bio-image needs a 2D

picture printed on a specialized film. A similar procedure is executed

when a computer-supported diagnosis is implemented.

From the data collection to the decision-making process, the

proposed scheme is depicted in Figure 1. A number of procedures

are involved in the proposed scheme, including image collection and

preprocessing for improved detection accuracy, feature extraction

utilizing a selected deep-learning technique, feature reduction, and

serial feature concatenation to produce the fused feature vector,

binary classification via 5-fold cross-validation, and verification of the

proposed scheme’s performance on the basis of the results obtained.

In this study, the fused feature vector is constructed by integrating

the deep features of VGG19 and DenseNet121. In addition, based

on the computation of performance measures, the merit of the

proposed scheme is confirmed based on the evaluation of these

features to determine the classification performance of SoftMax and

other binary classifiers.

3.1. Image database

This study considered the axial-plane RCT slices provided by

Islam et al. (21). This dataset consists of both the axial-plane and

coronal-plane images with categories, such as cyst, stone, cancer,

and healthy. In this study, only the healthy and cancer axial-plane

images alone are considered for the examination. To have a balanced

database, this study considered 2,680 images (1,340 healthy class

and 1,340 cancer class). Before implementing the classification task,

every image is resized to 224 × 224 × 1 pixels. The proposed

detection task is implemented using the RCT with and without

the artifact, and the obtained results are separately examined and

verified. Figure 2 represents the trial imageries considered in this

study, and the number of images considered in this study is depicted

in Table 2. In this study, 80% of images are considered to train the

deep-learning scheme, 10% of images are considered for validation,

and the remaining 10% of images are used to test the performance

of the scheme with a 5-fold cross-validation with individual and

fused features.

3.1.1. Artifact removal
Themerit of the automaticmedical image examination procedure

depends mainly on the image database considered during the

experimental investigation. The earlier studies in the research verify

that the images without the artifact help in achieving a better

accuracy compared with the images with the artifact (23). This

study implements a threshold filter-supported method to remove

the artifact from the chosen RCT, and this task is executed using

MATLAB software as discussed in (24). In this process, the threshold

value (Th), which separates the image into a processed artifact,

is identified manually. When an appropriate Th is obtained, it is

implemented to divide the raw test image into two sections as shown

in Figure 3. Figure 3A shows the raw RCT, and Figures 3B, C shows

the processed picture and the removed artifact. This task depends on

the threshold level of the image, and it is shown in Figure 3D. The

original histogram (red) depicts the pixel distribution of the raw RCT,

the green histogram depicts the pixel distribution of the processed

Frontiers in PublicHealth 03 frontiersin.org
69

https://doi.org/10.3389/fpubh.2023.1109236
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Rajinikanth et al. 10.3389/fpubh.2023.1109236

FIGURE 1

Kidney cancer detection framework.

image, and the remaining section (blue) shows the pixel value of

the artifact.

3.2. Deep-learning model

Recently, pre-trained and customized deep-learning procedures

have been widely implemented in various data analytic tasks due

to their performance, ease of implementation, and significance.

Compared to the traditional and machine-learning schemes, the

deep-learning procedures efficiently provide a better result on

moderate and large datasets. Furthermore, most of these methods can

be practically implementable in a chosen hardware system, improving

its performance (25–27).

Researchers have recently widely employed pre-trained models

to achieve better results during medical image examination tasks.

The proposed research study also implements well-known pre-

training procedures, such as VGG16, VGG19, ResNet50, ResNet101,

DenseNet121, and DenseNet201, to examine the KC in RCT slices.

The complete evidence concerning the preferred schemes can be

found in the literature (28–32), and in this study, these schemes are

considered along with chosen binary classifiers. The following initial

parameters are assigned for these models: learning rate = 1×10−5,

training with linear dropout rate (LDR), Adam optimization,

ReLu activation, total iteration = 2000, total epochs = 150, and

classification with a SoftMax unit using a 5-fold cross-validation.

Before implementing the developed scheme, an image

augmentation procedure is implemented to increase the learning

capability of the chosen deep-learning systems. The augmentation

process involves the horizontal and vertical flip, an angle-based

rotation, and zoom-in and zoom-out. This helps the system to learn

better about the features of the image.

3.3. Feature vector generation and
classification

Each deep-learning procedure implemented in this study

provides a deep feature vector of dimension 1 x 1 x 1,000, which

is then used to authenticate the merit of the classifiers. The feature
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FIGURE 2

Sample axial-plane test images of renal CT slices.

TABLE 2 Dataset considered to verify the proposed framework.

Class Dimension Number of images

Total Training (80%) Validation (10%) Testing (10%)

Healthy 224× 224× 1 1,340 1,072 134 134

Cancer 224× 224× 1 1,340 1,072 134 134

vector after a 50% dropout will offer a reduced feature vector of

dimension 1 x 1 x 500, which is the concatenated deep feature

with similar reduced features to achieve a fused feature vector

of dimension 1 x 1 x 1,000, which helps in achieving a better

classification accuracy during the RCT-based KC detection task. The

total dimension of these features is 1 x 1 x 1,000, which is then

reduced to 1 x 1 x 500 using a 50% dropout, and from this, the

fused feature vector is obtained. The feature vectors of this system

are depicted in Equations (1)–(3) (33, 34):

DLFVGG19 (1×1×1000) = VGG191,1,VGG191,2, ...,VGG19(1,1000)

(1)

DLFDenseNet121 (1×1×1000) = DN1,1,DN1,2, ...,DN(1,1000) (2)

DLFVGG+DN (1×1×1000) = VGG+ DN1,1,VGG

+ DN1,2, ...,VGG+ DN(1,1000) (3)

where DLF = deep-learning features, VGG = VGG19,

and DN= DenseNet121.

3.4. Performance metric computation

Performance metrics obtained during the classification task are

used to verify the merit of the proposed scheme. To begin with,

the measures, such as true-positive (TP), false-positive (FP), true-

negative (TN), and false-negative (FN), are computed from the

confusion matrix presented in Equations, which are then used

to implement these values into mathematical expressions. From

Equations (4) to (9), the necessary measures, such as accuracy

(ACC), precision (PRE), sensitivity (SEN), specificity (SPE), F1-score

(F1S), and Matthews correlation coefficient (MCC), are calculated.

In contrast to the binary classification task in this study, SoftMax,

Nave-Bayes (NB), decision trees (DT), random forests (RF), KNNs,

and support vector machine (SVM) are used (35–37).

ACC =
TP + TN

TP + TN + FP + FN
(4)

PRE =
TP

TP + FP
(5)

SEN =
TP

TP + FN
(6)

SPE =
TN

TN + FP
(7)

F1S =
2TP

2TP + FP + FN
(8)

MCC =
(TP∗TN) − (FP∗FN)

√
(TP + FP) ∗ (TP + FN) ∗ (TN + FP) ∗ (TN + FN)

(9)

4. Results and discussions

The proposed study is implemented with MATLAB and Python

on a workstation equipped with an Intel i7 2.9 GHz processor, 20 GB

RAM, and 4 GB VRAM.

Initially, the proposed framework is implemented on the raw

RCT images with the artifacts, and the classification performance
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FIGURE 3

Implementation of threshold filter to eliminate the artifact. (A) Original image. (B) Processed image. (C) Artifact. (D) Gray-scale histogram.

TABLE 3 Classification results achieved for raw renal CT slice with a SoftMax classifier.

Scheme TP FN TN FP ACC PRE SEN SPE F1S MCC

VGG16 118 15 116 19 87.3134 86.1314 88.7218 85.9259 87.4074 74.6644

VGG19 118 17 121 12 89.1791 90.7692 87.4074 90.9774 89.0566 78.4176

ResNet50 120 13 116 19 88.0597 86.3309 90.2256 85.9259 88.2353 76.2024

ResNet101 117 20 117 14 87.3134 89.3130 85.4015 89.3130 87.3134 74.7144

DenseNet121 118 18 119 13 88.4328 90.0763 86.7647 90.1515 88.3895 76.9269

DenseNet201 118 20 116 14 87.3134 89.3939 85.5072 89.2308 87.4074 74.7130

The bold contents are the considered best metric.

is verified using the chosen binary classifiers. Then, the RCT

classification performance of chosen pre-trained models is verified

using the raw axial-plane images, and the outcomes are equated.

The outcome of this experiment authorizes that the SoftMax-based

binary classification with a 5-fold cross-validation provides a better

detection performance with VGG19 and DenseNet121 methods

compared with VGG16, ResNet50, ResNet101, and DenseNet201.

Furthermore, along with the detection accuracy, the MCC achieved

with these schemes is also better; this information is shown in Table 2.

A similar experimental task is repeated using the images whose

artifacts are eliminated with a threshold filter. The results of this study

confirm that this process offers a better ACC and MCC than other

methods, as represented in Table 3. This table also approves that the

VGG19 and DenseNet121 offer better performance. Table 5 presents

the outcome for VGG16 with a SoftMax for various folds, and the

best fold value is chosen as the outcome. The result of a chosen cross-

validation approach is also presented in Figure 4. In this figure, the

Glyph plot of Tables 3, 4 is separately developed and merged. These

images are necessary to confirm the overall merit of this scheme,

and this confirms that the artifact-removed RCT provides a better

result than other methods. In addition, the result authorizes that this

structure works fine on the chosen RCT images.
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FIGURE 4

Integrated Glyph plot to demonstrate the overall performance of the considered methods.

TABLE 4 Classification results achieved for processed renal CT slice with a SoftMax classifier.

Scheme TP FN TN FP ACC PRE SEN SPE F1S MCC

VGG16 124 9 129 6 94.4030 95.3846 93.2331 95.5556 94.2966 88.8257

VGG19 127 7 128 6 95.1493 95.4887 94.7761 95.5224 95.1311 90.3010

ResNet50 125 8 127 8 94.0299 93.9850 93.9850 94.0741 93.9850 88.0590

ResNet101 128 5 126 9 94.7761 93.4307 96.2406 93.3333 94.8148 89.5939

DenseNet121 129 5 127 7 95.5224 94.8529 96.2687 94.7761 95.5556 91.0549

DenseNet201 126 9 127 6 94.4030 95.4545 93.3333 95.4887 94.3820 88.8295

The bold contents are the considered best metric.

FIGURE 5

Convergence of training and validation process. (A) Accuracy. (B) Loss.
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FIGURE 6

Intermediate layer outcomes collected from VGG19. (A) Conv1. (B) Conv2. (C) Conv3. (D) Conv4. (E) Conv5.

FIGURE 7

Confusion matrix and ROC curve achieved with fused features. (A) Confusion matrix. (B) the ROC curve.

The performance of the proposed system is then verified

by considering the fused deep features of dimension 1 x 1 x

1,000. During this task, the VGG19 and DenseNet121 features are

considered. Then, their features are sorted based on their value, and

finally, a 50% dropout of these features is employed. To execute

the classification task, the attained features are then serially fused

to achieve a fused feature vector with dimensions of 1 x 1 x 1,000

pixels. The result of this experiment with fused features is presented

in Figures 5–7. Figure 5 presents the convergence achieved with

RCT image databases, and this figure confirms that the proposed

method helps to achieve better detection accuracy (1,000%) than

other methods. Figures 5A, B denote the experimental result achieved

in this study.

The convolutional layer outcome was extracted with these results

to verify the framework’s performance with the chosen database. The

results of Figure 6 show that this method will provide a better result
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TABLE 5 Outcome of VGG16 with SoftMax for a 5-fold cross-validation.

Cross-validation TP FN TN FP ACC PRE SEN SPE F1S MCC

Fold 1 125 10 128 5 94.4030 96.1538 92.5926 96.2406 94.3396 88.8703

Fold 2 126 7 126 9 94.0299 93.3333 94.7368 93.3333 94.0299 88.0702

Fold 3 121 11 130 6 93.6567 95.2756 91.6667 95.5882 93.4363 87.3645

Fold 4 127 5 126 10 94.4030 92.7007 96.2121 92.6471 94.4238 88.8716

Fold 5 127 7 128 6 95.1493 95.4887 94.7761 95.5224 95.1311 90.3010

The bold contents are the considered best metric.

TABLE 6 Overall results achieved with the proposed framework for individual and fused features.

Image Classifier TP FN TN FP ACC PRE SEN SPE F1S MCC

V
G
G
19

SoftMax 127 7 128 6 95.1493 95.4887 94.7761 95.5224 95.1311 90.3010

NB 128 6 130 4 96.2687 96.9697 95.5224 97.0149 96.2406 92.5476

DT 127 4 130 7 95.8955 94.7761 96.9466 94.8905 95.8491 91.8141

RF 128 7 128 5 95.5224 96.2406 94.8148 96.2406 95.5224 91.0554

KNN 129 5 129 5 96.2687 96.2687 96.2687 96.2687 96.2687 92.5373

SVM 130 5 127 6 95.8955 95.5882 96.2963 95.4887 95.9410 91.7927

D
en
se
N
et
12
1

SoftMax 129 5 127 7 95.5224 94.8529 96.2687 94.7761 95.5556 91.0549

NB 129 7 129 3 96.2687 97.7273 94.8529 97.7273 96.2687 92.5802

DT 130 5 128 5 96.2687 96.2963 96.2963 96.2406 96.2963 92.5369

RF 128 4 129 7 95.8955 94.8148 96.9697 94.8529 95.8801 91.8150

KNN 129 6 130 3 96.6418 97.7273 95.5556 97.7444 96.6292 93.3077

SVM 129 4 127 8 95.5224 94.1606 96.9925 94.0741 95.5556 91.0868

F
u
se
d
d
ee
p
fe
at
u
re
s
(V

G
G
+
D
N
)

SoftMax 133 0 134 1 99.6269 99.2537 100 99.2593 99.6255 99.2565

NB 137 1 128 2 98.8806 98.5612 99.2754 98.4615 98.9170 97.7614

DT 132 2 133 1 98.8806 99.2481 98.5075 99.2537 98.8764 97.7639

RF 132 3 132 1 98.5075 99.2481 97.7778 99.2481 98.5075 97.0259

KNN 139 0 129 0 100 100 100 100 100 100

SVM 136 2 128 2 98.5075 98.5507 98.5507 98.4615 98.5507 97.0123

The bold contents are the considered best metric.

FIGURE 8

Spider plot achieved using the results of Table 6. (A) VGG19. (B) DenseNet121. (C) Fused deep features (VGG+DN).
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and efficiency in completing the task. Figure 7 presents the outcome

of the proposed technique, which shows the confusion matrix and

the receiver operating characteristic (ROC), which depends mainly

on the test images considered. The ROC value achieved is improved

compared with the alternatives.

The result of this method authorizes that this system benefits

in achieving a better result, and these measures for the experiment

with conventional and fused features are shown in Table 5. The initial

result for this table is achieved using a VGG19 and DenseNet121,

which confirms the merit of the proposed technique. Finally, a spider

plot is constructed to demonstrate the result in a graphical form, and

the best result is highlighted.

The task of the proposed scheme is successfully employed

using the fused features, and this scheme helps to accomplish

an improved recognition accuracy (100%) compared with other

methods found in the literature. The performance evaluation of

Table 6 presented in Figure 8 confirms its overall merit on various

classifiers. Figures 8A–C present the classification performance for

different feature vectors. The main limitation of this research is

the implementation of the threshold filter, which needs a manually

verified Th. Nevertheless, the merit of the proposed scheme is verified

using the clinical grade CT database, and the achieved experimental

outcome verifies that the planned technique is better and helps

to get better detection accuracy. The limitation of the proposed

study is it needs an artifact removal process and it can be replaced

by a chosen image enhancement scheme to achieve better disease

detection accuracy.

5. Conclusion

The literature authorizes that cancer is a severe disease in human

communities, and early diagnosis and treatment are necessary.

When the cancer is accurately diagnosed, it can be controlled

using a recommended clinical protocol. Due to its importance, a

substantial amount of automatic cancer detection based on the bio-

image-supported technique has been proposed and executed by

researchers (38). The proposed study aims to develop a framework

to effectively detect the KC in RCT images with the help of pre-

trained deep-learning procedures. This study considered VGG19 and

DenseNet121 schemes to classify the RCT into healthy/cancer classes

with improved accuracy. As part of this study, individual DLFs and

fused DLFs are employed to perform the binary classification task,

and the results are compared to identify the most appropriate KC

scheme. According to the results of this study, a binary classification

with a KNN classifier was effective in achieving an accuracy of

100% for RCTs that had previously been preprocessed using a

threshold filter. Based on the results of this research, the proposed

framework appears to be effective, and it will be possible to test

and validate its performance using clinically collected RCT slices

in future.
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Brain tumor diagnosis has been a lengthy process, and automation of a process such
as brain tumor segmentation speeds up the timeline. U-Nets have been a commonly
used solution for semantic segmentation, and it uses a downsampling-upsampling
approach to segment tumors. U-Nets rely on residual connections to pass information
during upsampling; however, an upsampling block only receives information from one
downsampling block. This restricts the context and scope of an upsampling block. In
this paper, we propose SPP-U-Net where the residual connections are replaced with a
combination of Spatial Pyramid Pooling (SPP) and Attention blocks. Here, SPP provides
information from various downsampling blocks, which will increase the scope of
reconstruction while attention provides the necessary context by incorporating local
characteristics with their corresponding global dependencies. Existing literature uses
heavy approaches such as the usage of nested and dense skip connections and
transformers. These approaches increase the training parameters within the model
which therefore increase the training time and complexity of the model. The proposed
approach on the other hand attains comparable results to existing literature without
changing the number of trainable parameters over larger dimensions such as 160 ×
192 × 192. All in all, the proposed model scores an average dice score of 0.883 and a
Hausdor� distance of 7.84 on Brats 2021 cross validation.

KEYWORDS

brain tumor segmentation, 3D U-Net, Spatial Pyramid Pooling, image processing, healthcare

1. Introduction

Brain tumor segmentation using magnetic resonance images (MRI) is a vital step for treating
tumors present in the brain and a specialist can use this to find the damage caused by a tumor in
a region. The most frequent and severe malignant brain tumors are glioblastomas, often known
as gliomas (GBM). Magnetic resonance imaging (MRI) with automated and exact segmentation
of these malignancies is critical for early diagnosis as well as for administering and monitoring
treatment progression. Assessment of tumor presence is the first step in brain tumor diagnosis
and the assessment is done on the basis of segmentation of tumors present in MRI. This process
is often done manually making it a time and human intensive task. Moreover, tumors exist in
different forms and sizes making it a task requiring expertise. The process of assessment can be
sped up by automating the segmentation of brain tumors (1).

The Brain Tumor Segmentation Challenge (BraTS) (2, 3) is a worldwide annual competition
that has been concentrating on evaluation of state-of-the-art automated tumor sub-region
segmentation algorithms since 2012. The American Society of Neuroradiology (ASNR), the
Radiological Society of North America (RSNA), and MICCAI together hosted the BraTS
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FIGURE 1

The di�erent views of brain MRI slices with annotations.

2021 competition (1) honoring its 10th anniversary. With 1,251
meticulously annotated, multi-institutional, multi-parametric MR
images (mpMRI) of patients with various degrees of gliomas, BraTS
2021 provides us with a sizable dataset. The segmentation of the
histologically diverse brain tumor sub-regions and the classification
of the tumor’s O-methylguanine-DNA methyltransferase (MGMT)
promoter methylation status are the two main goals of BraTS 2021.
In this study, the first task will be the main focus.

The peritumoral edematous/invaded tissue (ED-label 2), the
Gd-enhancing tumor (ET-label 4), and the necrotic tumor core
are the tumor sub-regions for each patient (NCR-label 1). The
peritumoral edematous and infiltrated tissue known as ED has an
infiltrative non-enhancing tumor as well as peritumoral vasogenic
edema and is linked with an abnormal hyperintense signal envelope
on the T2 FLAIR volumes. ET stands for the tumor’s enhancing
segment and is identified by T1Gd MRI regions that exhibit some
enhancement. On T1Gd MRI, the necrotic core of the tumor, or NCR,
seems to be substantially less intense. Figure 1 depicts the various
tumor sub-regions.

In many vision tasks like segmentation, particularly in the
healthcare industry, deep learning-based segmentation systems have
shown amazing success, outperforming other traditional methods
in brain tumor analysis (4–8). With exceptional results, Fully
Convolutional Networks (FCN) (9) achieve end-to-end semantic
segmentation for the first time. The most popular architecture for
medical picture segmentation is called U-Net (10), which combines
a symmetric encoder-decoder topology with skip-connections to
maximize information preservation. The performance for image
segmentation is greatly improved by many U-Net variants, including
U-Net++ (11), two-stage cascaded U-Net (12), and Res-U-Net (13).
Although CNN-based techniques have great encoding capacities,
because of the convolution kernels’ constrained receptive fields, it
is challenging to produce an apparent long-distance dependency.
Learning global semantic information, which is essential for dense
prediction issues like segmentation, is made more difficult by this
constraint of convolution operation.

U-Nets consist of residual connections, and these connections
are key for reconstruction. These connections pass local and global
information to a particular decoder (10). However, information
passed from one layer to another may be inadequate for

reconstruction. Potentially passing information from a higher
resolution may provide better clarity as inputs passed from one
layer to another information is lost due to downsizing. Hence skip
connections can further be employed to pass information from higher
dimensional encoders.

Segmentation maps have been formed using a 3D U-Net which
consists of three downsampling and upsampling blocks followed by
a set of convolutional layers. The authors use a patching approach
to train the model (14). Kaur et al. (15) proposes a 2D and 3D
DGA-U-Net. In the 3D model, mainly the pooling layers are replaced
with upsampling. The following is done to increase the resolution
of the image within the contraction phase of the U-Net. Punn and
Agarwal (16) utilized a multi-modal approach to segment brain
tumors, where the multi-modalities of the dataset are fused across
using deep inception encoding. Finally, a tumor extractor collects
features from the fused images to the tumor segmenter. The extractor
and segmentation have an U-Net-based architecture. Jiang et al. (12)
used a cascaded U-Net in 2 stages. The approach is multi-modal
in nature, where in all the class maps are concatenated and passed
to the first U-Net. The output of the first U-Net along with the
concatenated model input is passed to the second U-Net. Here, a
triplet loss is used to train the model, where in the output of the
first U-Net along with output of second U-Net and two output maps
(Deconvolution and Interpolation approach). Isensee et al. (17) used
the nn-U-Net (18) framework to propose a model which is then
further enhanced by using post-processing, patching strategies and
augmentations that are Brats specific. Qamar et al. (19) increased
the contextual information by using a Hyperdense Inception (HI)
3D U-Net. The HI methodology builds the connections between
factored convolutional layers to look more like dense connections. U-
Nets have been versatile wherein transformer-based models are used
within the model (20–22) and have provided significant improvement
in results.

Wang et al. (23) proposed a SAR-U-Net which is based on
the traditional U-Net with SE (Squeeze and Excitation) block to
avoid focus on unnecessary regions within the dataset and Atrous
Spatial Pyramid Pooling (ASPP) (24) to pass information on a
multi scale basis. The model is trained on LITs dataset and has
achieved significant results. Ahmad et al. (25) used a similar
approach of using ASPP along with U-Net on Cardiac MRI dataset.
The following two approaches are 2-dimensional in nature. Jiang
et al. (26) used a 3D Atrous Inception U-Net where the Atrous
pooling is used in the residual connections between the encoder
and decoder on the Brats dataset. In this approach, the outputs
of the succeeding encoder blocks are upsampled and concatenated
across before sending to the decoder for reconstruction. Wang et al.
(27) introduced the 3D CNN based Transformers for segmenting
brain tumors.

Hence, we were able to identify some research gaps:

• As can be seen, existing literature uses heavy approaches
such as the usage of nested and dense skip connections
and transformers. Hence an approach which considers the
parameters in mind is needed. Considering applications such
as edge computing which heavily emphasize efficient and
accurate predictions, the proposed mechanism fits such problem
statement in hand.

• Moreover, the skip connections have always been an aspect
of the experimentation. Additional information to the decoder
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layers through mechanisms such as ASPP has given performance
improvement. Hence utilizing a similar mechanism on multiple
encodings in a 3-dimensional manner seemed to be an idea
for the research.

1.1. Contributions

We propose a U-Net with SPP and attention. SPP takes
information from three encoder layers and passes it to the decoder
in the U-Net. The proposed addition provides the model with
additional context and information for better reconstruction by
providing scope from neighboring layers. The proposed mechanism
does not have additional training parameters therefore the need for
computational power remains the same. Therefore, the resultant
model is lightweight in nature aiding for faster medical diagnosis
and medical workflow in a production environment. To introduce
reproducibility, the codebase utilized has been made public:
https://github.com/sanchitvj/rsppUnet-BraTS-2021. We encourage
the community to use and possibly improve the mechanism further
in the form of open-source contributions.

2. Materials and methods

2.1. Data processing

The dataset used was Brats 2021. The MRI scans were firstly
bought across to a common dimension of 160 × 192 × 192. This
size was arrived upon based on experimentation and the comparison
was done on the basis of Dice Score (further discussed in results).
Figure 1 shows sample MRI slices from two MRI files. The scans
are brought to a common dimension using padding and cropping.
Padding is used whenever the image size is lower than the specified
size and in cases where dimension of the original image being
larger cropping takes place. Augmentations are key in this case
as the number of data samples is low, hence a combination of
augmentations are used at random. The following augmentations
are used:

• Image flip
• Brightness adjust
• Rotation: Images can be rotated on the z-axis with the maximum

angle of rotation being 30◦ and the minimum angle of rotation
being−30◦.

• Elastic transformation
• Intensity shift

Note that the choice of augmentations, within this set, used
are random hence this makes the model robust to overfitting. The
following is achieved by randomly choosing the augmentations on
the basis of a threshold. K-Folds were used to divide the data into
5-folds, with Fold 1 being used to assess the model’s performance
and the other folds being used for training. Table 1 demonstrates the
distribution of the data used. Fold 1 was chosen on the basis of metric
stability. It was often noted that results achieved on Fold 1 had a
relatively smooth progression. This dataset has a balance of noisy and
normal data samples. In a way, training on these other noisy folds
makes the model get a generalized understanding of the data.

TABLE 1 Data split for brats 2021.

Data split

Split name Number of samples

Train split 1,000

Validation split 250

2.2. Residual spatial pyramid
pooling-powered 3D U-Net model

Spatial Pyramid Pooling (21) has been widely used in
classification and object detection. The reason being, SPP provides
an effective representation of varying sized images and it can
be considered as an ensemble of pooling layers. In this way, the
feature maps captured by convolutional layers can be deciphered
in various ways, and pooling has often been the solution to
aggregate the learning of convolutional layers. Hence, concentrating
information using different dimensional pooling layers can provide
representations that can further enhance the performance of
the model.

Atrous Spatial Pyramid Pooling was proposed based on SPP and
carries the concept of SPP by using parallel Atrous Convolutional
layers. ASPP has been extensively used in semantic segmentation,
and it serves the purpose of providing context at different levels
or views. ASPP has been employed in various studies within brain
segmentation. However, as per Tampu et al. (28), boosting context
alone does not increase the performance of the model.

Attention is a process through which we humans put forth
focus on doing certain tasks. While reading, we capture context
by understanding neighboring words within a sentence. This
mechanism is applied to the attention layer and its purpose is to
capture context. The attention layer has been extensively employed
in deep learning and has contributed to cutting-edge outcomes.
Attention is obtained for the model by combining the output of two
encoder layers. By feeding the output of two encoder layers into two
different 3D convolutional layers, the following is accomplished. The
output of the two layers is combined, and relu is then used to activate
it. The activated output is passed through a 3D convolutional layer
and is then normalized and activated. Fusing the output of these
layers along with activation aids in maintaining context while not
compromising on the dimensionality aspect.

Hence, SPP is used as a feature aggregator within the model, and
to introduce context, attention layers are employed. The SPP layer,
along with the attention layer, have been used to replace some residual
connections within the U-Net. SPP is typically used at the end of
the process, after the feature maps have been flattened so that fully
connected neural networks can use the maps to predict class(es) or
bbox(es). A 3D convolutional layer with a kernel size of 1 is utilized to
modify SPP so that it functions as a residual connection. The output
of the SPP is again converted to a 3D representation by this layer.
Additionally, by sending input from many encoder levels to each
pooling layer, information is gathered over a wide range. Figure 2
shows the architecture of the SPP Layer.

The U-Net used is based on the NvNet (29) and the following
figure shows the architecture of the model. As shown in the
architecture SPP is just used in two places, the reason for the same
was to maintain the aspect of dimensionality. The SPP layer takes
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input from various encoder layers therefore when pooling is applied
the dimension of the output varies substantially.

In this paper, experimentation is done on 3 model architectures
based on Figure 3:

• No SPP: The SPP blocks would be omitted therefore boosting
the model only in terms of context.

FIGURE 2

The architectural diagram for SPP.

• 1 SPP: The upper SPP block would be removed from the
architecture keeping only the lower block (with 3rd encoder
layer). Hence boosting the model with a combination of context
and features.

• 2 SPP: Both the SPP blocks were used. This model carries more
feature boost from the other two models used.

2.2.1. Training procedure
Table 2 shows the hyperparameters used during training. In

general, the increase in performance post 60 epochs was negligible
hence the same was chosen. We experimented with different sizes
(image size format: channel ∗ length ∗ width) such as 160 × 160 ×
160, 128× 160× 160, and 160× 192× 192. The original dimensions
of the slice were 155 × 240 × 240. Among these 160 × 192 ×
192 showed the best convergence so we decided to go with it. The

TABLE 2 Hyperparameters used for training.

Hyperparameters used

Hyperparameter Value

Image size (channels ∗ length ∗ width) 160× 192× 192

Epochs 60

Learning rate 2.50E-04

Weight decay 1.00E-07

Scheduler Cosine annealing LR

Criterion Dice loss

Optimizer Adam

Normalization Group norm

FIGURE 3

The architecture of U-Net used.
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TABLE 3 Results obtained in standard setting.

Model name Metrics

WT, whole tumor; TC, tumor core; ET, enhancing tumor (sub regions of tumor a�ected brain)

Hausdor� distance Dice

WT TC ET Average WT TC ET Average

No SPP 13.070 11.010 10.210 11.430 0.908 0.877 0.838 0.870

1 SPP 9.430 7.780 6.300 7.840 0.899 0.899 0.850 0.883

2 SPP 16.060 5.650 5.270 8.990 0.904 0.880 0.845 0.876

Hatamizadeh et al. (32) 4.739 15.309 16.326 12.120 0.927 0.876 0.853 0.890

Jia and Shu (22) 3.000 2.236 1.414 2.220 0.926 0.935 0.887 0.920

Qamar et al. (19) – – – – 0.875 0.837 0.795 0.840

Jiang et al. (12) 4.610 4.130 2.650 3.800 0.888 0.837 0.833 0.850

TABLE 4 Results obtained with image size 160 × 160 × 160.

Model name Metrics

WT, whole tumor; TC, tumor core; ET, enhancing tumor (sub regions of tumor a�ected brain)

Hausdor� distance Dice

WT TC ET Average WT TC ET Average

No SPP 34.1 7.97 7.13 16.4 0.895 0.872 0.837 0.868

1 SPP 18.6 6.13 4.88 9.87 0.887 0.879 0.842 0.869

2 SPP 20.12 7.42 6.22 11.25 0.886 0.876 0.843 0.868

optimizer of choice was kept as Adam and the loss function of choice
was Squared Soft Dice Loss as proposed by Milletari et al. (30) the
working of the same shown in Equation (1). Here pi denotes the
truth label for the pixel and gi denotes the model prediction where
N denotes the number of voxels. The prime reason for choosing
this function was to avoid the focus of the loss function from the
background regions. In problems such as brain segmentation, the
size of the regions consisting of tumors are very small relative to
the background region and weighted losses have not been the most
efficient solution for the same. This function ranges in the value of
0–1 with an objective to maximize the loss.

Dice Loss =
2∗

∑N
i pigi

p2
i g

2
i

(1)

Based on our experimentation we found the issue of gradient
explosion hence group normalization was employed. Batch
Normalization did not work in our cases as high batch size could
not be used for training. Batch size >1 did not provide the expected
results and at times would also result in the GPU running out of
memory and process killing. Hence, the choice for batch size was
kept as 1. A Nvidia Tesla V100 GPU was utilized for the training of
the models.

2.2.2. Training procedure
The evaluation process of the model has been done on the basis

of cross-validation and the model was evaluated on two metrics:

• Dice Score (as showing in Equation 2): In short it is the
F1-Score conveyed on behalf of image pixels: Wherein the

ground truth is the annotated pixels. Dice score is an efficient
metric as it penalizes false positives: If the predicted map has
large false positives, it is used in the denominator rather than
the numerator.

Dice Score =
2 ∗Region of Overlap
Region of Union

(2)

• Hausdorff Distance: The Hausdorff distance (31) describes how
closely each point in a model set resembles a point in an image
set and vice versa. So, the degree of similarity between two items
that are superimposed on one another can be gauged using
this closeness.

It should be noted that Hausdorff Distance is unconcerned with
the size of the image’s background. By calculating the extensive
distance between the extremes of the two outlines, the Hausdorff
distance complements the Dice metric. A prediction may show nearly
voxel-perfect overlap since it severely penalizes outliers, but the
Hausdorff distance will only be meaningful if a certain voxel is far
from the reference segmentation. This statistic is quite useful for
determining the clinical importance of segmentation, despite being
noisier than the Dice index.

3. Results and discussion

Two models from the Brats 2021 dataset, as well as one model
from each of the Brats 2020 and Brats 2019 datasets, are compared to
the suggested model.

As per Table 3 the following inferences can be made:
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FIGURE 4

(A) The dice score vs. epochs. (B) Hausdor� scores vs. epochs.

FIGURE 5

Prediction vs. ground truth segmentation mask comparison.

• The model with 1 SPP block performed the best amongst
the architectures proposed. Therefore, it can be deduced
that the boosting of context and features go hand
in hand.

• In the case of Hausdorff Distance, all the three models have the
lowest metric when the class is Enhancing Tumor.

• In the case of Dice Score, both No SPP and 2 SPP
models achieve similar results in Whole Tumor and Tumor
Core. Both the models outperform 1 SPP in Whole Tumor
however lose out to 1 SPP in Tumor Core. All the
models achieve the lowest Dice Score in the case of
Enhancing Tumor.

• When comparing models trained on Brats 2019 and Brats 2020,
the proposed work outperforms the model however this is a
general trend.

• With respect to Brats 2021, the proposed work gives comparable
results to Hatamizadeh et al. (32) however loses out to
Jia and Shu (22) on a large margin. One thing to note,
both of these models use transformers which naturally
provide more context and features. Transformers are heavy
on parameters, while the proposed approach requires no
extra parameters.

The model was also trained on image size of 160 × 160 × 160.
This was done to understand the impact of a smaller image size.
Table 4 conveys the same.

The following inferences can be made from Table 4:

• 0.01 was the difference in average dice score between the
models trained on different image sizes. However, a significant
difference was observed in the Hausdorff distances.

• Again 1 SPP model performed the best but the margin of
difference was next to none. Hence we can infer that a high
image size is a key contributor to increase performance when
SPP is utilized and the following inference proves the point of
passing higher resolution features through residual connections.

The trend in the metrics can be seen as shown in Figure 4.
Figure 4A represents the Dice Score vs. Epochs and Figure 4B
portrays the Hausdorff Scores vs. Epochs. Regardless of the training
image size, the models carry a similar trend where the dice scores
plateau at 60 epochs. Secondly, the performance of models trained on
160 × 160 × 160 are lower than the models trained on 160 × 192
× 192. Moreover, it can also be observed that the convergence of the
loss is delayed for models with SPP. Although SPP does not bring any
extra trainable parameters it still keeps the model from converging.
Based on the trend, the model can be fine-tuned at extremely small
magnitudes of learning rates to increase the performance of the
model. In the case of Figure 4B it can be observed that models without
SPP tend to provides metric stability once the model reaches the last
few epochs.
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Lastly, the output maps from the model are analyzed in Figure 5.
For the analysis three slices from different MRI scans are taken
wherein each slice exhibits varying presence of class. The first row
within the plot contains a sparse volume of enhancing tumor, while
the second row contains a moderate volume of enhancing tumor. The
last row majorly contains enhancing tumors. Based on the predictions
it can be observed that the model is able to predict all types of
cases with great accuracy. The reason for the visualization is to
showcase the model’s ability to predict enhancing tumors accurately
as its presence in data is limited. Moreover, the model is also able
to detect abnormal whole tumor shapes with ease which conveys
that the model is fit for real world diagnosis. In the first scan the
model is able to predict sparse presence of enhancing tumors which
is very crucial.

4. Conclusion

We propose U-Net with SPP and Attention Residual Connections
in this work. The proposed model attachment is a lightweight
mechanism which boosts information and context in the model
by passing high and low resolution information to the decoders
in the Unet. The proposed mechanism is applied to the NvNet
model in varying frequencies which then produces different variants:
Model with attention, Model with attention and 1 SPP, and
Model with attention and 2 SPP. The model with 1 SPP and
attention performs the best and provides comparable results to
heavy models with transformer residual attachments. The average
Dice Score and Haussdorf distance for the model with 1 SPP
and attention are 0.883 and 7.99, respectively. The proposed
mechanism is an approach to boost information and context
hence giving considerable performance boosts. This approach plays
well in applications such as edge computing which requires a
balance of computational efficiency and performance. Such an
approach could be utilized in mobile healthcare stations which
need immediate diagnosis with less computation power. However,
the impact of performance improvement at times falls a bit short
compared to heavy approaches and it boils down to the extra
trainable parameters brought by the components which eventually
capture more patterns. In the current work, the mechanism is
only adapted to one particular model and in the future, we
aim to make the mechanism adaptable to various other 3D-
Unet architectures.
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The outbreak of COVID-19, a little more than 2 years ago, drastically a�ected all

segments of society throughout the world. While at one end, the microbiologists,

virologists, and medical practitioners were trying to find the cure for the

infection; the Governments were laying emphasis on precautionary measures like

lockdowns to lower the spread of the virus. This pandemic is perhaps also the

first one of its kind in history that has research articles in all possible areas as

like: medicine, sociology, psychology, supply chain management, mathematical

modeling, etc. A lot of work is still continuing in this area, which is very important

also for better preparedness if such a situation arises in future. The objective

of the present study is to build a research support tool that will help the

researchers swiftly identify the relevant literature on a specific field or topic

regarding COVID-19 through a hierarchical classification system. The three main

tasks done during this study are data preparation, data annotation and text data

classification through bi-directional long short-term memory (bi-LSTM).

KEYWORDS

COVID-19, long short-term memory, classification, bi-directional LSTM, Artificial

Intelligence

1. Introduction

Early in the year 2020, the outbreak of COVID-19 created havoc around the

world, leading to mental trauma, shattered economies and, above all, the loss of

human life. While the researchers and scientists were trying to understand more about

the virus and a possible antidote/vaccine for it, the challenge for the Government

was to keep its people safe by enforcing preventive measures like lockdowns. The

uncertainty of the situation affected almost all sections of society. Despite all this

grimness, the scientific and research community was doing its bit through experiments

and observations and publishing research articles and reports on its basis. The COVID

pandemic, perhaps, also is the first case of its kind that provoked research in all

possible dimensions. Although the situation is not alarming anymore, with people

getting vaccinated and economies getting back on pace, the research on COVID-19

is still continuing, and a noticeable quantity of research articles are being published.
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The internet now contains a plethora of literature dedicated to

the various aspects of COVID-19 ranging from studies related to lab

experiments to clinical studies to vaccines and drug development

to diagnostic techniques and many more. There are several studies

dedicated to economics and mathematical models, forecasting

methods to estimate the spread of the virus, supply chain models

and several others.

FIGURE 1

Year-wise number of publications listed in CORD-19 dataset.

FIGURE 2

Network visualization map based on Abstract and Title.

1.1. Bibliometric analysis

A selected bibliometric analysis was performed on the

CORD-19 dataset for articles related to COVID-19 which were

later used for model training and database development. The

results are obtained to show the trend of publications for

COVID-19 articles and the “terms” used in the paper to label

the classes.

Figure 1 shows that in 2019, at the onset of COVID-19, the

publications were 301 in number, which raised to 83,660 in 2020

and further raised to 92,469 in 2021 and although in 2022, the

number of articles became 29,485, the trends are good enough to

indicate that the research is still continuing in this area with new

research papers being published from time to time.

Figure 2 shows a network visualization created using Vosviewer

(https://www.vosviewer.com/). The network map includes the

terms/items (object of interest) represented by a circle driven by

the title and abstract of the selected articles and the links between

the terms based on their pair-wise occurrence. The higher the

occurrence of an item, the bigger the circle. In this map total of

612 terms are selected and grouped into four non-overlapping

clusters. Cluster-one (red) consists of 223 terms, cluster-two (green)

contains 186 items, cluster-three (blue) incorporate 149 items, and

cluster-four (yellow) contains 54 terms.
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FIGURE 3

Network visualization map of the term “infection”.

In Figure 2, the term “infection” is depicted with the biggest

circle, as this term shares the highest co-occurrence with the

other terms.

Figure 3 describes the network visualization map of the

term/item “infection,” which possesses the highest occurrence value

and link strength value as 433 and 5,014, respectively. The link

strength value shows the number of articles where two terms

occurred together.

On the basis of the publication years of the selected

articles, an overlay visualization map is created in Figure 4.

This visualization of this map is identical to the network map,

however, its interpretation is based on the score of the average

publication year.

This map shows the focus shifts on the area of

research publication throughout the year 2019 to the

year 2021. Since early to mid-2019, the published articles

were subjected toward the infection, virus, and vaccine.

From mid-2019 to mid-2020 the published articles were

tend toward China, the outbreak, SARS-CoV, and its

spread. After mid-2020, the articles are focused on

problem-solving, algorithms, perspective, experiments

and performance.

1.2. Need for a dedicated research support
tool

The graphs given above clearly indicate, how the research

is growing in the area of COVID-19. These graphs also show

that there are several categories (fields) of research and every

category can be further divided into sub-categories (subfields).

For a new researcher, digging into this plethora of information

can be quite overwhelming. It becomes difficult for a researcher

to identify the correct literature relevant to one’s area of interest.

This difficulty may be eased to some extent if there is a dedicated

platform which can easily guide them to their area of interest.

In the literature, very few dedicated research support tools are

available as per the authors understanding. The closest works

to this study can be found in Simon et al. (1). Here the

authors have presented a text mining based tool called BioReader

for the classification of Biomedical research. In (2), R-classify

is a web tool developed by Aggarwal et al. to help users in

finding out the relevant literature in the area of Computer

Science. Doty et al. (3) developed a python-based graphical user

interface to conduct the classification and visualization of electron

microscopy data.
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FIGURE 4

Overley visualization of the articles based on publication year.

In the present article, an Artificial Intelligence (AI) enabled

automatic classification tool called Research Support Tool (RST)

is developed for COVID-19-related literature. Since the problem

is of text (literature) classification, a Bi-LSTM neural network is

used. The Bi-LSTM model is trained on the abstract and title of

the selected articles. The articles are taken from the CORD-19

dataset and are divided into seven categories (class labels) based

on their subjects. The RST is developed using IONIC and Angular

framework. Remaining of the article consists of threemore sections.

In Section 2, the methodology followed in the present study is

described. In Section 3, the user interface is presented, and the

workflow is defined. Finally, Section 4 provides the concluding

remarks and also provides some future directions in which the work

can be extended.

2. Materials and methodology

The work done in this study can be divided into four major

steps, which start from data collection to its preparation to its

labeling and finally to its classification. The steps are defined below

in Figure 5.

2.1. Step 1: Data collection

The first step in this study is the collection of data for which the

COVID-19 Open Research Dataset or CORD-19 (4) was selected. It

is curated by Allen Institute for AI (AI2) and is available on Kaggle

(5) as well as on AI2’s Semantic Scholar website (6). This database is

periodically updated. At the time of the preparation of this article, it

contained resources for almost 4,00,000 scholarly articles, including

over 2,45,000 full-text articles on COVID-19, SARS-CoV-2, and

variants of coronaviruses.

2.2. Step 2: Data preparation

Once the data source has been identified, the next step is to

prepare the data for further usage. Tomake the studymore relevant

in terms of the COVID scenario, only the studies subjected to

COVID-19 or SARS-CoV-2 were considered. This was done by

using the keywords like “COVID-19,” “Wuhan,” “Hubei,” “SARS-

CoV-2,” “2019 novel coronavirus,” “2019-nCoV,” “coronavirus

disease 2019,” “corona pandemic,” “coronavirus outbreak,” and

their combinations and filtering out the studies not meeting up

with our criteria. Initially, 4,532 articles were selected based on

different subjects, after filtering out the inconsistent, incomplete

data, a total of 3,011 articles are taken for the model training and

database development.

2.3. Step 3: Data labeling

The third step, and also one of the key tasks of this study, was

to label the articles, which can be classified later as per the machine

learning algorithms. The literature was segregated into seven major
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FIGURE 5

The workflow diagram of the AI-enabled research support tool process.

classes per the experts’ discussion. These seven classes are Artificial

Intelligence (AI) and Data Science, Economics, Epidemiology,

Mathematics and Statistics, Medical, Psychology and Virology.

A brief description of the classes is shown in Table 1, and the

subclasses of the selected articles are shown in Figure 6.

In the dataset created for this work, each data contains the

title, abstract, and class label of the literature. The data distribution

among the selected seven categories is shown in Figure 7.

2.4. Step 3: Classification

The AIRST developed in the present study is based on the

classification of text, for which the Bi-directional long short-term

memory (Bi-LSTM) neural network (43) is implemented. Vanilla

neural networks are not found to be suitable for texts as these are

unable to process the sequences.

Recurrent neural networks (RNN), have a loop-like architecture

which allows the information to persist. RNNs have been

successfully applied to various areas including speech recognition,

speech synthesis, language translation, image captioning and many

more (44–46). However, in the case of sequential data, it sometimes

becomes susceptible to vanishing gradient due to long-term

dependency. The problem of vanishing gradient can be resolved

with the help of LSTMs (47), a type of RNN which are capable of

learning long-term dependencies. The LSTM models are made up

of cell states and various gates. While the cell state in LSTM acts like

a memory of the network and transfers relevant information down

the sequence chain model; gates are the neural networks that decide

the information to be retained and the information to be forgotten

during training. An LSTM model consists of three gates viz. forget

gate, input gate, and output gate. These gates are described in brief

as follows.

2.4.1. Forget gate
The first step of the LSTM cell is to retain the relevant

information and to discard the information that is not of

significance. This is done with the help of the sigmoid layer known

as the “forget gate layer.” The activation value for the forget gate can

be given as:

ft = σ (wf [ht−1, xt]+ bf ) (1)

where xt is input vector at timestamp t ht−1is a hidden state

or output of the previous timestamp, w, b represent the weight and

deviation matrix, respectively.

The sigmoid function normalizes all the activation values

between 0 and 1. The value 0 implies all forgotten, and the value

1 implies nothing forgotten.
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TABLE 1 A description of class labels categorization.

Class Description References

Artificial Intelligence (AI) and Data Science This class is divided into five subclasses of AI and Data Science—machine learning,

deeplearning, social media infodemic, thematics analysis, and big data analysis for selecting

the related articles

(7–15)

The articles that deal with AI and Data Science being used for automatic screening of

COVID-19 using computer tomography scans and X-ray images of the lungs of patients,

prediction and forecasting of virus spread, mortality risk etc. It is further subdivided into

Machine Learning and Deep Learning, Data Mining, Data Analysis methods for social

media infodemic, misinformation spreading, patient report analysis, sentiment analysis,

infoveillance, and information on datasets which are relevant to deal with COVID-19 are

classified under this category

Economics This class has four subcategories—industrial organization, economic system, stock market,

public economy and government spending. The articles that belong to these categories

discuss the consequences of COVID-19 on the economy of a country, the economy of a

specific product, the economy of a segment of the market, and stock markets are classified

under this category

(16–20)

Epidemiology This class considers three subcategories—transmission modeling, disease surveillance, and

occupational epidemiology. The articles categorized in this class deal with outbreak control

measures, the effect of COVID-19 on various occupations and environments, risk

assessment, transmission monitoring, transmission pattern recognition, analysis and

forecasting are classified under this category

(21–25)

Mathematics and Statistics This class considers three subcategories—data-based analysis, mathematical modeling, and

forecasting. Articles that explain how mathematical modeling and statistical analysis are

utilized to predict the transmission and spread of COVID-19 and also to identify the

mitigation strategies are classified under this category

(26–30)

Medical Diagnosis, therapeutics, pharmaceuticals, pediatrics, oncology, neurology, and

anesthesiology are the subclasses of class medical. The papers dealing with COVID-19

diagnosis, therapeutics, immunology, pharmacology, anaesthesiology, oncology, neurology,

pediatrics, hematology etc. medical related issues are classified under this category

(31–34)

Psychology Two subcategories—health psychology, and neuropsychology are considered for selecting

the articles that belong to this class. The papers that discuss the impact of the COVID-19

epidemic on the mental health and psyche of human beings and their behavior are

classified under this category

(35–39)

Virology There are four different subclasses—viruses, viral disease, viral protein, and viral life cycle

are considered for this class. The papers with research work on the virus structure, genome,

molecular characterization, and mutation are classified under this category

(40–42)

2.4.2. Input gate
The second step in an LSTM model is to identify the

information that will be stored in the state of a cell. The input gate

layer quantifies the crucial information carried by the input. This

step is further divided into two parts. First, an “input gate layer”

(sigmoid layer) decides the values to be added to the cell stateCt and

then, a tan h layer derives a vector of new candidate value Nt , that

has to be added to the state. This is followed by the combination

of the aforementioned steps to update the state. The input gate

activation value is as follows:

it = σ (wi[ht−1, xt]+ bi) (2)

where, xt is input vector at timestamp t, ht−1is a hidden state

or output of the previous timestamp, w, b represent the weight and

deviation matrix, respectively.

Nt is defined as:

Nt = tanh(wc[ht−1, xt]+ bC) (3)

Cell state is updated as:

Ct = f ∗t Ct−1 + i∗t Nt (4)

Where, Ct−1 is the previous cell state.

2.4.3. Output gate
The objective of the output gate is to decide the output which

in turn will be n the basis of the state of the cell. Here, a sigmoid

layer identifies the part of the cell state that will be the output. This

information is further processed by passing the cell state through

the activation function tan h and multiplying it with the output of

the sigmoid gate. Finally, the output ht is obtained as:

Ot = σ (wo[ht−1, xt]+ bo)ht = O∗t tanh(Ct) (5)

2.4.4. Bi-directional long short-term memory
Bi-directional long short-term memory (Bi-LSTM) is an

extended and improved version of LSTM; it is an integration of
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FIGURE 6

Categorization and sub-categorization of the articles selected for the study.

FIGURE 7

Number of data samples (articles) assigned to the class categories.

two independent RNNmodels. Unlike unidirectional LSTM, in Bi-

LSTM, the information flows in both directions: backward as well

as in the forward direction. This is illustrated in Figure 8.

Bi-LSTM exploits the information about the sequence in both

directions at every timestamp by connecting two hidden layers

to the same output. The management of the past and future
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FIGURE 8

Bi-directional long short-term memory (Bi-LSTM).

TABLE 2 Parameters of Bi-LSTM model architecture.

Parameters Size

Embedding layer vocab size 10,000

Embedding dimension 64

Maximum length of a unique word 200

Bi-LSTIM size 32

Batch size 64

information, for a sequence, leads to better predictions for Bi-

LSTM. The output of the hidden layer of Bi-LSTM is made up of

the activation output of forward as well as backward hidden layers:

→

h t = σ (W
x
→

h
xt +W→

h
→

h

→

ht−1 + b→
h
) (6)

←

h t = σ (W
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←
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←
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h
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x
→
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h +W←
h y

←

h + by (8)

where, Ht represents the hidden layer, and its output includes the

forward layer output
→

h t and backward layer output
←

h t .

The Bi-LSTM model was trained on a total of 3,011 samples of

seven different categories of research articles related to COVID-19

that are collected from the CORD-19 dataset. The parameters of the

Bi-LSTMmodel architecture are mentioned in Table 2.

The final layer of themodel is the Dense output layer with seven

neurons representing the total number of class labels and Softmax

activation function. To avoid overfitting while training the model,

each layer is followed by the Dropout layer with an alpha value

as 0.35.

2.5. User interface and workflow

The workflow of the research support tool has two

components—the objective of the user interface development

and the cloud environment-based application development tools.

2.5.1. Objective
A research support tool has been designed tomeet the following

three primary objectives:

1. Enable users to view COVID-19-related research papers and

articles under different categories. The users are also enabled

to filter and search for research papers based on the title of the

research papers.

2. Enable users to categorize an article not available in the dataset.

The user can do that by providing DOI and proceeding after

checking the extracted title and abstract.

3. Enable users to contribute to the labeled dataset by providing

the title and abstract of the research paper and assigning a

category manually.

2.5.2. Application development tool
A cloud environment-based application was developed that

used a micro-service architecture to meet the mentioned

requirements. The following technology stack was selected to

develop the tool:

1. Azure Cloud platform—Azure Cosmos DB (NoSQL) and Azure

Cloud Functions were used for storing and retrieving data,

executing the Python script to categorize research papers based

on the trained model.

2. Ionic + Angular—Ionic and Angular frameworks were used

to develop the user interface because of easily available
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TABLE 3 A detailed workflow of the developed user interface.

Use of helper APIs The application utilizes DOI to ensure the uniqueness of documents in the

training and evaluation dataset. CrossRef APIs are used to make the user

experience smoother for the end-user. Since the CrossRef API does not guarantee

that the abstract will be available in all DOIs, or the veracity of the abstract,

the end-user can make adjustments to the abstract to ensure it is correct. The

following steps are executed—

1. The user enters the DOI in the textbox provided. Once the user clicks on the

check button, the NodeJS service picks the DOI

2. The DOI is passed the CrossRef Works API

3. The CrossRef database returns the details of the work in a semi-structured

JSON

4. The Title and Abstract from the response are extracted and displayed to the

end user

Load data for Training Once the user has entered the DOI, the title and abstract have been verified, the

user can select the category. The following steps are executed—

1. The user ensures the title and the abstract are correct and fall under the

selected category from the drop-down. When the user clicks on the “Submit

for Training” button the details are passed to the NodeJS Service

2. The NodeJS service ensures that the data provided is in the correct structure.

If the same DOI is present in the training dataset, the service will overwrite the

record. Otherwise, the service will create a new record in the training dataset

Model Training The following steps are executed—

1. The user clicks on the “Retrain Model” button on the “Submit New” page

which triggers the NodeJS service

2. The NodeJS service authenticates and triggers an Azure Cloud Function to

retrain the model

3. The Azure Cloud Function fetches all the records from the training dataset

4. The Azure Cloud Function deletes all the records from the evaluation dataset

5. The Azure Cloud Function converts the training dataset in the required

format and trains the model and stores it in the Azure Blob Storage service

Evaluation against the model The following steps are executed

1. Once the user ensures that the DOI, Title and Abstract are correct and clicks

on the “Get Category” button, the details are passed to the NodeJS Service

2. The NodeJS service authenticates with the Azure Cloud function and passes

the DOI, Title and Abstract as arguments to the Azure Cloud Function

3. The Azure Cloud Function checks whether the DOI is present in the training

dataset. If the DOI is present in the Training Dataset, the cloud function will

return the category present in the training dataset

4. The Azure Cloud Function checks whether the DOI is present in the evaluation

dataset. If the DOI is present in the Evaluation Dataset, the cloud function will

return the category present in the Evaluation Dataset

5. Steps 3 and 4 are done to reduce unnecessary computation against the model

since it is a computationally expensive process. If the DOI is not present in

either the training or evaluation dataset, the Azure Cloud Function will retrieve

the model stored in the Azure Blob Storage and evaluate the category against

the provided Title and Abstract

6. The Azure Cloud Function returns the evaluated Category to the NodeJS

service and stores the DOI, Title, and Abstract along with the category in the

Evaluation Dataset

7. The NodeJS service displays the evaluated Category against the given DOI,

Title and Abstract
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FIGURE 9

(A) Training and validation accuracy, (B) training and validation loss plots of Bi-LSTM classification model.

FIGURE 10

(A) Screen capture of the “Directory” tab—list of labeled articles in the database, (B) filter panel on the left side to select the articles of the particular

category, (C) details of the listed articles, read paper tab will redirect to the original article page through DOI, (D) keyword tab can be used to search

the article from the labeled dataset.
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FIGURE 11

(A) Screen capture of the “Evaluate” tab—popup showing the category of the provided DOI, (B) screen capture of the “Submit New Entry” tab—details

of the article can be provided by manually feeding the DOI, title, abstract, and the relevant category.

components and ability to deploy on multiple platforms

such as Desktop, Mobile (Android and iOS using Cordova

or Capacitor), Progressive Web Apps (PWA) and Cloud

Hosted Web.

3. NodeJ—NodeJS middleware was used to access micro-services

and respond to user interactions.

The workflow of the developed user interface consists of three

parts: (1) use of helper APIs, (2) load data for training and training

the model, (3) evaluation: evaluation again consists of two parts—

the use of helper APIs and Evaluation against the model. The

complete process of user interface workflow is shown in Table 3.

3. Results and analysis

The Bi-LSTM classification model is trained for the 25 epochs,

and obtained maximum validation accuracy as 0.97, with a

minimum validation loss as 0.015. The accuracy and loss for every

epoch of training and validation are shown in graphs plots in

Figures 9A, B, respectively.

The performance of the research support tool is presented

through the screen captures of the developed user interface. Users

can see the following view upon landing. The view is divided into

three segments tomeet the three objectivesmentioned above. These

segments can be accessed using the three tabs at the bottom of

the interface.

1. The “Directory” tab is used to view, search and filter the research

papers already categorized by the model. These include records

from the training dataset and any records generated when a

customer is evaluating a research paper using the model, shown

in Figures 10A–D.

2. The “Evaluate” tab is used to provide the details of a research

paper and categorize it using the trained model, shown in

Figure 11A.

3. The “Submit New Entry” tab is used to manually label any

research paper and add it to the training dataset. This will

allow us to grow the training dataset and re-train the model

periodically, as shown in Figure 11B.

The user interface requests DOI to enable CrossRef API

to get details regarding the research paper, such as the title

and abstract.

4. Conclusion and future scope

This work primarily intends to communicate the idea of

developing a Research Support Tool for researchers around the

world. The conclusive statements can be drawn from this study as

shown below:

• The researchers can leverage this tool to delve deeper

into COVID-19 research and make the relevant literature

identification smoother.

• A multi-platform graphical user interface is developed to

fulfill the primary objectives of extracting the COVID-19

related articles effortlessly and classifying them based on the

particular research area.

• The classification system uses the Bi-LSTM model, which

enhances efficiency by feeding the input in both backward

and forward directions. The results regarding the system’s

performance have been presented.

• The research support tool can further be extended for

different research areas, and the classification model

can also be trained on different datasets for other

application areas.

• This article considers the abstract and title while training

the model. In future, the conclusion and the related work

part of the articles can also be included for increasing the

better exploration.
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Digital health data collection is vital for healthcare and medical research. But

it contains sensitive information about patients, which makes it challenging. To

collect health data without privacy breaches, it must be secured between the

data owner and the collector. Existing data collection research studies have too

stringent assumptions such as using a third-party anonymizer or a private channel

amid the data owner and the collector. These studies are more susceptible to

privacy attacks due to third-party involvement, which makes them less applicable

for privacy-preserving healthcare data collection. This article proposes a novel

privacy-preserving data collection protocol that anonymizes healthcare data

without using a third-party anonymizer or a private channel for data transmission.

A clustering-based k-anonymity model was adopted to e�ciently prevent identity

disclosure attacks, and the communication between the data owner and the

collector is restricted to some elected representatives of each equivalent group

of data owners. We also identified a privacy attack, known as “leader collusion”,

in which the elected representatives may collaborate to violate an individual’s

privacy.We propose solutions for such collisions and sensitive attribute protection.

A greedy heuristic method is devised to e�ciently handle the data owners who

join or depart the anonymization process dynamically. Furthermore, we present

the potential privacy attacks on the proposed protocol and theoretical analysis.

Extensive experiments are conducted in real-world datasets, and the results

suggest that our solution outperforms the state-of-the-art techniques in terms

of privacy protection and computational complexity.

KEYWORDS

anonymization, data privacy, healthcare data, k-anonymity, privacy-preserving, data

collection

1. Introduction

Healthcare industries have seen a significant transition since the advancements in

communication technologies (1). E-health services (2) have become popular for their wide

range of advantages such as accuracy, timeliness, easy access, and efficiency (3, 4). Electronic

health records (EHRs) (5) are the major step toward the transformation of traditional

healthcare services into paperless medical practice that can reduce the risk of medical errors

(6–8). Digitized patients’ health record benefits both patients and healthcare providers in

sharing, monitoring, tracking, and analyzing the healthcare of patients (9). As EHRs follow

a standard health record format, it is possible to make them available worldwide (10). EHRs

reduce administrative overhead, costs, and medical errors through efficient communication

of health information (11). Healthcare organizations often collect EHRs for medical and
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research purposes (12). EHRs generally contain information

concerning individual health records, medical history, medications,

physical conditions, etc. (13). Since there is a huge amount of

personal information contained in EHRs, it is crucial to consider

privacy issues more carefully (14–16).

Collecting personal health records without breaching the

privacy of involved individuals is essential for its success (17–

20). In the data collection problem, the data collector is usually

an untrusted third-party service provider who collects data from

a set of individual data owners (21, 22). Assume that a medical

researcher requests data from a number of patients who hold the

healthcare demographics. The schema of demography consists of

user ID, age, sex, weight, and diagnosis that every patient provides

to the data collector. The health record schema is a combination

of personal identifiers (e.g., user ID), quasi-identifiers (QI) (e.g.,

age, sex, weight), and a sensitive attribute (e.g., diagnosis). A sample

healthcare records collection table is shown in Table 1.

In the aforementioned example, although there are no direct

identifiers such as name and social security number (SSN) in

the EHR, privacy breaches can still arise. An untrusted data

collector can ascertain the identity of the patient through the

explicit identifier userID and sensitive attribute diagnosis of each

individual. Although QI cannot be used to directly identify a

person, by connecting them to the data in a published database,

it may be possible to do so. The QI can act as an identifier in

the absence of a direct identifier. Hence, identity disclosure is

one of the major privacy issues in EHR. In the data collection

problem, identity disclosure (23) can arise both at internal

and external levels. Internal identity disclosure (24) generally

happens within the organization either through the data owners

or the data collectors. External identity disclosure (25) takes

place when the data is transmitted between the owner and

the collector.

Unsurprisingly, privacy-preserving healthcare data collection

has become a recent research focus where a good number

of literature exists (26–32). Cryptography or anonymization-

based approaches are widely used to prevent the identity

disclosure of EHR (33, 34). Symmetric key and asymmetric

key cryptography, multiparty computation, and homomorphic

encryption are some of the cryptographic approaches used for

privacy-preserving data collection (35); although it guarantees

privacy to a certain extent, significant challenges such as heavy

computation and key propagation make it a difficult choice.

The anonymization approach (36), in general, removes the

identifiers and generalizes the QIs excluding the sensitive attribute.

TABLE 1 Electronic health records.

User ID Age Sex Weight Diagnosis

1,2,3 30–40 F 55 Gastritis

F 50 Flu

F 60 Dyspepsia

4,5,6 55–65 M 65 Pneumonia

M 75 Flu

M 68 Cancer

Traditional anonymization techniques, such as k-anonymity (37), l-

diversity (38), t-closeness (39), clustering-based k-anonymity (40),

(α, k)-anonymity (41), p-sensitive k-anonymity (42), and others,

anonymize the personal records by grouping similar QI attributes

to make them indistinguishable from other sets of records in the

same table.

Most of the literature for privacy-preserving data collection

has not considered distributed data owners, and it is assumed

that personal data are already collected in a common place to

be anonymized (43). Hence, in centralized solutions for privacy-

preserving data collection, it has become essential to employ a

third-party anonymizer (44). However, it is highly undesirable

for a patient to share his/her original EHR with a third party.

There is also a huge risk of a privacy breach when a data

owner (patient) directly shares their personal information with

the data collector. The existing privacy models drudged to control

the disclosure by deploying an anonymization layer or private

unidentified channel between the data collector and the data owner.

Nonetheless, such assumptions are not practical as the layer or

channel is not persistent. Cryptographic approaches also encrypt

the healthcare records to prevent identity disclosure at the data

collector’s end; furthermore, the data are anonymized, resulting in

poor data utility.

In this research, we propose a data collection protocol for

EHRs that is effective and protects privacy in order to address

the aforementioned problems. In the proposed protocol, multiple

data owners anonymize their health records in a distributed

and collaborative fashion before submitting the data to the data

collector. This protocol’s main goal is to forbid explicit exchanges

between data owners and data collectors. The data owners submit

their anonymized QIs through a set of representatives elected for

their equivalent group. Representatives are data owners of the

equivalent group with common quasi attributes. Every equivalent

group should satisfy the clustering-based k-anonymity property

(i.e., at least k-1 records share the same quasi attributes); therefore,

the anonymized records with common QIs are submitted to

the data collector through group representatives. This approach

of the proposed protocol is efficient in tackling internal and

external identity disclosure. Table 1 shows the original EHR of n

patients, Table 2 shows the anonymized version of the original

records by the proposed protocol. As shown in Table 2, there

are two equivalent groups that share common QIs of size k

= 3. Such equivalent groups, along with sensitive values (e.g.,

diagnosis), are collected by the data collector, which reduces the

risk of identity disclosure. Furthermore, dynamic data owners

TABLE 2 3-anonymized health records.

User ID Age Sex Weight Diagnosis

1 35 F 55 Gastritis

2 40 F 50 Flu

3 45 F 60 Dyspepsia

4 55 M 65 Pneumonia

5 60 M 75 Flu

6 65 M 68 Cancer
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who join or leave an equivalent group are handled by a greedy

heuristic method.

The major contributions of the proposed protocol are

as follows:

(1) Privacy-preserving healthcare data collection protocol: A

novel k-anonymity-based data collection protocol specifically

for healthcare data collection is proposed.

(2) Leader election: A leader election algorithm is proposed

to elect representatives of equivalent groups of anonymized

records that share similar generalized quasi attributes.

(3) Greedy heuristic method: Data owners who dynamically

join or leave the group is efficiently managed without affecting

the data utility and privacy.

(4) Leader collision mitigation and sensitive attribute

protection:We propose solutions for privacy breach through

leader collision and methods to enhance the protection of

sensitive attributes.

The remainder of this article is structured as follows. The

recent state-of-the-art literature is discussed in the Section 2. In

the Section 3, an adversarial model of the proposed protocol

is presented, along with a data model and other definitions. In

the Section 4, the proposed protocol is formally defined, along

with the proposed algorithms. In the Section 5, data utility and

possible privacy attacks on the proposed protocol are discussed.

In the Section 6, experiments conducted are presented. Finally, the

Section 7 concludes the article.

2. Literature survey

In the last decade, a huge number of research studies

were conducted in privacy-preserving data publication and data

collection. This section presents a detailed study of various

state-of-the-art literature available in the field of preserving the

privacy of personal data. In privacy-preserving data collection

and publication, disclosure or reidentification of data owners has

been a significant issue. The state-of-the-art literature consists of

cryptographic and anonymization-based approaches for privacy

preservation. The collection of personal data is accomplished

through devices and sensors. The device periodically collects and

transmits the data to the data collector upon request. The data

transmission is generally conducted in a closed or open network.

Hence, it is essential to ensure the secure transmission of data.

Hussien et al. (45) used a symmetric key cryptographic technique

to propose a secure and energy-efficient method to collect data in

wireless sensor networks.

Most privacy-preserving schemes require a secure transmission

channel or a third-party authentication system. However, they are

impractical due to various challenges. In (46), Beg et al. have

proposed a reversible data transform (RDT) algorithm for privacy-

preserving data collection in the mobile recommendation system

(MRS). The proposed RDT algorithm is used to protect sensitive

attributes. To avoid the third-party role in the data collection

process, the data transfer is done through elected representatives.

However, the leader election process is straightforward, and leader

collision is possible that can breach privacy. However, the same

authors in (47) addressed the RDT prior data sharing and its

parameter protection challenges by proposing a chaotic RDT for

PPDP MRS. The authors also claim that the proposed approach

can replace homomorphic encryption techniques and preserve the

privacy of the MRS. The leader collusion problem is addressed

by Sajjad et al. (48) through a random leader election mechanism

that elects the leaders randomly and maintains a leader table

for maintaining the records. However, this scheme is inefficient,

which simply uses a random function to select the leaders, and

leader collusion is still possible when the number of available

groups is minimal. Data anonymization is vital in protecting big

data and IoT data. Ni et al. (49) evaluated the performance of

data anonymization schemes in an IoT environment for big data.

The authors addressed the reidentification risks and evaluated the

schemes based on privacy preserving-level and data utility metrics.

Traditional anonymization schemes like k-anonymity, l-diversity,

obfuscation, permutation, and differential privacy techniques (50)

are evaluated through information loss, data utility, and conditional

entropy. A similar study was presented by Sun et al. (51) for

trajectory data publishing. Canbay et al. (52) proposed aMondrian-

based utility aware anonymization approach called u-Mondrian.

This approach is aimed to address the upper-bound problem in the

Mondrian anonymization approach that leads to poor data utility.

Healthcare data contain sensitive information that must be

protected concurrently; it is very vital for healthcare research.

Hence, it is essential for protecting the privacy of healthcare

data with appropriate data utility. In (53), we proposed a

clustering-based anonymization approach for privacy-preserving

data collection in a healthcare IoT environment. The proposed

approach utilizes a client–server model to anonymize the

healthcare data before it reaches the data collector. The model is

evaluated with information loss and other data utility metrics. A

similar approach was proposed by Abbasi and Mohammadi (54)

to protect the privacy of healthcare data in cloud-based systems.

They proposed an optimal k-anonymity technique called the k-

means++ method and used the normal distribution function to

improve the anonymization data utility. We performed another

study called an attribute-focused approach (55) to protect the

privacy of healthcare data during data publishing. In this study,

the healthcare attributes are categorized as numerical and sensitive

attributes. A fixed-length interval approach is used to protect the

numerical attributes and an improved l-diversity approach is used

to protect the sensitive attributes. Avraam et al. (56) proposed

a deterministic approach for protecting the privacy of sensitive

attributes. This approach identifies the categorical and continuous

attributes from the dataset and applies different mechanisms to

prevent a privacy breach. The stratification technique is used

for categorical and continuous attributes that are redistributed

based on k-nearest-neighbor algorithms. The proposed approach is

claimed to be efficient in preventing the data from reidentification.

Kanwal et al. proposed multiple anonymization-based approaches

to preserve the privacy of health records. In (57), they proposed

a privacy scheme called horizontal sliced permuted permutation

to protect multiple records of data owners. They considered the

protection of multiple sensitive attributes by proposing 1: M MSA-

(p, l)-diversity approach (58). Furthermore, the authors proposed
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an anonymization technique with an access control mechanism for

hybrid healthcare cloud services. In all the studies, they evaluated

data privacy for various privacy attacks such as identity disclosure

attacks, membership disclosure, and sensitive attribute disclosures.

Jayapradha and Prakash (59) presented a privacy-preserving model

called f -slip that uses a frequency-slicing approach to protect

sensitive attributes. Sensitive attributes are correlated to maintain

the linking relationship during the anonymization process. Khan

et al. (60) used phonetic encoding and generalization approaches

for record linkage problems. The authors used phonetic encoding

for anonymizing textual data, and for categorical and numerical

attributes, the k-anonymization-based approach is utilized. Raju

and Naresh (61) proposed a distributed algorithm to merge the

datasets from different sources to maintain their privacy. To

preserve the privacy of the sensitive attributes, they proposed

a bucketization-based approach called (l,m,d)
∗

- anonymity. The

proposed approach anonymizes the data and transforms the data

into a sensitive attribute and quasi-attribute table.

Based on the in-depth literature study of the recently

published literature, most of the privacy-preserving models are

still using the k-anonymization-based approach. However, they

either use a private secure channel or a third-party anonymizer

for privacy-preserving data collection. This may lead to a possible

privacy breach. Hence, a k-anonymity-based privacy-preserving

protocol for data collection without a third-party anonymizer is

on demand.

3. Preliminaries

Various terminologies used in this study are introduced in

this section. The components of the proposed protocol such

as the data model, adversary model, and system architecture

are defined.

3.1. Data model

We assume that EHRs are generated periodically on the users’

devices. Out of the different attributes of personal healthcare

data, only the major attributes such as personal identifiers, QIs,

and sensitive attributes are considered in this article. Personal

identifiers are explicit attributes that unambiguously distinguish

a particular individual (e.g., social security number, name, IP

address, and phone number). Identifiers are generally removed in

the process of data collection and publication to avoid identity and

attribute disclosure.

QIs are common attributes that can be shared by more than

one data owners (e.g., age, sex, and zip code). Although they

cannot directly identify an individual, the combination of QIs

with publicly available datasets may breach privacy. In general,

generalization and suppression approaches are used to protect

QIs. Sensitive attributes (S) are details about a person that should

not be shared (e.g., diagnosis). Identification of an individual’s

sensitive information, along with the identity, is a serious privacy

breach. Hence, sensitive information is needed and protected with

top priority.

3.1.1. Definition 1: (Personal health data)
In personal health records table T, let H be a unique record in

the table and Hqi be one of the QIs, and Hsi be the single sensitive

attribute (S) of the particular record. The health data schema is then

defined as follows:

(
H

qi
1 ,H

qi
2 ,H

qi
3 , . . . ,H

qi
m ,H

si
)

wherem is the number of QIs for the record. In this article, a single

sensitive attribute problem is considered.

3.1.2. Definition 2: (Anonymization)
The term anonymization means protecting the identity. Hence,

it involves a process of transforming the original health records

to an equivalent less significant record. The original health record

table T is mapped with an anonymization function f to generate an

anonymized table T∗. Every record of t in T is mapped to a record

in T∗. The anonymized QI attribute QI∗ for every t in T∗ is then

defined as ti [QI] ≺ t∗i [QI].

3.1.3. Definition 3: (k-anonymity)
Apersonal health datasetT satisfies k-anonymity when a record

t of T
∗

is imperceptible from at least k-1 other records. It is given

by k ≤ N(t (QI)) for every record t ∈ T, N(t (QI)) – number of

records shares the same QI.

3.1.4. Definition 4: (Clustering-based
k-anonymity)

A personal health dataset T satisfies the clustering-based k-

anonymity (25) property if a set of clusters formed from n records

where each cluster consists of k records where k ≤ n.

3.1.5. Definition 5: (Equivalence class)
To create an equivalent class, at least k data owners’

anonymized records with related quasi characteristicsmust be used.

Let GE represent the collection of data owners k who are grouped

by the same anonymized quasi attributes QI
∗

. GE is an equivalent

group if and only if GE =
{
d|d [QI] = qi

}
and k ≤ GE, where d

represents an arbitrary data owner with quasi attribute d [QI ].

3.2. Adversary model

In privacy-preserving healthcare data collection context, there

could be a single data collector and multiple data owners.

Personal health data are generated by data owners (Definition

1). We assume that there are n data owners in the network and can

communicate with other data owners and the collector. The client

devices (e.g., medical sensors) at the data owner’s end perform

communication. The data owners collaborate with other clients not

only to protect their health data but also patients in the network.

The data collector collects anonymized health records from the

patients. In our protocol, the data collector is assumed to be a single

semi-honest collector in the network. A semi-honest entity in a
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network generally follows the protocols but sometimes breaches the

protocol to acquire more information. An attempt may be made to

learn more about a person by a semi-honest data collector. This

leads to identity disclosure.

A group of data owners who share the same quasi attributes

forms an equivalent group (Definition 5) satisfying the k-

anonymity and clustering-based k-anonymity model (i.e., at least

k data owners in an equivalent group). Table 2 shows the example

of an anonymity model that contains two groups with the value

of k = 3. The records in the equivalent group share similar quasi

attributes. The data owners interact with the data collector through

the equivalent groups. Thus, it protects the data from external

identity disclosure. Since the data owners share common quasi

attributes in an equivalent group, internal identity disclosure is

also protected.

An adversarial model is necessary to identify possible privacy

attacks in the system. In a privacy-preserving data collectionmodel,

an adversary could be a data collector and data owner. The data

collector is considered to be a malicious component in the network.

Therefore, giving the data collector access to the original records is

not appropriate. The clustering-based k-anonymity model ensures

anonymized data is submitted to the data collector. The data owner

can also be an adversary. An adversarial data owner generates

fake quasi attributes and gets added to a specific equivalent

group. During the random election of group representatives, if the

adversarial data owners are elected as the first and second leaders of

the group, then the sensitive attributes are disclosed. Such an attack

is called a leader collision attack (LCA).

3.3. Overview of the protocol

Initialization, leader election, and data collecting phases make

up the proposed data collection process. In the initialization

step, the data owners (patients) create QI attributes and provide

them to the data collector (without sensitive attributes). The data

collector applies the provided clustering-based k-anonymity model

to anonymize the health records. This results in the original QI

being equivalent to at least k-1 generalized quasi characteristics

(GQI). The appropriate data owners are then given the GQI and

the list of data owners. The data owners then create comparable

groupings that comply with the privacy policy.

In the leader election phase, members of an equivalent group

are assigned with unique numbers; then based on a random

number generation function, two leaders are elected for each

equivalent class. The first leader obtains each member’s hidden

sensitive attributes from the phase of data collecting that uses

sensitive values that are not real. The GQI and list of sensitive data

are then given to the data collector. Without actually possessing

sensitive information, the second leader gathers counterfeit

sensitive information. In order to obtain the anonymized dataset,

the data collector then executes intersection operations on the first

and second leader datasets. The proposed privacy-preserving data

collection protocol’s architecture is depicted in Figure 1.

The proposed approach additionally takes into consideration of

dynamic data owners who join or depart the equivalent class during

the anonymization process. Dynamic join or leave follows the

privacy requirement and ensures the required number of members

for each group.

4. Privacy-preserving healthcare data
collection protocol

Initialization, leader election, and data collection are the three

phases of the protocol. The anonymization network is organized

during the initiation phase, and the QI properties of the data

owners are generalized. Representatives from related groups were

chosen to serve as the leader during the election process. The

data collector is finally given access to the anonymized records

FIGURE 1

Privacy-preserving data collection protocol architecture.
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with quasi characteristics and sensitive attributes during the data

collecting phase. We also outline techniques for managing data

owners who join or leave the network on a dynamic basis.

4.1. Initialization phase

The anonymization network is set up by the initialization phase.

Data owners and data collectors are required to initialize their

attributes for the network. There are two algorithms proposed

for data owner initialization and data collector initialization. Data

owners initially transmit their QI attributes to the data collector

over the specified network. It should be highlighted that the data

owners do not send their sensitive qualities. Over time, the data

collector gets QI attributes from n data owners. Then the data

collector anonymizes the QI attributes based on any given privacy

model (37–40) to generate generalized quasi attributes (GQI). For

example, Table 1 shows the original health records of n (n = 6)

data owners that are sent to the data collector without the sensitive

attribute (e.g., diagnosis). Table 2 shows the anonymized version of

Table 1 with the value of k= 3.

The generated GQIs are distributed to the relevant data owners

together with a list of data owners who have common GQIs. The

list is then used by the data owners to connect with other data

owners who have the same GQI. Every data owner then verifies

their GQI with other data owners to form an equivalent group.

Equivalent groups should satisfy the privacy policy of at least k

data owner records present in every group. For example, Table 2

shows two equivalent groups that share the same GQI. The detailed

steps of initialization for the data owner and data collector are

shown in Algorithms 1, 2. Table 3 describes the symbols used in

the algorithms.

Algorithm 1 runs at the data collector end to receive the quasi

attributes from the data owners and to generate GQI based on any

given anonymization techniques. It then disseminates the GQIs to

the data owners. Algorithm 2 runs at the data owner’s end to send

the QIs to the data collector and to form equivalent groups based

on the received GQI.

Input: QI - Data owners quasi attributes, k -

privacy parameter

Output: GQI - Data collector’s generalized quasi

attributes

1: for each QI received from data owner Di do

2: insert QI into QIT

3: end for

4: GID= Group ID

5: while QIT 6= NULL do

6: anonymize QI to GQI w.r.t k

7: insert GQI into GQIT

8: GID = GID + 1

9: end while

10: return GQIT

11: return D list of data owners

Algorithm 1. Data collector—initialization.

4.2. Leader election phase

On the data owners’ side, equivalent classes are formed as

per the privacy requirement k. In the leader election phase, two

leaders are elected to represent the group and interact with the

data collector. Algorithm 3 shows the detailed steps for leader

election. First, the equivalent class members are counted. Then

the random() function is used to generate two random numbers

between 1 and the maximum number of members in the group.

First, the randomly generated userID is considered as the first and

second leader. Then we identified the energy and delay-less efficient

leaders by utilizing the firefly-based algorithm proposed by Sarkar

and Senthil Murugan (62). Firefly-based algorithm calculates the

Euclidean distance between the elected leader and the nodes in the

network then based on the distance metrics a firefly with cyclic

randomization is performed to select the best leaders from among

the groups. After every leader election, the leader table is updated.

This algorithm ensures a single data owner is selected as the first

and second leader. The elected leaders then transfer data to the data

collector in the data collection phase.

4.3. Data collection phase

The major task of the data collection phase is to collect

the anonymized personal health records from the data owners.

During the data collection initialization stage, QI attributes of

data owners are generalized by the data collector then equivalent

groups are formed on the data owners’ side. To avoid explicit

interaction of data owners with the data collector, group leaders

are elected in the leader election phase. The leaders of each

group are responsible for communicating QIs and sensitive

identifiers. There are two leaders elected, the first leader (L1)

is responsible to send the generalized QIs and multivalued

sensitive attributes (MSA). The members equivalent group sends

Input: GQIT from data collector, D list of data

owners

Output: GE - set of equivalent groups

1: for all d ǫ Di do

2: generate QI

3: send QI to the data collector

4: end for

5: receive GQIT, D from data collector

6: for all gqi ǫ GQIT do

7: if gqii == d(GQI) then

8: insert GQI into GE
i

9: continue

10: else

11: break

12: end if

13: end for

14: Get consent to add d in equivalent group GE
i

15: return GE

Algorithm 2. Data owner—initialization.
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TABLE 3 Symbols.

Symbols Description Symbols Description

QI Quasi identifier RGE Number of records in GE

QIT Quasi identifier table G Number of groups in anonymized dataset

GQI Generalized quasi identifier L1 First leader

GQIT Generalized quasi identifier table L2 Second leader

GID Group ID LT Leader information table

D Data owner UID Group member user ID

GE Equivalent group CSj Counterfeit sensitive information of L1

STR Sensitive information of L2 STj Number sensitive information in L1

AT Anonymized table Sj Sensitive attribute in final table AT

Input: GE- set of equivalent groups

Output: LT - Leader Table with their respective

group id GID

1: RGE - Number of records in an equivalent group GE

2: R1, R2 = Values ranging from 1 to RGE for every

GE
i ǫ GE

3: L1 = rand (R1, R2)

4: L2 = rand (R1, R2)

5: Calculate Euclidean distance between leader and

the group members

6: Identify the leaders by firefly cyclic

randomization (62)

7: if (L1 6= L2) then

8: insert L1, L2 into LT

9: insert respective GID into LT

10: end if

11: return LT

Algorithm 3. Leader election.

their anonymized records along with the multivalued sensitive

attribute to the first leader. The MSA is a combination of an

original sensitive attribute and n-1 counterfeit-sensitive attributes

(where n is the size of the equivalent group’s records). Hence,

the first leader cannot discern the sensitive attributes of others

in the group. Table 4 shows the example of the first leader

anonymized dataset. The members of an equivalent class send their

counterfeit sensitive attributes (CSA) (without the original sensitive

attribute) to the second leader (L2). Table 5 shows the example

of the second leader dataset that only contains CSA along with

the userID.

The data collector receives the datasets for the first and second

leaders from each equivalent group during the data collecting

phase. Elimination of counterfeit information from the first leader

dataset is another important process for data collectors. It is hard

for the data collector to identify the first and second leader datasets

of each equivalent class as it performs subtraction and aggregation

to eliminate the CSA from the dataset. The detailed steps of the data

collection phase are given in Algorithm 4.

TABLE 4 Anonymized data collection (first leader).

User ID Age Sex Weight Diagnosis

1,2,3 30–40 F 50–60 Gastritis, heart disease, pneumonia

F Flu, cancer, osteoarthritis

F Dyspepsia, gastritis, flu

4,5,6 55–65 M 65–75 Pneumonia, cancer, arrhythmia

M Flu, bronchitis, pneumonia

M Cancer, heart disease, gastritis

TABLE 5 Anonymized data collection (second leader).

User ID Diagnosis

1,2,3 Heart disease, pneumonia

Cancer, osteoarthritis

Gastritis, flu

4,5,6 Cancer, arrhythmia

Bronchitis, pneumonia

Heart disease, gastritis

4.4. Dynamic data collection phase

The data collection protocol is designed in a way that it can

consider data owners who join or depart the network dynamically.

Dynamic data owners have to be efficiently managed to avoid

any privacy breach to the network. The challenges with dynamic

data owners are when a dynamic data owner joins the network,

he/she should be placed in the appropriate equivalent group with

minimal information loss and when a dynamic data owner leaves

the network it should not affect the required privacy policy and

without any privacy breach. During dynamic join or leave, the

entire equivalent group needs to be reorganized, which incurs

huge computational costs. Hence, the greedy heuristic method is

proposed to efficiently handle dynamic data owners.
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Input: L1- Dataset, L2 - Dataset, GQIT

Output: AT - Anonymized Table

1: g = number of groups

2: UID = user id of group gi

3: CSj = counter sensitive attribute of L1i at

column j

4: STR =sensitive information of L2i of a

particular UID

5: STj = number of QIs in L2

6: Sj = sensitive attribute after removing

counterfeit information

7: for i = 1 to g do

8: for j = 1 to STj do

9: if CSj = = STj then

10: Sj = CSj − STj

11: insert Sj to AT

12: end if

13: end for

14: end for

15: return AT

Algorithm 4. Data collection.

4.4.1. Dynamic join
When dynamic data owners try to join the network, they

transmit the data collector their QI attributes. The data collector

considers the QI attribute as a dynamic join request and

finds appropriate GQI from the existing GQIT to minimize

the information loss. The new data owner is then added to

the particular equivalent group who the share same GQI. The

representatives (the first leader and the second leader) and group

members are then notified about the new member in the group

along with the modified GQI. Thereafter, the new data owner

is considered for anonymization and GQI communication in

the network.

4.4.2. Dynamic leave
Data owners may leave the network due to unforeseen

situations like power failure, system failure, and network failure.

In such situations, a data owner leaves the network dynamically.

It should be handled efficiently without breaching privacy. Each

equivalent class consists of k or more data owners based on the

privacy requirement. When a data owner departs the network, the

corresponding equivalent class will be updated as per the number

of remaining data owners to maintain the k-value for privacy. After

the dynamic leave if the number of data owners is less than k, then

the members of the equivalent group should be released to form

a new group; otherwise, privacy would be breached. If a dynamic

leave does not affect the minimum k-value of the group, then no

specific handling is required as it is still within the privacy policy.

But if the data owner who left is the first or second leader, then the

leader election process should be carried out to elect new leaders.

Dismantling an existing equivalent group to form new groups

during a dynamic leave is a heavy computational process. In the

proposed protocol, such situations are handled by enforcing a

threshold time limit. Dynamic leave of a data owner may be

temporary or permanent. In temporary leave, the data owner

rejoins the network within a particular time period, whereas, in

permanent leave, the data owner will not join the network for

further process. Hence, the threshold time is enforced to wait

for any temporary leave data owner to rejoin. This reduces the

computation cost as there is no further process required. If a data

owner cannot rejoin within the time limit, then the members of

the group will be released and a new group is formed based on

the available data owners by satisfying the k-value and new leaders

are elected. Thus, the dynamic leave of a data owner is efficiently

handled in the protocol without a privacy breach.

5. Experiments

We evaluate our protocol in terms of computational complexity

with respect to CSA elimination. In our privacy-preserving data

collection protocol, we evaluate the computational complexity

of the data collection phase only. The initialization and leader

election phase has a complexity similar to traditional centralized

anonymization techniques. Hence, the performance of the

proposed protocol can be evaluated through CSA elimination of

the data collection phase.

5.1. Experimental settings

The algorithms are implemented in Python programming and

executed on Quad-Core Intel i7 at 2.2 GHz with 16 GB of RAM

running Mac OS 10.15.3. We experimented our protocol on real-

world public available datasets: the adult (63) and the informs (64).

5.2. Experimental analysis

The efficiency of the protocol in real-world datasets is analyzed

in this section. First, the analysis is done with the adult dataset.

There are 32,561 records with 14 attributes available in the adult

dataset. The attributes “salary” and “occupation” are considered

sensitive attributes. The sensitive attributes are merged as a single

attribute “occupation-salary”; thus we increased the number of

sensitive attributes to 30. It should be noted that our protocol

does not consider multiple sensitive attributes. The computational

complexity of the protocol is evaluated with the number of sensitive

attributes (s) vs. time taken (in ms) by the protocol to eliminate

the CSA. Figure 2 shows the computational complexity of the adult

dataset with s as the x-axis and computational complexity (ms) as

the y-axis. It is observed from the graph that the computational

complexity increases with the number of sensitive attributes the

protocol has to deal with is increased. Since the model deals with

fewer sensitive attributes, the overhead seems to be stable with a

slight increase in the s value.

The informs demographic dataset consists of 102,581 records

and has 18 attributes. We consider “income” as the sensitive

attribute and the domain size is 23,784. Figure 3 illustrates the

computational complexity of the informs dataset. It is observed

that the counterfeit elimination with larger domains incurs

more overhead to the protocol. In the graph, the computational
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FIGURE 2

Computational complexity on the adult dataset.

FIGURE 3

Computational complexity on the informs dataset.

FIGURE 4

Computational complexity vs. record size.

complexity constantly increases with the size of the sensitive

attributes (s) in the network. Figure 4 illustrates how the informs

dataset’s computing complexity varies depending on the number

of sensitive features. It is understood from the graphs that

computational overhead increases with the size of the dataset and

the domain size. The rise is caused by the volume of fake sensitive

qualities that must be addressed.

FIGURE 5

Performance evaluation of the proposed system.

5.3. Performance evaluation

The performance evaluation of the proposed study is compared

with similar studies conducted by Kim and Chung (65) and Sajjad

et al. (48). Figure 5 compares the performance of the proposed

protocol with the state-of-the-art literature (experiments on the

adult dataset). It is observed that the proposed protocol has

considerably minimized the computational complexity. It is due to

the slight changes in the CSA elimination where the distinct rows

are compared instead of the whole dataset.

6. Discussion

This section outlines potential attacks on the suggested protocol

as well as the measures the protocol uses to defend against them.

We also discuss other important issues in the protocol such

as leader collision mitigation and determination of CSA count.

Furthermore, we discuss the complexity analysis and data utility of

the protocol.

6.1. Internal and external identity disclosure
attacks

When a legitimate member in the anonymization network

tries to determine a person’s identity, internal identity disclosure

occurs. In our protocol, we consider a data collector as an

adversary who seeks to gain more information about an individual.

The adversary may target an individual to discern the sensitive

attribute and to try to distinguish through the combination

of quasi attributes. We employ a clustering-based k-anonymity

(40) privacy model to anonymize personal health records that

prevent identity disclosure. Clustering-based k-anonymity model

generalizes the quasi attributes and forms clusters that contain

at least k records each. As a result, the probability of identity

disclosure is limited to 1/k or less. Although the adversarial data

collector has access to the generalized quasi attributes and sensitive

attributes, the clustering-based k-anonymity policy makes internal

identity disclosure nearly impossible.
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External identity disclosure can happen when the data is

transmitted using the given network. A practical data transmission

environment is considered in the protocol, so it is necessary

to add headers to the microdata. Our proposed protocol avoids

direct connection between the data owner and collector in order

to protect the external identity exposure, and instead relies on

representatives (such as group leaders) to deliver the data to the

data collector. Since all data owners in an equivalent group share

the same generalized quasi attributes and the sensitive attributes

are covered by a list of CSA, the group leaders are unable to

determine who the data owners are. In addition to the original

sensitive property, every record in the first leader dataset also

contains at least k-1 CSA. This ensures that the representative’s

identity disclosure does not exceed 1/k.

6.2. Leader collision mitigation

Leader collision is a privacy attack where the elected

representatives are adversarial data owners and attempt to discern

sensitive information. In the leader election phase, each equivalent

group elects two leaders. The first leader gathers the sensitive

attribute along with the CSA. The second leader collects the CSA

without real sensitive attributes and QIs. In an equivalent group if

a single data owner is elected as the first and second leader, then

the sensitive attributes can be discerned through the elimination

of second leader sensitive attributes from the first leader dataset.

In the proposed protocol, we verify the elected leaders’ userIDs to

make sure they are of a single data owner. Algorithm 3 shows the

steps to elect different data owners as representatives.

Another type of LCA is identified by Sajjad et al. (48).

Adversarial data owners may join the network by generating fake

quasi attributes. They intend to be grouped under a particular

equivalent group and try their chance to be elected as the group

leaders. If both first and second leaders are elected from the

adversarial data owners, they can collaborate and discern the

sensitive attribute. This type of attack is called LCA. In our

proposed protocol, we utilized firefly with a cyclic randomization

algorithm (62) to elect the leaders. First, the number of data

owners and their userIDs (index values) are collected, and based

on the minimum andmaximum index values, the random function

generates two different userIDs. The generated userID is then

considered the first and second leader for that specific data

collection phase. The leader information is then stored in the leader

information table for further verification.

6.3. Determination of counterfeit sensitive
attribute count

Counterfeit sensitive attributes play an important role in

protecting the sensitive attributes of the equivalent group. Similar

privacy preserving data collection studies (48, 65) proposed the

method of adding CSA to the anonymization network. However,

the number of CSA to be added to the original sensitive attribute

is not specified. It is important to determine the number of CSA

required to protect the sensitive attribute in the anonymization

network. In our protocol, we determine the count of CSA based

on the privacy parameter k. It is proved from the k-anonymity-

based privacy model that the identity can be disclosed only at

the probability of 1/k. So, we consider the privacy parameter k as

the count of CSA along with the actual sensitive attribute. Hence,

the sensitive attribute of each data owner is protected and the

probability to disclose the sensitive attribute is not >1/k. In our

protocol, the privacy parameter value k is shared with every data

owner as the CSA count. Each data owner generates k-1 counterfeit

attributes to be added with the real sensitive attributes. To improve

the quality of CSA, semantic diversity (66) among the sensitive

attributes can be pitched in.

6.4. Complexity analysis

The complexity of the proposed protocol can be analyzed for

the three phases of the data collection protocol: initialization, leader

election, and data collection phase. The data owner’s initialization

phase comprises QI generation, submission, and GQI validation

tasks. Let Ctgen, Ctsub, and Ctval be the complexity of the three

tasks. QI generation is the basic operation of the data owner, the

cost Ctgen is in O (1) where the QI is generated at a constant time.

The complexity of Ctsub is in O (1) where each data owner can

submit the QI at a given time. Ctval is in O
(
k
)
where k is the

number of records in each equivalent group. In the data collector’s

initialization phase, the major tasks are QI generalization and QI

distribution. Let Ctanon and Ctdist be the cost of the two tasks.

Ctanon is the cost of the anonymization technique that is adopted

in the protocol. In traditional k-anonymity models, the cost of

anonymization is NP-hard with complexityO(n2). In our proposed

protocol, we adopted a clustering-based k-anonymity model so the

costCtanon is inO
(
n2

k

)
. The distribution costCtdist is inO(n) where

n is the number of data owners in the network. The total cost of the

data collector at the initialization stage is inO
(
n2

k

)
+O (n). Leader

election is another trivial task, the cost of Ctelec is in O (u), where u

denotes the users in the network. In an equivalent group, Ctelec is in

O
(
k
)
, where k is the records in the equivalent class.

In the data collection phase, the elimination of CSA from the

first leader dataset using the dataset of the second leader is a major

task. The CSA values obtained from the second leader dataset are

required to be compared with anonymized records of the first

leader dataset. Let s be the sensitive attributes in an equivalent

group then the number of sensitive attributes in a group is k×s. The

list of CSA in the dataset is k×s−1. If g is the number of equivalent

classes, then the cost of CSA elimination is O(g · k2 · s2). In our

protocol, counterfeit elimination is carried out by comparing the

CSA only with distinct sensitive attributes. Hence, the cost of CSA

elimination is restricted to O(kds) where d denotes the sensitive

attribute domain size.

6.5. Data utility

In the process of anonymization, the original dataset tends

to suffer from poor data utility. The data utility is generally

measured through various information loss metrics. Likewise, a
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dataset with minimum or no information loss may leak privacy.

Hence, it is important to maintain the trade-off between privacy

and data utility. In our protocol, the anonymization process is

carried out only during the initialization phase. The QI attributes

are anonymized by the data collector through a utilized clustering-

based k-anonymity model (53) that forms clusters as the equivalent

groups with k or more records in each group. Thus, data utility

is inherited from the adopted privacy model. Furthermore, our

protocol can adopt any k-anonymity based privacy model. The

information loss and data utility are based on the chosen privacy

model. Hence, in this study, we did not present the results

of the information loss as our protocol is independent of the

privacy model.

6.6. Healthcare data security analysis

Beyond privacy protection, it is also essential to secure

healthcare data from unauthorized access and disclosure (67). The

potential security threats to a healthcare system are covered in

this section.

Due to the requirements of the legal, ethical, and medical

domains, healthcare data must be protected from unauthorized

access and disclosure (68). To protect health information,

three data security techniques are widely in use; they are

cryptographic security, blockchain based security, and network

security. Cryptography is the most commonly used technique

to protect data from unauthorized access, tampering, and an

interception. Data encryption plays a major role in protecting

data. Qiu et al. (69) proposed a selective encryption algorithm to

secure healthcare data sharing with fragmentation and dispersion

techniques. This algorithm ensures data safety even when the

cloud servers and keys are compromised. Blockchain based

security techniques are popular because of their unhackable

distributed ledger and smart contracts. Zhuang et al. (70)

proposed a blockchain model to protect patient records from

unauthorized access and disclosure. The blockchain properties such

as immutability, smart contract, and distributed ledgers ensure data

consistency, quick access, and patient authorization. The network

is another essential part of the healthcare domain that needs proper

security to avoid eavesdropping, intrusion, and tampering attacks.

Most healthcare systems employ IoT, wireless networks, and body

area networks. So appropriate network security is required to

protect the data transferred between the data owner and the

collector (71–73).

7. Conclusion and future work

In this article, we presented a privacy-preserving healthcare

data collection protocol. The state-of-the-art privacy-preserving

data collection models, coerce strict assumptions such as secure

private channels or third-party anonymization between the data

owners and the collector. The proposed protocol eliminates such

assumptions and offers anonymous data collection through the

elected representatives among the data owners. The protocol

is efficient in tackling internal and external identity disclosure

through an adopted clustering-based k-anonymity model. We

proposed solutions for possible collisions among the elected

representatives within the equivalent group. We also proposed a

new efficient method to add CSA to protect the real sensitive

attributes. Furthermore, dynamic data owners are efficiently

handled in the protocol by a greedy heuristic method. Through

extensive experimental analysis, we proved that our protocol incurs

considerably minimum computational complexity compared with

state-of-the-art techniques. This makes our protocol more suitable

for collecting huge amounts of healthcare datasets without privacy

breach. Our protocol is built to accommodate any k-anonymity-

based privacy models; hence, the data utility can be optimized as

per the requirement.

We intend to conduct several future studies to address the

limitations of this study. First, we would like to focus on

minimizing the other privacy risks such as attribute disclosure,

membership disclosure, and similarity attacks. Currently, our

study is focused mainly on protecting personal data from identity

disclosure. Considering other privacy attacks would make our

protocol more robust for healthcare data collection. Second, we

would like to employ anonymization techniques other than k-

anonymity such as bucketization and anatomy to enhance the data

utility of the protocol.
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Recent years have seen remarkable progress of learning-based methods

on Ultrasound Thyroid Nodules segmentation. However, with very limited

annotations, the multi-site training data from di�erent domains makes the

task remain challenging. Due to domain shift, the existing methods cannot be

well generalized to the out-of-set data, which limits the practical application

of deep learning in the field of medical imaging. In this work, we propose

an e�ective domain adaptation framework which consists of a bidirectional

image translation module and two symmetrical image segmentation modules.

The framework improves the generalization ability of deep neural networks

in medical image segmentation. The image translation module conducts the

mutual conversion between the source domain and the target domain, while

the symmetrical image segmentation modules perform image segmentation tasks

in both domains. Besides, we utilize adversarial constraint to further bridge the

domain gap in feature space. Meanwhile, a consistency loss is also utilized to

make the training process more stable and e�cient. Experiments on a multi-site

ultrasound thyroid nodule dataset achieve 96.22% for PA and 87.06% for DSC in

average, demonstrating that our method performs competitively in cross-domain

generalization ability with state-of-the-art segmentation methods.

KEYWORDS

thyroid nodule segmentation, thyroid nodule classification, domain adaptation,

ultrasound image processing, medical image segmentation

1. Introduction

According to global Cancer statistics 2020 (1), thyroid cancer has become one of

the fastest-growing cancers in the past 20 years, ranking in 9th place for incidence.

Early symptoms manifest as thyroid nodules, and then as the disease progresses, patients

gradually feel pain. If not promptly detected and treated in the early stage, thyroid cancer

can cause significant harm to patients and even be life-threatening. Therefore, early and

accurate assessment is of crucial importance for improving the chances of cure and survival

for patients.

In thyroid diagnosis, ultrasound imaging technique (2) has become the preferred

imaging modality due to many advantages such as convenience, good reproducibility, and

low cost (3, 4). Usually, radiologists diagnose patients base on the ultrasound characteristics

of the images, which requires physicians to have rich experience and superb technology.

With the increasing number of thyroid patients year by year, the current demand for

radiologists is increasing so fast that it is no longer sufficient to rely on manual diagnosis

to meet the needs of society.
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Since machine learning and deep learning (5) pervade medical

image computing, they are becoming increasingly critical in the

medical imaging field, including medical image segmentation (6–

12). Leveraging learning-based techniques, multiple novel methods

have been proposed to conduct medical image segmentation

tasks. Compared with traditional mathematical morphology-based

methods, learning-based ones have achieved impressive results.

In practice, however, there remain several challenges for deep

learning-based methods. One salient problem is that deep learning

lacks generalization capability, resulting in models trained on data

from one site can not achieve good results on the data from other

sites. This is because the ultrasound images from different sites

show discrepancies in appearance and contrast due to different

imaging protocols, examination equipment and patient groups,

which is called domain shift. Due to the existence of domain shift,

the model obtained only through deep learning methods cannot be

adapted to different sites. In addition, since it is difficult to label

medical data, most medical centers still maintain a state where it is

difficult to use deep neural network algorithms.

Domain adaptation (13) is a valid approach to address the

domain shift problem. The core task of domain adaptation is to

tackle the differences in probability distribution between the source

domain and the target domain by learning robust knowledge.

Existing researches on domain adaptation for medical imaging

can be divided into two categories. The first category aims at

the feature transfer (14). It learns transferable and discriminative

features across different domains (15, 16). Specifically, it maps

features from source and target domains to the same distribution

via certain transforms (17). The second category aims at the

model transfer (17). It learns transferable models by fine-tuning

or other methods in the target domain (18, 19). One widely-used

example is transferring parameters from the pre-trained model on

ImageNet (20) to other tasks. Those two categories can greatly

improve the generalization capacity of deep learning-based model

by dealing with the domain heterogeneity. However, these methods

still suffer from certain limitations. First, many methods inevitably

require a few labeled target data for fine-tuning. This restricts their

performance to unsupervised scenarios. Meanwhile, medical image

annotations often require considerable efforts and time. Second, as

for model transfer, dataset bias (21) deteriorates the transferring

performance. Namely, when the source domain, e.g., ImageNet,

differs too much from the target domain, e.g., medical images, this

method achieves only average performance. Third, these methods

only perform monodirectional domain shift, namely, source to

target. Therefore, the image translation functions may lead to

undesirable distortions.

In this paper, we propose a domain adaptation framework

for medical image segmentation. Our architecture is composed

of image translation module and image segmentation module.

Medical images from different domains have different styles at

the pixel level, and the rule also applies to our source and target

domain. Inspired by Cyclegan (22), we use the image translation

module to realize the translation between the source domain

and the target domain, and guide the process with a pixel-level

adversarial loss. Apart from pixel-level alignment, the alignment of

semantic features also has a great impact on image segmentation

tasks. Therefore, we further unify the style of latent vectors drawn

from the segmentation network, and guide the process with a

feature-level adversarial loss. The domain gap is well bridged

through two-step alignment on both the pixel and feature level.

Our segmentation module is constructed into two symmetrical

parts to realize the task of segmentation in both the source and

target domain, respectively. In each branch, we utilize Efficientnet

(23), with strong feature extraction capabilities, to extract deep

semantic features and build an image segmentation network based

on the encoder-decoder structure. In order to enhance the feature

fusion ability and improve the segmentation performance, we use

the hybrid channel attention mechanism to concat the features

between the encoder and the decoder. Ultimately, considering that

the segmentation results from the two branches of the same image

should be consistent, we introduce the segmentation consistency

loss to further guide the unlabeled branch in an unsupervised

manner. In short, our main contributions and novelty of the paper

could be summarized as follows:

(1) We propose a domain adaptation framework for medical

image segmentation which can narrow the domain

gap between different data and effectively improve the

generalization ability.

(2) We apply multi-level domain adaptation to simultaneously

bridge the domain gap on both pixel-level and feature-level

through adversarial learning, and obtain better adaptation

results.

(3) Considering the invariance of the segmentation results

of the same target in the domain adaptation process,

we implement bidirectional symmetric awareness through

segmentation consistency loss to further improve the stability

and performance of our model.

1.1. Related works

1.1.1. Medical image segmentation
To tackle the medical image segmentation problem, traditional

segmentation methods focus on the contour, shape and region

properties of thyroid nodules (24–28), while mainstream

researchers now focus more on deep learning-based methods.

Wang et al. (6) apply multi-instance learning and attention

mechanism to automatically detect thyroid nodules in three stages,

the feature extraction network, the iterative selection algorithm,

and the attention-based feature aggregation network. Peng et al.

(7) propose an architecture that combines low-level and high-level

features to generate new features with richer information for

improving the performance of medical image segmentation. Zhang

et al. (8) propose a multiscale mask region-based network to detect

lung tumors, which trains multiple models and acquires the final

results through weighted voting. Tong et al. (9) propose a novel

generative adversarial network-based architecture to segment

head and neck cancer. This method uses the shape representation

loss and 3D convolutional autoencoder to strengthen the shape

consistency of predictions of the segmentation network. Similarly,

Trullo et al. (10) propose to use distance-aware adversarial

networks to segment multiple organs. This method leverages the

global localization information of each organ along with the spatial

relationship between them to conduct the task. Li et al. (11) utilize

the widely-anticipated transformer to process the medical image.
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This method applies squeezed and expanded attention blocks to

encode and decode features extracted from CNN. Also, inspired by

transformer, Cao et al. (12) propose to conduct image segmentation

using a modified transformer-based architecture to improve the

performance by combining global branch and local one.

1.1.2. Domain adaptation for medical image
analysis

As a promising solution to tackle domain heterogeneity

among multi-site medical imaging datasets, domain adaptation has

attracted adequate attention in the field. He et al. (29) propose

to conduct the domain shift procedure using adversarial network.

This method uses a label predictor and a domain discriminator

to draw the domain distance closer. Li et al. (18) propose a

modified subspace alignment method to diminish the disparity

among different datasets, which aligns the sample points from

separate feature spaces into the same subspace. Zhang et al. (30)

propose the task driven generative adversarial networks to transfer

CT images to X-ray images by leveraging a modified cycle-GAN

sub-structure with add-on segmentation supervisions to learn the

transferable knowledge. Chen et al. (31) propose an unsupervised

domain adaptation framework, utilizing synergistic learning-based

method to conduct domain translation from MR to CT. Ahn et

al. (32) propose an unsupervised feature augmentation method. In

this method, image features extracted from a pre-trained CNN are

augmented by proportionally combining the feature representation

of other similar images. Yoon et al. (33) propose to mitigate

dataset bias by extending the classification and contrastive semantic

alignment (CCSA) loss that aims to learn domain-invariant

features. Dou et al. (34) propose to tackle the domain shift by

aligning the feature spaces of source and target domains by utilizing

the plug-and-play adaptation mechanism and adversarial learning.

Perone et al. (35) propose to conduct domain adaptation in

semi-supervised scenarios. Containing teacher models and student

models, this method leverages the self-ensembling mechanism to

improve the generalization of the models. Gao et al. (36) propose

a lesion scale matching approach to use latent space search for

bounding box size to resize the source domain images and then

match the lesion scales between the two disease domains by

utilizing the Monte Carlo Expectation Maximization algorithm.

Kang et al. (37) propose intra- and inter-task consistent learning,

where task inconsistency is restricted, to have a better performance

on all tasks like thyroid nodule segmentation and classification.

Gong et al. (38) design a thyroid region prior guided feature

enhancement network (TRFEplus) for the purpose of utilizing

prior knowledge of thyroid gland segmentation to improve the

performance of thyroid nodule segmentation.

2. Materials and methods

2.1. Data acquisition

Our ultrasound thyroid nodule datasets consist of three domain

data collected from different patients in different medical centers

with different ultrasound systems. The first two datasets are private

datasets, which contain 936 and 740 images, respectively, while the

third dataset is the public dataset DDTI (39) containing 637 images.

2.2. Method overview

In this work, we aim to build a segmentation network with

remarkable cross-domain generalization ability. Specifically, given

a labeled dataset XS = {xs}
NS
s=1 in source domain and an unlabeled

dataset XT = {xt}
NT
r=1 in target domain, where NS and NT

denote the number of images, we assume that they obey the

marginal distributions PS(xs) and PT(xt). The domain adaptation

problem can be defined as mapping XS and XT to corresponding

latent spaces via FEncS :XS → ZS, F
Enc
T

:XT → ZT , respectively.

The representations ZS and ZT are desired to obey the same

distribution, so that ZS ≈ ZT . Consequently, we present a novel

bidirectional symmetric segmentation framework, as is shown in

Figure 1. Designed to close the domain gap on both the pixel level

and feature level, our framework is divided into one bidirectional

image translation module and two symmetric image segmentation

modules. At the pixel level, we introduce the image translation

module, i.e., GS→T and GT→S, where GS→T translates images

from source domain to target domain while GT→S performs

image translation inversely. Considering of the fact that semantic

information has a more profound impact on image segmentation,

we propose to unify the style of latent vectors drawn from the

segmentation network on the feature level. Given xt and xs→t ,

the segmentation module is utilized to encode them into latent

codes zt and zs→t . And an adversarial discriminator is utilized

to close their domain gap, encouraging them to obey the same

distribution. Consistent with the bidirectional translation module,

we introduce two symmetrical segmentation branches, i.e., FS
and FT , to respectively achieve segmentation in the source and

target images. In each branch, the Efficientnet (23) and the hybrid

channel attentionmechanism are introduced to enhance the feature

extraction and fusion capability of our segmentation modules.

Besides, the segmentation results of xt and xt→s should be the

same because they represent the same content information. The

rule also applies to the relationship between xs and xs→t . Therefore,

we introduce the segmentation consistency loss to further guide

the network.

2.3. Network architecture

2.3.1. Translation module
The image translation modules are designed to close the

domain gap on both the pixel and feature level. Each module

consists of one encoder network and the corresponding decoder

network. As is shown in Figure 2, the source image is first fed

into the encoder to generate the latent codes, which is then

decoded into generated image by the decoder. The process also

applies to the translation of target image. Besides, the 8-layer

residual blocks are utilized to improve the network’s learning

ability. The encoder consists of one convolution block mapping

image to high-dimension space, two downsampling convolution

blocks with stride 2 and residual blocks. In terms of the decoder, we
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FIGURE 1

Illustration of our network architecture. We design a bidirectional translation module to respectively generate xt→s and xs→t. We introduce adversarial

loss to unify the style of translated and target domain on both the pixel and feature level. Then we utilize two symmetrical segmentation modules,

i.e., FS and FT , to respectively achieve segmentation in two domains. SoftDice loss and segmentation consistency loss are proposed to further

conduct the network.

FIGURE 2

Illustration of one translation module architecture. The input is the image x of source or target domain and the output is the translated image. Conv:

convolution layer, Deconv: deconvolution layer, Tanh: Hyperbolic Tangent.

utilize two trainable deconvolution layers instead of the traditional

upsampling blocks to improve the translation performance.

2.3.2. Segmentation module
Based on the image segmentation framework UNet, our

segmentation modules adopt the EfficientNet-B0 as feature

extraction network, also the hybrid attention mechanism to

enhance the expression ability of fusion feature and further

improve the segmentation performance. The architecture of our

segmentation modules is shown in Figure 3. We construct the

modules with an encoder-decoder architecture, where the encoder

is utilized to extract multi-scale feature maps while the decoder

translates the low-resolution feature maps back into images

of original size. The EfficientNet-B0 module in the encoder

mainly uses the Mobile Inverted Bottleneck convolution layer

to extract features related to the target, and alternately uses

the MBConv modules with different convolution kernel sizes

to expand the receptive field. To make full use of the location

information contained in the shallow features, we integrate the

skip connection mechanism into the encoder-decoder architecture

to fuse the shallow features from encoder and the deep features

from decoder. After that, we feed the fusion feature into the

channel attention module and the spatial attention module,

respectively, to obtain the feature maps whose channel and

spatial semantic information are calibrated. By adding the two

calibrated feature maps, new features with global dependence come

into being.

Frontiers in PublicHealth 04 frontiersin.org115

https://doi.org/10.3389/fpubh.2023.1055815
https://www.frontiersin.org/journals/public-health
https://www.frontiersin.org


Ma et al. 10.3389/fpubh.2023.1055815

FIGURE 3

Illustration of the segmentation module architecture. The input is the original images or the ones translated by image translation module, and the

output is the segmentation result. The encoder adopts E�cientNet-B0 as the feature extraction skeleton. In the decoder we incorporate the hybrid

attention mechanism and skip connection mechanism.

2.4. Loss functions

2.4.1. Image translation loss
As is discussed above, we utilize the image translation

modules to bridge the domain gap on both the pixel and feature

level. The discriminators incorporated denote two feature-level

discriminators (D
feat
S and D

feat
T ), and two pixel-level discriminators

(D
pix
S and D

pix
T ). Take the source domain discriminators for

example, theD
feat
S is adopted to narrow the gap between the feature

map of the source image xs and the translated image xt→s, while the

D
pix
S is adopted to close the gap on the pixel level. The adversarial

losses of source domain are shown as follows.

Ladv
S = E

[
− log

(
1− Dfeat

S (xt→s)

)]
+ E

[
− log

(
Dfeat
S (xs)

)]

+ E

[
− log

(
1− D

pix
S (xt→s)

)]
+ E

[
− log

(
D
pix
S (xs)

)]
.

(1)

Similar to the source domain adversarial losses, the adversarial

losses of target domain are shown as follows.

Ladv
T = E

[
− log

(
1− Dfeat

T (xs→t)

)]
+ E

[
− log

(
Dfeat
T (xt)

)]

+ E

[
− log

(
1− D

pix
T (xs→t)

)]
+ E

[
− log

(
D
pix
T (xt)

)]
.

(2)

Besides, we introduce the cycle-consistency loss (22) to further

conduct the translation module. Explicitly, if we feed the image xs
to GS→T and then to GT→S, the result obtained should be the same

as the original image xs. The rule also applies to the image xt . The

cycle-consistency loss is shown as follows.

Lcycle
= E [‖GT→S (xs→t) − xs‖1]+ E [‖GS→T (xt→s) − xt‖1] .

(3)

Moreover, we also adopt an identity mapping loss (22) to

prevent the generators from producing undesired results. For

instance, the result of feeding the image xs to GT→S should be

indistinguishable from the original input xs. The loss is shown as

follows.

Liden
= E [‖GT→S (xs) − xs‖1]+ E [‖GS→T (xt) − xt‖1] . (4)

2.4.2. Segmentation loss
The segmentation modules are divided into two parts to

realize image segmentation in the source and target domain,

respectively. Since the source domain image xs is labeled, we train

the segmentation process of xs and xs→t in a supervised manner.

We utilize Dice loss as the supervised loss, which is defined as

follows.

Lseg
= LDICE (FS (xs) , GT) + LDICE (FT (GS→T (xs)) , GT) . (5)

In terms of the target domain image xt which is unlabeled,

we train its segmentation process in an unsupervised manner and

propose a consistency loss, which is shown as follows.

Lconsis
= LDICE (FT (xt) ,FS (GT→S (xt))) . (6)

Our consistency loss aims at guide the unlabeled branch with

the supervised networks in labeled branch.

The overall loss function is defined as follows:

L = λadv

(
Ladv
S + Ladv

T

)
+ λcycle L

cycle
+ λiden L

iden
+ λseg L

seg

+λconsis L
consis , (7)

Where the hyper-parameters λadv, λcycle, λiden, λseg , λconsis
denote the weight of each term.
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2.5. Metrics

In the task of medical image segmentation, each pixel in

the image can be divided into Positive, which means that exact

area belongs to Thyroid Nodule, and Negative with the opposite

meaning. For any image segmentation method, there would

be TruePositive, TrueNegative, FalsePositive and FalseNegative

representing 4 types of relationship between the result and the

ground truth, denoted by TP, TN, FP, FN. To verify how well our

method can tackle the medical image segmentation problem, the

following evaluating metrics are utilized.

Pixel Accuracy(PA): The most commonly utilized metric in

image segmentation task. It can be seen as the accuracy in pixel

level, defined as the percentage of the correctly predicted pixels in

total pixels. Formally, PA is defined as follows.

PA =
TP + TN

TP + FP + FN + TN
. (8)

Dice Similarity Coefficient(DSC) (40): Another wildly utilized

metric in image segmentation problems. It can be used to evaluate

the similarity of two groups, which represent predict result and

ground truth in this situation. Formally, DSC is defined as follows.

DSC =
2TP

FP + 2TP + FN
. (9)

True Positive Rate(TPR): Defined as the percentage of the

correctly predicted pixels of positives in total positive pixels given

by ground truth. In this case it can represent the ability of detecting

positive area, thus known as Sensitivity. Formally, TPR is defined as

follows.

TPR =
TP

TP + FN
. (10)

True Negative Rate(TNR): Defined as the percentage of the

correctly predicted pixels of negatives in total negative pixels given

by ground truth. In this case it can represent the ability of not being

confused by negative area, thus known as Specificity. Formally,

TNR is defined as follows.

TNR =
TN

TN + FP
. (11)

3. Experimental results and discussion

3.1. Implementation

3.1.1. Data processing
Considering that each image frame contains unnecessary text

which would affect the image segmentation performance, we

only preserve the part with content information and remove the

remaining. After that, we unify the size of the cropped image to

400*400. From each dataset, we randomly choose 200 images as the

test set, others as the train set.

3.1.2. Training details
During the training process, in order to ensure that our

network can work effectively, we optimize our network step by step.

The whole process is divided into three steps. Firstly, the image

translation module is trained with adversarial loss to get optimized

GS→T and GT→S. Then given the inputs xs and GS→T(xs), we

train source domain segmentation network FS and target domain

segmentation network FT , respectively in a supervised manner.

Finally, under the constraint of the total loss L, we carry out a more

refined optimization of the whole network. In the training process,

we set λadv = λcycle = λiden = 1, λseg = 10, λconsis = 2. The whole

experiment is carried out with four 1080Ti.

3.1.3. Comparison methods
We compare our network with the following state-of-the-art

methods: DeepLabV3 (41), PSPNet (42), FPN, PAN (43), and

TRFEplus (38).

3.2. Ultrasound thyroid nodule
segmentation

We carry out the experiment of ultrasound thyroid nodule

segmentation to evaluate our proposed method. Three ultrasound

thyroid nodule datasets with annotations are labeled as domain1,

domain2, and domain3, respectively. Each time we select two

of them, one of which is used as the source domain and the

other is used as the target domain, then 6 sets of experiments

are conducted.

We compare our method with several state-of-the-art

methods using the four evaluating metrics above to compare

the performance. For all the compared methods, we carry out

comprehensive data augmentation to improve their generalization

ability. Besides the commonly used geometric transformations,

we also introduce noise, blur, occlusion, etc. to improve their

performance as much as possible. Meanwhile, we exclude any

data augmentation strategy in our method and only employ the

domain adaptation architecture. For our method, we conduct two

sets of experiment, one of which is applying data augmentation

to our segmentation module only (namely SegM+AUG), and the

other is our proposed domain adaptation framework. It should

be noted that we exclude the data augmentation strategy from

the latter scheme because the data augmentation will change

the style of images and thus influence the translation process on

pixel level.

Utilizing the metrics mentioned in Section 2.5, the results are

presented in Tables 1–7. As can be seen from the tables, our method

performs more favorably against other methods, especially in the

most representative metric DSC, which confirms the feasibility of

our domain adaptation method. Specifically, our method increases

the average PA by 0.99%, the averageDSC by 3.64% and the average

TNR by 0.24%. It is worth noting that if the confusing pixels are

judged as negative ones mostly, the FP will be greatly reduced, and

the FN will be greatly increased as a cost. That is to say, this strategy

improves the TPR by sacrificing TNR, which makes the results of

TRFEplus (38) in Table 5 close to ours on TNR but far behind ours

on TPR. From Tables 6, 7, we can see that the performance of the

network applied domain adaptation is better than the one with data

augmentation strategy.
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TABLE 1 Results on ultrasound thyroid nodule datasets with DeepLabV3

(41) +AUG.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.9505 0.8461 0.9186 0.9531

Domain1 Domain3 0.9494 0.8579 0.9450 0.9477

Domain2 Domain1 0.8348 0.6991 0.9962 0.8003

Domain2 Domain3 0.7858 0.5444 0.9910 0.7596

Domain3 Domain1 0.9681 0.9071 0.8638 0.9939

Domain3 Domain2 0.9669 0.8623 0.8298 0.9892

Average 0.9093 0.7862 0.9241 0.9073

Bold values mean that the value is the best among all the comparison methods and our

method.

TABLE 2 Results on ultrasound thyroid nodule datasets with PSPNet (42)

+AUG.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.8581 0.6287 0.9336 0.8474

Domain1 Domain3 0.7955 0.5766 0.9220 0.7801

Domain2 Domain1 0.7835 0.6215 0.9610 0.7460

Domain2 Domain3 0.7263 0.4673 0.9582 0.6974

Domain3 Domain1 0.8740 0.9249 0.8903 0.9942

Domain3 Domain2 0.8902 0.3878 0.3037 0.9952

Average 0.8213 0.5678 0.8281 0.8434

TABLE 3 Results on ultrasound thyroid nodule datasets with FPN +AUG.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.9434 0.8190 0.8910 0.9512

Domain1 Domain3 0.9641 0.8993 0.9611 0.9607

Domain2 Domain1 0.8645 0.7425 0.9958 0.8360

Domain2 Domain3 0.8256 0.5947 0.9923 0.8047

Domain3 Domain1 0.9740 0.9249 0.8903 0.9942

Domain3 Domain2 0.9670 0.8582 0.7972 0.9942

Average 0.9231 0.8064 0.9213 0.9235

We further show the qualitative comparison of the methods in

Figure 4. As can be seen, while other methods either fail to segment

the nodules or over-segment a large portion of nodules, ourmethod

generates more accurate segmentation results.

3.3. Ablation study

To verify the advancement of our medical image translation

module and the effectiveness of the consistency loss, we carry

out a series of ablation experiments as follows: (a) w/o

translation module: disabling the whole image translation module

during training. (b) w/o feature-level GAN: disabling feature-

level adversarial loss during training. (c) w/o consistency loss:

TABLE 4 Results on ultrasound thyroid nodule datasets with PAN (43)

+AUG.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.9270 0.8136 0.9463 0.9219

Domain1 Domain3 0.9449 0.8557 0.9663 0.9382

Domain2 Domain1 0.8915 0.7720 0.9931 0.8692

Domain2 Domain3 0.8378 0.6156 0.9900 0.8189

Domain3 Domain1 0.9691 0.9076 0.8661 0.9939

Domain3 Domain2 0.9618 0.8341 0.7633 0.9946

Average 0.9220 0.7998 0.9209 0.9228

TABLE 5 Results on ultrasound thyroid nodule datasets with TRFEplus

(38) + AUG.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.9597 0.8633 0.9451 0.9602

Domain1 Domain3 0.9637 0.8609 0.8588 0.9783

Domain2 Domain1 0.9473 0.8408 0.7743 0.9855

Domain2 Domain3 0.9431 0.7641 0.7242 0.9779

Domain3 Domain1 0.9570 0.8756 0.8304 0.9874

Domain3 Domain2 0.9430 0.8007 0.8580 0.9611

Average 0.9523 0.8342 0.8318 0.9750

TABLE 6 esults on ultrasound thyroid nodule datasets with SegM + AUG.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.9518 0.8443 0.9109 0.9566

Domain1 Domain3 0.9749 0.9105 0.9482 0.9773

Domain2 Domain1 0.8747 0.7548 0.9939 0.8486

Domain2 Domain3 0.8260 0.5932 0.9921 0.8054

Domain3 Domain1 0.9714 0.9155 0.8726 0.9955

Domain3 Domain2 0.9656 0.8548 0.8075 0.9910

Average 0.9274 0.8122 0.9209 0.9291

TABLE 7 Results on ultrasound thyroid nodule datasets with ours.

Source Target PA DSC TPR TNR

Domain1 Domain2 0.9730 0.8947 0.9147 0.9839

Domain1 Domain3 0.9744 0.9063 0.9573 0.9795

Domain2 Domain1 0.9676 0.9106 0.9558 0.9724

Domain2 Domain3 0.9394 0.7778 0.9691 0.9408

Domain3 Domain1 0.9614 0.8949 0.8243 0.9977

Domain3 Domain2 0.9576 0.8392 0.8132 0.9899

Average 0.9622 0.8706 0.9057 0.9774

Bold values mean that the value is the best among all the comparison methods and our

method.

disabling consistency loss during training; (d) w/o DA: only

segmentation module.
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FIGURE 4

Comparison of cross-domain segmentation results on target domain. From left to right: target image, DeepLabV3+AUG, PSPNet+AUG, FPN+AUG,

PAN+AUG, TRFEpuls+AUG, SegM+AUG, Ours, GT.

TABLE 8 Ablation study on various constraints.

Ablation (w/o) Translation module Feature-level GAN Consistency loss DA Ours

PA 0.9632 0.9644 0.9163 0.8613 0.9730

DSC 0.8488 0.8541 0.7069 0.6141 0.8947

Bold value means that the value is the best in the ablation study.

The results of our ablation experiments are demonstrated

in Table 8. From the results, we can summarize the following

conclusions. (a) In the absence of translation module and

feature-level GAN, DSC drops by 0.0459 and 0.0406, respectively,

which proves that they play a certain role in improving

the segmentation results and are of equal importance. (b)

In the absence of consistency loss, DSC drops sharply by

0.18, which indicates that the segmentation consistency

loss plays a decisive role in our network’s performance. (c)

When we only use our segmentation module to complete

cross-domain tasks, the effect is not satisfactory, namely

0.6141 in DSC. It illustrates the effectiveness of our domain

adaptation framework. In conclusion, our ablation experiments

indicate that the proposed medical image translation module,

the consistency loss and closing in the feature space are

helpful to close the domain gap between source data and

target data.

4. Conclusion

In this paper, we have presented a domain adaptation method

for medical image segmentation. In order to alleviate the domain

shift problem caused by the difference in data styles, we propose to

bridge the domain gap between multi-site medical data on both the

pixel and feature level. Meanwhile, we introduce two symmetrical

hybrid-attention segmentation modules to segment the source

domain data and target domain data, respectively. Besides, we

construct the segmentation consistency loss to guarantee the model

stability. Experimental results on Ultrasound Thyroid Nodules
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datasets show the remarkable generalization ability of our proposed

method.
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1. Introduction

Social, psychological, and emotional wellbeing are all considered to be components of

one’s mental health. It affects how someone thinks, feels, and responds to circumstances.

When one has good mental health, it is easier to perform efficiently and reach their full

potential (1). Preschool, adolescence, and adulthood are all included in the definition of

mental health. Anxiety, social phobia, depression, panic disorder, substance dependence,

and specific illnesses are factors that contribute to mental health problems that result in

mental illness. The mental health status of adolescents in India is a topic of great concern

and importance. Adolescents are children within the age group of 10–19. According to

the National Mental Health Survey of India (2015–2016) (2), the prevalence of psychiatric

disorders among adolescents of ages 13–17 is 7.3% and in the US it is 27.9% (3). This problem

is further aggravated by stigma and lack of awareness surrounding mental health and a

treatment gap of 95% in common mental disorders which is greater than the treatment gap

for severe disorders (76%).

Early diagnosis of mental health issues is a crucial step for improving patient care and

understanding of mental health diseases (4). However, the diagnosis of mental disorders

is challenging because sometimes it is hard to distinguish between mental and physical

health. The diagnosis of mental illnesses is reliance on a person’s self-reporting to targeted

interrogations used for the identification of particular patterns of public interactions and

emotions. Unlike other chronic illnesses, this does not require laboratory testing or measures

(5). While treating mental health problems, a challenge that is often faced is the lack of

mechanistic models for psychiatric disorders. The complexity of the brain renders it difficult

to have a clear model describing the development of a given mental illness (6).

The recent advancements in Artificial Intelligence (AI), Machine Learning (ML), and

Deep Learning (DL) are widely applied in many domains and have made a successful dent in

the healthcare sector too. The performance of AI, ML, and DL and based on the availability

of data. Since mental health data availability is increasing every day AI techniques can be

applied to better understandmental health (7). Recently in healthcare sectors, DL techniques

provide superior performance in diagnosis, prognosis, and treatments. In medicine, AI is

used in the form of machine learning models to understand medical data to gain insights

in order to improve health outcomes and patient experience. Mental health professionals

employ AI to fulfill various tasks such as providing insights into therapy sessions for better

quality, refining diagnosis and monitoring patient’s condition and altering treatment as

deemed necessary (8).
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2. Deep learning techniques

Deep Learning (DL) techniques are popular for their layered

architecture that can learn the complex features of the data. DL

techniques generally contains an input layer that takes input

features, output layer that gives the learnt output and multiple

hidden layers finds the relationship between the input and output

classes. All layers perform the mathematical computations to

find the relationship between various patterns of the input and

output data. In this section, some of the popular DL techniques

are introduced.

2.1. Neural networks

Neural networks are also called Artificial Neural Networks

(ANN) that mimic human brain neurons. Each neuron is can

perform a mathematical operation. The human brain has millions

of neurons that are interconnected together. The main idea of ANN

is tomimic the human brain like activity. Artificial neurons forward

the weighted sum of the inputs through an activation function

such as sigmoid, rectified linear units (ReLU) and so on for the

non-linear transformation of the data. A simple ANN consists of

a single hidden layer where DNN (Deep Neural Networks) consists

of multiple hidden layers. The number of hidden layers increase

the complexity of the network and it is helpful when the data is

complex. The other variants of neural networks are feed forward

neural networks, and back propagation neural networks.

2.2. Convolutional neural networks

Convolutional Neural Network (CNN) is a type of neural

network, that comprises of convolutional operations and neural

network layers (9). CNN is basically designed for image

classification where it takes the image pixels as input and performs

convolution and pooling operations to learn the low and high

level features from the images and correspond them to the output-

label. The basic architecture of a CNN contains a convolution layer,

pooling layers, and fully connected (FC) layers. Pooling layers are

used for edge detection and feature detection throughmax,min and

average pooling operations. FC layer is a neural network where each

neuron is connected to all the neurons in the next layers and forms

a network. CNN models yield superior performance with image

data hence, CNN can be used in the diagnosis of mental disorder

through medical image analysis or through facial recognition. The

variants of CNN models are Conv1D, Conv2D, and Conv3D.

2.3. Recurrent neural networks

Recurrent Neural Networks (RNN) are specifically designed

for data that has temporal features. RNN maintains the temporal

relationship between the features by feeding them to a recurrent

neuron. RNN can extract features and long-term dependencies

from sequential and time-series data (10). LSTM (Long Short Term

Memory) and GRU (Gated Recurrent Units) are some of the well-

known RNN models. LSTM can be used to capture the dynamic

temporal features of brain signals for the diagnosis of mental

disorders. GRU is less complex compared to LSTM so based on the

size of the dataset the type of RNN model can be selected.

2.4. Generative networks

Generative models have gained attention for their ability to

create synthetic data. As the success of the DL techniques are purely

based on the availability of the data, generative networks help in

creating synthetic data when there is less data availability, or to

treat missing values and useful in data augmentation. Generative

Adversarial Network (GAN), Variational Autoencoders (VAE) are

some of the popular generative models (11). GAN is a combination

of generator and discriminator networks where the model can

recreate a look-a-like data from the learned features. VAE has

encoder and decoders in the network, the encoder learns the

latent spatial information from the input data and the decoder

reconstructs the original data from the learnt representation.

3. Mental disorders in adolescents

Among adolescents, anxiety disorders and mood disorders are

the most common. While anxiety and mood issues are two to

three times more prevalent in female adolescents than in male

adolescents, attention deficit disorder affects male and female

adolescents differently. Adolescent patients of obstetricians and

gynecologists are more likely to have one or more mental health

issues than younger patients (12). The following are some of the

common mental disorders.

3.1. Anxiety disorders

The most common anxiety disorders are General Anxiety

Disorder (GAD) and panic disorder, which affect 3.6% of 10–

14-year-olds and 4.6% of 15–19-year-olds, respectively. Excessive

anxiety and disproportionate worry over a variety of things are

symptoms of GAD.

3.2. Mood disorders

According to estimates, mood disorders such Major Depressive

Disorder (MDD) and bipolar disorder impact 2.8% of teenagers

aged 15–19 and 1.1% of adolescents aged 10–14. MDD is defined

as a minimum 2-week period marked by either a loss of interest in

previously enjoyed activities or a melancholy mood.

3.3. Attention deficit hyperactivity disorder

Attention Deficit Hyperactivity Disorder (ADHD) occurs

among 3.1% of 10–14 year-olds and 2.4% of 15–19 year-olds. It is
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characterized by maladaptive and inconsistent with developmental

level symptoms of inattention, hyperactivity, or impulsivity.

3.4. Obsessive compulsive disorder

An individual’s obsessions or compulsions can lead to obsessive

compulsive disorder (OCD). Obsessions are characterized as

unwelcome intrusive ideas that recur frequently in a person’s head.

Compulsions, on the other hand, are compulsive mental patterns of

thought or behavior that one feels compelled to engage in.

4. Diagnostic tools

Typically, mental diseases are identified based on a person’s

self-report on certain questionnaires made to look for certain

emotional or social interaction patterns. The Diagnostic and

Statistical Manual of Mental Disorders, Fifth Edition (DSM-5) is

the diagnostic instrument that is most frequently used. A youngster

or teenager may find it challenging to maintain concentration for

more than 2–3 h during such conventional diagnostic interviews.

Therefore, neuroimaging, which captures brain activity, serves as

an alternative to such interviews. The diagnosis of various types

of mental illnesses in adolescents is aided by understanding of

brain activity.

4.1. MRI

Magnetic resonance imaging (MRI), a non-invasive imaging

procedure, produces precise, three-dimensional anatomical images

(13). Functional MRI (fMRI) and Structural MRI (sMRI) are the

two types of neuroimages that are used for diagnosing mental

disorders. Human brain activity changes are captured in fMRI

data as Blood Oxygenation Level Dependent (BOLD) signals. The

structured representation of the brain is shown in 3D in sMRI

data together with its spatial configurations and voxel intensities. In

state-of-the-art research, DL techniques are successful in analyzing

neuroimage data.

4.2. EEG data

Electroencephalogram (EEG) signals are electrical signals that

represent brain activity. EEG signals can be recorded using small

low-cost sensors. The sensors record the electrical signals generated

by the brain. EEG signals are instrumental in diagnosing various

types of health disorders. It also plays a major role in diagnosing

mental disorders.

4.3. PET

A functional imaging technique called a positron emission

tomography (PET) scan employs radioactive materials called

radiotracers to track and evaluate changes in physiological

processes like blood flow, regional chemical composition, and

absorption. PET helps in the development of diagnostic biomarkers

for mental health diseases.

4.4. MEG

Magnetoencephalography (MEG) is similar to EEG that records

brain activity through electrical signals. MEG is superior to EEG

which has better spatial resolution with less artifacts. MEG can also

be used for the diagnosis of psychiatric disorders.

4.5. Genetic data

Numerous common and uncommon genetic variations,

such as single nucleotide polymorphisms (SNPs), have been

linked to mental health issues using conventional statistical

research in genetics and genomics, such as genome-wide

association studies. Recent advances in next-generation

sequencing technologies have generated a large amount

of high-throughput genome or exome sequencing data,

enabling researchers to examine patients with mental health

illnesses by examining a variety of genetic changes across an

individual’s genome.

5. AI for mental disorder diagnosis

Artificial Intelligence has been found to be advantageous in the

process of diagnosis of medical disorders. With the application of

various techniques involving machine learning such as Boltzmann

machine, support vector machine (SVM), K-Nearest Neighbor

(kNN), diseases are detected and diagnosed (14, 15). Machine

learning and computer vision, which are subsets of AI, are

widely used due to their imaging, segmentation and predictability

capabilities. Machine learning approaches are successful due to

their focus on the performance of the models on new data

which is also known as generalizability. Computer vision is

applied in the process of diagnosis by detecting, segmenting and

classifying images e.g., segmentation of radiological images and

then further classifying them into diagnostic categories, detection

of presence of metastases etc. Schizophrenia is serious mental

disorder where a person is in hallucinations or delusion and

interprets reality differently. To diagnose such disorder, Khan

et al. (16) proposed a deep neural network which takes the

genome sequencing data as the input and learns the feature

representation of the data to diagnose the Schizophrenia disorder.

The proposed model has attained an area under the curve (AUC)

of 0.57.

AI is also widely applicable in diagnosis of mental health

conditions (17). The diagnosis of a new patient is predicted using

the training dataset of the diagnosis of the previous patients.

Furthermore, artificial intelligence can also differentiate between

diagnosis of diseases with similar symptoms but divergent methods

of treatment. This is observed in the instance when bipolar or

unipolar depression (18) is to be identified based on brain imaging

features and types of dementia are to be differentiated based on

structural MRI scans (19). Data-driven AI methods based on
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TABLE 1 AI techniques for mental disorder diagnosis, prognosis, and treatment.

Reference Application AI technique Mental
disorder type

Dataset
type

Performance Strength/weakness

Mikolas et al. (31) Diagnosis Support vector

machine (SVM)

Schizophrenia sMRI ACC: 62.34% (p

= 0.005)

Early detection of mental health

disorders

Uyulan et al. (32) CNN Depression EEG ACC: 92.66%

AUC: 0.9

Potential biomarker for confirming

mood disorders

Drysdale et al. (33) Clustering Depression fMRI ACC: 89.2% Helps to identify individuals who

can benefit from neurostimulation

therapies

Luo et al. (34) Ensemble model ADHD Multimodal ACC: 78.3%

AUC: 0.89

Potential neurobiological markers

for neurodevelopmental disorders

Zou et al. (35) 3D CNN ADHD fMRI ACC: 65.67% Potential neurobiological markers

for neurodevelopmental disorders.

Khan et al. (16) DNN Schizophrenia Genome

sequencing

data

AUC: 0.57 Identification of genes that causes

mental disorder

Yan et al. (36) LSTM Schizophrenia fMRI ACC: 83.2% Potential

deep-chronnectome-learning with

time courses

Koutsouleris et al.

(21)

Prognosis SVM Depression Multimodal ACC: 85.9% Prediction of psychosis transition

Geng and Xu (23) Autoencoder and

CNN

Depression fMRI ACC: 0.95 Considered 8 causality measures

for depression prognosis

Sheynin et al. (37) DNN Post-traumatic

stress disorder

(PTSD)

fMRI ACC: 81.3%

AUC: 0.84

Single patient characterization is

lacking

Nieuwenhuis et al.

(24)

CNN Schizophrenia sMRI ACC: 89% (p <

0.001)

Lack of large homogeneous data

for multi-center prognosis

Smucny et al. (25) Neural networks Schizophrenia fMRI ACC: 70%

MSE: 9.47

Potential biomarker for

schizophrenia and psychosis

treatment

Koutsouleris et al.

(28)

Treatment SVM Psychosis sMRI ACC: 82% Potential biomarker for prodromal

phase of psychosis

Chang et al. (26) SVM Depression fMRI and

sMRI

ACC: 87.4% (p <

0.001)

Lack of multimodal data

consideration that can improve the

model efficiency

Acharya et al. (29) CNN Depression EEG ACC: 0.935 Different stages of depression is not

explored

Zou et al. (30) CNN ADHD fMRI and

sMRI

ACC: 0.692 Potential biomarker for ADHD

disorders

Pinaya et al. (38) Autoencoder Schizophrenia sMRI ACC: 0.639–0.707 Efficient in calculating

neuroanatomical deviations in

neuropsychiatric populations

various factors such as demographic features, neurocognitive and

biomarker profiles can aid in identifying novel disease subtypes

(20). Moreover, AI methodologies can decipher patterns from

data stemming from a long time span, which is critical for

validating the accuracy of diagnoses based on the evolution of

psychiatric conditions over a span of time. Sen et al., utilized a

generative network called autoencoder that learns the spatial latent

representation of the data. The model worked with fMRI and sMRI

data for the diagnosis of ADHD. The model used multimodal

features of the input to improve the classification accuracy up

to 67%.

6. AI for mental disorder prognosis

The strong predictive power and generalization ability of AI

is useful in the prognosis of mental disorders. AI techniques can

utilize psychiatric patient’s longitudinal data that is observed over

a period of time for accurate prognoses. The longitudinal data

can be neuroimaging data, genetic genomic data, and electronic

health records (EHR). Koutsouleris et al. (21) collected MRI and

genotyping data of psychiatric patients with high-risk syndromes

and recent onset depression for the prognosis of psychosis mental

disorder. For the prediction of psychosis disorder SVM technique is
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utilized which performs the classification of high-risk, recent-onset,

and normal control from the learnt features from multimodal data.

Another type of brain data that can be used to perform the

prognosis of mental disorder is EEG signals. In Ref. (22), Zhdanov

et al., have used resting state EEG signals to predict the effectiveness

of escitalopram treatment for the patients with depression. The

authors used radial basis function (RBF) SVM to estimate the

treatment effectiveness there by performing a prognosis study

of the patients. The proposed model had achieved an accuracy

of 82.4% for the classification among different severities of the

disorders. Geng and Xu (23) and Nieuwenhuis et al. (24) analyzed

the neuroimaging data using DL techniques such as autoencoder

and CNN. They utilized fMRI and sMRI data to perform prognosis

study of patients with depression and Schizophrenia disorders.

Smucny et al. (25) studied the clinical improvement of psychosis

patients from the fMRI data. A variety of ML and DL models

are used to compare the performance of the techniques on

the prognostic study is presented. The author has observed

that multilayer perceptron or neural networks have performed

well on the fMRI data for the accurate prognosis of psychosis

patients with an accuracy of 70% and MSE (Mean Squared Error)

of 9.47.

7. AI for mental disorder treatment

AI can be effectively used to measure the response to

various treatments. Also, it can play a role in predicting

the response of various drug combination which can help to

develop precision medicines. Chang et al. (26) have measured

the effectiveness of methylphenidate for treating ADHD from

neuroimaging biomarkers. A multivariate pattern recognition

approach is developed to measure the differences in the

volumetric information in the sMRI. SVM is used as the

classifier to perform the binary classification between the two

classes of different volumetric measures. Li et al. (27) measures

the gray matter volumetric (GMV) correlates in adolescents

ADHD. Machine learning models are utilized to classify the

normal and malignant samples of sMRI. Koutsouleris et al.

(28) have used neuroanatomical pattern classification to predict

the mental disorder transition. Psychosis (at-risk mental states)

subjects sMRI data are collected and classified using SVM. The

different classes for the classifiers are early at-risk, late at-

risk, and healthy controls. The model achieved an accuracy of

82%in classification.

CNN-basedDLmodels are efficient in classifying neuroimaging

data. Acharya et al. (29) utilized EEG signals for automated

depression screening. The authors have proposed a deep CNN

model to classify the EEG signals of normal and depressive subjects.

The model considered EEG signals of left and right hemisphere

of the brain. The performance of the model was 93% and 95%

respectively. Zou et al. (30) proposed a 3D CNNmodel to learn the

low level and complex features form fMRI and sMRI neuroimaging

data for ADHD treatments. The model was able to achieve an

accuracy of 69.15% with limited training samples. Table 1 shows an

overview of the various AI techniques in mental disorder diagnosis,

prognosis, and treatment for neuroimaging data.

8. Limitations of AI in mental health

The clinical validity and readiness for implementation of AI

applications in clinical decision-making and patient care are both

constrained. The performance of any AI application is affected

by the quality and size of the data, an example of which is

overfitting which is caused due to small and limited sample sizes.

The generalizability of ML models is further restricted by testing

them only using data from the same sample and not out-of-sample.

The input features such as clinical data and demographics also

restrict the predictive capability of such researches. Since no study

is exhaustive enough to consider all factors, the clinical efficiency

of the features used to derive the models must be considered. The

validity of the outputs of the algorithms can be applicable only to a

certain group of people or in specific situations (39).

Binary classifiers are more commonly used instead of regressors

due to the ease of training them. However, using this approach

neglects the severity of a condition. Hence, studies in future should

take into consideration the severity of the condition. Another

challenge that is faced by studies is modeling rare events or illnesses

of highly imbalanced datasets. For such instances, classifiers predict

the majority. However, this can be overcome by methods such

as over-sampling and under-sampling. Over-sampling involves

matching ratios of the minority and majority by duplicating

minority samplesmeanwhile under-sampling involves reducing the

number of majority samples. There are also ensemble learning

methods which are combining several methods in order to reduce

variance and improve predictions.

Moreover, mental health treatment relies on soft skills like

rapport and relationship building with the patients and observing

their emotions and behavior. The absence of crucial components

like human compassion and empathy is also a hindrance in the

treatment process. Further research is necessary on AI applications

to prevent it from working in an unpredictable manner. Extensive

risk assessment and administrative oversight is required before

being put into medical use as it should be able to handle

unusual situations.

Patient privacy is at risk due to the increased use of online

servers. Online databases and the devices they are stored at are

vulnerable to hacking and unauthorized monitoring. In India,

the Ministry of Health and Family Welfare released a draft of

Healthcare Security Act, which penalizes breach of data and

promotes maintenance of electronic records. However, there is

still a lack of guidelines regarding the assistance received by

mental health professionals on delivering AI services. There are

no laws defined to hold the software developer accountable

for an technological glitches. Its other drawbacks include, most

prominently the lack of human empathy and compassion, which

are crucial components when treating patients who have suffered

mental trauma or are experiencing a mental condition.

8.1. Future directions

AI struggles to self-reflect and account for the diversity amongst

people, their thoughts, perspectives and morality. To deal with the

human compassion and empathy limitations of AI, the concept
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of Artificial Wisdom has been introduced. Wisdom is associated

with greater societal and individual wellbeing. The idea of creating

AI that has human societal values and wise is something that is

yet to be explored. It is unlikely that human wisdom will ever be

fully programmed into machines, but partial instances are present

in the form of robots being physical therapists and social workers

along with providing cognitive assistance to the elderly (40). These

developments are along the direction of creating machines who

employ wise principles to make wise decisions. The advancements

of AI wisdom can play a major role mental healthcare in the

future.
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Individual risk and prognostic
value prediction by machine
learning for distant metastasis in
pulmonary sarcomatoid
carcinoma: a large cohort study
based on the SEER database and
the Chinese population

Xinglin Yi1, Wenhao Xu2, Guihua Tang1, Lingye Zhang1,
Kaishan Wang3, Hu Luo1* and Xiangdong Zhou1*

1Department of Respiratory Medicine, Southwest Hospital of Third Military Medical University,
Chongqing, China, 2Department of Urinary Medicine Center, Southwest Hospital of Third Military
Medical University, Chongqing, China, 3Department of Neurosurgery Department, Southwest Hospital
of Third Military Medical University, Chongqing, China
Background: This study aimed to develop diagnostic and prognostic models for

patients with pulmonary sarcomatoid carcinoma (PSC) and distant metastasis (DM).

Methods: Patients from the Surveillance, Epidemiology, and End Results (SEER)

database were divided into a training set and internal test set at a ratio of 7 to 3,

while those from the Chinese hospital were assigned to the external test set, to

develop the diagnostic model for DM. Univariate logistic regression was

employed in the training set to screen for DM-related risk factors, which were

included into six machine learning (ML) models. Furthermore, patients from the

SEER database were randomly divided into a training set and validation set at a

ratio of 7 to 3 to develop the prognostic model which predicts survival of patients

PSC with DM. Univariate and multivariate Cox regression analyses have also been

performed in the training set to identify independent factors, and a prognostic

nomogram for cancer-specific survival (CSS) for PSC patients with DM.

Results: For the diagnostic model for DM, 589 patients with PSC in the training

set, 255 patients in the internal and 94 patients in the external test set were

eventually enrolled. The extreme gradient boosting (XGB) algorithm performed

best on the external test set with an area under the curve (AUC) of 0.821. For the

prognostic model, 270 PSC patients with DM in the training and 117 patients in

the test set were enrolled. The nomogram displayed precise accuracy with AUC

of 0.803 for 3-month CSS and 0.869 for 6-month CSS in the test set.
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Conclusion: The ML model accurately identified individuals at high risk for DM

who needed more careful follow-up, including appropriate preventative

therapeutic strategies. The prognostic nomogram accurately predicted CSS in

PSC patients with DM.
KEYWORDS

machine learning, SEER, Pulmonary sarcomatoid carcinoma, risk, prognosis
1 Introduction

Pulmonary sarcomatoid carcinoma (PSC) is rare among all lung

malignancies, with an incidence of 0.1–0.5% (1, 2). According to the

World Health Organization classification guidelines in 2021, PSC

consists of giant cell carcinoma, pleomorphic carcinoma, spindle

cell carcinoma, pulmonary blastoma, and carcinosarcoma (3).

Clinically, newly diagnosed patients with PSCs are more likely to

be male (77%), smokers (84%), and of advanced age, with a median

age of 68 years at diagnosis (4). Similar to other subtypes of non-

small cell lung carcinoma (NSCLC), the initial symptoms of PSC

include cough, chest pain, weight loss, and dyspnea (5).

PSC is a highly aggressive malignancy. Recent studies have

reported that the 5-year survival rate ranges from approximately

15% to 20% (6, 7), which is considerably lower than that in other

subtypes of NSCLC. Targeted drugs, especially focusing on

mesenchymal-epithelial transition (MET) exon 14 skipping

mutations, have been shown to be beneficial in improving the

median survival time to 10 months (8). However, distant metastasis

(DM) still results in most patients having a shorter survival time (9–

11). Owing to the rapid invasion into vasculature, 40–60% of PSC

patients are diagnosed with DM at first presentation (6, 9, 12). The

most common sites of DM are bone (16%), lungs (15%), brain

(12%), and liver (8%), while 62% of patients present with multiple

DM sites (13). The 1- and 3-year overall survival (OS) probabilities

of PSC patients with DM are reported to be only 14.1% and 5.5%,

respectively, which are significantly lower than those of patients

without DM (58.2% and 38.1%, respectively) (13). Therefore, it is of

great clinical significance to identify those at risk of developing DM

upon initial stage of diagnosis.

Computed tomography (CT), magnetic resonance imaging

(MRI), and positron emission tomography-computed tomography

(PET-CT) are commonly used diagnostic modalities for screening

for DM in newly hospitalized patients with PSC. However, these

screening methods are difficult to apply to all hospitalized PSC

patients due to their high cost, including time-related costs.

Meanwhile, due to its rare incidence, the prognostic factors of

PSC patients with DM remain unclear. Consequently, research

investigating the factors influencing survival is important as it can

inform and guide clinical strategies. Since the emergence of big data

analysis and machine learning (ML), it is possible to provide an

alternative option for factors screening. There have been several

predictive models with outstanding performance being built to

apply in clinical practice by using big data and ML (14–16). The
02130
Surveillance, Epidemiology, and End Results (SEER) database

(https://seer.cancer.gov/) covers geographically diverse patients

with detailed information on the patients’ clinicopathological

statistics and follow-up visits, providing an abundance of medical

cases to analyze. This real-world-based database offers a golden

opportunity to develop or examine ML models in this field.

However, to our knowledge, no studies have focused on

establishing models for the prediction and prognosis of DM in

PSC patients.

Therefore, this study aimed to establish and validate diagnostic

and prognostic models based on ML algorithms and Cox regression

through large population and ML. Additionally, this study aimed to

offer personalized predictors that could serve as effective tools for

clinicians to preliminarily evaluate the risk and prognosis of PSC

with DM, saving patients from unnecessary costs.
2 Materials and methods

2.1 Data source and characteristics

Clinicopathological information of patients with PSC diagnosed

between 2004 and 2018 was collected from the SEER database.

Additionally, clinicopathological data from Southwest Hospital

(2004–2022) in China was retrospectively obtained using an

electronic medical record system. Inclusion criteria comprised the

primary disease site and morphology, based on the 6th Edition of

the American Joint Committee on Cancer (AJCC) “Lung,” with the

following International Classification of Diseases for Oncology 3rd

Edition (ICD-O-3) codes: 8022/3, 8031/3, 8032/3, 8072/3, or 8980/

3. Exclusion criteria comprised patients whose information on

laterality, primary site, tumor-node-metastasis (TNM) stage,

histology, marital status, and tumor size was unknown; patients

with more than one primary malignancy; patients aged <18 years;

and patients whose survival time and therapeutic information were

unknown. In addition, patients with unknown survival months

were excluded from the survival analysis. Finally, a total of 844

patients from the SEER database and 94 patients from Southwest

Hospital in China were included in the analysis. For the diagnostic

model for DM, 844 patients in the SEER cohort were divided

randomly into training and internal test sets in a 7:3 ratio with

589 and 255 cases, respectively. 94 patients from the Southwest

Hospital cohort were assigned as the external validation set. For the

prognostic model for cancer-specific survival (CSS) of PSC patients
frontiersin.org
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with DM, we randomly assigned PSC patients with DM into

training and test groups in a 7:3 ratio. As a result, 270 PSC

patients with DM were included in the training set, and 117 were

included in the validation set. External examination for the

prognostic model was not performed for two reasons: first,

considerable prognostic information about the PSC patients with

DM was censored in our hospital; second, the sample size was too

small to satisfy the minimal sample size needed for analysis.

Clinicopathological factors included age, sex, histology,

ethnicity, TNM stage, laterality, primary site, marital status,

survival time, surgery, chemotherapy, and radiation therapy.

Primary T and M staging was adjusted based on tumor size and

extension according to the AJCC 8th Edition TNM staging system.

Due to the sample limitations, ethnicity was categorized into

‘European’ and ‘other’ groups and marital status into ‘married’

and ‘other’ groups.
2.2 Statistical analysis

The overall statistical analysis was performed using software

(version 4.2.1). Chi-square tests were used to discern differences in

categorical variables, and t-tests were used to compare discrepancies

between the continuous variables. All variables were included in the

correlation analysis using the Spearman method, which was

performed to determine which variables were significant and to

exclude confounding variables.
2.3 Development and evaluation of
ML-based diagnostic models for DM

In the preliminary analysis, variables with P < 0.05 in the

univariate logistic analysis in the training set were included in the

model construction process, which involved the logistic regression

(LR), random forest (RF), support vector machine (SVM), extreme

gradient boosting (XGB), decision tree (DT), and artificial neural

network (ANN) models. The hyperparameters were tuned using 10-

fold cross-validation and a grid search procedure to improve the

predictive performance and enhance the stability of the ML models.

The “tidymodels” package in R software completed all these

development procedures.

Model performance was comprehensively evaluated using the

area under the curve (AUC), sensitivity, specificity, and accuracy. In

addition, we performed calibration curve and decision curve

analysis (DCA) to check the discriminative ability and practical

clinical value. The best-performing model was then used to build a

web-based calculator to allow access to the model.
2.4 Establishment and validation of the
prognostic nomogram

In the training cohort, a univariate Cox model was used to

identify CSS-related independent factors for PSC patients with DM.

Variables with P < 0.05 were included in a multivariate Cox
Frontiers in Oncology 03131
analysis. The variables with P < 0.05 in the multivariate Cox

regression were incorporated into the prognostic nomogram

development to estimate survival probability at 3 and 6 months.

The AUC, calibration, and DCA estimators were used to evaluate

the nomogram.
3 Results

3.1 Baseline characteristics and
correlation analysis

A total of 589 patients with PSC were included into the training

set while 255 PSC patients were included into in the internal test set.

270 patients in the training set and 117 patients in the internal test

set were accompanied with DM. In addition, 94 patients whose

clinical information was recorded from the Southwest Hospital

were assigned to an external test set, among whom 37 patients

suffered from DM. The detailed characteristics and discrepancies

between the DM and non-DM groups are presented in Table 1.

Patients with DM were observed to be more likely male with

advanced T and N stages. In addition, the histology of codes 8031

and 8032, namely giant cell carcinoma and spindle cell carcinoma,

respectively, were found to be correlated with a higher proportion of

DM. Spearman’s correlation analysis suggested that T-stage, N-

stage, radiation therapy, and histology were positively correlated

with DM, whereas surgery and survival months were negatively

correlated. In terms of survival, surgery and chemotherapy were

observed to positively influence survival time. In contrast, older age,

T stage, N stage, and M stage negatively contributed to

survival (Figure 1).
3.2 Establishment and performance of
diagnostic ML models for DM

The univariate logistic regression analysis (Supplementary

Figure 1), showed that T-stage, N-stage, and histology were

variables with P-values < 0.05 and were therefore included in the

ML models. In addition, the multivariate analysis (Supplementary

Figure 2) showed that the N3 stage, T4 stage, N2 stage, histology of

8031, T3 stage, and histology of 8032 (arranged from high to low

according to odds ratios [ORs]) were identified as significant factors

contributing to DM. Six ML learning algorithms were established by

incorporating the above selection of variables, comprising logistic

regression (LR), extreme gradient boosting (XGB), random forest

(RF), support vector machine (SVM), decision tree (DT), and

artificial neural network (ANN) algorithms. Hyperparameters

were fine-tuned by performing 10-cross validation and grid

searches. Finally, LR, ANN, and XGB were found to have the

highest AUC in the internal test set (Figure 2) while the XGB

algorithm outperformed the others with the highest AUC of 0.821

in the external test set. The best hyperparameter metric was eta,

0.007; max_depth, 1L; gamma, 0.011; colsample_bytree, 1;

colsample_bynode, 0.231; min_chi ld_weight, 8L; and

subsample, 0.997.
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TABLE 1 Baseline characteristics.

Variables Train set Internal test set External test set

Non-DM
(N = 319)

DM
(N = 270)

Non-DM
(N = 138)

DM
(N = 117)

Non-DM
(N = 57)

DM
(N = 37)

T stage

T1 45 (14.1%) 14 (5.2%) 30 (21.7%) 8 (6.8%) 16 (28.1%) 3 (8.1%)

T2 95 (29.8%) 45 (16.7%) 37 (26.8%) 22 (18.8%) 22 (38.6%) 14 (37.8%)

T3 86 (27.0%) 69 (25.6%) 31 (22.5%) 26 (22.2%) 9 (15.8%) 11 (29.7%)

T4 93 (29.2%) 142 (52.6%) 40 (29.0%) 61 (52.1%) 10 (17.5%) 9 (24.3%)

N stage

N0 202 (63.3%) 86 (31.9%) 83 (60.1%) 41 (35.0%) 40 (70.2%) 9 (24.3%)

N1 42 (13.2%) 31 (11.5%) 22 (15.9%) 14 (12.0%) 7 (12.3%) 1 (2.7%)

N2 67 (21.0%) 109 (40.4%) 31 (22.5%) 43 (36.8%) 10 (17.5%) 14 (37.8%)

N3 8 (2.5%) 44 (16.3%) 2 (1.4%) 19 (16.2%) 0 (0%) 13 (35.1%)

Histology

8022 155 (48.6%) 75 (27.8%) 81 (58.7%) 25 (21.4%) 14 (24.6%) 4 (10.8%)

8031 57 (17.9%) 96 (35.6%) 24 (17.4%) 39 (33.3%) 9 (15.8%) 9 (24.3%)

8032 90 (28.2%) 95 (35.2%) 29 (21.0%) 50 (42.7%) 20 (35.1%) 15 (40.5%)

8972 1 (0.3%) 0 (0%) 1 (0.7%) 0 (0%) 5 (8.8%) 4 (10.8%)

8980 16 (5.0%) 4 (1.5%) 3 (2.2%) 3 (2.6%) 9 (15.8%) 5 (13.5%)

Sex

Female 135 (42.3%) 101 (37.4%) 60 (43.5%) 44 (37.6%) 9 (15.8%) 9 (24.3%)

Male 184 (57.7%) 169 (62.6%) 78 (56.5%) 73 (62.4%) 48 (84.2%) 28 (75.7%)

Laterality

Center 136 (42.6%) 116 (43.0%) 54 (39.1%) 57 (48.7%) 31 (54.4%) 14 (37.8%)

Right 183 (57.4%) 154 (57.0%) 84 (60.9%) 60 (51.3%) 26 (45.6%) 23 (62.2%)

Primary site

Lower 95 (29.8%) 81 (30.0%) 29 (21.0%) 40 (34.2%) 18 (31.6%) 14 (37.8%)

Middle 14 (4.4%) 18 (6.7%) 10 (7.2%) 5 (4.3%) 1 (1.8%) 1 (2.7%)

Other 20 (6.3%) 15 (5.6%) 4 (2.9%) 7 (6.0%) / /

Upper 190 (59.6%) 156 (57.8%) 95 (68.8%) 65 (55.6%) 38 (66.7%) 22 (59.5%)

Ethnicity

Other 23 (7.2%) 23 (8.5%) 12 (8.7%) 9 (7.7%) 57 (100%) 37 (100%)

European 296 (92.8%) 247 (91.5%) 126 (91.3%) 108 (92.3%) / /

Age

Mean (SD) 67.4 (11.5) 67.4 (11.4) 66.7 (10.6) 64.5 (12.0) 63.2 (11.8) 65.4 (11.0)

Marital status

Married 174 (54.5%) 138 (51.1%) 71 (51.4%) 64 (54.7%) 56 (98.2%) 37 (100%)

Other 145 (45.5%) 132 (48.9%) 67 (48.6%) 53 (45.3%) 1 (1.8%) 0 (0%)
F
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DM, distant metastasis; SD, standard deviation.
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As illustrated in Figures 3A–C, the AUC differed slightly in the

training set and the internal test set among the six ML algorithms;

however, in the external test set, XGB performed the best.

Calibration plots (Figures 3D–F) showed that ML algorithms had
Frontiers in Oncology 05133
a good fitting ability, except for the ANN model, which meant that

the ML algorithms accurately predicted the outcome. DCA curves

(Figures 3G–I) suggested that ML algorithms had a high clinical

application value and could effectively help diagnose DM.
FIGURE 2

The performance of six ML models in terms of AUC, accuracy, sensitivity, and specificity. ANN, artificial neural network; AUC, area under the curve;
DT, decision tree; LR, logistic regression; ML, machine learning; RF, random forest; SVM, support vector machine; XGB, extreme gradient boosting.
FIGURE 1

The heatmap of Spearman’s correlation analysis of the baseline characteristics. The correlation index ranges from -1.0 to 1.0, with a brighter color
indicating a stronger correlation.
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3.3 Web-based predicator publication

An online calculator based on the XGB model was successfully

built (Figure 4), which performed the best among the other models.

This web-based tool can be readily accessed at https://

onepiece.shinyapps.io/PSCdistant/. This tool encompassed three

simple clinical variables and could help clinicians accurately and

conveniently identify those at risk for DM among patients with PSC.
3.4 Prognostic nomogram establishment
and performance

In the prognostic analysis, 270 PSC patients with DM in the

training and 117 patients in the test set were enrolled. As shown in
Frontiers in Oncology 06134
Supplementary Figure 3, the univariate Cox regression analysis

indicated that the T4 stage (P = 0.013), N2 stage (P = 0.048), N3

stage (P = 0.001), upper site (P = 0.023), surgery (P = 0.013),

chemotherapy (P < 0.001), and radiation therapy (P < 0.001) were

significantly associated with prognosis in PSC patients with DM.

After performing multivariate Cox analysis (Supplementary

Figure 4), stage T4 (P = 0.005), T3 (P = 0.034), N3 (P = 0.002),

N2 (P = 0.005), and upper site (P = 0.01) were found to be

independent adverse prognostic factors, whereas radiation therapy

(P = 0.004), surgery (P = 0.004), and chemotherapy (P < 0.001) were

protective prognostic factors for PSC patients with DM. We

developed a prognostic nomogram based on these independent

variables, to predict the CSS-related survival probability at 3 and 6

months (Figure 5). The CSS-related AUC values at 3 and 6 months

were 0.810 and 0.822 in the training set (Figure 6A) and 0.803 and
D
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FIGURE 3

The clinical applicative performance of six ML models. Receiver operating characteristic curves of six ML models in the training set (A), the internal
test set (B), and the external test set (C). Calibration curves of six ML models in the training set (D), the internal test set (E) and the external test set
(F). Decision curve analysis of six ML models in the training set (G), the internal test set (H), and the external test set (I).
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0.869 in the test set (Figure 6B), respectively, suggesting high

predictive accuracy. In addition, calibration (Figures 6C–F) and

DCA curves (Figures 6G, H) showed the prognostic nomogram’s

good fitting ability and clinical application.
4 Discussion

PSC presents a rare lung malignancy with a high probability for

DM. Several studies having reported that DM is an independent risk

factor for PSC (6, 17, 18). In this study, approximately 45.2%

patients had DM at initial presentation, similar to that reported
Frontiers in Oncology 07135
by Zombori-Tóth and Terra (19, 20). The high rate of DM may be

attributed to its capacity to invade into vasculature and the high

likelihood of DM recurrence. Lococo et al. analyzed the pathological

results of 143 patients and found the high incidences of lymphatic

(30%) and vascular emboli (68%) (21). Liang et al. found that MET

mutations were commonly expressed in PSCs with a high rate of

16% (22), whereas the incidence of KRAS mutations was 22%.

Similarly, Liu et al. have identified that eight out of 36 (22%)

patients harboring MET mutations (23). This incidence was

considerably more frequent than that in other NSCLC subtypes

(3%) (24). A study on 77 Chinese patients with PSC indicated that

positive METex14 skipping mutations rate was 20.8%, leading to

worse disease-free survival (DFS) (25). In recent years, immune

checkpoint inhibitors (ICIs) and targeted drugs for MET exon 14

skipping mutations have exhibited satisfying benefits in improving

patient survival (6, 26, 27). However, patients who developed DM

still had a significantly worse prognosis. Thus, early attention to

DM is important to improve prognosis and help clinicians make the

most optional targeted therapeutic decision.

CT, MRI, and PET-CT are conventional radiological screening

methods for patients with NSCLC. However, performing all these

radiological examinations is costly for newly diagnosed patients. In

addition, time-consuming screening processes and potential side

effects can delay the patients’ course from diagnosis to therapy.

Therefore, there is an urgent need for a noninvasive, precise, and

rapid method to assist in identifying potential DM at the initial

hospitalization stage and to estimate the prognosis for PSC patients

with DM. In this study, six ML algorithms for predicting DM in

patients with PSC and a nomogram for evaluating the prognosis for

those with DM were developed. An automatic calculator based on

the best-performing algorithm was created and published online for

public access. Moreover, the prognostic nomogram could accurately

identify risk factors in PSC patients with DM and help clinicians

evaluate survival.

Few studies have identified the risk factors for DM in patients

with PSC due to its rarity. Logistic regression analysis was

performed and found that histologic subtype, T stage, and N
FIGURE 4

Web-based calculator online for free, based on the XGB model. XGB, extreme gradient boosting.
FIGURE 5

A prognostic nomogram to evaluate 3- and 6-month CSS-related
survival probabilities for PSC patients with DM. Note: Drawing a
vertical line from each line of the parameters to the “points” axis can
be used to acquire the points for each variable. Then, the total score
can be obtained by adding all the points for each independent
variable. Finally, by drawing a vertical line from the “total score” axis
to the survival probability line, the individual survival probability at 3
and 6 months can be calculated, and the risk level can be obtained.
DM, distant metastases; PSC, pulmonary sarcomatoid carcinoma.
*P<0.05; **P<0.01; ***P<0.001.
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stage were independent risk factors for DM in patients with PSC.

Among these factors, the N3 stage was most correlated with DM.

Patients with the N3 stage had the highest OR of 9.72 (P < 0.001),

followed by the T4 stage (OR 4.30, P < 0.001), N2 stage (OR 3.09,

P < 0.001), giant cell carcinoma (OR 2.56, P < 0.001), T3 stage (OR

2.36, P = 0.022), and spindle cell carcinoma (OR 2.12, P < 0.001).

These findings were similar to those reported by Xiao et al., who

retrospectively analyzed 934 PSC patients using the SEER program

database and reported that spindle cell carcinoma (OR 3.151, P <

0.001) and giant cell carcinoma (OR 4.023, P < 0.001) were

independent risk factors for DM (13).

Similarly, T-stage and N-stage have been reported as risk factors

for DM in lung adenocarcinoma and squamous cell carcinoma (28,

29). The two variables have also been identified as important factors

for the development of DM in patients with PSC (28, 29). These

three clinical features were then incorporated into the building

procedures of the six ML models. The XGB model performed better

than the other algorithms, with an AUC of 0.821, showing excellent
Frontiers in Oncology 08136
predictive ability for DM in patients with PSC. In addition,

calibration and DCA curves indicated that the model was highly

consistent with actual observations and showed better clinical

applicability (30).

Carcinoembryonic antigen levels, cytokeratin 19 fragment

(CYFRA21-1), and other serologic indicators which were

associated with DM in patients with NSCLC (31, 32) have not

been included in this study due to missing data in the SEER

program. However, the relatively high accuracy of the XGB

algorithm still helped identify those PSC patients with a high risk

for DM. To facilitate the use of the ML predictor, a web-based

calculator was developed, which is likely to help clinicians detect

DM early in patients with PSC in a convenient manner.

Compared to other subtypes of NSCLC, PSC is less sensitive to

chemoradiotherapy. However, studies have confirmed that

chemoradiotherapy significantly prolonged the CSS of PSC

patients with DM. Xiao et al. analyzed the prognostic risk factors

of 512 patients with metastatic PSC diagnosed between 1975 and
D
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FIGURE 6

Clinical applicative performance of the prognostic nomogram. Receiver operating characteristic curves at 3 and 6 months in training (A) and test
sets (B). Calibration plots at 3 months (C) and 6 months (D) in the training set. Calibration plots at 3 months (E) and 6 months (F) in the test set.
Decision clinical analysis at 3 and 6 months in the training (G) and test sets (H).
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2016 in the SEER program (13). They found that having received

chemotherapy (HR 0.308, P < 0.001) was an independent

prognostic risk factor for PSC patients with DM, which was

similar to our study findings (HR 0.29, P < 0.001). However, they

did not identify radiation therapy and surgical resection as

independent prognostic factors for PSC patients with DM, while

these two therapies were indicated to prolong CSS significantly in

our study. We speculate that this discrepancy was due to diagnosis

time of the enrolled patients were prior to the year 2000 while

surgical and radiation techniques were not so effective. Our study

identified T-stage and N-stage as important prognostic risk factors

for PSC patients with DM. Advanced T stage (T4, HR 2.52, P =

0.005; T3, HR 2.10, P = 0.03) and N-stage (N3, HR 1.88, P = 0.002;

N2, HR 1.60, P = 0.005) correlated with poor CSS in PSC patients

suffered from DM.

Interestingly, we have also found that the nodule site appeared

to affect the prognosis for PSC patients with DM. CSS was longer

in patients whose primary site was located on an upper rather

than a lower lobe (HR, 0.68; P = 0.011). The reason may be that

the nodules on the lower lung will develop more DM lesions

leading a worse prognosis (13). Notably, we established a

nomogram for predicting the prognosis for PSC patients with

DM, with a relative higher AUC at 3 months and 6 months

respectively. Its high consistency to actual observations indicates

that this nomogram could precisely predict CSS in PSC patients

with DM.

There are some limitations in our present study. First, this

was a retrospective study, and selective bias could not be avoided.

Second, characteristic information about DM was collected

during initial hospitalization, which may have led to an

underestimated percentage of DM in patients with PSC. Lastly,

the predictive model was externally validated using patients’

information from Southwest Hospital in China. However, since

this hospital mainly treats Chinese patients, the model ’s

application value should be further validated in cohorts

involving differing ethnicities.
5 Conclusion

Our study indicated that PSC patients with advanced T-stage,

N-stage, histology of giant cell carcinoma and spindle cell

carcinoma were risk factors for DM and should receive more

attention in terms of preventative therapeutic strategies. The

AUC, accuracy, sensitivity, and specificity of the XGB model

reached 0.821, 0.755, 0.757, and 0.754, respectively. A diagnostic

model for DM based on the ML algorithm and a web-based

predictor was then established, which could conveniently and

precisely predict the risk of DM in PSC patients. Our study

provided initial predictive and prognostic models for PSC

patients with DM. Future studies may focus on further improving

the models by adding other potential variables and developing more

detailed models to predict the risk and prognosis for specific

metastatic sites.
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SUPPLEMENTARY FIGURE 1

The Forest plot of the univariate logistic regression analysis. OR, odds ratio.
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SUPPLEMENTARY FIGURE 2

Forest plot of multivariate logistic regression analysis. The OR value decreases
from top to bottom.

SUPPLEMENTARY FIGURE 3

The Forest plot of the univariate Cox proportional hazards regression analysis.

HR, hazard ratio.

SUPPLEMENTARY FIGURE 4

The Forest plot of the multivariate Cox proportional hazards regression

analysis. The HR value is in descending order from top to bottom.
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