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Editorial: Hidden order behind
cooperation in social systems

Dun Han1*, Jianbo Wang2* and Jianrong Wang3*
1School of Mathematical Sciences, Jiangsu University, Zhenjiang, Jiangsu, China, 2School of Computer
Science, Southwest Petroleum University, Chengdu, Sichuan, China, 3School of Mathematical Sciences,
Shanxi University, Taiyuan, Shanxi, China
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Editorial on the Research Topic
Hidden order behind cooperation in social systems

Navigating the complexities of mobility and interaction, an agent’s decision to cooperate
or not can undergo evolutionary changes over time. Even though individuals are inherently
selfish, cooperation behavior remains prevalent and serves as a crucial component of
prosocial behavior. Quantitative analysis of cooperation behavior is of both theoretical
and practical significance in modern science, with fields such as psychology, sociology, and
economics emphasizing this research.

The global 2019-nCoV pandemic has once again highlighted the importance of
analyzing virus transmission, prompting countries worldwide to focus on this Research
Topic. To aid decision-making teams in implementing preventive measures, research into
dynamic models for infectious diseases can aid in understanding transmission processes.
Preventive vaccination is a fundamental and highly effective control measure for reducing
transmission of infectious diseases and mortality rates. Under a voluntary vaccination
scheme, the decision to vaccinate or not becomes an individual game decision, taking into
account social environments, economic conditions, potential risks associated with
vaccination, and other individuals’ vaccination decisions. Understanding the cooperative
phenomenon of egotism in disease propagation systems remains a major challenge.

As we live and cooperate within a complex and variable network of relationships, intricate
interactions between individuals give rise to highly complex population dynamics. Complex
network theory serves as a primary and effective tool for exploring these complex and interactive
systems, offering a fresh perspective for studying evolutionary games in nature. This Research
Topic in Frontiers in Physics aims to welcome contributions on cooperation behavior,
encouraging papers that use network tools to provide meaningful references and insights
into comprehending the rules and reasons behind social dilemmas. These findings have
inspired the conception of the Research Topic, “Hidden Order Behind Cooperation in Social
Systems.” Within this Research Topic, Vasiliauskaite et al. investigated the impact of temporal
changes at the individual and social levels on cooperation patterns in social networks. They
discovered that temporal variation and synchrony can enhance or suppress cooperation in non-
trivial ways, depending on parameter values. Zhang et al. employed an evolutionary gamemethod
to examine the cooperation behavior between government and banks. Wang et al. analyzed the
impact of Wuhan’s COVID-19 lockdown on the growth enterprise market in China, shedding
light on the significance of digital inclusive finance for mitigating regional risks and financing
issues. Chang’s research on an SIR rumor propagation model with an interaction mechanism on
WeChat networks provides significant insights for controlling the spread of rumors in WeChat

OPEN ACCESS

EDITED AND REVIEWED BY

Matjaž Perc,
University of Maribor, Slovenia

*CORRESPONDENCE

Dun Han,
handunsir@163.com

Jianbo Wang,
phyjbw@gmail.com

Jianrong Wang,
wangjianronghappy@126.com

SPECIALTY SECTION

This article was submitted to Social
Physics, a section of the journal
Frontiers in Physics

RECEIVED 24 March 2023
ACCEPTED 29 March 2023
PUBLISHED 04 April 2023

CITATION

Han D, Wang J and Wang J (2023),
Editorial: Hidden order behind
cooperation in social systems.
Front. Phys. 11:1192856.
doi: 10.3389/fphy.2023.1192856

COPYRIGHT

© 2023 Han, Wang and Wang. This is an
open-access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication
in this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Physics frontiersin.org01

TYPE Editorial
PUBLISHED 04 April 2023
DOI 10.3389/fphy.2023.1192856

4

https://www.frontiersin.org/articles/10.3389/fphy.2023.1192856/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1192856/full
https://www.frontiersin.org/researchtopic/43483
https://www.frontiersin.org/articles/10.3389/fphy.2023.1125270/full
https://www.frontiersin.org/articles/10.3389/fphy.2023.1121374/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1081615/full
https://www.frontiersin.org/articles/10.3389/fphy.2022.1089536/full
https://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2023.1192856&domain=pdf&date_stamp=2023-04-04
mailto:handunsir@163.com
mailto:handunsir@163.com
mailto:phyjbw@gmail.com
mailto:phyjbw@gmail.com
mailto:wangjianronghappy@126.com
mailto:wangjianronghappy@126.com
https://doi.org/10.3389/fphy.2023.1192856
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2023.1192856


groups. Chen et al. examined the searching behavior of Sino-U.S.
relations in China based on complex network analysis, offering a
new perspective for analyzing the time series characteristics of Sino-
U.S. relations.

Based on the contributions of these papers, it is evident that this
research topic is highly valuable for understanding social systems.
We hope that the theoretical models and practical applications
presented in this research will encourage further exploration and
development of cooperation in social systems.
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A complex network study on
Guangdong-Hong Kong-Macao
Greater Bay Area based on
economic development index

Qingxiang Feng1, Sha Zhu2 and Fujun Lai3*
1School of Marxism, Sun Yat-sen University, Guangzhou, China, 2School of Statistics and Mathematics,
Yunnan University of Finance and Economics, Kunming, China, 3School of Finance, Yunnan University
of Finance and Economics, Kunming, China

City cluster, the most advanced spatial organization for urban development in

the mature stage, is an important carrier for regional economic development.

This paper researched into the correlation of economic development changes

among cities in the Guangdong-Hong Kong-Macao Greater Bay Area through a

new complex network approach. First, Principal Component Analysis was

adopted to downscale the economic indicators of each city in the Greater

Bay Area, and then we construct an economic development index on this basis;

Second, through a TVS-VAR-SV model, an complex network of economic

development changes within the city clusters in the Greater Bay Area was

built based on the economic development index of each city mentioned above.

It can be concluded from the study that Macao, firstly, is the biggest beneficiary

of the complex network. Secondly, the most important node in the network is

Guangzhou, whose development has a multiply effect on the development of

the whole system. Thirdly, Hong Kong and Shenzhen enjoy the highest level of

economic development, but their spillover effect on the city cluster system is

much lower than that of Guangzhou.

KEYWORDS

Guangdong-Hong Kong-MacaoGreater Bay Area, city cluster, economic development
index, complex network, principal component analysis method, TVP-VAR-SV model

Introduction

Guangdong-Hong Kong-Macao Greater Bay Area, located in South China, consists of

“9 + 2″ cities, namely Guangzhou, Shenzhen, Zhuhai, Foshan, Zhongshan, Dongguan,

Huizhou, Jiangmen and Zhaoqing, as well as Hong Kong Special Administrative Region

and Macao Special Administrative Region. Boasting a total area of 56,000 square

kilometers and a population of over 80 million, the Greater Bay Area has become one

of the places with the highest degree of openness and the best economic vigor in China for

its high population mobility, a close interaction of production factors and the resulting

high GDP. Under the framework of “one country, two systems”, each city in the Greater

Bay Area has its own social division of labor and central function. At present, a complete

and comprehensive industrial manufacturing chain and value allocation system has
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basically been formed, for example, Guangzhou’s trade network,

Shenzhen’s scientific and technological innovation, Hong Kong’s

financing and investment, Macao’s gambling and tourism, and

Dongguan and Huizhou’s high-end manufacturing. At the same

time, the central government and local governments actively

cooperate with the national development strategy, and according

to the resource endowment, cultural foundation and regional

advantages of each city, they have issued corresponding social

policies to support the construction of Guangdong-Hong Kong-

Macao Greater Bay Area.

Globalization and the development of modern

communication technology have helped the flow of inter-city

factors break through the boundaries of cities and tightened the

economic relationships increasingly. The city cluster is essentially

an urban functional area with a high concentration of population,

industry, resources and other factors. Based on the realistic

conditions and the social development law, the city cluster has

become an inevitable trend of China’s urban modernization.

Guangdong-Hong Kong-Macao Greater Bay Area is a megapolis

of 11 cities, where the population mobility, industrial chain

upgrading, and resource integration are trying to break

through the limit of one single city and turn to network

development, which in return is conducive to driving and

radiating a wider area. Though governments all over the

world have paid more and more attention to the development

of city cluster, the theory and method of the economic

association network in the Bay Area are obviously lagging

behind, and accordingly, fails to explain the current situation,

changes and trends of the rapid development of city clusters. In

view of this, based on Principal Component Analysis and TVP-

VAR-SV model, this paper tried to explore the economic

development index and the association network law of

Guangdong-Hong Kong-Macao Greater Bay Area in response

to the theoretical appeal and practical concern.

Literature review

As the level of urbanization is increasing around the world,

the study of urban complex networks has become a research hot

topic at home and abroad in recent years. As early as in the 1990s,

Castells [1] keenly captures the trend of the rise of the complex

network society and proposes that the world city refers to a

process of production and reproduction by the globalized

network, and the global urban system is created by the mobile

space. By replacing the analytical framework of “spatial place”

with “flowing space”, this point of view breaks through the

limitations of previous explanatory research featuring

“attribute hierarchy”, and turns a new page on urban

observation through “network dynamics”. For the theory

centered on the study of urban networks, Taylor [2] names it

as “central flow theory”. He argues that based on the central place

theory, traditional urban systems research is thus hierarchical.

“Central flow theory” views the relationship between cities as

networked, which means it is not contradictory to the central

place theory, as the former emphasizes more on global space

while the latter more on local space and both of them are

complementary to each other.

The rising globalization has seen science and technology

changing with each passing day, labor, land, resources, and

information flowing in the urban economic networks. The

development potential of one single city no longer depends

solely on its own population size and economic strength but

on its ability to associate with other cities, namely, the strength

and density of network links [3]. As an organic whole, cities are

originally interconnected and influenced by each other. When "

association networks” become the spatial component of modern

urban systems, the effective regional organization mechanisms

(or institutional integration) can improve the overall

organizational capacity of the region, so that the available

resources can be shared in a more effective way [4]. The

major progress in the study of urban association network

theory provides new ideas in solving the problems of

unbalanced regional development and exploring the path of

regional integration development for the whole world.

Guangdong-Hong Kong-Macao Greater Bay Area, one of

China’s major national development strategies, aims to build an

international top bay area and a world-class city cluster. Among

it, economic growth remains the priority in the construction of

the Greater Bay Area, while the city clusters are increasingly

becoming an important lever for economic development. Based

on the extension and application of the theory of city complex

networks, many scholars have analyzed the network

characteristics, factor associations, and operation mechanisms

of the economies in the Guangdong-Hong Kong-Macao Greater

Bay Area from different perspectives. The comprehensive

development level of Guangdong-Hong Kong-Macao Greater

Bay Area’s economy is fluctuating rapidly, and the economic

index of Hong Kong and Macao has always been the highest in

the Bay Area, with a fast growth rate in Guangzhou and

Shenzhen [5]. The spatial economic network of the Greater

Bay Area is featured with a reasonable and orderly “core-

semi-edge-outer edge” hierarchical spatial structure [17]. Four

kinds of factors, such as the distance between cities, the diffusion

and agglomeration of factors, industrial structure and economic

globalization, have significant influence on Guangdong-Hong

Kong-Macao Greater Bay Area’s economic network [6]. The

increase in network density and network hierarchy as well as the

decrease in network efficiency can effectively enhance the

economic relations within the Guangdong-Hong Kong-Macao

Greater Bay Area. While point centrality, intermediate centrality

and proximity centrality can all strengthen the economic bonds

in the Greater Bay Area [7]. Therefore, to promote regional

coordinated development, we should adhere to the concept of

“interconnection and intercommunication”, weaken the scope of

administrative boundaries [8], improve the radiation capacity of
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the core cities of city clusters in the Greater Bay Area, build a

hub-and-spoke network pattern, and innovate institutional

mechanisms [9].

To sum up, the current research on regional economic

complex networks features a combination of quantitative and

qualitative as well as a combination of theory and practice. These

thoughts offer important theoretical insights and a useful

analytical framework for this paper. How to measure the

economic development level of each city in the Greater Bay

Area? How do the economic factors between them interact and

influence each other? How to find out the key nodes of the

economic complex network of city clusters? However, these

questions have not been adequately explained in the related

studies, either theoretically or methodologically. Therefore,

what this paper discovers may deepen the study of complex

networks by providing enlightenment for the economic

development of the Greater Bay Area.

Model construction

The research goal of this paper is to build an economic

development complex network among cities in Guangdong-

Hong Kong-Macao Greater Bay Area and then adopt an

empirical analysis of this network. The establishment of the

model can be divided into two steps: first, this paper used the

Principal Component Analysis (PCA) to reduce the dimension of

classified data of economic development of cities in Guangdong-

Hong Kong-Macao Greater Bay Area and then built the

economic development index of each city through the

Principal Component Factor Analysis. Second, the changes of

economic development index of each city in the Greater Bay Area

mentioned above was used to build the complex network of

economic development among cities in Guangdong-Hong Kong-

Macao Greater Bay Area by the TVP-VAR-SV model.

Construction of economic
development index of cities in
Guangdong-Hong Kong-Macao
Greater Bay Area

This section will describe the methodology used to construct

the economic development index of cities in the Guangdong-

Hong Kong-Macao Greater Bay Area (the Greater Bay Area). In

this paper, the principal component analysis method will be used

to construct the comprehensive evaluation index of economic

development. Principal component analysis (PCA) is a statistical

procedure with the core idea of transforming multiple variables

into a few principal components through dimensionality

reduction techniques, and these principal components retain

most of the information of the original variables. To this end,

we can evaluate the economic development of the urban

agglomeration in the Greater Bay Area by leveraging the

principal component information.

The evaluation is mainly divided into three steps: In the first

step, standardized processing will be carried out on the data.

Before measuring the comprehensive level of economic

development, it is necessary to adjust the value of the

indicators to make it co-trended and dimensionless, so as to

eliminate the deviation caused by the different nature and

dimension of the index. Because we will use PCA to reduce

the dimension of the data later, we choose economic condition

variables which we can collect and add them into the model. In

the second step, principal component analysis and

dimensionality reduction are carried out for the standardized

indicators. The principal component analysis is carried out on

the treated indicators, and the number of principal components

is determined (generally) according to the principle that the

cumulative variance contribution rate is not less than 85%, and

the scores of each principal component are calculated. In the

third step, a comprehensive evaluation index is constructed, that

is, the economic development index of cities in the Greater Bay

Area. The principal component scores of each city are weighted

and summed to obtain a comprehensive evaluation of the

economic level of each city, which is the economic

development index we have constructed. The weight is the

proportion of the variance contribution rate of each principal

component in the cumulative variance contribution rate of the

extracted principal component.

The detailed process and steps are as follows

1) Data standardization.

Ten indicators related to economic development in 11 cities

in the Greater Bay Area are collected, and these original

indicators are standardized (in time series). The data obtained

after standardization is recorded as xij. The specific equation is:

xij � zij −meanj

sdj
(1)

Where, i = 1, 2, . . . , n; j = 1, 2, . . ., p. zij represents the original

data with dimensions, i represents the ith sample, with a total of n

samples, and j represents the jth indicator variable, with a total of

p indicator variables. xijrepresents the original data after

dimension elimination. meanj indicates the sample average

value of the jth indicator variable, sdj indicates the sample

standard deviation of the jth indicator variable.

2) Principal component analysis

(a) First, a covariance matrix is constructed using the

standardized dimensionless data.

The standardized data matrix is set to X, where each column

vector (standardized variable) has an expectation of 0 and a

variance of 1. A dimensionless covariance matrix Cov �
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1
n−1X

TX � (rij)p×p of the variables is built using the standardized
data xij, where,

rij � 1
n − 1

∑n

k�1(xki − �xi)(xkj − �xj) (2)

Where, xki indicates the data in the k row and i column of

dimensionless data, �xi indicates the average value in the i column

of dimensionless data.

b) Then, the eigenvalues and eigenvectors of the covariance

matrix are calculated by eigenvalue decomposition:

λ1 ≥ . . . ≥ λp > 0, w1,w2, . . . ,wp.

Since Cov � 1
n−1X

TX is a real symmetric matrix, we can

decompose the eigenvalue of the real symmetric matrix by using

a property of the real symmetric matrix. The eigenvalues of

Cov � 1
n−1X

TX are decomposed and sorted in descending order

to form a new covariance matrix Σ, and the corresponding

eigenvectors (unit orthogonal bases) form the transformation

matrix W. Therefore, Cov � WΣWT can be obtained by

eigenvalue decomposition, where W =

[w1, w2, . . . , wp];Σ � diag(λ1, λ2, . . . , λp). Generally, the

eigenvalues of Σ are arranged in descending order in the

eigenvalue decomposition.

c) The number of principal components is determined, and

the scores of each principal component are obtained.

To realize the final data dimensionality reduction, m

principal components are reasonably selected from all p

principal components. Generally, the variance contribution

rate G(m) =
∑m

i�1λi∑p

i�1λi
is used to explain the amount of

information reflected by principal component F. We need to

choose the value of m reasonably so that the cumulative

contribution rate G(m) =
∑m

i�1λi∑p

i�1λi
reaches a large enough

threshold (usually 85%).

The scores of each principal component can be obtained by

dimensionless data matrix and feature vector matrix:

F � [F1, F2, . . . , Fp] � XW

�
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x11 x12

x21 x22

. . . x1p

. . . x2p

..

. ..
.

xn1 xn2

..

.

. . . xnp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w11 w12

w21 w22

. . . w1p

. . . w2p

..

. ..
.

wp1 wp2

..

.

. . . wpp

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (3)

Where, xij represents the original data after dimension

elimination, and W corresponds to the feature vector.

According to the cumulative contribution rate G(m), the

scores of the first m principal components can be selected to

construct a comprehensive evaluation index.

d) Finally, a comprehensive evaluation index is constructed

according to the principal components.

Taking the proportion of variance contribution rate

corresponding to m principal components in the cumulative

variance contribution rate as the weight, the scores of principal

components are weighted and summed up, and the

comprehensive evaluation index of the economic level of cities

in the Greater Bay Area is obtained, which is the economic

development index we constructed.

Comprehensive evaluation index

� F1 · λ1∑m
i�1λi

+ F2 · λ2∑m
i�1λi

+ . . . + Fm · λm∑m
i�1λi

(4)

Construction of complex network of
economic development index of
cities in Guangdong-Hong Kong-
Macao Greater Bay Area

In the following content, this section will construct the

economic development complex network of the urban

agglomeration in the Greater Bay Area by using the variation

of the economic development index previously constructed.

1) TVP-VAR-SV model

Diebold and Yilmaz [10–12] put forward the method of the

Vector Autoregressive Model (VAR) to construct an information

spillover networks among financial institutions. Despite being

easy to use, this method still retains the shortcomings of the

fixed-parameter VARmodel. First, the model parameters of VAR

are fixed in the window period; Second, the time windowmust be

long enough, and a large number of samples need to be used for

estimation. As the data samples of the economic development

index of 11 cities in the Greater Bay Area were only established in

2010, such a short time span limits the application of the above

methods. To effectively address the above two deficiencies, this

paper assumes that the data is generated by the TVP-VAR-SV

process, and then performs parameter estimation by using the

Bayesian Analysis method and MCMC sampling.

Primiceri [13] proposed a time-varying parameter vector

autoregressive model (TVP-VAR-SV) in which all parameters

change with time. The model is evolved from the traditional VAR

model, and its parameters are given time-varying characteristics,

which overcomes many limitations of the traditional VAR model

in practical application.

The basic form of a traditional time-invariant VAR(p) model

with p-order lag is as follows:

Ayt � F1yt−1 + F2yt−2 + . . . + Fpyt−p + μt, t � p + 1, . . . , n

(5)
Where, yt is a k × 1 dimensional observation variable, A and Fi

are a k × k dimensional coefficient matrix, and the random

disturbance term μt is a k × 1 dimensional structural impact,

and it is set that μt ~ (0,Σ). Assume that A is a lower triangular

matrix with all main diagonal elements of 1, that is:
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A �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 / 0

α21 1 1 ..
.

..

.
1 1 0

αk1 / αkk−1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,meanwhile,Σ �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

σ1 0 / o

0 σ2 1 ..
.

..

.
1 1 0

0 / 0 σk

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
If the structural impact of the contemporaneous relationship

is identified by the recursive method, Equation 1 can be

rewritten as:

yt � B1yt−1 + B2yt−2 + . . . + Bpyt−p + A−1Σεt, εt ~ (0, Ik) (6)

If the parameters in Eq. 6 are given time-varying

characteristics, then the TVP-VAR-SV model can be

expressed as:

yt � B1, tyt−1 + B2,tyt−2 + . . . + Bp,tyt−p + A−1
t Σtεt, εt ~ (0, Ik)

(7)
Where, Bi,t � A−1

t Fi,t, i � 1, 2, . . . , p, the elements of the matrix

Bi,t are stacked according to the row vector to obtain the vector

βt(k2s × 1). Besides, if we define Xt � Ik ⊗(yt−1′, yt−2′, . . .yt−p),
where ⊗ represents the Kronecker product, then the TVP-

VAR-SV model can be further abbreviated as:

yt � Xtβt + A−1
t Σtεt, t � p + 1,/, n (8)

In this TVP-VAR-SVmodel, the parameters βt,At and Σt are

time-varying. Where, At and Σt are:

At �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 / 0

α21,t 1 1 ..
.

..

.
1 1 0

αk1,t / αkk−1,t 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠,Σt �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

σ1,t 0 / o

0 σ2,t 1 ..
.

..

.
1 1 0

0 / 0 σk,t

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
According to Primiceri [13], let αt be the row stacking of

the lower triangular off-diagonal elements of the matrix At,

that is:

αt � (α21,t, α31,t, α32,t, α41,t, . . . αkk−1,t)′ (9)

And let ht � (h1t, h2t, . . . , hkt), where hjt � log σ2jt,

j � 1, 2,/, k, and t � p + 1, ..., n.

Meanwhile, it is assumed that the parameters in the TVP-

VAR-SV model follow the random walk process:

βt+1 � βt + μβt , αt+1 � αt + μαt, ht+1 � ht + μht, (10)

Where:
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

εt
μβt
μαt
μht

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ ~ N
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝0,

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ik 0 0 0
0 Σβ 0 0
0 0 Σα 0
0 0 0 Σh

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
However, t � p + 1, ..., n, Σβ, Σα and Σh are all positive

definite diagonal matrices, and the initial values

βp+1 ~ N(μβ0,Σβ0), αp+1 ~ N(μα0,Σα0), hp+1 ~ N(μh0,Σh0).
Besides, εt, μβt, μαt and μht are all independent of each other.

In view of the low sample time span, in order to avoid “over-

parameterization” in the time-varying model, this paper directly

sets the lag order of the model to 1 with reference to the practice

of other scholars. The TVP-VAR-SV model described above can

be estimated by the Bayesian Analysis method and MCMC

sampling, as discussed in detail by Primiceri [13] and

Nakajima et al. [14]. For MCMC samples, the posterior mean

is used as the estimated value. Therefore, we can estimate the

time-varying parameter matrix B1, t, B2,t, . . ., Bp,t; At and Σt.

According to the estimated parameters of the TVP-VAR-SV

model, the Impulse Response Function (IRF) and Generalized

Forecast Error Variance Decomposition (GFEVD) which change

with time can be calculated. Finally, using the estimated

parameters, the complex network matrix based on the

variance decomposition of generalized prediction errors can

be constructed.

2) Complex network of economic development index variation

of urban agglomeration

Diebold and Yilmaz [10–12] defined the information

spillover effect as the variance contribution of prediction

error, that is, the proportion of yi’s H-step prediction error

variance that can be explained by yj’s shock after yj’s shock has

an impact on yi under the condition that i≠j. This proportion
reflects the degree to which the change of the variable yi is

affected by other variables in the system. Before calculating the

contribution of the H-step prediction error, it is necessary to

obtain the connectedness matrix of the impulse response

function. To calculate the time-varying impulse response

function, Eq. 5 is converted into the representation of its

Vector Moving Average (VMA):

Yp
t � ∑∞

i�0
Ψ i,tut−i (11)

Where, Y*
t � yt − �y, and ut � A−1

t Σtεt. And the k×k coefficient

matrix Ψ i,t can be obtained by recursive calculation.

Ψh,t � B1, tΨh−1,t + B2, tΨh−2,t + ... + Bp, tΨh−p,t (12)

For t = p+1, p+2,/, t, where Ψ0,t � Ik, if j < 0, then Ψj,t � 0.

Then, the time-varying impulse response function at time t is

IRFh � Ψh,tA−1
t Σt.

And let dgHij,t be the degree to which yj contributes to the

variance of the H-step generalized prediction error of yi at time t,

indicate the degree to which the change of variable yi is affected

by yj.

dg
ij,t(H) � σ−1jj,t ∑H−1

h�0 (e′iΨh,tΣutej)2∑H−1
h�0 (e′iΨh,tΣutΨ

′
h,tei) (13)

Where, ej is a selection vector with the jth element being one and

the other elements being 0; Ψh,t represents the coefficient matrix

in the impulse response function; Σut � A−1
t Σt(A−1

t )′ is the

variance matrix of ut; σjj,t represents the diagonal elements of
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the matrix Σut at time t. This generalized variance decomposition

method of prediction error makes the order of variables in the

VAR model no longer affect the results of variance

decomposition so that we no longer need to stick to the order

of variables in the model, and it is more convenient for us to

analyze related results [12,15,16].

But since ∑k
j�1d

gH
ij,t ≠ 1, in order to match the traditional

variance decomposition results, we can add each element in the

variance decomposition matrix of generalized prediction error by

row and standardize it.

~d
g

ij,t(H) � dg
ij,t(H)

ΣN
j�1d

g
ij,t(H) (14)

By constructing ΣN
j�1~d

g

ij,t(H) � 1 and ΣN
i,j�1~d

g

ij,t(H) � N, we can

calculate the connectedness matrix ~D
g
t (H) of the economic

development index for H-step at each time t.

~D
g

t (H) �
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

~d
gH

11,t
~d
gH

12,t / ~d
gH

1k,t

~d
gH

21,t
~d
gH

22,t 1 ~d
gH

2k,t

..

. ..
.

1 ..
.

~d
gH

k1,t
~d
gH

k2,t / ~d
gH

kk,t

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (15)

Specifically, in the variance decomposition matrix ~D
g
t (H),

the off-diagonal elements reflect the connected degree of

economic development index between city i and city j. For

example, the i-row and the j-column in ~D
g
t (H) show the

spillover effect of the economic development of city j on city

i; The j-row and the i-column in ~D
g
t (H) show the spillover effect

of the economic development of city i on city j. It should also be

reminded that the TVP-VAR-SV model is used in this paper to

estimate the prediction error variance matrix, so there is a

prediction error variance matrix for each period t in this

paper. This is an important difference between this paper and

the traditional VAR method in constructing the prediction

variance matrix.

For the off-diagonal sum of elements in the i-row in ~D
g
t (H):

CH
i ←•,t � Σk

j�1~d
gH

ij,t , j ≠ i (16)

Then, CH
i ←•,t represents the degree to which city i is affected by

the economic development indexes of other k-1 cities. So we can

call CH
i ←•,t the receiving effect of city i.

Similarly, for the off-diagonal sum of elements in the

i-column in ~D
g
t (H):

CH
•← i,t � Σk

i�1~d
gH

ij,t , i ≠ j (17)

Then, the sum CH
•← i,t in the i-column represents the spillover

effect of city i’s economic development index on other k-1 cities’

economic development indexes. So we call CH
•← i,t diffusion effect

of city i. See Table 1 for details.

On this basis, we can define the net spillover effect and total

connectedness effect of city i’s economic development index. The

net spillover effect can be expressed as:

CNet
i,t � CH

•← i,t − CH
i ←•,t (18)

The net spillover effect is obtained by subtracting the

receiving effect from the diffusion effect of the city, so it

reflects the net radiation ability of the economic development

index of the city to the economic development indexes of other

cities in the urban agglomeration. If the net spillover effect of city

i is greater than 0, then the influence of city i on other cities is

greater than that of other cities, which indicates that city i

occupies a central position in the urban agglomeration, and

its influence and radiation capacity are greater; On the

contrary, if the net spillover effect of city i is less than 0, it

means that city i is in a marginal position in the urban

agglomeration, with weak influence and radiation power.

The total spillover effect can be expressed as:

CTotal
i,t � CH

•← i,t + CH
i ←•,t (19)

The total correlation effect is obtained by adding the

diffusion effect and receiving effect of the city, so it can reflect

the importance of the city in the process of communication and

integration within the urban agglomeration in the Greater Bay

Area. The larger the value, the more important the city i is in the

Bay Area urban agglomeration. The closer the communication

TABLE 1 The connectedness effect of economic development index.

y1 y2 / yk Receiving effect

y1 ~d
gH

11,t
~d
gH

12,t
/ ~d

gH

1k,t Σk
j�1 ~d

gH

1j,t , j ≠ 1

y2 ~d
gH

21,t
~d
gH

22,t
/ ~d

gH

2k,t Σk
j�1 ~d

gH

2j,t , j ≠ 2

..

. ..
. ..

. 1 ..
. ..

.

yk ~d
gH

k1,t
~d
gH

k2,t
/ ~d

gH

kk,t Σk
j�1 ~d

gH

kj,t , j ≠ k

Diffusion Effect Σk
i�1 ~d

gH

i1,t , i ≠ 1 Σk
i�1 ~d

gH

i2,t , i ≠ 2 / Σk
i�1 ~d

gH

ik,t , i ≠ k
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relationship in the urban agglomeration, the deeper the degree of

mutual learning, competition and reference.

Empirical results

Construction results of economic
development index

Because we will use PCA to reduce the dimension of the data

later, we choose economic condition variables which we can collect

and add them into the model. Table 2 details the meanings of the

related variables we used to construct the economic development

index. By using Stata software, the 10 original index variables are

standardized by Z-score to get the standardized variables, and then

the subsequent principal component analysis is carried out on

these standardized variables.

We found that the first three eigenvalues were greater than or

close to 1, and the cumulative variance contribution rate reached

95.51%, so we chose m = 3, that is, dimension reduction of the

first three principal components. The variance contribution rate

reaches 95.51%, indicating that these three factors can explain

variables. The contribution rate of specific principal components

is shown in Table 3.

TABLE 2 Variable definition.

Variable name Meaning

Export Total exports/USD 100 million

Import Total imports/USD 100 million

Excargo Proportion of goods exports in the total exports of the Greater Bay Area/%

Imcargo Proportion of goods imports in the total imports of the Greater Bay Area/%

FDI Amount of foreign direct investment (FDI)/10,000 yuan

Finance Loan-to-deposit ratio in local and foreign currencies of financial institutions/%

PortsVolume Port cargo throughput/10,000 tons

Tourists Total number of tourists/10,000 tourists

InboundTourist Proportion of inbound tourists to the total number of tourists/%

TourismRevenue Total tourism revenue/100 million yuan

TABLE 3 Explanation of total variance.

Component part Eigenvalue Difference of eigenvalues Contribution rate Cumulative contribution rate

Comp1 7.08464 5.44082 0.7085 0.7085

Comp2 1.64381 0.821186 0.1644 0.8728

Comp3 0.822629 0.624486 0.0823 0.9551

Comp4 0.198143 0.032351 0.0198 0.9749

Comp5 0.165792 0.116066 0.0166 0.9915

Comp6 0.049726 0.025656 0.005 0.9965

Comp7 0.02407 0.015734 0.0024 0.9989

Comp8 0.008335 0.005876 0.0008 0.9997

Comp9 0.002459 0.002065 0.0002 1

Comp10 0.000394 0 1

TABLE 4 Eigenvectors of the first three principal components.

Variable Comp1 Comp2 Comp3

Export 0.3615 -0.1275 0.1018

Import 0.3639 -0.1826 0.0438

Excargo 0.3593 -0.1396 0.103

Imcargo 0.3627 -0.1909 0.0396

FDI 0.3358 -0.27 -0.0342

Finance 0.1608 0.294 0.8966

PortsVolume 0.2329 0.5698 -0.1599

Tourists 0.3038 0.3474 -0.2358

InboundTourist 0.3346 -0.2772 -0.1852

TourismRevenue 0.2813 0.4614 -0.2346
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Finally, using the eigenvectors in Table 4, we can calculate the

scores of the first three most important principal components.

Then, the economic development index is obtained by the

following formula:

Economic development index � F1 · λ1∑m
i�1λi

+ F2 · λ2∑m
i�1λi

+ . . .

+ Fm · λm∑m
i�1λi

� (0.7085*Comp1 + 0.1644*Comp2 + 0.0823*Comp3)/0.9551
Table 5 shows the economic development level of cities in the

Greater Bay Area.

Analysis of complex network parameter
estimation results

In this paper, the Bayesian estimation framework and

MCMC sampling method are used to estimate the parameters

of the TVP-VAR-SV model. Among them, the total number of

MCMC samples is 11,000, the first 1,000 samples are used for the

burning period, and the last 10,000 samples for parameter

estimation. Table 6 shows the parameter estimation results of

the TVP-VAR-SV model. Among them, CD convergence value

(Geweke) and inefficiency factors are the indicators to measure

the effect of MCMC. Geweke index is used to measure the

convergence of the Markov Chain, while inefficiency factors

are used to measure the number of irrelevant samples

generated by model simulation.

As can be seen from Table 3, the average values of relevant

parameters are all in the 95% confidence interval. However, the

CD convergence values (Geweke) are all less than 1.96 (the

critical value of 5%), which indicates that we can accept the

original assumption of convergence to the posterior distribution,

that is, 10,000 MCMC samples are enough to make effective

parameter estimation. In addition, the invalid influence factors in

Table 6 are all small values, which indicates that the samples

produced in the MCMC sampling process are valid.

Figure 1 shows the autocorrelation coefficient, sample value

path and posterior density of MCMC samples. It can be seen

from Figure 1 that the autocorrelation coefficient of the sample
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TABLE 6 Estimation results of TVP-VAR-SV model parameters.

Parameter Mean Stdev 95%L 95%U Geweke Inef

sb1 0.0225 0.0018 0.0193 0.0263 0.664 1.12

sb2 0.0226 0.0018 0.0194 0.0265 0.328 1.75

sa1 0.0777 0.0224 0.0477 0.1325 0.118 5.35

sh1 0.0565 0.0115 0.0391 0.0838 0.806 1.06

sh2 0.0566 0.0117 0.039 0.0848 0.006 1
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changes around the value of 0, and the sampling path also

changes smoothly around its mean value. The results in

Table 6 and Figure 1 show that the model has achieved good

estimation results.

The characteristics of the economic
development network of cities in
Guangdong-Hong Kong-Macao Greater
Bay Area

Table 7 illustrates the average complex network of economic

development variation among cities in Guangdong-Hong Kong-

Macao Greater Bay Area in sample period. We estimated the

connectedness of economic development among cities whose

predicted step number H = 10 and lag order p = 1. The ij element

in the table indicates the impact of the economic development

variation in the city j on the economic development variation in

the city i. Column sum without diagonal lines (“Diffusion Effect

”) indicates the total impact on other cities from city j; Row sum

without diagonal lines (“Receiving Effect ”) shows the total

impact from other cities to city i.

As far as “ Receiving Effect ” is concerned, according to

Table 7, Macao accounts for 99.63% - the biggest recipient

(beneficiary) in Guangdong-Hong Kong-Macao Greater Bay

Area’s economic development association network, followed

by Shenzhen and Foshan, with 98.30 and 97.22% respectively,

which means that compared with other cities in the Greater Bay

Area, these three benefit most from the economic development of

other cities and gain more from the overall development of the

system.

As far as “ Diffusion Effect ” is concerned, Guangzhou is the

largest transmitter (radiator) among 11 cities in the Greater Bay

Area, hitting 401.64%, far more than Jiangmen (187.24%) and

Dongguan (117.10%), the second and third. It demonstrates that

in the overall development of Guangdong-Hong Kong-Macao

Greater Bay Area, Guangzhou, a promoter for other cities, is

playing a vital role in the development of the whole bay area system.

As far as “Net Spillover” is concerned, Table 7 indicates that

among the 11 cities in the Greater Bay Area, Guangzhou is the

most powerful economic engine in the development of the whole

system, followed by Jiangmen and Dongguan. These three cities’

economic strengths can help gain huge economic momentum for

the development of the whole system. If the economy of these

FIGURE 1
Estimation results of parameters of TVP-VAR-SV model.
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TABLE 7 Complex network for economic development of Guangdong-Hong Kong-Macao greater bay area.

DongGuan FoShan GuangZhou HongKong HuiZhou JiangMen Macao ShenZhen ZhongShan ZhaoQing ZhuHai Receiving
effect

DongGuan 0.00 2.78 40.64 2.57 5.19 18.64 0.39 1.17 3.02 9.95 3.76 88.11

FoShan 11.79 0.00 40.41 2.67 5.19 18.87 0.37 1.21 3.06 9.90 3.76 97.22

GuangZhou 11.93 2.73 0.00 2.60 5.24 18.71 0.35 1.15 2.99 9.77 3.59 59.06

HongKong 11.50 2.63 39.26 0.00 5.25 19.29 0.41 1.38 3.15 10.16 3.96 97.01

HuiZhou 11.79 2.71 40.39 2.66 0.00 18.83 0.36 1.23 3.04 9.99 3.74 94.73

JiangMen 11.89 2.78 40.84 2.64 5.12 0.00 0.36 1.13 3.03 9.72 3.67 81.17

Macao 11.95 2.79 41.05 2.57 5.13 18.75 0.00 1.12 3.02 9.60 3.65 99.63

ShenZhen 10.92 2.67 37.53 3.33 5.81 18.41 0.89 0.00 3.03 11.34 4.38 98.30

ZhongShan 11.83 2.73 40.53 2.75 5.06 19.15 0.32 1.18 0.00 9.55 3.73 96.84

ZhaoQing 11.66 2.60 40.02 3.06 5.74 17.88 0.85 1.61 2.92 0.00 3.67 90.00

ZhuHai 11.84 2.98 40.97 2.80 4.92 18.72 0.51 1.02 3.00 9.41 0.00 96.16

Diffusion
Effect

117.10 27.41 401.64 27.64 52.65 187.24 4.80 12.20 30.28 99.37 37.90 Total: 998.23

Net Spillover 28.99 -69.82 342.58 -69.37 -42.08 106.07 -94.83 -86.1 -66.56 9.37 -58.27
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three cities can be further improved, then other cities can get

more net benefits from their economic and social development.

Figure 2 obviously shows the key nodes in the economic

development network of 11 cities in Guangdong-Hong Kong-

Macao Greater Bay Area. The size of nodes in Figure 2 refers to the

Net Spillover’s influence of economic development. The larger the

node is, the stronger the Net Spillover effect is. The direction of the

edge is the same as the net spillover direction of the node, and the

color of the edge is the same as that of its starting node. The size of

the edge indicates the scale of Net Spillover. In this light, the

thicker the edge is, the stronger the Net Spillover effect is.

The results of this complex network figure are in line with

that of Table 7. From the figure, it is obvious that Guangzhou is

the most influential city in the economic network, and it is also

the key node of Guangdong-Hong Kong-Macao Greater Bay

Area’s economic development. In other words, as the leader of

Guangdong-Hong Kong-Macao Greater Bay Area’s

development, Guangzhou’s economic and social development

will have the greatest additional boost to the other 10 cities and

accordingly promote the whole Greater Bay Area in an

effective way.

Further discussion

The above results indicate the following problems:

FIGURE 2
Complex network for economic development of Guangdong-Hong Kong-Macao greater bay area.
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Why is Shenzhen’s economic role less
important than expected?

According to “ Diffusion Effect ”, Shenzhen hits 12.20%,

indicating the driving effect of economic development of

Shenzhen on other cities - it is much lower than expected -

it is over 30 times lower than Guangzhou, the top one. This

shows that Shenzhen has been in the expressway of economic

growth during the past 10 years (its total GDP replaced

Guangzhou in 2017 as the third largest city in China),

however, these economic achievements have just kept in

Shenzhen without significant radiation or spillover to other

cities in Greater Bay Area. The reason is that Shenzhen is not

only a prefecture-level city in Guangdong Province, but also a

city under separate state planning. As a special economic zone

in China, it implements special economic policies, flexible

economic measures and a special economic management

system with the aim of developing an export-oriented

economy. In terms of fiscal revenue, for example, as a city

under separate planning, Shenzhen only pays taxes to the

central government rather than to Guangdong. Its retained

taxes and financial returns are more than those of other cities in

the Greater Bay Area. Thanks to the independence of policy

status and the extroversion of the industrial chain, Shenzhen is

actually “de-embedded” in the Pearl River Delta economic

framework and thus has a greater impact on the overall state

economy than that of the local. In other words, the economic

spillover effect of Shenzhen on Guangdong-Hong Kong-Macao

Greater Bay Area cities might be diluted or diverted by the

national economic system.

Why is it difficult for Hong Kong to
integrate deeply into the Greater Bay Area
economies?

Hong Kong scores 27.64% according to “Diffusion Effect ”

- it is the fourth lowest, though higher than Shenzhen,

indicating that Hong Kong has not contributed much to

the overall economic development of the Greater Bay Area

in the past 10 years, and has not played a leading role in

promoting the mainland cities in the Greater Bay Area, and

the degree of integration is not high. The problems lie in that

since the implementation of the Development Plan Outline of

the Greater Bay Area, the administrative and policy thinking

between Guangdong, Hong Kong and Macao remains the

same as in the past. Central Government supports the

integration of Hong Kong and Macao into the overall

development of China and has introduced a number of

measures to facilitate the development of Hong Kong and

Macao residents on the mainland by taking advantage of the

opportunities in the Greater Bay Area development. However,

the deep-rooted “binary distinction and different treatment”

in the governance of Hong Kong and Macao has not been

eliminated entirely. Concepts, norms and laws that highlight

the differences between the “two systems” can still be seen in

the practice of construction of Guangdong-Hong Kong-

Macao Greater Bay Area, such as Hong Kong and Macao

have always been regarded as overseas, Hong Kong and Macao

residents as foreign citizens, Hong Kong capital as foreign

capital in the “one country” system. The result is that there is a

lack of awareness of deep mutual trust in the community of

the Greater Bay Area. If the dilemma of “the gate is open while

the door is closed” persists in urban mobility, all efforts to

promote the integration of Hong Kong and Macao may

become passive role planning and obedience, in return,

Hong Kong and Macao’s role in Greater Bay Area tend to

be more blurred. As a result, there is still a gap in the policy

status given to Hong Kong and Macao by the central

government.

Why is Macao the biggest beneficiary of
the economic development network of
Guangdong-Hong Kong-Macao Greater
Bay Area?

According to “Receiving Effect”, the value of Macao is

99.63%, which indicates that Macao has benefited most from

the economic development of other cities. The reason can be

found in Macao’s population size, industrial structure and

functional orientation. By the end of 2020, Macao had a total

population of 683,200, with a per capita GDP of more than

80,000 USD, making it the city with the highest per capita

GDP in China. Macao’s industrial structure is dominated by

the service industry, accounting for more than 90% of the

regional GDP, which is characterized by service intensive.

Compared with other cities in the Greater Bay Area, Macau’s

economy is small but extroverted, and it is closely connected

with the international market. Thanks to its urban orientation

as a free international trade port and its economic policy of

low tax rate, capital, logistics and personnel flow freely in

Macau. At the same time, Macao’s unique historical culture,

cultural landscape and ecological foundation have laid its

unique advantages in tourism resources and provided an

important bridge for trade and cultural exchanges between

China and Portuguese-speaking countries. Driven by

Guangdong-Hong Kong-Macao Greater Bay Area’s strategy,

with the implementation of major policies such as Hong

Kong-Zhuhai-Macao Bridge and Hengqin Free Trade Zone,

Macao has entered the fast lane of development in recent

years. Under the principle of “one country, two systems”,

Macao’s small but sophisticated economic route and social

strategy of actively integrating into the country enable it to

gain more benefits from the overall development of the

system.
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Why is Guangzhou the most important
node in the economic development
connectedness network of Guangdong-
Hong Kong-Macao Greater Bay Area?

Guangzhou is the largest in both “ Diffusion Effect ” and “Net

Spillover”, indicating that Guangzhou’s economic development has

placed a huge radiation spillover effect on other cities inGuangdong-

Hong Kong-Macao Greater Bay Area - it is several times or even

dozens of times the economic impact of other cities in this area. It is

because Guangzhou is the capital of Guangdong Province and an

important central city, international business center and

comprehensive transportation hub in China. Boasting an

advanced trade logistics network, Guangdong is able to allocate

labor, land, resources, information, technology and other production

factors in a reasonable association both in both spatial and timely

manner. At the same time, Guangdong provincial government tries

to open the channels of logistics, population mobility, capital flow

and information flow in Guangdong-Hong Kong-Macao Greater

Bay Area through institutional innovation, so that the circulation

efficiency is up, circulation cost is down, the social resources put into

production transform into productivity in a higher speed.Moreover,

As a national historic and cultural city, this powerhouse of South

China enjoys a second to none level of education, medical care, old-

age care and entrepreneurship. In sum, Guangzhou gathers not only

“things” but also “people”, it attracts the social resources of the

surrounding cities, and radiates and feeds back the generated

economic fruits to the surroundings even the whole country.

From the above, it can be concluded that in order to achieve a

systematic development of Guangdong-Hong Kong-Macao Greater

Bay Area in a way of twice the results for half the effort, we should

give full play toGuangzhou’s role as a key node during the process of

developing the related policies. In light of the uneven economic

development and marketization among cities in the Guangdong-

Hong Kong-Macao Greater Bay Area and the limited bargaining

chips and ability for macroeconomic regulation and control of local

governments, huge and continuous public financial expenditure is

needed to achieve mutual integration and system optimization

among the cities. Therefore, the central government should pay

attention to the structural contradiction of the “fiscal division”

between Guangzhou and Shenzhen in the policy arrangement. In

addition, policy adjustment should focus on raising Guangzhou’s

general budget revenue to enhance Guangzhou’s internal and

external driving force of investment in the economy and people’s

well-being projects of the Greater Bay Area, so that Guangzhou is

able to play a leading role in the development of the Guangdong-

Hong Kong-Macao Greater Bay Area.

Conclusion

As the attention paid by governments over the globe to the role

of city clusters in regional development increased, an in-depth

study of the complex network of economic growth within city

clusters can further enhance the city clusters’ development. This

paper took the Guangdong-Hong Kong-Macao Greater Bay Area

city cluster as the research object and studied the connectedness

network of economic development among 11 cities from the

perspective of complex networks. Firstly, 10 indicators about

cities’ economic development were chosen in the beginning and

were decomposed by Principal Component Analysis into three

main components, which were further built into a comprehensive

evaluation index of the economic development of the cities.

Secondly, a new method—the TVP-VAR-SV model and

MCMC method - were adopted to build a complex network of

these economic development variation. This MCMC-based

complex network can effectively solve the problem of failing to

build a complex network due to the lack of sample data. This paper

found that Macao, on one hand, is the largest beneficiary of the

complex network of economic development in the Greater Bay

Area. Guangzhou, on the other hand, performs as the largest

radiator in this complex network of economic development. That

is to say, when making the development policies of the

Guangdong-Hong Kong-Macao Greater Bay Area, we must

make full use of Guangzhou’s role as a key node to achieve an

effective systematic development.Meanwhile, Shenzhen andHong

Kong enjoy more advanced economic development compared

with other cities in the city cluster, the spillover effects of these two

most developed cities, however, are much lower than that of

Guangzhou, which is not in line with their economic status. To

pursue high-quality development of the whole Bay Area city

cluster, Shenzhen and Hong Kong should perform their leading

roles in the economy by improving their integration with other

cities, and further promoting the integration of economic

development in the Greater Bay Area.
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A linear time series analysis of
carbon price via a complex
network approach

Yuxia Hu, Chengbin Chu, Peng Wu* and Jun Hu

School of Economics and Management, Fuzhou University, Fuzhou, China

Identifying the essential characteristics and forecasting carbon prices is

significant in promoting green transformation. This study transforms the

time series into networks based on China’s pilots by using the visibility

graph, mining more information on the structure features. Then, we

calculate nodes’ similarity to forecast the carbon prices by link prediction.

To improve the predicted accuracy, we notice the node distance to

introduce the weight coefficient, measuring the impact of different nodes

on future nodes. Finally, this study divides eight pilots into different

communities by hierarchical clustering to study the similarities between

these pilots. The results show that eight pilots are the “small world”

networks except for Chongqing and Shenzhen pilots, all of which are “scale-

free” networks except for Shanghai and Tianjin pilots. Compared with other

predicted methods, the proposed method in this study has good predicted

performance. Moreover, these eight pilots are divided into three clusters,

indicating a higher similarity in their price-setting schemes in the same

community. Based on the analysis of China’s pilots, this study provides

references for carbon trading and related enterprises.

KEYWORDS

carbon market price, visibility graph, link prediction, community detection, complex
network

1 Introduction

To effectively control CO2 emissions, an emission trading scheme (ETS) was

established by the EU in 2005, as a commodity to excise emission rights based on

greenhouse gas emission reductions [1]. Since its launch, the EU has continuously

optimized the carbon trading mechanism and subsequently formed a mature trading

system. It is the most successful carbon trading system, covering 31 countries, bringing

many experiences to China’s ETS [2].

“The 14th Five-Year Plan” pointed out that carbon dioxide emissions will strive to

achieve a “carbon peak” by 2030 and “carbon neutral” by 2060. During the 14th Five-Year

Plan, a stronger trading policy will be introduced to accelerate the transformation of a

high-carbon into a low-carbon nation, laying the foundation for “carbon neutrality” [3].

In the past 20 years, China’s CO2 emissions have increased six times faster than other

regions, accounting for about 70% of global CO2 emissions. Since 2020, China’s per capita
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CO2 emissions have exceeded the EU [4]. Therefore, introducing

a carbon trading mechanism has become an urgent task [5].

Subsequently, China established the Shenzhen pilot, Shanghai

pilot, Beijing pilot, Guangdong pilot, Tianjin pilot, Hubei pilot,

Chongqing pilot, and Fujian pilot since 2013, which is an

important means to address climate problems and fulfil the

international emission reduction commitments [6].

Due to China’s ETS pilots’ late opening, the mechanism is not

mature enough to be applied effectively [7]. Many professors

studied EU ETS, whereas a few researchers analyzed China’s ETS

pilots. In addition, there are lot of research works about the

factors affecting carbon price, but they seldom predict it.

Moreover, many studies have been conducted for one pilot

and not eight pilots, resulting in a less in-depth analysis of

the whole carbon market.

Recently, the complex network has attracted more attention.

The visibility graph is a bridge between time series and complex

networks, and the networks would retain the structural features

of the time series [8]; [9]; [10]. However, if there are no direct

links between two nodes, it is unknown whether they will create a

connection in the future. To address this problem, the study in

[11] proposed the link prediction based on the local randomwalk

(LRW) to evaluate the similarity between two nodes, thus

determining whether there is a link between them.

This study collects the daily carbon price in China’s eight

pilots and transforms the time series into eight networks by

visibility graph. Then, we analyze the network structures and

forecast the carbon prices based on link prediction. However,

we consider the importance of the node distance to introduce

the weight coefficient, which improves the predicted

performance further. Finally, this study divides these pilots

into different communities by hierarchical clustering,

providing a special perspective to study the similarity

between eight pilots.

Compared with existing studies, our contributions and core

work in this study are mainly in three aspects. (1) A few

researchers have studied the eight pilots in China together,

but we evaluate them as a whole. To further explore them, we

introduce the visibility graph to transform the time series. Based

on the network structure, we mine more node information to

analyze the features. (2) Most scholars only predicted the carbon

prices and did not analyze the network structure to extract more

information. We predict the carbon prices by link prediction and

analyze the predicted performance according to the network

features. Moreover, this study considers the importance of the

node distance to introduce the weights, improving the forecasting

accuracy. (3) Few studies have classified these pilots into different

communities, and this study divides them into several sub-

markets and analyzes their similarities.

The rest of this article is organized as follows: Section 2

provides a literature review of China’s ETS analysis; Section 3

introduces some concepts about network science and link

prediction. In Section 4, the proposed method and the data

are illustrated in detail; Section 5 shows the results and analysis,

and we conclude our work in Section 6.

2 Literature review

Most academic research on carbon prices has focused on the

causes that affect it and made predictions about it. Therefore, we

introduce the two aspects in Section 2.1 and Section 2.2.

Moreover, to further study the changing dynamic of the

carbon prices in China’s ETS pilots, we analyze the relevant

research in Section 2.3.

2.1 The influencing factors of the carbon
prices

Many researchers have analyzed the reasons that induce the

dynamic of carbon prices, which are mainly divided into three

categories: energy, climate, and macroeconomic events [12].

The study in [13] found that carbon prices are positive to

crude oil and natural gas prices and insignificantly influenced by

coal prices. In addition, they concluded that energy is the main

influencing factor in carbon prices. The study in [14] used

quantile regression to study the nonlinear effects of coal, oil,

natural gas, and other energy prices on carbon prices.

Moreover, the study in [13] concluded that temperature

extremes positively affect carbon prices. The study in [15]

found that changes in temperature at freezing temperatures

have a greater impact on carbon prices than shallow

temperatures, and high temperatures do not have such an effect.

The authors of [16] thought the macroeconomic environment

would affect carbon prices. When the economic situation arises,

industrial production activities increase, the demand for carbon

emission rights increases, and carbon prices increase accordingly.

Conversely, carbon prices will also decrease when the financial

situation declines. The study in [17] analyzed the impact of

industrial output on carbon trading prices. They found that the

only industries in the EU’s industrial output significantly affecting

carbon prices are the combustion and steel industries.

2.2 The forecasting of the carbon prices

To further analyze carbon prices, many experts have

predicted prices that provide some experiences to control CO2

emissions. There are three main methods to forecast time series:

statistical models, artificial intelligence algorithms, and ensemble

models. Statistical models are the methods to forecast the

samples’ trend, including the generalized auto-regressive

conditional heteroskedasticity (GARCH) model, auto-

regressive integrated moving average (ARIMA) model, grey

model GM (1,1), and so on. The authors of the study in [18]
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made a comparative analysis based on the daily data of the

Europe Climate Exchange by using the GARCH model. The

process is simple in statistical models, but there are also

unavoidable drawbacks; hence, they are not suitable for non-

linearity and non-stationary problems.

To address the limits of the statistical models, artificial

intelligence algorithms are widely used to capture samples’

features. They mainly include back-propagation neural networks

(BPNN), least squares support vector regression (LSSVR), and long

short-term memory networks (LSTM). The authors of the study in

[2] thought that the dynamics of the carbon prices were chaotic and

proposed a multi-layer perceptron network prediction model to

forecast the third phase prices in the EU. The study in [19] used

ARIMA and LSSVM models to predict carbon prices. Moreover,

particle swarm optimization (PSO) is used to find the best

parameters for LSSVM to improve predicted accuracy.

To obtain a better performance in forecasting carbon prices,

ensemble models that decompose the time series are proposed. The

ensemble models mainly conclude empirical mode decomposition

(EMD), variational mode decomposition (VMD), and so on. The

authors of the study in [20] forecasted the carbon prices in the

Guangdong pilot by back-propagation (BP), support vector

machines (SVM), and a hybrid model of EMD-BP-DNN,

respectively. In addition, they compared the forecasting

performances of these models.

2.3 Relevant studies on China’s ETS pilots

The existing research on China’s ETS pilots also considered

two aspects: the influencing factors and predictions in the carbon

prices. Although there is not much research on eight pilots, it still

has reference values.

Unlike the EU market, China’s carbon prices are mainly

affected by coal rather than crude oil. The authors of the study

in [21] examined the relationship between China’s ETS pilot and its

influencing variables: coal price, economy, temperature, and the

EU’s carbon prices. The results show a long-term co-integration

relationship between them, and coal prices are the dominant factor.

The study in [22] discussed the price drivers in ETS pilots by

structural mutation testing and an auto-regressive distributed lag

model. They proved that oil prices are positively correlated with

carbon prices, while coal prices are negatively correlated. The study

in [23] studied the driving factors (macroeconomic risks,

environmental factors, and energy) in China’s carbon prices by

quantitative analysis and the causes affecting price by the dynamic

correlation measurement method.

Moreover, there are many methods to predict carbon prices.

The authors of the study in [24] proposed a model based on a

combination of an empirical modal decomposition algorithm

(EMD) and a generalized auto-regressive condition

heteroscedasticity model (GARCH), which predicted five

pilots’ prices after 2016. The authors of the study in [25]

proposed a combination forecasting model based on the

hybrid interval multi-scale decomposition method and its

application to forecasting interval-valued carbon prices. To

mine the relationship between these pilots, the authors of the

study in [26] visually analyzed the seven pilots by visibility graph

and studied the similarity and heterogeneity.

3 Preliminary

3.1 Visibility graph algorithm

The authors of the study in [27] proposed a visibility graph

algorithm, transforming the time series into visibility graphs. In the

study, China’s ETS daily carbon prices as the time series values were

mapped to each visual node in the network and then the linkages

between all nodes were constructed by using the visibility graph

algorithm [28]. Assuming a given time series

T � (t1, y1), (t2, y2), . . . (tN,yN){ }, yN is the value at tN
correspondingly. If there is a node (tb, yb) between node (ta, ya)
and (tc, yc) and it satisfied ta < tb < tc, then whether two nodes

construct a link depends on the following equation:

yb <ya + yc − ya( ) tb − ta( )
tc − ta( ). (1)

Commonly, if there is a link between two nodes in a

histogram, they can also be linked in a network. For example,

if any two vertical bars can see each other’s top, then these 2 bars

are supposed to take a linkage [29]; [30]. Next, we can create an

adjacent metric based on the corresponding time series. Finally, a

network is constructed by network science, as shown in Figure 1.

3.2 Topological measures of the VG

3.2.1 Average degree
The average degree is the average value of all the nodes’

degree in a network. Ki is the degree of node i, describing the

number of nodes directly connected to it. Commonly, the larger

the node degree, the more communication the node and the

larger the average degree, demonstrating that the network is

more frequently communicated. The average degree is calculated

by Eq. 2 and denoted by 〈 k〉.

〈 k〉 � 1
N

∑N
i�0

ki. (2)

It also can be expressed as follows:

〈 k〉 � 2E
N
, (3)

where E represents the number of edges in a network andN is the

number of nodes in a network.
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3.2.2 Network diameter
The network diameter is a measure that the maximum value of

distance between all nodes in a network, denoted as D, and

expressed as

D � max dij( ), (4)

where dij is the shortest distance of node i and node j, which

defined as the least number of edges from node i to node j.

3.2.3 Average path length
The average path length is a vital character in a network,

meaning the average of the shortest distance between any

two nodes, denoted by L. The smaller the average path

length, the more frequent communication between all

nodes in the network. The calculation formula is shown as

follows:

L � 2
N N − 1( ) ∑i≥j dij. (5)

3.2.4 Network density
The network density is used to measure the closeness in the

network, denoted by Dg. The higher the Dg, the more tightly

connected the network. Dg is expressed by

Dg � E

N N − 1( ). (6)

3.2.5 Average clustering coefficient
The average clustering coefficient refers to the clustering

coefficient of the whole network, denoted as C(0≤C≤ 1), which
means that the clustering coefficients of all nodes are averaged. In

a network, suppose node i is connected to ki nodes and we denote

the actual number of edges existing between these ki nodes as Ei;

then, we can define the clustering coefficient of node i as the ratio

of Ei to the total maximum possible proportion of the number of

edges ki (ki−1)/2, and the calculation formula of Ci is as follows:

Ci � 2Ei

ki ki − 1( ). (7)

Then, the average clustering coefficient is denoted by

C � 1
N

∑N
i�1

Ci. (8)

3.2.6 Community structure
To further explore the network, we introduce the community

structure. Nodes are tightly connected between the same

communities while sparsely connected between different

communities [31]. Usually, the modularity Q function is used

to describe the accuracy of community division, which was

devised by the authors of the study in reference [32]. The

closer the Q takes to 1, the more obvious the community

structure is [33], which is expressed as follows:

Q � 1
2E

∑
i,j

aij − kikj
2E

( )δ gi, gj( ). (9)

Moreover, the function δ(gi, gj) is defined as: if node i and

node j belong to the same community, δ(gi, gj) = 1, otherwise δ(gi,

gj) = 0 [34]

3.3 Link prediction

Link prediction is a method to forecast the likelihood of two

unlinked nodes establishing a link in the future based on the

FIGURE 1
Process of time series transforming to a network.
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existing network analysis. Since a time series converts into a

network, then the time series prediction map into a network

prediction. In addition, most link prediction methods are based

on node similarity, such as common neighbors (CN), resource

allocation index (RA), and so on. The authors of the study in [11]

proposed a competitive prediction method based on the local

random walk (LRW), which measures the similarity by a walker

walking randomly in the network. Correspondingly, the higher

similarity between two nodes, the higher probability they will

connect in the future.

3.3.1 Local random walk
In the method, a visibility graph is described as an

unweighted network G (V, E), where V is the set of nodes

and E is the set of edges. Then, the transition probability

matrix that a random walker stays at node x and moves to

node y in one step, denoted by Pxy and obtained by

Pxy � axy
kx

, (10)

where axy = 1 if node x is connected to node y, otherwise axy = 0.

kx is the degree of node x.

After t steps, the probability �πx(t) that the walker moves

from node x to node y is calculated by

�πx t( ) � PT �πx t( ), (11)
where PT is the transposition of matrix P. Suppose there is a N

length time series and an N × 1 vector with the xth element

equaling to one and others to 0, then the vector is devoted by
�πx(0), representing that the walker starts walk from node x.

Then, the similarity between node x and node y based on

LRW is calculated by

SLRWxy t( ) � kx
2E

πxy t( ) + ky
2E

πyx t( ). (12)

However, there is a problem that a random walker will walk

too far away from node x to node y even though node x is

adjacent to node y, resulting in unsatisfactory predictions. To

address the issue, a higher similarity method is proposed, which

ensures a random walker walks in a local part rather than other

parts of the network. Superposed random walk (SRW) similarity

between node x to node y is denoted by SLRWxy , as follows:

SSRWxy t( ) � ∑t
l�1

SLRWxy l( ). (13)

Then, SLRWxy (n) = SLRWyx (n) and SSRWxy (t) = SSRWyx (t).

3.3.2 Node distance
According to the method proposed in [35] , the distance di→j

between node ti and node tj is calculated by Eq. (14), which

corresponding time values in point (ti, yi) and (tj, yj), respectively.

di→j � |ti − tj|. (14)

4 Method and data

The method is proposed to predict carbon prices utilizing the

visibility graph and link prediction, which will be illustrated in

detail and divided into three parts. In Section 4.1, the preliminary

work based on visibility graph and link prediction will be

introduced. In Section 4.2, an initial prediction will be

obtained based on the node similarity. In Section 4.3, node

distance will be taken into consideration to improve initial

predicted accuracy.

4.1 Preliminary work

The preliminary work including three main steps as follows:

Step 1: Transforming a time series to a visibility graph

A given time series T � (t1, y1), (t2, y2), . . . (tN, yN){ } can

map into a network by visibility graph algorithm, as illustrated in

Eq. (1).

Step 2: Calculating the node similarity based on LRW

The similarity between any two nodes based on LRW model

is first calculated by Eqs (10)–(12). Then, to sum, the results of

SSRW = [S1N, S2N, . . . S((N−1)N)] will obtain the similarities between

the last node N and all previous (N − 1) nodes by using Eq. 13.

Step 3: Finding out the most similar nodes

The maximum value of SSRW is denoted by SMN, and then

node (tM, yM) is the most similar point to node (tN, yN).

4.2 Initial forecasting

Suppose to forecast the future node (tN+1, yN+1), and it is the

closest to the last observed node (tN, yN), namely, it will be

directly influenced by node (tN, yN). However, the future node is

not only influenced by the nearest node but also previously

observed values. In Section 4.1, the higher similarity node (tM,

yM) is obtained, and it is the most similar point to node (tN, yN),

meaning it represents the previous data. Therefore, it is

considered to carry all the historical information to forecast

the future nodes.

As node (tM, yM) and node (tN, yN) have the most similarity in

the network, they will directly link to forecast the future node

(tN+1, yN+1), the calculation of yN+1 by Eq. 15 according to the

study in [36].

yN+1 � yN − yM

tN − tM
tN+1 − tM( ) + yM. (15)
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As shown in Figure 2, it describes the process of the linear

approximation prediction. Clearly, node (t3, y3) are the most

similar point to (t6, y6), which determines the future node (t7, y7).

4.3 Improved forecasting

To improve the predicted accuracy, the node distance is

considered to this method based on the initial forecasting, which

determines the weight coefficients of yN+1 and yN, respectively.

Step 1: Calculating the node distance

The distance between node (tM, yM) and node (tN, yN) is

determined by Eq. 16, denoted by dM→N.

dM→N � |tM − tN|, (16)

where tM and tN are corresponding time values (M < N).

Similarly, the distance between node (tM, yM) and node (tN+1,

yN+1), node (tN, yN), and node (tN+1, yN+1) is calculated by

dM→N+1 � |tM − tN+1|, (17)
dN→N+1 � |tN − tN+1|. (18)

Step 2: Determination of the weight coefficient

Furthermore, the closer the node (tM, yM) and node (tN, yN),

the less importance the node (tM, yM). However, node (tM, yM)

contains less historical information about past, which has the

same effect as node (tN, yN) to predict future information.

Conversely, if node (tM, yM) is far away from node (tN, yN),

the importance of node (tM, yM) is higher because it carries more

historical information for further predictions [37].

Then, the weight coefficients are defined by

wN � dM→N

dM→N+1
, (19)

wN+1 � 1 − wN, (20)

where wN+1 denotes the weight coefficient of the predict value

yN+1 and wN denotes the weight coefficient of the last observed

value yN. Figure 2 gives a more vivid interpretation.

Step 3: Final weighted prediction

Commonly, the larger the dM→N, the larger dM→N+1 and the

smaller the wN, demonstrating node (tM, yM) with more useful

historical information. Therefore, the final predicted results are

calculated by

ŷN+1 � wN+1*yN+1 + wN*yN. (21)

4.4 Data

The seven pilots’ carbon prices per day from January 2014 to

June 2021 are collected from China’s Carbon Emission Trading

Network (http://k.tanjiaoyi.com/) except the Fujian pilot.

Because the Fujian pilot was constructed to operate in 2016,

the pilot’s daily carbon prices are collected from January 2017 to

June 2021. In addition, the transaction prices are used as the

carbon prices except the Shenzhen pilot. Since six allowances

(SZA-2013 to SZA-2019) traded in the Shenzhen market, it takes

the average transaction prices as the carbon prices. Missing data

are added bymoving the average in the previous week. Therefore,

these eight China pilots’ carbon prices are shown in Figure 3.

5 Results and analysis

This section will analyze the data from January 2014 to June

2021 between China’s pilots. First, to realize the link prediction, this

study transforms the time series into a visibility graph by the VG

model and studies the network structures in the carbon price of eight

pilots. In addition, we predict carbon prices by the proposedmethods.

To verify the predicted accuracy, the error indicators are used to

analyze. Finally, we introduce hierarchical clustering to study the

similarity between these eight pilots in China.

5.1 The network structure results

We construct eight networks by the data of Beijing, Fujian,

Shanghai, Chongqing, Hubei, Shenzhen, Guangdong, and

FIGURE 2
Process of linear approximation prediction. wN+1 (red curve)
is the weight coefficient of yN+1, wN (green curve) is the weight
coefficient of yN.
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Tianjin pilots, respectively. After mapping the time series to eight

networks by visibility graph, we calculate the characteristic

statistics by Eqs 2-9, as shown in Table 1.

Usually, the average degree reflects the importance of a node

in networks. The average degree is the largest in Tianjin pilot,

whereas Shanghai and Shenzhen pilots are small, reflecting that

the carbon prices in Tianjin pilot are much affected by previous

price fluctuations. The Shanghai pilot has the smallest diameter.

The diameter of Chongqing and Shenzhen pilots is 13, indicating

that the Shanghai pilot is easily influenced by the near prices.

However, Chongqing and Shenzhen pilots are easily affected by

earlier prices. Correspondingly, the changing trend of the average

path length is as same as the diameter. In addition, the

density is ranged from 0.004 to 0.017, which illustrates

the tightness of the network. The average clustering

coefficient indicates the aggregation of the network

structure, ranging from 0.692 to 0.834. Moreover, the

modularity of Beijing and Shenzhen pilots surpasses 0.8,

reflecting that their community structures are apparent. The

modularity in the Shanghai pilot is the lowest, indicating that

the community structure is insignificant.

5.2 “Small world” and “scale-free”
properties

As seen in Table 1, except Chongqing and Shenzhen pilots,

these networks have a considerable average clustering coefficient

and small average path length, showing “small world” characters.

It reflects that the future carbon prices are easily affected by the

historical prices, and are mainly influenced by the hubs in the

networks.

FIGURE 3
Carbon prices in China’s ETS pilots; the different colors represent different pilots.

TABLE 1 Characteristic statics of eight China’s ETS pilots.

Beijing Fujian Shanghai Chongqing Hubei Shenzhen Guangdong Tianjin

Diameter 9 8 2 13 7 13 9 7

Average degree 10.504 16.587 6.04 18.992 16.184 6.334 11.16 26.634

Average path length 4.087 3.945 1.996 5.745 3.418 6.156 3.987 2.625

Modularity 0.804 0.769 0.242 0.734 0.583 0.85 0.731 0.483

Average clustering coefficient 0.761 0.753 0.834 0.71 0.728 0.774 0.746 0.692
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Figure 4 and Table 2 show the power-law degree distribution

of China’s ETS pilots, where γ is the exponent of the power-law

degree distribution and R2 is the fitting goodness. Clearly, the

larger the fitting goodness, the more conforms to the “scale-free”

properties. The “scale-free” network shows that only a few nodes

have a large degree, whereas most nodes in the network have little

linkage to other nodes, which reflects a severe heterogeneity in

degree distribution. In this study, the properties indicate that

future carbon prices will be affected easily by highly degree nodes,

which have many linkages with other nodes in the network.

Usually, the exponent γ is between 1 and 2. Beijing, Fujian,

Chongqing, Hubei, Guangdong, and Shenzhen pilots are the

“scale-free” network, except Shanghai and Tianjin pilots. To

further mine their features, we analyze the topology network

for Beijing and Shanghai pilots in Figure 5. However, the nodes’

degrees are described by different colors. The larger the degree,

the large the node size is. Clearly, there are a few hubs and many

low-degree nodes in the Beijing pilot, whereas there are many

hubs and a few low-degree nodes in Shanghai. It proves that our

experimental results are correct.

The “scale-free” pilots show that the nodes with a high degree

are easily affected by previous prices, and they also easily affect

future carbon prices. Moreover, the carbon prices of pilots are not

easily affected by events because there are a few hubs that would

be influenced. Moreover, the fitting goodness of Fujian and

Guangdong is about 60%, and others are all higher than 80%.

Hubei shows the highest R2, and the value is 0.866. However, in

Shanghai and Tianjin pilots, γ is 0.606 and 0.844, respectively. In

addition, Shanghai and Tianjin have a low R2, meaning the fitting

effect has a bad performance. As the financial technology center,

the Shanghai topology network is different from others not with

“scale-free” features. It communicates with many cities, and there

are many carbon-reducing technologies here. Due to these

characters, the carbon prices in Shanghai are easily affected by

emergency events because there are many hubs that would be

attacked.

FIGURE 4
Degree distribution of the VGN of China’s ETS pilots. (A–H) The degree distribution of Beijing, Fujian, Shanghai, Chongqing, Hubei, Guangdong,
Shenzhen, and Tianjin, respectively.

TABLE 2 Exponent of power-law degree distribution and the fitting goodness.

Beijing Fujian Shanghai Chongqing Hubei Shenzhen Guangdong Tianjin

Γ 1.593 1.371 0.606 1.294 1.339 2.128 1.172 0.844

R2 0.831 0.677 0.382 0.806 0.866 0.843 0.603 0.567
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5.3 Carbon price forecasting

In this section, we calculate the average carbon price in a

month as the monthly price, and then the proposed method is

adopted to forecast the monthly carbon prices in China’s pilots.

Specifically, we divide China’s ETS pilots into a Universe dataset

T from January 2014 to June 2021. First, the data from January

2014 to September 2015 are selected as a training set to predict

October 2015. Then, the actual value of October 2015 will be

added to the training set to forecast the next value. Above all, this

process will be repeated until the value of June 2021 is predicted.

Finally, we will obtain the predicted set from January 2016 to

June 2021. Particularly, the Fujian pilot dataset is from January

2017 to June 2021. The training set is from January 2017 to

September 2018, predicting the carbon prices from October

2018 to June 2021. The process of the method is shown in

Algorithm 1.

To verify the efficiency of the improved method, we

compare two forecasting methods and the results in

Figure 6. In this panel, (A–H) represents the predicted

results in Beijing, Fujian, Shanghai, Chongqing, Hubei,

Shenzhen, Guangdong, and Tianjin pilots, respectively.

As can be seen, the blue line is the initial predicted values,

the green line is the improved predictions, and the red line is

the actual values. If the red line is close to the blue line or

green line, indicating that the predicted accuracy of the

proposed method is high. Conversely, the farther away the

red line from the blue line, the worse the predicted accuracy.

Moreover, if the green line is closer to the red line than the

blue line, the improved method has a better predicted

performance in a network.

To evaluate the predicted accuracy of the proposed method,

this study adopts three error measures: mean absolute

difference (MAD), root mean square error (RMSE), and

mean absolute percentage error (MAPE). These error

indicators are denoted by

MAD � 1
N

∑N
t�1

|ŷt − yt|, (22)

RMSE �

�������������
1
N

∑N
t�1

ŷt − yt( )2
√√

, (23)

MAPE � 1
N

∑N
t�1

|ŷt − yt|
yt

, (24)

where N is the number of predicted values, ŷ(t) represents
the predicted value at t time, and y(t) is the actual value at

t time.

The predicted accuracy is high if the results exhibit a low

MAD, RMSE, or MAPE. Namely, the proposed method has a

FIGURE 5
Different colors indicate nodes with different degree; the higher the degree, the larger the node size. (A) There are a few hubs and many low-
degree nodes in Beijing. (B) There are a few low-degree nodes and many hubs in Shanghai.

Frontiers in Physics frontiersin.org09

Hu et al. 10.3389/fphy.2022.1029600

28

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1029600


FIGURE 6
The forecasting results in panel. (A–H) The predicted results in Beijing, Fujian, Shanghai, Chongqing, Hubei, Shenzhen, Guangdong, and Tianjin
pilots, respectively.
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good prediction performance. To verify its forecasting

performance further, we introduce the moving average

(MA) method, a linear combination of residual terms to

forecast. The order of MA is determined by ACF, which

describes the correlation between the current and past

values. Moreover, we compare three strategies of the initial

predictions, the improved predictions, and the MA

predictions in eight pilots, as shown in Table 3.

According to these data, the order of MA is 2. From

Table 3, the performance of predicted values by MA(2) is

worse than the method proposed by this study. The improved

method has a better predicted capacity, showing that the node

distance is also an important character in networks, so it is

necessary to consider the weight coefficient. Moreover, the

result explains that future prices will be affected by historical

issues, not only recent events. The price fluctuations in the

Hubei, Guangdong, and Tianjin pilots are flat, and the

MAD(b) are all less than 1. These pilots start with a low

price and actively encourage enterprises to reduce emissions.

They are not easily affected by related events based on their

“scale-free” features, so the carbon prices are stable to obtain

a good forecasting performance.

Conversely, the forecasting performance in Beijing,

Chongqing, and Shenzhen pilots is the worst, the RMSE(b)

exceeds 3 because their prices fluctuate greatly. Beijing as the

highest pilot with the worst MAD(b) and RMSE(b), 4.966 and

9.077, respectively. It cooperates with many enterprises with

rich trading products, so there are a lot of uncertain factors to

affect forecasting validity. Similarly, the Shenzhen pilot is the

first carbon trading market, covering 40% of carbon

emissions. In addition, it is one of the pilot areas with the

largest number of enterprises and the most active

transactions, so its prices are easily affected by other

factors, such as coal, climate, and economic events.

Moreover, Shenzhen and Chongqing pilots are not the

“small world” networks with poor communication,

inducing a bad predicted performance.

Besides, we have to consider the impact of the COVID-19

epidemic on carbon market trading, and the emergency has

affected the predicted accuracy. Due to the abruptness of the

COVID-19 outbreak, we cannot precisely estimate the trend of

carbon prices. Thus, we cannot obtain a good forecasting

performance.

5.4 Cluster results

Hierarchical clustering is a method to analyze the nodes’

similarity, measured by node distances. The steps are as follows:

TABLE 3 Errormeasurements of carbon prices forecasting in eight pilots. (A–C) The initial forecastingmethod, improved forecastingmethod, andMA
(2), respectively.

Beijing Fujian Shanghai Chongqing Hubei Shenzhen Guangdong Tianjin

MAD(a) 5.915 2.242 1.930 3.775 1.054 2.434 1.022 1.135

MAD(b) 4.966 1.838 1.626 3.201 0.952 2.212 0.882 0.975

MAD(c) 8.327 4.876 4.622 4.516 2.793 3.092 8.883 3.135

RMSE(a) 10.731 3.586 3.131 6.312 1.740 3.536 1.597 2.615

RMSE(b) 9.077 3.128 2.766 5.431 1.611 3.212 1.359 2.097

RMSE(c) 15.325 13.569 9.087 7.677 5.033 5.368 13.688 5.462

MAPE(a) 0.104 0.159 0.085 0.441 0.047 0.101 0.061 0.076

MAPE(b) 0.085 0.127 0.071 0.352 0.042 0.091 0.052 0.067

MAPE(c) 0.142 0.367 0.270 0.349 0.123 0.095 0.407 0.190

FIGURE 7
lustering results of China’s ETS pilots by hierarchical
clustering; they are divided into three communities.
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Step 1: Each node is considered a cluster

Step 2: The distances between each cluster is calculated, and the

two closet clusters are merged into a group

Step 3: The previous operations are repeated until all clusters are

merged into a cluster

Step 4: The final cluster results are obtained

We divide eight pilots into three communities, which are

seen as each sub-market, as shown in Figure 7. The higher the

similarity between these pilots divided into a cluster, so they

in the same sub-market are similar in price dynamics, and we

use different colors to denote different groups. Beijing and

Guangdong pilots are a community with the most similarity to

China’s pilots because they encourage companies to save

energy with a good performance to reduce emissions.

Likewise, Shanghai and Shenzhen pilots belong to a cluster

with a high GDP, illustrating that their operational

mechanisms are similar. They cover the more

comprehensive industries, and their penalties are also

strict. Then, the rest of these pilots belong to a sub-market.

They operate from a low price and trade in a single product

with an inactive performance.

6 Conclusion

Carbon emission reduction has promoted the global carbon

market development. To further control CO2 emission

effectively, this study analyzes the eight pilots in China

based on network science. According to the network

structures of eight pilots, we conclude that most pilots show

the “scale-free” and “small world” features. Meanwhile, we

predict the carbon prices by introducing the weight

coefficient that measures the node distance, acquiring a

better performance than before. We combine network

science and link prediction, providing an effective method to

forecast carbon prices. Finally, to study the similarity between

these pilots, this study divides eight pilots into different

communities by hierarchical clustering.

In this study, our analysis supplies experiences and

policies among these pilots, providing crucial theoretical

guidance for market participants to participate actively. The

carbon pricing tool is a mechanism to stimulate markets to

reduce emissions. Thus, it is important to predict carbon

prices, which can stimulate innovation and improve

productivity. However, the sudden outbreak of COVID-

19 affects carbon market trading, so it is necessary to

forecast carbon prices to change policies for decision

makers. But, the uncontrollability and instability result in

worse forecasting performance.

The subsequent research work would like to progress in the

following areas: (1) This study predicts monthly carbon prices

based on eight pilots. However, we will next consider forecasting

the daily data in a pilot, maintaining more topology features to

obtain a better predicted performance. (2) EEMD will be

introduced to decompose the time series to mine the data

features. After getting different IMFs and a residue, we predict

them by different methods and integrate the results to obtain a

final result. (3) To improve the accuracy, we can transform

unweighted networks into weighted networks by different

similarity indices in link prediction, even considering the

reliability of the communication route.

To further respond effectively to global warming, China’s

carbon market can be considered from the following aspects:

First, the cooperation with the global carbon market should be

deepened and we should start exploring the internationalization

path, accelerating the internationalization of China’s pilots. At the

same time, as the largest carbon market, China’s carbon market is

expected to play a scale advantage in construction. Second, we

should strengthen the construction of the basic legal system and

improve the system specification. Third, we should take the carbon

market as the leading market mechanism for coordinating energy

conservation, emission reduction, and promote positive synergy.
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Finite-time synchronization of
Kuramoto-oscillator networks
with a pacemaker based on
cyber-physical system

Pengchun Rao* and Xiufeng Guo

School of Science, East China Jiaotong University, Nanchang, China

In this paper, we study the finite-time synchronization problem of a Kuramoto-

oscillator network with a pacemaker. By constructing a cyber-physical system

(CPS), the finite-time phase agreement and frequency synchronization of the

network are explored for identical and non-identical oscillators, respectively.

According to the Lyapunov stability analysis, sufficient conditions are deduced

for ensuring the phase agreement and frequency synchronization for arbitrary

initial phases and/or frequencies under distributed strategies. Furthermore, the

upper bound estimations of convergence time are obtained accordingly, which

is related to the initial phases and/or frequencies of oscillators. Finally, numerical

examples are presented to verify the effectiveness of the theoretical results.

KEYWORDS

finite-time, synchronization, Kuramoto-oscillator, pacemaker, cyber-physical
system (CPS)

1 Introduction

Synchronization of complex networks has been extensively investigated by researchers due

to its numerous practical applications. As one of the most celebrated periodic-oscillator

models, Kuramoto model [1] and its variations have been widely used for explaining various

synchronization phenomena, and they have attracted considerable attention from researchers

in diverse fields ranging from biology [2, 3], mathematics [4], physics [5, 6] and engineering

[7–10]. In the past decade, many progresses concerning on the synchronization of Kuramoto-

oscillator networks have been made by researchers in the control community [10–20], where

synchronization criteria with respect to constraints on coupling strengths and initial phases

have been developed. For example, in [10], the relationship between the algebraic connectivity

of a connected Kuramoto-oscillator network and critical coupling was revealed. In [11],

Chopra and Spong showed that initial relative phases should be confined to π/2 and a critical

coupling strength should be satisfied, which guaranteed the frequency synchronization of an

all-to-all connected Kuramoto network.

In [14, 15, 17, 20], researchers have taken the pacemaker (i.e. the so-called leader) into

consideration, where synchronization criteria were related to not only the constraint on

coupling strengths and initial phases, but also the selection of direct controlled oscillators.

Since the interactions between oscillators are usually in the sinusoidal form of phase
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differences, the theoretical results mentioned above were based on

the requirements of initial phases, and only local stability analyses

were provided. Based on the framework of cyber-physical systems

[21, 22], distributed linear controllers have been adopted to

synchronize Kuramoto-oscillator networks in [23, 24], where the

derived stability conditions were independent of the initial phases

such that the global synchronization was achieved. In [24], sufficient

criteria were established for the Kuramoto-oscillator network with a

pacemaker under distributed linear control.

The results aforementioned merely focused on the asymptotical

synchronization, which indicated that synchronization was realized

when t → ∞. Recently, in [18, 19, 25–27], more researchers have

focused on the finite-time synchronization of Kuramoto-oscillator

networks, which is also of significance in practical applications. For

example, power girds need to get rid of local power failures as soon

as possible in order to avoid the cascading failure. In [27],Wu and Li

investigated the finite-time and fixed-time synchronization of

Kuramoto-oscillator networks by employing a novel multiplex

control. However, the finite-time synchronization of Kuramoto-

oscillator network in present of a pacemaker has not been

investigated so far.

Inspired by the above literatures, it is worth investigating the

finite-time synchronization of Kuramoto-oscillator network with

a pacemaker. In this paper, we aim to explore finite-time

synchronization criteria of such network by adopting

distributed schemes based on CPS. The main contributions of

this paper are summarized as follows: Firstly, effective criteria are

established to deal with finite-time phase agreement and

frequency synchronization for Kuramoto-oscillator network

with a pacemaker, and the upper bound of synchronization

time is also provided; Secondly, synchronization can be

achieved for arbitrary initial phases, which only influence the

upper bound of synchronization time; Finally, the requirement

on the connectivity of physical system is relaxed, even if it is an

unconnected network.

The remainder of this paper is organized as follows. In

Section 2, the framework of CPS is constructed, which

consists of the physical Kuramoto-oscillator network system

and the cyber (controlling) system. Furthermore, two

definitions and some necessary mathematical preliminaries are

encompassed in Section 2. Finite-time phase agreement in an

identical Kuramoto-oscillator network and frequency

synchronization in a non-identical Kuramoto-oscillator

network cover the heart body of Section 3 and Section 4,

respectively. Section 5 presents the numerical simulation

results, and Section 6 concludes the whole paper.

2 Model and preliminaries

In the framework of CPS, a Kuramoto-oscillator network

consisting of N oscillators with control input ui can be

described as

_θi � ωi +∑N
j�1

aij sin θj − θi( ) + ui, i ∈ I, (1)

where I � 1, . . . , N{ }, θi and ωi are the phase and natural

frequency of the ith oscillator, respectively. A � (aij)N×N

denotes the adjacency matrix of an undirected network, where

aij = aji (i ≠ j) > 0 iff there is an edge between oscillator i and

oscillator j; otherwise, aij = 0. Let LA � DA − A be the Laplacian

matrix associated with the adjacency matrix A, where DA ∈ RN×N

is a diagonal matrix with DA
ii � ∑N

j�1aij (∀i ∈ I). The network

associated with the adjacency matrix A is called physical network.

Assume that there is a pacemaker with dynamics

_θ0 � ω0,

where θ0 and ω0 are the phase and natural frequency of the

pacemaker, respectively.

In this paper, we concern phase agreement and frequency

synchronization with respect to the pacemaker in finite time.

Definition 1. Network Eq. 1 with control input ui achieves

(pacemaker-based) finite-time phase agreement, if there exists a

settling time T > 0 depending on the initial states θi(0) (i ∈ {0}⋃I),

such that

lim
t→T

θi − θ0( ) � 0, i ∈ I, (2)

and θi − θ0 ≡ 0 for t ≥ T.

Definition 2. Network Eq. 1 with control input ui achieves

(pacemaker-based) finite-time frequency synchronization, if

there exists a settling time T > 0 depending on the initial

states _θi(0) (i ∈ {0} ⋃ I), such that

lim
t→T

_θi − _θ0( ) � 0, i ∈ I, (3)

and _θi − _θ0 ≡ 0 for t ≥ T.

In order to obtain the sufficient conditions, the following

Lemmas are needed.

Lemma 1. [28] For an undirected graph G with N nodes, xTLx �
1
2 ∑N
i�1

∑N
j�1

aij(xi − xj)2 holds, where x � (x1, x2, . . . , xN)T and L is

the Laplacian matrix of G.

Lemma 2. [29] Consider the system of differential equation

_x t( ) � f x t( )( ) (4)

where f: D → Rn is continuous on an open neighborhood

D ⊆ Rn of the origin and f (0) = 0. A continuously

differentiable function x: I → D is said to be a solution of Eq.

4 on the interval I ⊂ R if x satisfies Eq. 4 for all t ∈ I.

If there exists a continuous function V(x): D → R such that

(1) V(x) is positive definite;
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(2) There exist real numbers c > 0, 0 < ρ < 1, and an open

neighborhood D0 ⊆ D of the origin such

that _V(x)≤ − cVρ(x), x ∈ D0\{0}.
Then, the origin is a finite-time stable equilibrium of Eq. 4 and

the finite settling time T satisfies

T≤
V1−ρ x 0( )( )
c 1 − ρ( ) .

If in addition D0 � D � RN, the origin is globally finite-time

stable equilibrium.

For the sake of convenience, let ξi = θi − θ0, then
_ξi � _θi − _θ0 � _θi − ω0. For a real symmetric matrices L, let

λmin(L) be the minimum eigenvalue of matrix L. Denote

sig(x)α � sign(x)|x|α, where the signum function sign(x) is

defined as

sign x( ) �
1,∀x> 0,
0, x � 0,
−1,∀x< 0.

⎧⎪⎨⎪⎩

3 Finite-time phase agreement for
identical Kuramoto oscillators

In this section, we first concentrate on the case of oscillators

with identical natural frequency, i.e., ωi = ω0, ∀i ∈ I. Thus,

network Eq. 1 with control input ui becomes

_θi � ω +∑N
j�1

aij sin θj − θi( ) + ui, i ∈ I. (5)

For achieving finite-time phase agreement, a distributed

control strategy is constructed as

ui � ∑N
i�1

bij θj − θi( ) + fisig θ0 − θi( )α, (6)

where B � (bij)N×N denotes the adjacency matrix of an

undirected network with elements bij defined similar to aij,

fi ≥ 0, and parameter 0 < α < 1. The network associated with

the connections between the oscillators in the controller Eq. 6 is

called cyber network. Let LB be the Laplacian matrix associated

with the adjacency matrix B, where its elements are defined

similar to LA.

By transforming θi into ξi, network Eq. 5 with distributed

control strategy Eq. 6 becomes

_ξi � ∑N
j�1

aij sin ξj − ξ i( ) +∑N
j�1

bij ξj − ξ i( ) − fisig ξ i( )α. (7)

Theorem 1. Network Eq. 1 with identical oscillator under

distributed control strategy Eq. 6 achieves finite-time phase

agreement with the settling time bounded by

T1 ≤
ξ 0( )‖ ‖1−α
1 − α( )fmin

, (8)

if

λmin cos γ · LA + LB( )≥ 0,

where fmin = min{f1, . . ., fN}, ‖ξ(0)‖2 � ∑N
i�1

[ξi(0)]2 and γ ∈ (π, 2π)
satisfies tan γ = γ.

Proof 1. Consider the following Lyapunov functional candidate

V1 � 1
2
ξTξ � 1

2
∑N
i�1

ξ2i .

The derivation of V1 along trajectories Eq. 7 gives

_V1 � ∑N
i�1

ξ i _ξ i � ∑N
i�1

∑N
j�1

aijξ i sin ξj − ξ i( ) +∑N
i�1

∑N
j�1

bijξ i sin ξj − ξ i( )

−∑N
i�1

fiξisig ξ i( )α. (9)

According to Lemma 1 and the fact sin(θj−θi)
(θj−θi) ∈ [cos γ, 1], we

can obtain

∑N
i�1

∑N
j�1

aijξi sin ξj − ξi( ) � 1
2
∑N
i�1

∑N
j�1

aij ξi − ξj( )sin ξj − ξ i( )

� −1
2
∑N
i�1

∑N
j�1

aij
sin ξj − ξi( )

ξj − ξi( ) ξj − ξi( )2
≤ − cos γ

2
·∑N
i�1

∑N
j�1

aij ξj − ξi( )2
� −cos γ · ξTLAξ.

(10)

And,

∑N
i�1

∑N
j�1

bijξi ξj − ξ i( ) � −1
2
∑N
i�1

∑N
j�1

bij ξj − ξi( )2 � −ξTLBξ, (11)

∑N
i�1

fiξ isig ξ i( )α � ∑N
i�1

fiξisign ξi( ) ξi∣∣∣ ∣∣∣α ≤ ∑N
i�1

fi ξ i
∣∣∣ ∣∣∣1+α. (12)

Combining Eqs. 10–12, Eq. 9 yields

_V1 ≤ − ξT cos γ · LA + LB( )ξ −∑N
i�1

fi ξ i
∣∣∣ ∣∣∣1+α.

If λmin(cos γ · LA + LB)≥ 0, we get

_V1 ≤ −∑N
i�1

fi ξ i
∣∣∣ ∣∣∣1+α

� −∑N
i�1

fi ξi
∣∣∣ ∣∣∣2[ ]1+α2

≤ − fmin2
1+α
2

1
2
∑N
i�1

ξ i
∣∣∣ ∣∣∣2⎡⎣ ⎤⎦1+α2

� −21+α
2 fminV1

1+α
2 .
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By Lemma 2 and Definition 1, network Eq. 1 with identical

oscillator under distributed control strategy Eq. 6 achieves finite-

time phase agreement with the settling time bounded by

T1 ≤
∑N

i�1 ξ i 0( )( )2[ ]1−α2
1 − α( )fmin

� ξ 0( )‖ ‖1−α
1 − α( )fmin

.

This completes the proof.

Remark 1. According to (8), we find that the upper bound of

synchronization time is proportionate to initial state ‖ξ(0)‖, and is
inversely proportional to fmin. According to Theorem 1, it is

sufficient to achieve finite-time phase agreement if

λmin(cos γ · LA + LB)≥ 0. Therefore, even if the physical

network is not connected, phase agreement could be also

achieved with the help of cyber network, which relaxes the

requirement on the connectivity of the physical network.

4 Finite-time frequency
synchroniztion for non-identical
Kuramoto oscillators

Now we further concentrate on the case of oscillators with

non-identical natural frequencies, i.e., there exists some i ∈ I such
that ωi ≠ ω0. For achieving finite-time frequency

synchronization, a distributed control strategy ui is designed as

ui � ∑N
j�1

bij θj − θi( ) + Ui, (13)

where _Ui � fisig( _θ0 − _θi)α, fi ≥ 0, parameter 0 < α < 1, and bij
denotes the same as that in Eq. 6. Let LB be the Laplacian matrix

associated with the adjacency matrix B, where its elements are

defined similar to LA.

Theorem 2. Network Eq. 1 with non-identical oscillators under

distributed control strategy Eq. 13 achieves frequency

synchronization with the settling time bounded by

T2 ≤
_ξ 0( )

����� �����1−α
1 − α( )fmin

, (14)

if

λmin LB − LA( )≥ 0,
where ‖ _ξ(0)‖2 � ∑N

i�1
[ _ξi(0)]2.

Proof 2. By taking the derivation of Eq. 1, we obtain

€ξ i � €θi � ∑N
j�1

aij cos ξj − ξ i( ) _ξj − _ξ i( ) + _ui. (15)

Consider the following Lyapunov functional candidate

V2 � 1
2
_ξT _ξ � 1

2
∑N
i�1

_ξ i
2
.

The derivation of V2 along trajectories Eq. 15 gives

_V2 � ∑N
i�1

_ξi€ξ i � ∑N
i�1

_ξ i ∑N
j�1

aij cos ξj − ξ i( ) _ξj − _ξ i( ) + _ui
⎡⎢⎢⎣ ⎤⎥⎥⎦

� ∑N
i�1

_ξi ∑N
j�1

aij cos ξj − ξ i( ) _ξj − _ξ i( ) +∑N
j�1

bij _ξj − _ξ i( ) − fisig _ξi( )α⎡⎢⎢⎣ ⎤⎥⎥⎦
� ∑N

i�1
∑N
j�1

_ξ iaij cos ξj − ξ i( ) _ξj − _ξ i( ) +∑N
i�1

∑N
j�1

bij _ξ i _ξj − _ξ i( )
−∑N

i�1
_ξ isig _ξi( )α. (16)

According to Lemma 1 and the fact |cos(θj − θi)|≤ 1, we can
obtain

∑N
i�1

∑N
j�1

_ξ iaij cos ξj − ξ i( ) _ξj − _ξ i( ) � −1
2
∑N
i�1

∑N
j�1

aij _ξj − _ξ i( )2 cos ξj − ξ i( )
≤
1
2
∑N
i�1

∑N
j�1

aij _ξj − _ξ i( )2� _ξ
TLA

_ξ. (17)

And,

∑N
i�1

∑N
j�1

bij _ξ i _ξj − _ξ i( ) � −1
2
∑N
i�1

∑N
j�1

bij _ξj − _ξ i( )2 � − _ξTLB
_ξ, (18)

∑N
i�1

_ξ isig _ξ i( )α � ∑N
i�1

fi
_ξisign _ξ i( ) _ξ i

∣∣∣∣∣ ∣∣∣∣∣α ≤ ∑N
i�1

fi
_ξ i
∣∣∣∣∣ ∣∣∣∣∣α+1. (19)

Combining Eqs. 17–19, Eq. 16 yields

_V2 ≤ − _ξ
T LB − LA( ) _ξ −∑N

i�1
fi

_ξ i
∣∣∣∣∣ ∣∣∣∣∣α+1.

If λmin(LB − LA)≥ 0, we get

_V2 ≤ −∑N
i�1

fi
_ξi
∣∣∣∣∣ ∣∣∣∣∣α+1

� −∑N
i�1

fi
_ξ i
∣∣∣∣∣ ∣∣∣∣∣2[ ]1+α

2

� −fmin2
1+α
2

1
2
∑N
i�1

_ξ i
∣∣∣∣∣ ∣∣∣∣∣2⎡⎣ ⎤⎦1+α

2

� −21+α
2 fminV

1+α
2
2 .

By Lemma 2 and Definition 2, network Eq. 1 with non-

identical oscillators under distributed control strategy Eq. 13

achieves finite-time frequency synchronization with the settling

time bounded by

T2 ≤
∑N
i�1

_ξ i 0( )( )2[ ]1−α
2

1 − α( )fmin
�

_ξ 0( )
����� �����1−α
1 − α( )fmin

.

This completes the proof.
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Remark 2. According to Eq. 14, we find that the upper bound of

synchronization time is proportionate to initial state ‖ _ξ(0)‖, and is
inversely to the fmin. According to Theorem 2, it is sufficient to

achieve finite-time frequency synchronization if

λmin(LB − LA)≥ 0. Therefore, even if the physical network is

not connected, frequency synchronization could be also

achieved with the help of cyber network, which relaxes the

requirement on the connectivity of the physical network.

5 Numerical simulation

In this section, we assume networks associated with

adjacency matrices A and B as shown in Figures 1A,B,

respectively.

We first verify Theorem 1. Obviously,

λmin(cos γ · LA + LB) � 0. For simplicity, set ωi = 0 (i = 0, 1, 2,

3, 4, 5), α = 0.5, fi = 2 (i = 1, 2, 3, 4, 5), and (θ0 (0), θ1 (0), θ2 (0), θ3 (0),

θ4 (0), θ5 (0)) = (0.25,−0.1028,28.8866,−10.0289,5.3575,−17.3534)T.

In Figure 2A, phase differences θi − θ0 converge to zero, which

means finite-time phase agreement is achieved. Besides, it also shows

phase agreement is achieved about 2.2s, which is less than the upper

bound of settling time T1 = 5.9600s. Time evolutions of the

controller Eq. 6 of each oscillator are showed in Figure 2B.

Secondly, we verify Theorem 2. Obviously, λmin(LB − LA) � 0.

Set α = 0.5, fi = 2 (i = 1, 2, 3, 4, 5), _θ0(0) � ω0 � 2, (ω1, ω2, ω3, ω4,

ω5) = (−10,−4,0,4,10)T, and ( _θ1 (0), _θ2(0), _θ3(0), _θ4(0), _θ5(0))
� (44.5324,−4.2299, 17.8956,−39.9282,−18.2699)T. In Figure 3A

frequency differences _θi − _θ0 converge to zero, which means finite-

time frequency synchronization is achieved. Besides, it also shows

frequency synchronization is achieved about 0.825s, which is less

than the upper bound of settling time bound T2 = 2.1147s. Time

evolutions of the controller Eq. 13 of each oscillator are showed in

Figure 3B.

Finally, we move to see the influence of parameter α on

synchronization time. In the simulations, we set α = 0.1, 0.3, 0.5,

FIGURE 1
(A) Network associated with adjacency matrix A. (B) Network associated with adjacency matrix B.

FIGURE 2
(A) Time evolutions of phase differences θi − θ0 (i = 1, 2, 3, 4, 5) under distributed control strategy Eq. 6. (B) Time evolutions of the distributed
control strategy Eq. 6.
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0.7, 0.9. In Figure 4, it is showed that the synchronization time

decreases as α grows.

6 Conclusion

In this paper, the problems of finite-time phase agreement

and frequency synchronization of Kuramoto-oscillator networks

with a pacemaker have been investigated. Two distributed

control strategies, based on the CPS, have been designed to

drive the Kuramoto-oscillator networks. In the light of finite-

time stability theory, the sufficient criteria have been derived for

guaranteeing the phase agreement and frequency

synchronization of identical and non-identical Kuramoto-

oscillator networks with a pacemaker. At the same time, the

upper bounds estimation of convergence time of Kuramoto-

oscillator networks have been given accordingly. Numerical

examples have validated the effectiveness of the derived

theoretical results.

However, the convergence time estimations of this paper

are heavily related to initial phases and/or frequencies of

oscillators. Therefore, it is urgent to explore the fixed-time

synchronization of Kuramoto model with a pacemaker in the

future.

FIGURE 3
(A) Time evolutions of frequencies differences _θi − _θ0 (i � 1, 2, 3,4,5) under distributed control strategy Eq. 13. (B) Time evolutions of the
distributed control strategy Eq. 13.

FIGURE 4
(A) Time evolutions of ‖ξ(t)‖ under the distributed control strategy Eq. 6 with respect to different parameters α = 0.1, 0.3, 0.5, 0.7, 0.9. (B) Time
evolutions of ‖ _ξ(t)‖ under the distributed control strategy Eq. 13 with respect to different parameters α = 0.1, 0.3, 0.5, 0.7, 0.9.
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Hitting time for random walks on
the Sierpinski network and the
half Sierpinski network

Yu Sun*, Xiaobei Liu and Xiaoyan Li

School of Mathematical Sciences, Jiangsu University, Zhenjiang, China

We consider the unbiased random walk on the Sierpinski network (Sn◦N) and
the half Sierpinski network (HSn◦N), where n is the generation. Different from

the existing works on the Sierpinski gasket, Sn◦N is generated by the nested

method andHSn◦N is half of Sn◦N based on the vertical cutting of the symmetry

axis. We study the hitting time on Sn◦N and HSn◦N. According to the complete

symmetry and structural properties of Sn◦N, we derive the exact expressions of

the hitting time on the nth generation of Sn◦N and HSn◦N. The curves of the

hitting time for the two networks are almost consistent when n is large enough.

The result indicates that the diffusion efficiency of HSn◦N has not changed

greatly compared with Sn◦N at a large scale.

KEYWORDS

hitting time, half Sierpinski networks, vertical cutting, random walk, fractal

1 Introduction

In recent decades, complex networks have attracted great interest in the scientific

community [1,2] and are considered valuable tools for describing real-world systems in

the nature and society [3]. They also have a significant impact on mobility patterns,

network sampling, community detection, signal transmission, virus spreading, epidemic

control, and link prediction [4,5]. In recent years, complex networks have not only been

studied in the field of mathematics due to their intersectionality and complexity but also

more scholars in other disciplines have begun to pay attention to them, which involves

system science, statistical physics, computer and information science, etc. [6–9] Common

analysis methods and tools include the graph theory, combinatorial mathematics, matrix

theory, probability theory, and stochastic process.

A fractal is a rough or fragmented geometric shape that can be divided into multiple

parts, and each part is approximately a reduced-version copy of the whole. According to

this definition, a fractal feature is a property known as self-similarity, which means that a

fractal has self-similarity [10–13]. In recent years, fractals have attracted a surge of

attention in various scientific fields [14,15]. The fractal theory [16,17] has always been a

very popular and active theory. This is due to the self-similar structure that exists and the

crucial impact of the idea of fractals on a large variety of scientific disciplines, such as

molecular biology, pharmaceutical chemistry, optics, economics, and ecology [18]. In

addition, many complex networks and real networks are generated by the self-similar

fractal network [19–22]. There are many classical fractal models, such as the Cantor set,
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the Koch curve, and the Sierpinski gasket [23,24]. These

structures have obviously become the focus of research, and

many potential characterizations have been discovered. In 25–36,

the network evolved from the Sierpinski carpet and some vital

properties of the Sierpinski gasket were considered.

It has a great theoretical and practical significance to

study the hitting time of random walks, which is the mean of

the first-passage time of a random walker starting from any

site on the network to a trap (a perfect absorber). It can

characterize various other dynamical processes taking place

on the network, such as mobility patterns and virus

spreading. For example, in the communication and

information industry, the hitting time of a random walk

model can be used to study and simulate information

transmission and latency, data collection, quantification

and the prediction of communication and search costs, etc.

In the field of biology, random walk models can be used to

study and describe the spread of infectious diseases and

metabolic fluxes among organisms. In the computer

industry, the study of characteristics results in community

detection, computer vision, collaborative recommendation,

and image segmentation. It also describes the diffusion

efficiency of different networks. Kozak and Balakrishnan

[37,38] studied random walks on a two-dimensional

Sierpinski gasket, three-dimensional Sierpinski tower, and

d-dimensional Sierpinski model and gave the analytical

expression of the hitting time. Wu [39] studied the

random walk on the half Sierpinski gasket and gave the

formula for the hitting time. Qi [40] got the expression of

the hitting time for several absorbing random walks on

Sierpinski graphs and hierarchical graphs.

In this paper, we study random walks and discuss the hitting

time on the Sierpinski network model (Sn◦N) and the half

Sierpinski network model (HSn◦N) obtained by vertically

cutting Sn◦N based on the symmetry axis. Compared with

Sn◦N, the global self-similarity structure of HSn◦N is lost, and

only the local self-similarity is preserved. We expect to obtain the

exact expression of the hitting time onHSn◦N from the complete

symmetry of Sn◦N and show whether there is any effect on the

diffusion efficiency of the cut network. The mathematical

combination method and fractal theory are applied. The

remainder of this paper is organized as follows: in Section 2,

we introduce our models. In Section 3, we have a detailed

calculation of the hitting time of Sn◦N. Also, the detailed

calculation of the hitting time of HSn◦N is given in Section 4.

In the last section, we draw the conclusion.

2 Preliminaries

In this section, we introduce the structure of Sn◦N and

HSn◦N and some concepts about several types of random

walks, which will be used in the following.

2.1 The structure of Sn◦N and HSn◦N

Actually, Sn◦N can be constructed in a nested manner

with a self-similar structure. We separately define a triangle

and a 3-regular graph as S and N. As shown in Figure 1, we

can make three copies of the 3-regular graph N and then

embed N into S by nodes to obtain the initial generation,

which is recorded as S1◦N. Making three copies of S1◦N and

then embedding the initial generation S1◦N into S to produce

the second generation is known as S(S1◦N). For the

convenience of the following description, the second

generation is abbreviated as S2◦N. We get the nth

generation S(Sn−1◦N) by repeating the aforementioned

process, making three copies of Sn−1◦N and then

embedding the (n−1)th generation Sn−1◦N into S, which is

abbreviated as Sn◦N. Specifically, Sn◦N is divided into three

parts marked as S(i)n−1◦N with i = 1, 2, and 3, according to the

structure and iteration method. The upper half of Figure 2

shows the first two generations of Sn◦N. It should be noted

that all nodes will be labeled sequentially from the top to the

bottom by the site index i. The corner node 1 is the trap node,

also called the target node. Otherwise, the corner node 1, the

left-hand corner node, and the right-hand corner node of the

bottom row on Sn◦N are represented by the set A. Therefore,

it is convenient to refer to these three corner nodes as 1, L,

and R, respectively. Also, the hitting time is represented by

T(n)
1 , T(n)

L , and T(n)
R , where n is the generation.

As shown in the lower half of Figure 2, HSn◦N is obtained by

cutting the corresponding Sn◦N along the vertical symmetry axis.

The cutting method of the network cannot equally divide all the

nodes because vertices on the partition line will be retained

during segmentation.

From the aforementioned construction, we can easily derive

the total number of nodes on Sn◦N and HSn◦N to be

Nn � 5 · 3n + 3
2

, (1)

Hn � Nn − n + 2( )
2

+ n + 2( )
� 5 · 3n + 2n + 7

4
.

(2)

The three connecting vertices C1, C2, and C3, which are

named after connecting the three regions S(i)n−1◦N (i � 1, 2, 3) on
Sn◦N, are marked separately by the numbers as follows:

C1 � 5·3n−1+3−2n
2 , C2 � C1 + 2n−1 � 5·3n−1+3

2 , and

C3 � C2 + 5 · 3n−1 � 5·3n+3−2n
2 . According to the position of the

three connecting nodes relative to the trap node 1, we divide

them into two categories, denoted by sets Ω1
n and Ω1

n, i.e.,

Ω1
n � C1, C2{ }, (3)
Ω2

n � C3{ }. (4)

In addition, we use Ωf
n to denote the set of n non-trap nodes

on the vertical secant line, except site 2.
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2.2 Calculation of intermediate quantities

The hitting time is the mean of the first-passage time of a

random walker starting from any site on the network to a trap

node. In order to determine the hitting time for Sn◦N, we
introduce the following intermediate quantities, all of which

are the probability of a Markov chain on Sn◦N ending at

corner node 1. In the process, the chain starts at a certain

vertex and stops whenever it visits any of the three corner

nodes of Sn◦N, where n is the generation.

pn: The starting state is a corner node other than site 1. At

least one transition is performed.

p1(n): The starting state is a special vertex belonging to Ω1
n.

p2(n): The starting state is a special vertex belonging to Ω2
n.

pn+1 � pnp2 n + 1( ) + pnp1 n + 1( ),
p1 n + 1( ) � 1

2
pn + 1 − pn( )p1 n + 1( )[ ]

+1
2

pnp2 n + 1( ) + 1 − 2pn( )p1 n + 1( )[ ],
p2 n + 1( ) � 1

2
pnp1 n + 1( ) + 1 − 2pn( )p2 n + 1( )[ ]

+1
2

pnp1 n + 1( ) + 1 − 2pn( )p2 n + 1( )[ ].

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(5)

The first equality of the equation group is explained. A

random walk in Sn+1◦N, starting from the corner node L and

ending whenever the walker reaches any three corner nodes

of Sn+1◦N, is limited to jumping at least one step. By

definition, the walker stops at the corner node R or 1 with

probability pn+1. In addition, the walker must first reach a

connecting vertex C1 or C3 in order to reach one of the corner

nodes R or 1. By definition and symmetry, the probability of

reaching each of the connecting vertices C1 or C3 is pn, where

the connecting vertex C1 belongs to Ω1
n+1 and the other

connecting vertex C3 belongs to Ω2
n+1, and the walker has

the remaining probability 1−2pn returning to the corner node

L, where it stops walking. Therefore, the first equality is

obtained.

We next certify the second equality in the equation system

(Eq. 5). Considering a random walk in Sn+1◦N, which starts from
the connecting vertex C1 and ends whenever the walker reaches

any three corner nodes of Sn+1◦N, it jumps at least one step. By

definition, the probability that the walker stops at corner node

1 is p1(n + 1). The probability of getting in S(1)n ◦N and S(2)n ◦N is
1
2. If it enters S

(1)
n ◦N, it has a probability of pn to arrive at corner

node 1, where the walker stops jumping. Also, the walker reaches

the other two corner nodes of S(1)n ◦N with probability 1−pn,

i.e., connecting vertices C1 and C2 belonging to Ω1
n+1. As a result,

we can write the first item on the right side of the second equality.

Similarly, if it enters S(2)n ◦N, it reaches the corner node L or the

connecting vertex C3 with the same probability pn. When it

reaches the corner node L, it stops walking. When it reaches the

connecting vertex C3, it will continue to walk to the target node.

Then, the walker has a probability 1−2pn of returning to the

connecting vertex C1. Therefore, we can write the second item on

the right side of the second equality. From these analyses, the

aforementioned equality is obtained.

Ultimately, we testify to the third equality of the system of

Eq. 5. A random walk in Sn+1◦N, starting from the connecting

vertex C3 and ending whenever the walker reaches any three

corner nodes of Sn+1◦N, jumps at least one step. By definition,

the probability that the walker stops at corner node 1 is p2(n +

1). The probability of getting into S(2)n ◦N and S(3)n ◦N is 1
2. If it

enters S(2)n ◦N, the probability of the walker reaching the

corner node L is pn, and the walker will stop walking at

this point. In addition, the probability of the walker

reaching the connecting vertex C1 is pn, and the probability

of returning to the starting site C3 is 1−2pn. As a result, we can

draw up the primary item on the right side of the last equality

in the system of Eq. 5. Due to the complete symmetry of

Sn+1◦N, the random walk on S(3)n ◦N is the same as that of

S(2)n ◦N. Therefore, the last equation is true.

It is easy to know that the initial value p1 � 4
15. Through

simplification, the final solution is obtained:

FIGURE 1
Generation process of the initial generation S1◦N.
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pn � 4
15

3
5

( )n−1
,

p1 n( ) � 2
5
,

p2 n( ) � 1
5
.

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(6)

We next define the corresponding hitting time. Corner

nodes 1, L, and R are represented by set A, where site 1 is set as

the trap node; connecting vertices C1, C2, and C3 are indicated

by set I.

TL→1(n): The hitting time from the corner node L to the

corner node 1 in the nth generation.

TL→A(n): The hitting time from the corner node L to any

node in set A in the nth generation.

TI→A(n): The hitting time from any vertex in set I to any node

in set A in the nth generation.

FIGURE 2
First two generations of Sn◦N and HSn◦N for n = 1 and 2.
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TL→1 n( ) � TL→A n( ) + 1 − pn( )TL→1 n( ),
TL→A n + 1( ) � TL→A n( ) + 2pnTI→A n + 1( ),
TI→A n + 1( ) � 1

2
TL→A n( ) + 1 − pn( )TI→A n + 1( )[ ]

+1
2

TL→A n( ) + 1 − pn( )TI→A n + 1( )[ ].

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(7)

We now attest to the first equality in the equation system (Eq.

7). TL→1(n) is the hitting time for a randomwalk in Sn◦N starting

from the corner node L and ending at the trap node 1. According

to the structure of Sn◦N, the walker must first reach any of the

three corner nodes of Sn◦N in order to reach trap node 1, taking

expected timesteps TL→A(n). In such a process, the probability of

reaching destination node 1 is pn, where the walker stops

jumping. Also, the probability of reaching corner nodes R and

L is 1−pn, from which the walker must continue to bounce

TL→1(n) steps to reach trap node 1. Thus, we get the first

expression.

Subsequently, we prove the second equality in the equation

system (Eq. 7). TL→A(n + 1) is the hitting time for a random walk

starting from the corner node L to any of the three corner nodes of

Sn+1◦N for the first time, under the limitation that the walker jumps

at least one step. In order to reach any of corner nodes in Sn+1◦N,
the walker starting from the corner node Lmust first visit one of the

corner nodes in Sn◦N. It is worth noting that these points belong to
S(2)n ◦N. This process is expected of TL→A(n) timesteps. In this

process, there is the same probability of reaching the connecting

vertices C1 and C3, which is pn. The probability of returning to the

corner node L is 1−2pn, stopping at this point. If the walker reaches

any of the connecting vertices C1 and C3, it will continue to jump

TI→A(n + 1) steps to visit any of the corner nodes of Sn+1◦N.

Ultimately, we testify to the third equality of the system in

Eq. 7. Consider a random walk, which starts from any one of

the connecting nodes C1, C2, and C3 and ends whenever it

reaches any corner nodes on Sn+1◦N. By definition, the hitting
time is TI→A(n + 1). We now study the random walk from the

connecting vertex C3, which may perform the following two

processes. Both processes happen with the probability of 12. In

the first process, the walker goes inside S(2)n ◦N, taking

TL→A(n) timesteps to reach the three corner nodes of

S(2)n ◦N. The probability of reaching the corner node L is

pn, where the walking process is over. Also, the probability

of reaching the other two corner nodes belonging to S(2)n ◦N is

1−pn, i.e., the connecting vertices C1 and C3. The walker needs

to take further TI→A(n + 1) timesteps before being absorbed.

According to the symmetry of Sn◦N, the second process is the

same as the first one.

By substituting the value of pn � 4
15 (35)n−1 into the

aforementioned equation and simplifying it. In addition, it is

easy to know TL→A(1) = 4, so we can get the following:

TL→1 n( ) � 3 · 5n,
TL→A n( ) � 4 · 3n−1,
TI→A n( ) � 3 · 5n−1.

⎧⎪⎨⎪⎩ (8)

3 Formula of hitting time on Sn◦N

The Sierpinski network in any given generation n, using

arrays (a, b, c) to represent a piece of interior points, for instance,

(2, 5, 6) or (10, 16, 17), as shown in Figure 3; let (I1, J1, K1) label

the three vertices of the smallest triangle containing the three

interior points (a, b, c), simultaneously, for instance, (1, 7, 9) or

(7, 20, 22). According to the numerical results, the hitting time

can be rewritten as follows:

Ta n( ) + Tb n( ) + Tc n( ) � TI1 n( ) + TJ1 n( ) + TK1 n( ) + 9. (9)

Let (i1, j1, k1) label the three sites, which are one of any

minimum size 1 lacunary triangle on Sn◦N. For example, (3, 4, 8)

or (12, 13, 21); (I1, J1, K1) also label the three vertices of the

triangle containing (i1, j1, k1) as its central lacunary region, such

as (1, 7, 9) or (7, 20, 22), referring to Figure 3. According to the

numerical results, it is easy to see the following:

Ti1 n( ) + Tj1 n( ) + Tk1 n( ) � TI1 n( ) + TJ1 n( ) + TK1 n( ) + 9 · 50.
(10)

In the same way, we now let (i2, j2, k2) denote the three

vertices of a lacunary region of size 2 in the network, such as (7, 9,

22) or (35, 37, 63); (I2, J2, K2) label the three vertices of the

triangle containing (i2, j2, k2) as its central lacunary region, such

as (1, 20, 24) or (20, 61, 65). It then follows the scaling derived

previously that is as follows:

FIGURE 3
Generation of the n = 3 Sierpinski network.
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Ti2 n( ) + Tj2 n( ) + Tk2 n( ) � TI2 n( ) + TJ2 n( ) + TK2 n( ) + 9 · 51.
(11)

Therefore, moving up the hierarchy, if (ir, jr, kr) are the

sites demarcating a lacunary triangle of size r in

the ascending order of size, starting from the smallest in

size 1, and if (Ir, Jr, Kr) label the vertices of the triangle with

(ir, jr, kr) as the central lacunary region, then

Tir n( ) + Tjr n( ) + Tkr n( ) � TIr n( ) + TJr n( ) + TKr n( ) + 9 · 5r−1.
(12)

The foregoing suggests how the hitting time Ttotal(n)

may be computed for the arbitrary n. This is carried out by

suitably regrouping the terms in the sum ∑Nn
i�2Ti(n) and

systematically and repeatedly using Eq. 12 as one moves

upward through triangles of increasing sizes. It needs some

combinatorics and involves the enumeration of the number

of lacunary triangles of each size in the network. The final

result can be expressed entirely in terms of the known

numerical factors and the combination

(T1(n) + TL(n) + TR(n)). Since T1(n) ≡ 0, while TL(n) =

TR(n) = 3 · 5n, this leads directly to the desired

expression for Ttotal(n). As an illustration of the

procedure, consider the network of generation n = 3,

with Nn = 69. Dropping for a moment the generation

superscript for brevity and with L = 61 and R = 69, as

shown in Figure 3, we obtain the following:

Ttotal 3( ) � ∑69
i�2

Ti 3( )

� 3 T1 + TL + TR( ) + 32 · 9 + 32 · 9 · 50
+ 5 30 T1 + TL + TR( ) + 31 · 9 · 51 + 31{
T1 + TL + TR( ) + 30 · 9 · 52[ ]}. (13)

Thus, Ttotal(3) has been recast in terms of the sum (T1 + TL +

TR) of the hitting time from the three primary sites. The meaning

of 32 of the second term on the right side of the equation is that

there are nine pieces of interior points in S3◦N. It should be noted
that the modulus 32 of the third term represents the number of

regions of size 1, the coefficient 31 of the factor multiplying 9 · 51
is the number of lacunary triangles of size 2, and 30 of the factor

multiplying 9 · 52 is the number of lacunary triangles of size 3 on

the n = 3 network.

We may now carry out a similar procedure for the case of

general n. The analog of Eq. 13 yields the following:

Ttotal n( ) � ∑Nn

i�2
Ti n( )

� 3 + 5 · ∑n−2
m�0

3m⎛⎝ ⎞⎠ T1 n( ) + TL n( ) + TR n( )( )

+ 2 · 3n−1 · 9 + 3n−2 · 9 · 5( ) ∑n−1
m�1

5m. (14)

The numerical value is substituted to get the following result:

Ttotal n( ) � 25
4
· 5n · 3n + 3 · 5n − 1

4
· 3n. (15)

Therefore, the hitting time on Sn◦N is as follows:

�T n( ) � 1
Nn − 1

Ttotal n( )

� 1
Nn − 1

∑Nn

i�2
Ti n( )

� 25 · 5n · 3n + 12 · 5n − 3n

2 3n · 5 + 1( ) .

(16)

4 Formula of hitting time on HSn◦N

We divide the random walk into two processes on Sn◦N
and HSn◦N, except node 2. The first process is that a walker

starts from the starting point to node 3 or 4, which is the sum

of the hitting time called Tg(n). The second procedure is a

random walk from node 3 or 4 to the trap node, which is called

T3(n). In addition, T2(n) denotes the hitting time from site 2 to

trap node 1.

Similarly, the first process of HSn◦N is a random walk from

any site to node 3, and the hitting time of this process is recorded

as Hg(n). The second process is recorded as H3(n), and H2(n)

FIGURE 4
Labeling method of nodes on Sn◦N.
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represents the hitting time from site 2 to trap node 1 on HSn◦N.
Thence, we have the following equations:

Ttotal n( ) � Tg n( ) + Nn − 2( )T3 n( ) + T2 n( ),
Htotal n( ) � Hg n( ) + Hn − 2( )H3 n( ) +H2 n( ).{ (17)

Let Tr(n) be the mean of the first return time for a random

walker starting from node 3 in the first process of HSn◦N. Then,
Tr(n) can also be the mean of the first return time to node 3 or

4 in the first process of Sn◦N. Therefore, according to the

structure of HSn◦N and Sn◦N, we have the following

relationship:

T3 n( ) � 1
6
+ 1
6

1 + T2 n( )[ ] + 1
6

1 + T3 n( )[ ] + 3
6

Tr n( ) + T3 n( )[ ],
H3 n( ) � 1

5
+ 1
5

1 +H2 n( )[ ] + 3
5

Tr n( ) +H3 n( )[ ].

⎧⎪⎪⎨⎪⎪⎩
(18)

Moreover, from the numerical results, we have T2(n) = 3 · 3n
and H2(n) = 2 · 3n. So, we get the following relation:

T3 n( ) −H3 n( ) � 1
2

3n + 1( ).

Because the nodes on the cut line are retained, the hitting

time Ti(n) from any node i on the secant line to the goal node 1 is

also divided into two parts. The first process is a random walk

from node i to node 3 or 4, which is denoted as Ti→3,4(n). The

hitting time of the second process is denoted as T3(n), which

represents a random walk from site 3 to destination node 1.

Therefore, Ti(n) can be rewritten as follows:

Ti n( ) � Ti→3,4 n( ) + T3 n( ). (19)

Consequently, the formula for the hitting time of nodes that

belong to Ωf
n is as follows:

Tf n( ) � ∑
i∈Ωf

n

Ti→3,4 n( ) + T3 n( )( )
� �T

f
n( ) + n · T3 n( ).

(20)

In Sn◦N, in addition to the nodes on the secant line, other

nodes are evenly divided on both the sides in the segmentation

process. HSn◦N contains the nodes on the left half of the secant

line and the nodes in set Ωf
n . Therefore, it can be obtained by the

following:

Hg n( ) � 1
2

Tg n( ) − �T
f
n( )[ ] + �T

f
n( ). (21)

Eqs 17 and 20 are inserted into the aforementioned formula

to get the following solution:

Hg n( ) � 1
2

Ttotal n( ) − Nn + n − 2( )T3 n( ) − T2 n( ) + Tf n( )[ ].
(22)

Then, substituting the aforementioned expression (Eq. 22)

into the second formula in the equation group (Eq. 17), we get the

following:

Htotal n( ) � Hg n( ) + Hn − 2( )H3 n( ) +H2 n( )
� 1
2

Ttotal n( ) − Nn + n − 2( )T3 n( ) − T2 n( ) + Tf n( )[ ]
+ Hn − 2( )H3 n( ) +H2 n( )

� 1
2

Ttotal n( ) − 3n + 1
2

Nn + n − 2( ) + 3n + Tf n( )[ ].
(23)

We focus on solving the expression of Tf(n). In order to

facilitate the calculation, we rewrite the three connecting

vertices C1, C2, and C3 of Sn◦N as dn, en, and fn,

respectively. According to the structural characteristics of

Sn◦N, the sites dn and en in the nth generation can be

labeled as the corner nodes Ln−1 and Rn−1 in the (n−1)th

generation. The labeling method of nodes on Sn◦N can be seen

in Figure 4.

If corner nodes 1, Ln, and Rn are set as goal nodes, then the

walker starting from site fy(y = 1, . . ., n) is captured by the

trap set A after 3 · 5y−1 random walks on average in Sn◦N,
which can be seen from the analysis of the equation group

(Eq. 7) and results. In addition, the arriving node Ly or Ry has

a probability of 2
5. Thus, Tfy(n)(y � 1, . . . , n) can be denoted

as follows:

Tfy n( ) � 3 · 5y−1 + 2
5
TLy n( ) + 2

5
TRy n( )

� 3 · 5y−1 + 4
5
TLy n( )

� 3 · 5y−1 + 4
5
Tdy+1 n( ).

Similarly, starting from the point dy+1(y = 1,. . ., n) and

getting to the site Ly or Ry has a probability of 2
5 after 3 · 5y

random walks on average. Then, the walker is captured by the

trap set A. In addition, there are 2
5 and

1
5 probabilities reaching

FIGURE 5
Numerical simulation diagram of �T(n) and �H(n).
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nodes Ly+1 and Ry+1, respectively. Therefore, the aforementioned

equation can be expressed as follows:

Tfy n( ) � 3 · 5y−1 + 4
5

3 · 5y + 2
5
TLy+1 n( ) + 1

5
TRy+1 n( )[ ]

� 3 · 5y−1 + 4
5
· 3 · 5y + 4

5
· 3
5
TLy+1 n( )

� /

� 3 · 5y−1 + 4 · 5y−1 ∑n−y
k�1

3k + 4
5
· 3

5
( )n−y

TLn n( )

� 3 · 5y−1 + 4 · 5y−1 ∑n−y
k�1

3k + 4
5
· 3

5
( )n−y

· 3 · 5n

� 18 · 5y−1 · 3n−y − 3 · 5y−1.

(24)

Here, TLn(n) � 3 · 5n and the expression for the hitting time

of nodes that belong to Ωf
n is as follows:

Tf n( ) � ∑
i∈Ωf

n

Ti n( )

� ∑n
y�1

Tfy n( )

� ∑n
y�1

18 · 5y−1 · 3n−y − 3 · 5y−1( )
� 33

4
· 5n + 9 · 3n + 3

4
.

(25)

Therefore, substituting Eq. 15 and Eq. 25 into Eq. 23, the

expression of Htotal(n) is as follows:

Htotal n( ) � 1
2

25
4
· 5n · 3n + 45

4
· 5n − 37

4
· 3n − 5

4
· 32n − n 3n + 1( )

2
+ 1[ ].

(26)

Then, the hitting time on HSn◦N is as follows:

�H n( ) � 1
Hn − 1

Htotal n( )

� 1
Hn − 1

∑Hn

i�2
Hi n( ) � 2

5 · 3n + 2n + 3

25
4
· 5n · 3n + 45

4
· 5n − 37

4
· 3n − 5

4
· 32n − n 3n + 1( )

2
+ 1[ ].
(27)

In order to compare it with the exact formula for the hitting

time of a random walk on Sn◦N and HSn◦N, we draw the

numerical simulation diagram of �T(n) and �H(n) for n = 1, 2,

. . ., 7, as shown in Figure 5. The figure shows that the difference

in the hitting time between Sn◦N and HSn◦N is small when n is

large enough. Therefore, the curves of both the networks are

nearly merged for large scales, which indicate that the diffusion

efficiency of HSn◦N is consistent with Sn◦N for a large scale.

5 Conclusion

In this paper, we study analytically the unbiased random

walk on the Sierpinski network (Sn◦N) and the half Sierpinski

network (HSn◦N), which is obtained by vertically cutting Sn◦N
along the symmetry axis. After cutting, the global self-similarity

of Sn◦N is destroyed, but only the local self-similarity is

maintained. We have analytically obtained the closed-form

expression of the hitting time for a random walk on the nth

generation HSn◦N, which is �H(n) � 2
5·3n+2n+3

[254 · 5n · 3n + 45
4 · 5n − 37

4 · 3n − 5
4 · 32n − n(3n+1)

2 + 1]. However, the

hitting time of Sn◦N is found to be �T(n) � 25·5n ·3n+12·5n−3n
2(3n ·5+1) . The

hitting time is the quantity that characterizes the diffusion

efficiency of the network. The curves of the two networks

show that the hitting time of HSn◦N is practically similar

compared with Sn◦N when n is large enough, and our results

show that the diffusion efficiency of HSn◦N has little effect

compared with Sn◦N at a large scale. Our work is further

helpful in understanding the properties of Sierpinski

networks.
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The equipment in railway station is complicated and diverse, and the health

status assessment and prediction of equipment is crucial to the safe and stable

operation of stations. GraphNeural Networks (GNNs) effectively combine graph

data with deep learning technology, which has stronger data and knowledge

representation capability and can efficiently handle some non-Euclidean spatial

data problems with irregular station equipment associated network structure.

Based on this, this paper takes the automatic gate machine and X-ray security

checker as an example and proposes a health status assessment and prediction

scheme for railway passenger station equipment based on Graph Long Short-

Term Memory (G-LSTM) neural network. This paper first analyzes the main

factors affecting the health status of passenger station equipment, as well as the

correlation between the equipment. Then, the initial graph network structure of

the passenger station equipment is constructed, and the G-LSTMmodel is used

to evaluate and predict the health status of the passenger station equipment.

Finally, this paper takes the automatic gate machine and X-ray security checker

of a high-speed railway station in Beijing as an example to verify the proposed

method. The experimental results show that all evaluationmetrics performwell,

indicating that the G-LSTMmodel has high accuracy in assessing and predicting

the health status of automatic gate machine and X-ray security checker. This

paper realizes the health status assessment and prediction of railway passenger

station equipment, which can provide some reference for the Prognostics and

Health Management (PHM) of equipment in railway stations.
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1 Introduction

In recent years, with the rapid improvement of China’s

high-speed railway intelligence level, the dependence of railway

passenger station transportation production and passenger

transportation organization on equipment and facilities has

been increasing, and railway passenger station equipment has

gradually shown the characteristics of diversification,

complexity, integration and intelligence, etc. The safe and

stable operation of passenger station equipment has become

an important guarantee for the safety of passenger station

operation and the improvement of passenger service quality.

Therefore, it is important to fuse and analyze the status

information of railway passenger station equipment, access

the health status, gain insight into and predict system

failures, and then avoid risks.

For the problem of equipment health assessment and

prediction, some experts and scholars have conducted in-

depth studies using traditional machine learning methods,

such as dynamic Bayesian networks [1, 2], support vector

machine regression [3–5], hidden Markov models [6–9],

pattern recognition [10], fuzzy sets and rough sets [11–13],

and so on. In-depth understanding of the mechanism of

equipment health status for different application

environments can effectively build a relational model

through the health indicators of equipment performance

degradation to achieve the evaluation and prediction of

equipment health status. In recent years, with the rapid

development of the information age, the various types of

monitoring and state operation information formed by

diverse-complex-intelligent equipment in long-term service

present typical big data characteristics with time-series

characteristics. Based on this, many experts and scholars

have carried out research related to equipment health

management with the powerful modeling and data

processing capabilities of deep learning, and it has been

widely used in many fields. For Prognostics and Health

Management (PHM) of equipment, a center task is to

predict the Remaining Useful Life (RUL). Yang et al. [14]

proposed a double-CNN framework for intelligent RUL

prediction. The method takes the original vibration signals

as input, which can solve the feature extraction problem

while preserving the operational information. Peng et al.

[15] proposed a Bayesian Deep-Learning-based (BDL-based)

method for health prognostics with uncertainty quantification.

The paper extended the existing deep learning models to

Bayesian Neural Networks (BNNs) and proposed a BNNs

learning and inference method based on variational

inference. Chen et al. [16] proposed an attention-based deep

learning framework for machine’s RUL prediction. In addition,

a feature fusion framework was developed to combine

handcrafted features with automatically learned features to

improve the performance of the RUL prediction. Ma et al.

[17] proposed a new extension of Long Short-Term Memory

(LSTM) network with convolutional operation integrated,

named CLSTM, and used it for ball bearing RUL prediction,

which is crucial to PHM of various rotating machines. A pure

data-driven method for bearing RUL prediction with little prior

knowledge was proposed in [18]. In this method, a recurrent

neural network based on encoder-decoder framework with

attention mechanism was proposed to predict Health

Indicate (HI) values that are closely related to RUL values.

Ren et al. [19] transformed feature values into feature maps as

the input of deep convolutional neural networks to effectively

predict the RUL of bearings. Li et al. [20] constructed

hierarchical gated recurrent networks by stacking multiple

hidden layers to capture nonlinear features and evaluate the

health condition to achieve health prediction of rolling

bearings. Chen [21] addressed the core problem of fault

prediction and health management of equipment systems

under complex operating conditions, and combined LSTM

networks to investigate in depth the data-driven health

condition assessment modeling method and RUL prediction

method. Zhang et al [22] used a Long Short-Term Memory-

Recurrent Neural Network (LSTM-RNN) to synthesize a data-

driven RUL predictor, and the constructed LSTM-RNN can be

used for offline data training to predict the battery RUL. Costa

et al. [23] proposed a deep learning method for domain

adaptation in prognostics based on a Long Short-Term

Memory Neural Network and a Domain Adversarial Neural

Network (LSTM-DANN). The proposed method provides a

promising approach to performing domain adaptation in

practical PHM applications. For multiple sensors data

environments, Shi et al. [24] proposed a Dual-LSTM

framework for degradation analysis and RUL prediction

using LSTM. A novel sensor data-driven RUL prediction

method was introduced in [25] by using a Deep Long Short-

Term Memory (DLSTM) network-based model. The method

integrates multiple sensory signals by using the DLSTM to

achieve more accurate and robust predictions. She et al. [26]

proposed a Bidirectional Gated Recurrent Unit (BiGRU) RUL

prediction method based on bootstrap method, and obtained

the confidence interval of RUL by bootstrap method. Since

traditional RUL prediction methods are not effective in

complex systems with multiple components, multiple states

and a large number of parameters, Chen et al. [27] first used

Kernel Principal Component Analysis (KPCA) for nonlinear

feature extraction; then, Gated Recurrent Unit (GRU) was used

to predict RUL.

Traditional neural networks have obvious advantages in

dealing with regular structured Euclidean spatial data, but are

slightly inadequate in dealing with some non-Euclidean spatial

data with irregular association network structure. Graph Neural

Networks (GNNs) effectively combine graph data with deep

learning technology, which has stronger data and knowledge

representation capability and can efficiently solve the problem of
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assessing and predicting the health status of railway passenger

station equipment, however, there are few related studies.

Therefore, this paper proposes a Graph Long Short-Term

Memory (G-LSTM) method for evaluating and predicting the

health status of railway passenger station equipment, taking the

automatic gate machine and X-ray security checker (hereinafter

referred to as “gate” and “security checker”) as an example.

Firstly, we analyze the factors influencing the health status of

railway passenger station equipment and the association rules

between equipment. Then, the initial graph structure of

passenger station equipment is constructed based on the

equipment association relationship, and the health status of

passenger station equipment is evaluated and predicted by

using graph neural network model. Finally, we realize the

health monitoring management of passenger station

equipment operation status.

2 Preliminary

2.1 Graph neural networks

A graph is a data structure that models a set of objects

(nodes) and their relationships (edges). In recent years, research

on analyzing graphs with machine learning has received

increasing attention due to their powerful expressive power,

and a large number of studies and applications have been

carried out in several fields, such as social networks,

recommender systems, protein-protein interaction networks,

knowledge graphs, causal inference, etc. GNNs are deep

learning-based methods that operate on the graph domain

[28] and focus on tasks such as analyzing node (graph)

classification, node (graph) regression, link prediction, node

state prediction, node clustering, graph partitioning, and

graph visualization. The standard design flow of GNN models

is shown in Figure 1.

GNNs are usually classified into Graph Convolution

Neural Network (GCNN), Graph Recurrent Neural

Network (GRNN), Graph Attention Network (GAT),

Graph Auto Encoder (GAE), Graph Generative Network

(GGN), Graph Spatial-Temporal Network (GSTN), etc.

[29]. In addition, based on the above basic graph neural

networks, numerous variants of graph neural networks

have been derived, such as Adaptive Graph Convolutional

Neural Network (AGCNN) [30], Graph Long Short-Term

Memory Network (Graph LSTM) [31], Gated Graph Neural

Network (GGNN) [32], etc.

For the problem studied in this paper, the main advantages of

GNNs compared to traditional deep learning algorithms are as

follows.

2.1.1 Broader application scenarios
Traditional deep learning toolbox is designed for regular

Euclidean data like sequences and grids with translation

invariance, while GNNs are mainly applied to graph data in

non-Euclidean space with extremely irregular structure, and

graph data no longer satisfy translation invariance. In the real

world, graph data are prevalent. Railway passenger stations have

diverse equipment and complex relationships with each other,

which are more appropriately described using graph data.

FIGURE 1
Standard design flow of GNN models [28].
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However, traditional deep learning algorithms perform much

less well on graph data than GNNs.

2.1.2 Efficient utilization of structural features
Compared with traditional deep learning models, GNNs are

more universal in information mining and data modeling

because graph data contain richer information. Graph data

consist of a series of nodes and edges. The nodes are

connected by edges, which can effectively and fully express

the information such as dependencies between nodes, thus

maximizing the structural features of realistic graphs. In the

railway passenger station environment, various types of

equipment can be regarded as nodes. Through GNNs, we can

better characterize the correlations between devices, explore the

potential connections between them, and enhance the

understanding of knowledge.

2.1.3 Reasoning and cognitive ability
GNNs can effectively handle various relationships and

generate reasoning graphs from various unstructured data,

which is expected to help improve the performance of

various knowledge reasoning tasks and solve a series of

problems such as relational reasoning that cannot be

handled by traditional deep learning methods. The

application of GNNs to railway passenger station

environment is a positive attempt to promote “railway

passenger station intellectualization.” To be sure, it needs

more extensive and in-depth research by subsequent scholars

to realize the real intelligent equipment that can reason and

think.

GNNs also have many application scenarios in railway

passenger station operation management, such as GCNN-

based cross-video personnel tracking, GCNN-based face and

voice emotion recognition, knowledge inference-based

equipment fault assessment and prediction, GNN-based

equipment knowledge graph representation, GNN-based

passenger information advisory recommendation

system, etc.

2.2 Long short-term memory neural
network

LSTM neural network [33] is an improvement of the

traditional Recurrent Neural Networks (RNNs), which is

effective in processing time series data, it can preserve the

information so that it can be used later, solve the gradient

disappearance problem, realize the memory of historical

states, and has better performance in time series

prediction, thus LSTM neural networks are widely used in

many fields.

The LSTM is basically the same as the RNN, but the

difference is that the LSTM has a relatively more refined

processing unit inside the LSTM, which can effectively

store important information, discard unnecessary

information, and update the information at each time

step. The schematic diagram of the LSTM unit structure is

shown in Figure 2, in which there is a memory unit to store

historical information, corresponding to the neurons in the

hidden layer of the original RNN. Furthermore, it includes

FIGURE 2
Schematic diagram of LSTM cell structure.
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forget gate, input gate and output gate for updating the

information.

As shown in Figure 2, the specific definitions of each part in

the LSTM cell are given as follows.

ft � σ Wf · ht−1, xt[ ] + bf( ) (1)
it � σ Wi · ht−1, xt[ ] + bi( ) (2)
ot � σ Wo · ht−1, xt[ ] + bo( ) (3)

~ct � tanh Wc · ht−1, xt[ ] + bc( ) (4)
ct � ft+ct−1 + it+~ct (5)
ht � ot+tanh ct( ) (6)

where, xt represents the input vector in time t ; ct is the cell state;

ht is the hidden layer output vector; ft, it and ot are the activation

vectors of forget gate, input gate and output gate, respectively;

Wf ,Wi ,Wo and Wc are the weight matrices; bf , bi , bo and bc
are the bias matrices; σ is the sigmoid activation function; +

denotes the Hadamard product.

Then, the reverse transmission of the error term along time is

given by

δt−1 � δTo,tWoh + δTf,tWfh + δTi,tWih + δT~c,tW~ch (7)

where, Woh , Wfh , Wih and W~ch are weight matrices.

According to the definitions of δo,t, δf,t, δi,t, δc̃,t , it is known

that

δTo,t � δTt +tanh ct( )+ot+ 1 − ot( ) (8)
δTf,t � δTt +ot+ 1 − tanh ct( )2( )+ct−1+ft+ 1 − ft( ) (9)
δTi,t � δTt +ot+ 1 − tanh ct( )2( )+~ct+it+ 1 − it( ) (10)
δT~c,t � δTt +ot+ 1 − tanh ct( )2( )+it+ 1 − ~c2( ) (11)

According to the above equations, the equation for

passing the error term forward to any k time can be

obtained as:

δTk � ∏t−1
j�k

δTo,jWoh + δTf,jWfh + δTi,jWih + δT~c,jW~ch (12)

The weight gradient is calculated with the following

equations.

zE

zbo
� ∑t

j�1
δo,j (13)

zE

zbi
� ∑t

j�1
δi,j (14)

zE

zbf
� ∑t

j�1
δf,j (15)

zE

zbc
� ∑t

j�1
δ~c,j (16)

The weights are updated with the following equation.

Wji ← Wji − η
zEd

zWji
(17)

where, η denotes the learning rate.

2.3 Graph structure representation

In order to ensure the safe and stable operation of railway

passenger station environment, this paper mainly evaluates and

predicts the health status of railway passenger station equipment

based on the graph structure method.

In the structural representation of the equipment graph, the

equipment related to the passenger station is considered as

nodes, and the connections or potential relationships between

equipment and equipment are used as connected edges. The

graph G consists of an ordered quaternion (V,D,O,A) , where V
denotes the non-empty set of nodes, D denotes the set of edges

that do not intersect with V , O denotes the association function

(each edge in G corresponds to an unordered vertex pair of G ),

andA denotes the set of attributes of the nodes (the main factors

influencing the health status of equipment nodes). The health

status graph representation of railway passenger station

equipment is shown in Figure 3. The shape of the nodes in

the diagram represents the type of equipment, such as a square

represents a gate, a triangle represents a security checker, etc. The

different colors of the nodes indicate the different health status of

the equipment, and the connected edges between the nodes

indicate a certain association relationship between the health

status of different equipment.

The healthy operation data of railway passenger station

equipment shows obvious time-series characteristics with the

changes of each influencing factor. To address this problem, this

paper proposes a G-LSTM neural network-based method for

assessing and predicting the health status of railway passenger

station equipment, focusing on two types of associated

equipment (gates and security checkers) to carry out related

research.

3 A G-LSTM based method for
assessing the health status of railway
station equipment

3.1 Factors influencing the health status of
equipment

In the railway passenger station environment, there are many

different equipment. In addition to the above-mentioned gates

and security checkers, other common railway passenger station

equipment includes: ticket vending machine, archway metal
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detector, train information display, monitoring system, voice

broadcasting system, escalator or elevator, etc. With the global

coronavirus (COVID-19) pandemic, many railway passenger

stations have also placed infrared thermal imaging

thermometers at their entrances. A variety of equipment

forms a very complex association graph. On the one hand, all

passengers have to check their tickets and undergo rigorous

security checks when entering the station. As a vital part of the

station automation system, gates and security checkers play a key

role as “gatekeepers.” For this reason, compared to other

equipment, gates and security checkers are subjected to

greater passenger pressure and are more likely to be damaged,

so the assessment and prediction of their health status is of great

significance. On the other hand, there are clear correlations

between gates and gates, between gates and security checkers,

and between security checkers and security checkers (Figure 4).

This scenario is well suited to be described using graph data. In

conclusion, the subsequent parts of the paper will take gates and

security checkers as an example to build the model, and then

access and predict their health status. It is worth noting that the

health status prediction method proposed in this paper is not

only applicable to gates and security checkers, but can also be

extended to other railway passenger station equipment.

There are many factors affecting the health status of gates and

security checkers in railway passenger station, which are usually

divided into human factors and inherent factors. Human factors

FIGURE 3
Initial health status of railway passenger station equipment.

FIGURE 4
The association structure of gates and security checkers in railway passenger station. (G, Gates; S, Security Checkers).
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refer to the wrong operation of equipment management

personnel, operating irregularities and other operational

misconduct; inherent factors mainly include rated life,

production time, frequency of use/running time, maintenance,

troubleshooting, etc. This paper will focus on the frequency of

use/running time, maintenance, production time and other

inherent factors on the health status of the equipment to

analyze and study.

3.2 Equipment health status correlation
modeling based on frequency of use/
running time

The association structure of gates and security checkers in

railway passenger stations is shown in Figure 4, where the square

nodes represent the gate devices and the circular nodes represent

the security checkers. When passengers pass through the gates

and security checkers, they follow the nearest distance principle,

that is, passengers choose the nearest neighboring equipment to

pass; when the gates and security checkers have too much traffic

or are closed, the nearest neighbor traffic distribution and the

next nearest neighbor traffic distribution scheme is adopted to

distribute the flow of people to other equipment of the same type.

In the normal operation of the equipment, as the frequency of

use of the gate and the running time of the security checker have a

greater relationship with the flow of passengers through the

equipment, this paper analyzes the impact of frequency of use

and running time on the health status of the equipment by the

flow of passengers. Among them, the gate can directly express its

frequency of use by the passenger flow data, and evaluate the

status of the equipment; the health status of the security checker

is mainly related to its running time, which can convert the

passenger flow into its running time, and then realize the

evaluation and prediction of the equipment status.

According to Figure 4, it can be seen that there is a spatio-

temporal uniformity between the gates and the security checkers.

Since the health status of the two types of equipment is closely

related to the passenger flow, the passenger flow data of each

security checker can be deduced from the passenger flow data

passing through each gate. According to the passenger flow rules,

it is known that: assuming that each security checker is associated

with four gates, the passenger flow of the security checker can be

obtained from the number of passengers passing through its

neighboring gates, defined as:

yj � w1 xi + xi+1( ) + w2 xi−1 + xi+2( ), i � 1, 2,/, n, j

� 1, 2,/, m (18)

where, yj denotes the passenger flow through the j -th security

checker; xi−1, xi, xi+1, xi+2 denotes the passenger flow of the four

gates close to the j -th security checker;w1 denotes the constraint

weight of the passenger flow of the two gates nearest to the j -th

security checker and w2 denotes the constraint weight of the

passenger flow of the two gates next nearest to the j -th security

checker, satisfying w1 + w2 � 1.

By using the daily passenger flow data of each security

checker, the running time of each security checker per day

can be predicted. Assuming that the daily passenger flow

through a certain security checker is the highest, and setting

the running time of that security checker to T hours, then after

the data regularization process, we can use Eq. 19 to obtain the

running time of each security checker per day.

f1:
yT
j � T ×

yi

y max
, j � 1, 2,/, m,

yj
T̂ � T − yT

j , j � 1, 2,/, m,

⎧⎪⎪⎨⎪⎪⎩ (19)

where, yT
j denotes the running time of the security checker under

load; yj
T̂ denotes the running time of the security checker

without load; ymax denotes the maximum passenger flow

through a security checker per day; then wiyT
j + wiiyj

T̂ can

indicate the effective working time of the security checker, wi

and wii are adjustable parameters.

3.3 Equipment health status correlation
modeling based on maintenance and
production time

Equipment in railway passenger stations is usually

maintained using regular schedules, and experience-based

management methods such as regular maintenance and

preventive maintenance have an impact on the safe operation

and O&M (Operation and Maintenance) costs of the equipment.

In addition, the difference in equipment brands and production

time also has an impact on the health status of the equipment.

Maintenance refers to the inspection and upkeep of

passenger station equipment in accordance with equipment

inspection, overhaul plans and requirements. Maintenance can

prevent or timely detect equipment failures, reduce the

probability of equipment failures and extend the equipment

life cycle. Eq. 20 is used here to express the evaluation rule of

maintenance on the service life of equipment.

f2: ym � e−μx (20)

where, ym denotes the frequency/time of use obtained by maintaining

the equipment; μ denotes the fitness factor; and x denotes the input

characteristics of each node, i.e., the maintenance cycle.

The situation varies for equipment with different production

time, when its rated service life is fixed, and will be updated by Eq. 21.

f3: yb � wbrandu1 − wyearu2 + f2 xm( ) (21)

where, yb denotes the expected remaining frequency/time of use

of the equipment after production; u1 denotes the equipment
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brand (quantified as a numerical feature); u2 denotes the used

years; wbrand and wyear denote the weight coefficients of the

equipment brand and the used years, respectively; and f2(xm)
is the output of Eq. 20.

3.4 Equipment health status correlation
modeling based on troubleshooting

During operation, since the equipment is subject to its own

quality problems, operational normality, human damage, sudden

changes in the operating environment and other factors, it can

result in sudden or episodic failure problems and affect the

normal operation of the equipment. Therefore, the frequency

of equipment troubleshooting within a certain cycle is also an

important factor affecting the health status of the equipment.

The correlation function of the troubleshooting frequency on

equipment health in a given cycle can be defined as follows.

f4: yr � k1v, 0≤ v≤ s1,
k2v

α, s1 < v< s2,{ (22)

where, yr denotes the impact of troubleshooting frequency on the

health status of the equipment; k1, k2, α is the fitness factor; s1
refers to the steady state threshold of the equipment, within

which the equipment performance is stable; s2 refers to the

threshold of the equipment in a damaged state, beyond which

the equipment is in a dangerous state at any time; v is the

troubleshooting frequency of equipment during the cycle.

3.5 Comprehensive assessment model for
the health status of passenger station
equipment

Through the correlation modeling analysis of the above-

mentioned factors on the equipment status, Eqs 18–21 are

evaluated comprehensively, and the comprehensive evaluation

model of the gates and the security checkers is obtained as

follows.

g1 � ω1x + ω2f2 + ω3f3 (23)
g2 � φ1f1 + φ2f2 + φ3f3 (24)

where, g1 denotes the integrated usage frequency of gates, g2

denotes the integrated running time of security checkers, and

ωi,φi denotes the fitness weight, where i � 1, 2, 3 .

In addition, when establishing the assessment model for

the health status of equipment, the influence of the

troubleshooting in Eq. 22 on the equipment health status

needs to be considered comprehensively. We use research and

analysis to develop the health status assessment rules of the

equipment, and combine the above comprehensive evaluation

model to assess the health status of the gates and security

checkers in two dimensions, as shown in Table 1 and Table 2.

At a certain moment, when the evaluation rules of the two

dimensions are inconsistent, the relatively poor evaluation

result is chosen as the health status of the equipment in order

to ensure the safe operation of the equipment to the greatest

extent.

3.5.1 Rules for evaluating the health status of
gates

The evaluation rules for the health status of the gate are

shown in Table 1, where N 1 indicates the total number of the

gate openings and closings, C1 indicates the cumulative number

of uses of the gate, and v1 indicates the number of

troubleshooting of the gate per year.

3.5.2 Rules for evaluating the health status of
security checkers

The evaluation rules for the health status of the security

checker are shown in Table 2, where N 2 indicates the total

operating hours of the security checker, C2 indicates the

cumulative hours of use of the security checker, and v2
indicates the number of troubleshooting of the security

checker per year.

Based on the comprehensive assessment model for the

health status of equipment, after obtaining the time-series

TABLE 1 Rules for evaluating the health status of gates.

C1/v1 Health status Node color marking

[0, 23N 1]/[0, 2] Healthy

(23N 1 , 34N 1]/(2, 5] Hidden danger

(34N 1 ,N 1]/(5, 8] Dangerous

(N 1 ,+∞)/(8,+∞) Seriously dangerous

TABLE 2 Rules for evaluating the health status of security checkers.

C2/v2 Health status Node color marking

[0, 23N 2]/[0, 2] Healthy

(23N 2 , 34N 2]/(2, 5] Hidden danger

(34N 2 ,N 2]/(5, 8] Dangerous

(N 2 ,+∞)/(8,+∞) Seriously dangerous
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input of the factors influencing the operation status of

equipment in passenger station, it is transformed into an

information matrix, and then the LSTM neural network is

used to evaluate and predict the operation status of equipment

in passenger station. At the same time, the health status

structure diagram of equipment in railway passenger

station is updated by the above status assessment rules.

4 Experiments

4.1 Experimental data set and
experimental environment

The experimental data in this paper are mainly selected from

the basic biographical information of the equipment of the gates

and security checkers at the entrance of a high-speed railway

passenger station in Beijing, and the daily passenger flow through

the gates during the period from October 2018 to December

2019. In order to reflect the diversity of experimental data, two

passenger station area devices of group 1 (18 gates and 5 security

checkers) and group 2 (16 gates and 4 security checkers) are

selected as experimental objects, and the actual valid

experimental data are about 15,300 items after processing

certain missing items and abnormal items, which are divided

into training set, validation set and test set according to the ratio

of 6:2:2.

The passenger flow data set of the gates contains four

columns of data: DATE, NUM, Machine No., and Position,

where the NUM column is used as the input vector. In order

to facilitate the neural network processing, all data are

normalized before the experiment, i.e., the time series

of each gate is subtracted from its mean value and

divided by its standard deviation. The details are shown

in Table 3.

The experimental environment in this paper is Ubuntu

20.04.4 LTS operating system, NVIDIA graphics card GTX

1650, and the software versions used are: CUDA 11.6, cuDNN

8.3, Python 3.6.13, Tensorflow 2.5.0, Keras 2.7.0.

4.2 Initial graph construction

The initial graph of the health status of equipment will be

used as the initial input graph of the G-LSTMmodel, focusing on

the evaluation and prediction of the health status of equipment at

a certain moment in time. Using the previous graph structure

representation method to construct the initial graph, gates and

security checkers will be used as nodes, and the association

relationship between the equipment will be represented by

edges. Using the experimental data set, the health status of the

equipment at a given moment can be obtained by correlation

modeling based on influencing factors and the health status

evaluation rules.

Specifically, firstly, according to the basic biographical

information of equipment, a structure graph without

equipment health information is constructed; Then, the

experimental dataset of this paper is transformed into

information on the frequency of use of gates and the running

time of security checkers by the content of Section 2.2, and the

above information is weighted and accumulated with the number

of maintenance, brand and other influencing factors to obtain the

initial comprehensive measurement data of the equipment; Next,

the current health status of all equipment is obtained according

to the rules for evaluating the health status of equipment; Finally,

the initial graph of the health status of each equipment in the

passenger station at a certain moment is plotted using Networkx,

as shown in Figure 5, where the gates are labeled 0–33 and the

security checkers are labeled a~i.

4.3 Model training and testing

In this paper, we mainly use the Keras framework with

TensorFlow as the back-end engine to implement the health

status prediction of equipment, and the core algorithm used is

LSTM. Two LSTM recurrent layers are stacked in the training

network to improve the expressiveness of the network, while

dropout is used in each LSTM layer to suppress the overfitting

effect, which effectively improves the accuracy of the

experimental results. The model is compiled with the root

mean square prop (RMSProp) and adaptive momentum

(Adam), using Mean Absolute Error (MAE) as the loss

function and Mean Square Error (MSE) and Mean Absolute

Percentage Error (MAPE) as the evaluation metrics. When the

MAE is smaller, it means the loss is smaller, and when the MSE

and MAPE are smaller, it means the prediction accuracy is

higher. The specific formula is shown below.

MAE � 1
N

∑N
i�1

g1
i − gact

∣∣∣∣ ∣∣∣∣( ) (25)

MSE � 1
N

∑N
i�1

g1
i − gact( )2 (26)

TABLE 3 The data set of passenger flow at gates of a high-speed
railway station in Beijing.

Date NUM Machine No. Position

1/10/2018 319 001 Group 1–1

1/10/2018 354 002 Group 1–2

1/10/2018 368 003 Group 1–3

. . . . . . . . . . . .

26/12/2019 339 049 Group 2–49

26/12/2019 89 050 Group 2–50

26/12/2019 207 051 Group 2–51
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MAPE � 100%
N

∑N
i�1

g1
i − gact

gact

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣( ) (27)

where, g1
i denotes the predicted value of the integrated usage

frequency of gates or integrated running time of security

checkers; gact is the actual value; and N is the total number

of samples.

For all the gates and security checkers in the passenger

station, their comprehensive measurement data are input into

the network model in this paper for training separately, and

during the training process, the hyperparameters (the number of

units per layer or the learning rate of the optimizer) are

continuously adjusted for each equipment to find the best

configuration. Taking gate 1-1 (corresponding to “Group 1-1”

in Table 3) as an example, after 200 epochs of training, the

comparison image of training MAE and verification MAE, and

the comparison image of training MSE and verification MSE are

shown in Figure 6.

As shown in Figure 6, the experimental effect of the

method is similar in the training dataset and validation

dataset samples, and the correlation error gradually

decreases as the number of iterations increases. When the

training iterations are about 200, the decreasing trend of the

validation MAE and validation MSE of this gate is basically

smooth, around 0.20 and 0.10, respectively, which achieves

better experimental results.

The optimal model obtained on the training set was used to

conduct experiments on the test set. The change curves of the

predicted and real values obtained from the test set through the

network were monitored in the experiment, indicating that the

model has a good predictive capability. Taking gate 1-1 and

security checker a as an example, Figure 7 below shows the

prediction performance of both on the test set.

Meanwhile, the MAE, MSE, and MAPE of the gates and

security checkers are evaluated on all test set samples,

respectively, and their average values are taken as shown in

Table 4, and the experiments show that the G-LSTM has high

prediction accuracy.

4.4 Experimental prediction

Since the equipment manufacturers and production time

of passenger stations are different, and their service life and

FIGURE 5
Initial graph of the health status of equipment in railway passenger station.

Frontiers in Physics frontiersin.org10

Yao et al. 10.3389/fphy.2022.1080972

59

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2022.1080972


rated life also differ, the health status of the two types of

equipment in the future period is predicted using the method

in this paper.

First, based on the initial graph of equipment in Figure 5, the

equipment health status is predicted for 100 days thereafter using

the data predicted based on the test set samples. At the same time,

it is compared with the real test set samples. The experimental

results show that the same graph of the health status of

equipment can be obtained using both types of experimental

data, as shown in Figure 8.

In addition, the model in this paper can be applied to predict

the experimental scenarios for the next 100, 300, 500, and

700 days, by the rolling prediction method, i.e., continuously

using the data obtained from our prediction as the real data, and

thus further predicting the next data. Figure 9 shows the forecast

for gate 1-1 in the next 100 and 300 days.

Based on the numerical results obtained from the

prediction, the future health status of the equipment can be

predicted. Figure 10 below shows the possible health status of

the equipment after 100 days (Figure 10A), 300 days

FIGURE 6
Comparison of training and validation. (A) Training MAE and Validation MAE; (B) Training MSE and Validation MSE.

FIGURE 7
Prediction effect of the G-LSTM on the test set. (A) Gate; (B) Security checker.

TABLE 4 Test results of G-LSTM

Average MAE Average MSE Average MAPE (%)

Gates 0.2318 0.1176 5.57

Security checkers 0.2504 0.2610 2.04
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(Figure 10B), 500 days (Figure 10C) and 700 days (Figure 10D)

in the future based on the initial graph of Figure 8, which

provides a reference basis for the maintenance of the

equipment.

4.5 Analysis of experimental results

In this paper, we conduct experimental verification for gates

and security checkers in a high-speed railway passenger station.

FIGURE 8
The health status graph of equipment in railway passenger station after 100 days.

FIGURE 9
The forecast for the next 100 and 300 days. (A) 100 days; (B) 300 days.
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The experimental results show that the G-LSTM model

proposed in this paper obtains the average MAE: 0.2318,

0.2504, average MSE: 0.1176, 0.2610 and average MAPE:

5.57%, 2.04% for the gates and security checkers on the test

set samples, realizing the assessment and prediction of the

health status of railway passenger station equipment. The

method in this paper can be extended to other equipment in

passenger stations to reflect the health status of railway

passenger station equipment more comprehensively, which

has good application value. In addition, on the one hand, we

can provide a decision basis for passenger station managers

based on the health status prediction results. Managers can

combine the health status of equipment at different locations in

passenger stations for dynamic guidance of passenger flow to

avoid inconvenience to passengers due to potential equipment

failure. On the other hand, according to the current health

status and deterioration trend of equipment, it provides

differential maintenance strategies for passenger station

equipment managers to avoid equipment failure to the

greatest extent and ensure the safety of passenger stations.

5 Summary

In this paper, we combine graph data and deep learning

technology and propose a G-LSTM based method for assessing

and predicting the health status of equipment in passenger

stations. This paper mainly describes the health assessment and

prediction of gates and security checkers. Firstly, we analyzed the

correlation modeling of the factors influencing the health status of

equipment in railway passenger station. Then, we constructed a

comprehensive assessment model for the health status of

equipment in passenger station. Finally, we selected gates and

security checkers in a high-speed railway passenger station for

experimental verification. The experimental results show that the

G-LSTM model can be used to evaluate and predict the health

FIGURE 10
Equipment health status prediction. (A) Health status prediction after 100 days; (B) Health status prediction after 300 days; (C) Health status
prediction after 500 days; (D) Health status prediction after 700 days.
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status of equipment with high experimental accuracy. The method

proposed in this paper realizes the health management such as

abnormal status warning, remaining life prediction, etc.

In the future, we will continue to optimize and improve the

method proposed in this paper, and extend its application to all

kinds of equipment in passenger stations to realize the health

management of all equipment. At the same time, we can explore

the application of various GNNs in multiple scenarios in

passenger stations, such as recommendation algorithms based

on GNNs to provide personalized information push services for

passengers, and equipment link prediction of passenger stations

based on spatio-temporal graph convolutional neural networks

for detecting key equipment information and early warning

prediction of paralysis, etc. In addition, although GNNs have

carried out applied research in many fields, challenges still exist

due to the complexity of the graph structure, and there is plenty

of room for continuous optimization in model structure.
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The outbreak of COVID-19 had a huge impact on the financial market. As a new

growth point in China, it’s necessary to study how SMEs (small and medium-

sized enterprises) represented by listed companies on the GEM (growth

enterprise market) can withstand sudden shocks. This paper examines the

impact of Wuhan’s COVID-19 lockdown on the financial markets based on

the data of GEM listed companies and the method of event analysis. The results

show that investors had a great response to epidemic related news. Compared

with the interest rate cut policy, the targeted RRR reduction policy had a more

significant positive influence on the financial markets. Furthermore, in the early

stages of COVID-19, there was not a significant effect of distance on the firms’

CARs (cumulative abnormal returns). In an improving epidemic environment,

the farther the firms were from Wuhan City, the more positive the impact on

their CARs would be. This paper provides new evidence and important

enlightenment for preventing the impact of public health emergencies on

the GEM market and highlights the significance of developing digital

inclusive finance, which can mitigate regional risk and financing issues.

KEYWORDS

COVID-19 pandemic, Wuhan’s lockdown, growth enterprise market, monetary policy,
digital inclusive finance

1 Introduction

The COVID-19 epidemic broke out in Wuhan at the beginning of 2020. China

managed to control the epidemic with its 2-month economic stagnation. However,

enterprise, a key pillar of the national economy, had weathered tough times. Despite the

medical pharmaceutical industry, which was directly related to epidemic prevention and

control, the vast majority of enterprises could not operate normally. China’s GDP fell

6.8% year-on-year in the first quarter of 2020, according to the National Bureau of

Statistics. Figure 1 illustrates the annual growth rate of China’s sub-industrial GDP from

March 2018 to September 2020, and the changes of China’s macroeconomic indicators

from November 2019 to October 2020. As can be seen from Figure 1, the COVID-19

epidemic had a huge impact on a variety of industries in China. A sharp drop in
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investment in real estate, fixed assets, and social consumer goods

retail was also observed with the increase in newly confirmed

COVID-19 cases.

A number of policies were issued by the State Council and

People’s Bank of China. These include tax reductions and

exemptions, reductions of reserve ratios and interest rates, all

aimed at encouraging enterprises to resume work and production

and boost economic growth. At the same time, fiscal and

monetary policies continued to make efforts, and domestic

enterprises’ resumption of work and production achieved

remarkable results. According to the National Bureau of

Statistics, China’s GDP grew by 3.2% year-on-year and 11.5%

quarter-on-quarter in the second quarter of 2020, with significant

economic growth in high-tech manufacturing, modern services

and Internet retail. China is reported to be the only major

economy in the world to achieve positive growth in 2020,

with a growth rate of 2.3 percent.1

It is no denying that contagion effects have always been the

focus of human disease and health network research [1-2]

empirically analyzed three types networks of disease

transmission, namely, temporary networks, static networks,

and a fully connected topology. Results showed that time

structure can affect disease transmission more than static

network structure. Also, complex networks are always used to

describe the spread of major disease in populations of interacting

individuals [3]. Furthermore, considering that social activities

and infectivity are time phenomena, [4]. Believed that when these

two processes are synchronized, diseases are most likely to

spread. It can be seen that the existence of contagion

networks and social networks will aggravate the impact of

epidemics on the whole society. What’s more, maintaining

stable economic operation and active capital market is an

important issue for a country to be concerned about, so the

economic consequences of the epidemic need to be studied.

Especially in the context of highly contagion during the

incubation period, if there was no interference with any

physical restrictions, the embedding of social network into life

and business would lead to the spread of the contagion network,

causing secondary damage.

The COVID-19 epidemic had several significant characteristics,

such as suddenness, urgency, uncertainty, and unpredictable nature

[5], which had a huge negative impact on the economy and social

stability, especially the financial market [6]. Many of the existing

studies about COVID-19 epidemics followed the ideas of SRAS,

which focused on national economy and industrial economy in the

long term. Through quantitative and empirical analysis, [7]

examined the effects of COVID-19 on SMEs. Nevertheless, the

epidemic was a widespread malignant public health emergency,

causing a great deal of public concern. They did not examine the

huge impact of COVID-19 on investor sentiment and financial

markets. A second large group of recently emerging literature

focused on the financial markets. And they consistently showed

that stock markets around the world have reacted to the epidemic

with strong negative yields [8–11]. For instance, [10] examined the

data of ten stock markets and found that the market reaction caused

by COVID-19 did not seem to be a recession but rather a stagnation.

FIGURE 1
The situation of the national economy during COVID-19. Notes: In this figure, the vertical axis indicates annual growth rate of GDP in three
industries (including primary industry, secondary industry and tertiary industry), annual growth rate of macroeconomic indicators (including
investment in fixed assets, investment in real estate and social consumer goods retail) and newly confirmed cases of COVID-19. The horizontal axis
presents the time from March 2018 to September 2020 and the time from November 2019 to October 2020. (A) GDP of three industries (B)
Macroeconomy and Newly Confirmed.

1 Source:https://news.china.com/focus/2021quanguolianghui/
13004116/20210305/39349372.html.
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[8] found the share prices of all firms in China declined due to the

expected adverse economic outcomes of COVID-19. There is

however no special attention given to Chinese growth enterprise

market. Against the background of mass entrepreneurship andmass

innovation in China, the innovative SMEs represented by GEM’s

listed companies are accelerating to become the new economic

growth point in China. In addition, the impact of the epidemic on

innovative SMEs during the growth periodwasmore severe than the

impact on other firms. With the yield on GEM as the starting point,

we can show the overall situation of SMEs’ survival under the

epidemic.

By using the data of GEM listed companies from 18 June

2019 to 20 June 2020, we examine the performance of the medical

and pharmaceutical industries as well as the non-medical and

non-pharmaceutical industry stock yields during the epidemic

through event analysis. Furthermore, we study how the direct

distance between the business location of firms and Wuhan City

affects the CARs (cumulative abnormal returns) under four

events. This study will answer four questions: Firstly, whether

the impact of epidemic-related events and monetary policies on

the GEM is consistent with expectations during the outbreak of

COVID-19. Secondly, whether there is industry heterogeneity in

the above studies. Additionally, in the early stages of an outbreak,

whether distances between firms and Wuhan City have an

adverse effect on the CAR. Finally, whether digital inclusive

finance can contribute to mitigating the effects of the COVID-

19 epidemic on the financial markets.

We offer at least three contributions to the existing literature.

Firstly, we focus on the growth enterprise market in China.

Studies that examined the impact of the COVID-19 epidemic on

China’s economy tended to concentrate on long-term

macroeconomic effects, and few studies considered the

particularities of GEM policy. In addition, research about

GEM focused primarily on the prospects of the listed

companies in GEM, ignoring their substantial risk-resistance

capabilities. In light of the COVID-19 epidemic, we analyze

the GEM market’s response and fluctuation. Secondly, we

provide a complementary analysis to recent studies that

examined government involvement in COVID-19. [9] used

the daily data of 77 countries to assess the economic impact

of various government interventions, such as social distancing

measures, public awareness campaigns, testing policies, etc. We

contribute to the existing literature by studying the effects of

monetary policy implementation on the financial markets.

Furthermore, as the result of the ongoing technological

revolution driven by the explosion of information technology,

the development of digital inclusive finance contributes to the

economic recovery during these difficult times. It is also pertinent

for scholars to examine the relationship between the COVID-19

epidemic and digital inclusive finance. We integrate digital

inclusive finance into the analysis framework. In this way, it is

explored whether digital inclusive finance can contribute to

mitigating the negative impact on the financial markets.

2 Literature review

2.1 Public health emergency and
macroeconomy

Studies have shown that public emergencies negatively affect

a country’s economy over the short and long term [12,13].

Epidemics, a kind of public health emergencies, however, also

have unique adverse effects when compared to other public

emergencies.

First of all, public health emergencies have a wide range of

implications. In general, natural disasters and man-made

disasters have local impacts, affecting mostly a few cities,

provinces, or regions. However, epidemic diseases have the

potential to spread everywhere, impacting the economies of a

number of countries and regions. According to [14], the

epidemic may cause a self-reinforcing panic and long-term

economic weakness. Additionally, evidence from the Ebola

virus in West Africa shows that public health emergencies can

have a more long-term impact on developing countries [15].

Through the Growth at Risk (GaK), [16] analyzed how financial

risk impacts economic growth under COVID-19. The impact of

COVID-19 was mainly reflected in the negative impact of short-

term economic growth, whereas its long-term impact was

relatively small.

Further, public health emergencies hinder the flow of factors,

especially labor factors. The most effective way to deal with the

epidemic is to restrict people’s movement and impose physical

quarantine. As a result, people and businesses have difficulty

getting to work. In particular, the epidemic will be a life-or-death

challenge for industries that require a lot of human capital. [17]

evaluated the short-term effects of the new H1N1 epidemic on

the tourism and aviation industries in Mexico, and concluded

that the aviation industry was more vulnerable to high-intensity

negative impacts. Due to the COVID-19 epidemic, [18] also

believed that the catering, tourism, transportation,

entertainment, and manufacturing industries had suffered

huge losses. Stagflation in some parts of the manufacturing

supply chain caused an asymmetric demand imbalance

between upstream and downstream, resulting in serious

economic consequences.

2.2 Public health emergency and
microeconomy

The impact of public emergencies on the economy is

multilevel [19], which can not only have a huge impact on

the long-term and stable operation of a country’s economy,

but also have a negative impact on enterprises, financial

markets and individual behaviors.

From the perspective of enterprises, public health

emergencies will affect the normal operation of enterprises
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in the short term. In comparison to other enterprises, SMEs

are more sensitive to public emergencies. Due to the size of

SMEs, [20] believed that they were not well equipped to resist

risks and to repair themselves. Therefore, public health

emergencies have a greater impact on start-ups, which are

more likely to be exposed to bankruptcy risk in a crisis [21]. In

addition, compared with large enterprises, for a long time,

SMEs are often faced with loan difficulties and financing

difficulties. In other words, they are more in need of

financial support in case of public emergency, but it is also

more difficult for them to obtain financial support.

Additionally, [22] believed that banks tended to face

liquidity crunch and other problems in the context of

public emergencies that may lead to economic recession.

To adjust their balance sheets, they were more inclined to

tighten credit to SMEs, which also increased the operating

costs for enterprises in a crisis.

In terms of public emergencies, not only do they depend on

objective characteristics of the event, but also on the response of

society [23], so the financial market is highly likely to respond to

unpredictable emergencies [24]. According to [25] and [26],

public emergencies were a systematic risk and could affect the

stock yield. [27] and [28] all pointed out that the COVID-19 case

could arouse a significant increase in financial market volatility.

Moreover, [29] found that overwhelming panic generated by the

news media increased equity market volatility. Furthermore,

most studies employ the event analysis method to analyze the

impact of special events on the financial markets when faced with

natural disasters, man-made disasters and public health

emergencies. As an example, [30] investigated 43 insurance

loss events and found that insurance managers receive

abnormal returns on the day of the event. Under some special

events, [31], [32], [33], and [34] also used event analysis to

investigate share prices, spillover effects, and trade effects in

financial markets.

As far as individual behavior is concerned, public health

emergencies will likely cause widespread panic, accompanied by

a herd effect. According to [35] and [36], vicious public

emergencies can easily cause panic among investors and

change their trading behavior. During the 2003 SARS

epidemic in China, [37] studied the influence of rumors on

individual economic behavior. They find that rumors were more

frequent in hard-hit areas and triggered a number of knock-on

effects, such as herd behavior of buying.

2.3 Summary

It is generally agreed that public emergencies can negatively

impact a country’s long-term macroeconomics and short-term

financial markets. Among them, public health emergencies are

further clarified as being distinct from other kinds of emergency.

Furthermore, the emerging literature about the impact of

COVID-19 in China is primarily a descriptive summary of the

great changes in national economy from a qualitative point of

view, as well as suggestions and perspectives for future long-term

public governance and policy formulation. Meanwhile, a small

number of studies use micro-data to investigate the current state

and policy demands of SMEs. Few studies, however, have

considered how Chinese growth enterprise market responded

to the epidemic news and monetary policies during COVID-19.

Also, during the period of the epidemic, the strong development

of digital inclusive finance ensures many conveniences and

supports economic recovery under the new technological

revolution, with artificial intelligence and digital technology at

the forefront. In this light, it is also important to consider how to

view the relationship between COVID-19 and digital inclusive

finance.

3 Basic facts about the epidemic

3.1 Impact of COVID-19 epidemic on
Chinese growth enterprise market

In Figure 2, we show the weighted yield on the GEM from

1 July 2019 to 30 June 2020. A shadow region presents the

movement of the GEM since the epidemic outbroke. Compared

with before the outbreak, the range and volatility of yields are

much wider. The yield suffered several large fluctuations, once

falling as low as −7.49%.2 On the dayWuhan was officially closed

down, the yield dropped from 1% to nearly -8%. It is clear that the

outbreak of COVID-19 was a huge blow to China’s growth

enterprise market.

3.2 Monetary policies during COVID-19
epidemic

In response to COVID-19, People’s Bank of China issued

monetary policies to stabilize the money supply and maintained

the country’s economic system. As shown in Figure 3, China’s

money supply changed at various levels between November

2019 and September 2020. Before the outbreak, the money

supply grew between 2% and 4% annually. When the

outbreak occurred, M1’s annual growth rate decreased

suddenly, and then gradually picked up. Also, M2’s growth

rate became higher than before the epidemic. All evidence

shows that the measures taken by People’s Bank of China

during the epidemic were successful in recovering the national

economy.

2 Source: CSMAR database.
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FIGURE 2
Yields on the GEM during COVID-19.

FIGURE 3
Money supply in China during COVID-19.
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4 The GEM’s response to the
epidemic

4.1 Empirical strategy

According to [34], we use event analysis to study the impact

of COVID-19 epidemic on the GEM listed companies. ARs

(abnormal returns) and CARs (cumulative abnormal returns)

of the GEM listed companies were also calculated in accordance

with [38]. For calculating ARs of stock i, we use the market model

to mitigate the impact of the overall market fluctuations. Here are

the specific methods:

First of all, using the daily trading data of individual stocks,

we calculate the daily stock yields according to Eq. 1:

Reti,t � ln
Pi,t − Pi,t−1

Pi,t−1
(1)

Where Reti,t represents the daily stock yield of stock i on day t.

Pi,t and Pi,t−1 stand for the closing price of stock i on day t and

day t − 1 respectively.

Secondly, we estimate the model parameters αi, βi and σ2ε in

the Eq. 2, and calculate the expected stock yield using the above

parameters.

E Reti,t( ) � αi + βiMarket Rett + εi,t
E εi,t( ) � 0

Var εi,t( ) � σ2ε

⎧⎪⎨⎪⎩ (2)

Among them, Market Rett represents the yield on the GEM in

day t, and E(Reti,t) represents the expected stock yield of stock i

on day t.

Finally, Eq. 3 is used to calculate ARi,t:

ARi,t � Reti,t − E Reti,t( ) (3)

CARi,m of stock i in the event window [0, m] can be expressed as:

CARi,m � ∑ARi,t (4)

In order to examine the GEM’s responds to the epidemic

news and monetary policies, four event days are selected.

Event dates are determined on the basis of official media

bulletins and reports from the official website of People’s Bank

of China, the Chinese government website and XINHUANET.

In the case of the lockdown of Wuhan City, 23 January 2020 is

taken as the first event. Table 1 shows the description of four

event days.3

[39] pointed out that choosing an estimate window with a

time span of more than 100 days can guarantee the accuracy of

parameter estimation. According to previous studies, the

estimated window spans 100–300 days. Therefore, we select

the time span from the first 150 days to the first 30 days of

the event, a total of 120 days for the estimation window. Four

event windows are included, that is, [0, 1], [0, 3], [0, 5], and
[0, 7]. For example, the event day and the following 7 trading

days can be expressed as [0, 7].

4.2 Responds to epidemic events

In Table 2 shows the GEM’s respond to the “Bad News”

(lockdown of Wuhan City). There was a significant negative

impact on GEM’s share price due to “Bad News”. The reason is

that measures like city closures, market strikes, household closures,

and gathering bans were widely used to prevent the spread of

COVID-19. Consequently, most industries in China suffered a huge

blow as these measures increased transportation costs and reduced

consumer demand. As for the medical and pharmaceutical

industries, the CARs of GEM listed companies were significantly

positive. In the epidemic, medical and pharmaceutical companies

contributed greatly to the production of epidemic prevention

products. They tried their best to meet consumers’ demands for

medical and pharmaceutical products. This gave investors a positive

signal that this industry met an excellent opportunity for growth

during the recession.

Table 3 presents the GEM’s respond to the “Good News”

(improving situation). A significant positive effect of “Good

TABLE 1 Detail information of event dates.

Event Date Content

1* 23 January 2020 Lockdown of Wuhan City. (“Bad News”)

2* 17 February 2020 The State Council announced that the situation in the prevention and control of the epidemic was improving. (“Good News”)

3** 13 March 2020 The People’s Bank of China reduced the RRR for inclusive finance by 0.5%–1%, releasing 550 billion yuan of long-term funds. (“RRR
Reduction”)

4** 30 March 2020 The People’s Bank of China lowered the 7-day reverse repurchase rate by 20 basis points and launched a 7-day reverse repurchase
operation of 50 billion yuan through interest rate bidding. (“Rate Cut”)

Notes: Events marked * are epidemic news and events marked ** are monetary policies.

3 On 3 Feb 2020, People’s Bank of China launched an open market
reverse repurchase operation with 1.2 trillion yuan. It was themonetary
policy closest to the outbreak. Considering that the Chinese stock
market is closed during the Spring Festival holiday, it was only one
trading day between the announce of this policy and the lockdown.
The pure effect of this monetary policy is hard to come by, so we have
not included it in our event day list.
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News” on the share price of GEM can be seen in the results.

In the non-medical and non-pharmaceutical industries, the

positive CARs all passed the significance level test of 1%.

“Good News” indicated that the situation of the epidemic was

gradually improving, and investors’ confidence in the stock

market was gradually increasing, which was why funds

flowed into the GEM. As for the medical and

pharmaceutical industries, “Good News” had a significant

negative impact on share prices. Considering that investors’

mood toward the medical pharmaceutical industry had been

on the rise since the outbreak, “Good News” could release

increased demand for medical products, leading investors to

sell some of the medical pharmaceutical stocks, resulting in a

decline in the share prices of medical pharmaceutical

companies.

Table 4 shows the GEM’s respond to the “Rate Cut”.

Surprisingly, “Rate Cut” had a negative impact on the GEM

overall. However, this policy could lead positive effects to the

GEM medical and pharmaceutical industries to some degree.

To sum up, we find that the interest rate cut policy had not

much positive impact on innovative SMEs. In fact, this

problem was homogenous with SMEs’ financing difficulty.

The SMEs were not capable of dealing with bank financing

evaluations and were unable to effectively enjoy the policy

TABLE 2 The GEM’s respond to “Bad News” (lockdown of Wuhan City).

Event window All industry Medical and pharmaceutical industry Non-medical and non-pharmaceutical industry

(1) (2) (3)

[0,1] −.0036 (−1.54) .0508*** (4.48) −.0104*** (−4.97)

[0,3] −.0340*** (−9.10) .0974*** (7.94) −.0503*** (−14.71)

[0,5] −.0275*** (−6.27) .0508*** (4.48) −.0404*** (−9.26)

[0,7] −.0293*** (−7.13) .0974*** (7.94) −.0392*** (−9.23)

Observations 758 84 674

Notes: *, ** and *** denote the 10, 5 and 1 percent significance levels, respectively. The value in parentheses is the t-value. The same below.

TABLE 3 The GEM’s respond to “Good News” (improving situation).

Event window All industry Medical and pharmaceutical industry Non-medical and non-pharmaceutical industry

(1) (2) (3)

[0,1] .00703** (2.35) .0508*** (4.48) .00985*** (6.28)

[0,3] .0202*** (4.48) −.0312*** (−5.20) .0157*** (6.36)

[0,5] .0107*** (4.54) −.0133*** (−3.26) .0140*** (4.70)

[0,7] .0192*** (5.64) −.0312*** (−5.20) .0234*** (6.37)

Observations 761 84 677

TABLE 4 The GEM’s respond to “Rate Cut”.

Event window All industry Medical and pharmaceutical industry Non-medical and non-pharmaceutical industry

(1) (2) (3)

[0,1] −.00739*** (−4.64) .00113 (0.24) −.00852*** (−5.07)

[0,3] −.00813*** (−4.34) −.0199*** (−3.55) −.00679*** (−3.44)

[0,5] −.00684*** (−3.01) .00746 (1.01) −.00884*** (−3.73)

[0,7] −.00113 (−0.47) .0215*** (3.27) −.00407 (−1.58)

Observations 764 84 680
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support of People’s Bank of China. Due to this, the interest

rate cut policy were difficult to apply to all types of small

businesses.

Table 5 shows the GEM’s respond to the “RRR Reduction”.

Within 1 week of implementing the RRR reduction policy,

except for the event window [0,3], the CARs passed the

significance level test of 5%, indicating that the targeted

RRR reduction policy for inclusive finance had a positive

impact on GEM. Compared with the interest rate cut

policy, the RRR reduction policy was more effective for

innovative SMEs. SMEs were more likely to raise funds and

get financial support to tide over the epidemic because of the

RRR reduction policy, which expanded the credit scale of

commercial banks.

5 Distance from Wuhan City and
market responds

As the epidemic was highly contagious and physical

prevention measures were more effective than others, the

distance from the epidemic center would seriously affect the

development of enterprises. Wuhan lockdown would cause the

enterprise upstream and downstream supply chain fracture and

other serious economic consequences. Therefore, this section

further studies the impact of distance from Wuhan on the

response of GEM listed companies. Considering that the

monetary policies were issued by the People’s Bank of China,

which was radiated throughout the country and less restricted by

geographical location, this section only discusses the epidemic

events, namely Event 1 (“Bad News”) and Event 2 (“Good

News”).

5.1 Empirical strategy

5.1.1 Model
We establish the following regression model:

CARi,t � γ0 + γ1Disti,t + γ2Conti,t + μi + ]t + εi,t (5)

CARi,t � θ0 + θ1Disti,t + θ2Disti,t × Clusi + θ3Conti,t + μi + ]t
+ εi,t

(6)
Where explained variable CARi,t is calculated by event analysis.

Disti,t is the straight-line distance between a firm’s business

location and Wuhan. Clusi refers to a type of firm, in which

Phari, Fini and Tradei represent the various classifications of

firms. Phari is used to determine whether a firm is in the medical

or pharmaceutical industry. In case Phari � 1, the firm belongs

to the medical or pharmaceutical industry, Phari � 0, otherwise.

Fini divides the firm’s business location according to the level of

digital inclusive finance. Fini � 1 indicates an above-medium

level of digital inclusive finance, Fini � 0, otherwise. Tradei
describes whether or not a firm is engaged in trade. When

Tradei � 1, it represents a firm engaged in trade, Tradei � 0,

otherwise. Conti,t represents a set of firm-level control variables,

including firm age, equity nature (value is 1 for a private

enterprise and value equal 0 otherwise), dulity (value is 1 if

the chairman of board holds the position of manager and value

equal 0 otherwise), number of directors, the ratio of independent

directors, leverage ratio, the return on assets, the return on

capital, and number of employees (expressed in logarithmic

form). μi, ]t and εi,t are industry fixed effect, span fixed effect

and random error. In this model, i represents the GEM listed

company and t represents the time span of event window.

5.1.2 Data
This paper focuses on Growth Enterprise Market listed

companies. Basic information and financial data are retrieved

from the CSMAR database, while share price data is gathered

from the Wind database. Data is collected from 18 June 2019 to

7 April 2020. Also, the GEM listed companies with insufficient

stock data, suspended for more than 3 months, with updated

listings, or suspended longer than 3 months are excluded. A total

of 764 GEM listed companies are obtained. According to the

latitude and longitude data, we manually calculate the distance

between firms and Wuhan City.

Following the Guidelines on Industry Classification of Listed

Companies (Revised in 2012), we initially classify pharmaceutical

TABLE 5 The GEM’s respond to “RRR Reduction”.

Event window All industry Medical and pharmaceutical industry Non-medical and non-pharmaceutical industry

(1) (2) (3)

[0,1] .00448** (2.47) .00694 (1.31) .00435** (2.26)

[0,3] .00196 (0.71) −.00781 (−1.26) .00332 (1.11)

[0,5] .0110*** (3.56) .00694 (1.31) .0142*** (4.24)

[0,7] .0144*** (4.10) −.007811 (−1.26) .0173*** (4.63)

Observations 764 84 680
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manufacturing, scientific research, and health industry firms as

medical and pharmaceutical industries. Furthermore, firms are

manually divided according to the scope of their business, with

84 in the medical and pharmaceutical industry and 680 in the

non-medical and non-pharmaceutical industry.

We determine the level of digital inclusive finance in each

firm’s business location using the 2018 Digital Financial Index.

Following that, we divide the firms by their median index into

two groups. A total of 398 companies are classified as having a

digital inclusive finance level above the median level, and

341 companies are classified as having a digital inclusive

finance level below the median level.

The business scope information of all GEM listed companies

is manually gathered. Businesses involved in trade business are

TABLE 6 Descriptive statistics.

Variables Obs Mean Median Std. Dev Min Max

CAR (Event 1) 2920 −.023 −.043 .103 −.389 .691

CAR (Event 2) 2928 .012 .006 .071 −.303 .445

CAR (Event 3) 2924 .008 .001 .079 −.299 .502

CAR (Event 4) 2922 −.007 −.114 .056 −.223 .496

Dist 734 7.744 8.148 3.046 0 27.652

Phar 734 .113 0 .317 0 1

Fin 734 .538 1 .499 0 1

Trade 734 .515 1 .500 0 1

Age 734 7.467 7 2.908 2 12

Equity_nature 734 .857 1 .350 0 1

Dual 730 .578 1 .494 0 1

Board 732 7.870 8 1.453 5 13

Inde 732 .385 .375 .055 .25 .667

Lev 732 1.852 1.542 1.631 −2.268 25.411

ROA 732 .004 .003 .015 −.068 .070

ROE 732 .003 .006 .043 −.800 .106

Staff 732 7.093 7.034 .939 3.970 11.551

TABLE 7 Impact of distance on the CARs under Event 1 (“Bad News”) and Event 2 (“Good News”).

Variables (1) (2) (3) (4)

Event1 Event1 Event2 Event2

Dist −.0006 −.0006 .0014*** .0012***

(.0006) (.0006) (.0004) (.0004)

Controls No Yes No Yes

Industry FE Yes Yes Yes Yes

Span FEt Yes Yes Yes Yes

R-squared .172 .189 .075 .090

Observations 2,936 2,920 2,944 2,928

Notes: Dist is measured in units of 100 km *, ** and *** denote the 10, 5, and 1 percent significance levels, respectively. The value in parentheses is standard error. The same below.
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classified as those with the word “import” “export”, “trade” or

other related words in their business scope. The total number of

firms involved in trade business is 380, and 359 are not.

The descriptive statistics of the main variables are shown in

Table 6.

5.2 Baseline regression results

The baseline regression results are presented in Table 7. In

Columns (1) and (2), the dependent variables are the CARs from

Event 1, the lockdown of Wuhan City. The effect of distance on

the CARs from Event 1 is not significant. This finding contradicts

the view that companies at the epicenter of the outbreak were

hard hit by COVID-19. This may be because, as a major public

health emergency, the COVID-19 epidemic had a wide radiation

range. The outbreak of epidemic had a serious impact on the

overall economic trend of the whole country, causing investors to

be indiscriminately negative about firms across the whole

country. Therefore, in the early stage of the outbreak, whether

the firm is located far away fromWuhan City or not, it suffered a

severe economic impact.

Columns (3) and (4) examine the CARs from Event 2, the

announcement that the epidemic situation was improving. The

longer the distance between firms’ business locations andWuhan

City, the greater the positive impact on CARs from Event 2. This

finding is consistent with investors’ belief that firms at the

epicenter of the outbreak were more difficult to resume

production and operations. Therefore, investors remain

pessimistic about firms close to Wuhan City.

The epidemic had severely restricted the movement of factors

such as labor. One of the most important ways to deal with the

epidemic is to impose physical quarantines and restrict the

movement of people, which would prevent employees from

coming to work, greatly hinder the process of logistics, and

disrupt firms’ supply chains. Wuhan City was the epicenter of

the epidemic, and restricting and sealing the city had become an

important measure to stop the further spread of the epidemic. As

a result, firms near Wuhan City were more likely to have

employees unable to get to work. At the same time,

considering the necessary transaction costs in business

activities, such as distance cost, firms often choose to conduct

business with those close to their business location. Therefore,

distance also affected the smooth logistics and the integrity of the

supply chain. All these would cause difficulties in enterprise

operation and management, and then affected firm performance.

In the short term, investors were more inclined to invest in firms

further away from Wuhan City.

In addition, the impact of the epidemic could also bring about

uncertainty and negative mood. On the one hand, investors might

be more optimistic about the recovery of firms farther from

Wuhan City. On the other hand, the confidence of

entrepreneurs was crucial to restoring in production.

Entrepreneurs at the center of the epidemic would have more

negative moods to the resumption of production, which was not

conducive to the normal operation of the firm from a subjective

perspective. And investors would take a wait-and-see attitude

towards such firms in anticipation of this phenomenon. To

sum up, distance indeed matters firms’ CARs a lot.

5.3 Heterogeneity

We also explore some potential heterogeneity to see if distance

between firms’ business locations and Wuhan City impacts CARs

across some key firm or industry characteristics. Heterogeneity

regression results are presented in Table 8.

We first analyze an industrial heterogeneity. The interaction

term between the pharmaceutical industry dummy and the distance

is added to the regressions. As shown in Columns (1) and (2) of

Table 8, the interaction term is significantly positive in Event 1, and

significantly negative in Event 2. Due to the lockdown, rawmaterials

for firms were limited, and the Spring Festival holiday made it

difficult for firms to resume operations on time. However, firms in

themedical and pharmaceutical industries restarted their operations

immediately when faced with difficulties. They even continued on to

work overtime to create medical products, resulting in the industry’s

recovery. Therefore, investors’ expectations for the pharmaceutical

and medical industry were raised, thereby alleviating the bad

situation. Then, when the epidemic situation improved,

companies in the medical and pharmaceutical industries no

longer had higher market expectations than other industries,

which provided more firms with good development prospects.

Columns (3) and (4) explore the heterogeneity of financial

development. The regressions include the interaction term

between the distance and the digital inclusive finance dummy.

The coefficient of the interaction term is significantly positive

during Event 1, but significantly negative during Event 2. This

indicates that digital inclusive finance released the negative impact

of the epidemic and slowed down the positive effects of good news

on CARs. This may be due to the fact that digital inclusive finance

reflects China’s digital economy, which can alleviate regional

inequalities more effectively. During a severe epidemic, when

factors flowed relatively slowly, digital inclusive finance greatly

facilitated the economic behaviors of individuals, enterprises, and

governments, and could counteract the distance-related difference

in CARs. In addition, digital inclusive finance can increase the

coverage of financial services and reduce the cost of financial

services [40], as well as make financial behaviors more accessible

and convenient [41]. Particularly for SMEs with financing

difficulties, digital inclusive finance reduced the likelihood of

financial constraints [42,43] and allows SMEs to handle

business shocks more effectively. This would make sure that

SMEs of all sizes and regions could benefit more evenly from

the policy, given the improving epidemic situation and looser

monetary policy.
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Columns (5) and (6) examine the heterogeneity based on the

type of firm’s business. The interaction term between the distance

and the trade business dummy is included in the regression.

Under Event 1, the interaction term is insignificant. The

epidemic was just breaking out, and the international

environment was stable, so CARs did not suffer any effects

from the trade business. Under Event 2, the interaction term

is significantly negative. This may because that Event 2 coincided

with the time node when the overseas epidemic worsened. Many

SMEs involved in import and export business were affected by

the global spread of COVID-19.

6 Conclusion

Early 2020 marks the beginning of the COVID-19 epidemic.

SMEs had a low level of risk resistance and self-healing ability, so

public emergencies affected them more severely. Moreover,

innovative firms are more likely to go bankrupt during crises

[21]. As representative of innovative SMEs, GEM listed

companies are contributing to China’s economic growth.

Thus, this paper uses event analysis to investigate the stock

yield performance of GEM listed companies during the

epidemic. Furthermore, this paper examines the effects of the

straight-line distance between a firm’s business location and

Wuhan City on the CARs.

The empirical results indicate that: Firstly, “Good News” of

epidemic made the GEM more optimistic, while “Bad News” of

epidemic had a significantly negative impact on the GEM.

Secondly, a targeted RRR reduction policy was more beneficial

to GEM listed companies than an interest rate reduction policy.

Thirdly, the distance between the firms’ business locations and

Wuhan City did not significantly affect the CARs in the early

stages of the outbreak. When the epidemic situation improves,

the farther the firms’ business locations are fromWuhan City, the

more positive the impact on CARs. Finally, there were

heterogeneous effects based on industry, inclusive finance, and

business type. COVID-19’s negative impact on CARs can be

released by digital inclusive finance.

Based on these findings, this paper provides some

recommendations on how to mitigate the negative impacts of

public health emergencies on SMEs.

Firstly, the central government needs to grasp the benefits of

policies and assist SMEs that are suffering large losses. In order to

meet SMEs’ needs, local governments should accelerate the

implementation of policies. Additionally, they should provide

loan guarantees for qualified SMEs to ease their lending and

financing difficulties.

Secondly, the government must take action to stabilize the

stock market during the epidemic, to ease investors’ panic and to

ensure the survival and development of GEM listed companies.

The government could prioritize the stable shutdown of the stock

market in case of a public emergency in order to stabilize the

securities market. Moreover, government should ensure that

information disclosure is timely and effective and the content

of information is true and reliable. Securities regulatory authorities

are supposed to send positive and correct signals to investors and

listed companies, guiding market participants to invest rationally.

TABLE 8 Heterogeneity analysis: industry, level of financial development and business type.

Variables (1) (2) (3) (4) (5) (6)

Event1 Event2 Event1 Event2 Event1 Event2

Dist −.0021*** .0015*** −.0013** .0018*** −.0007 .0020***

(.0006) (.0005) (.0006) (.0005) (.0007) (.0005)

Dist × Phar .0096*** −.0020**

(.0011) (.0008)

Dis × Fin .0020*** -0.0015***

(.0005) (0.0003)

Dist × Trade .0001 −.0013***

(.0004) (.0003)

Controls Yes Yes Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes Yes Yes

Span FE Yes Yes Yes Yes Yes Yes

R-squared .211 .189 .194 .097 .189 .095

Observations 2,920 2,920 2,920 2,920 2,920 2,928
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Thirdly, the central bank can prioritize RRR reduction policy

over interest rate cuts. Based on the epidemic situation, the two

policies could be implemented alternately, creating a superposition

effect to complement one another. In addition, the central bank

must pay attention to the tilt of innovative SMEs, deepening

inclusive finance activities.

Lastly, the government should fully consider the effect of the

distance factor on the production and operation activities of SMEs,

as far as possible to achieve “one-industry, one-way” and “one firm,

one policy”. The government should pay close attention to the

medical and pharmaceutical industry, which is overheating in the

early stages of the epidemic. Thus, overproduction would be

avoided, and its steady and healthy development would be ensured.

There are limitations in this study. At the initial stage of the

epidemic, various epidemic news and policies were released

frequently. It is difficult for us to accurately test the impact of

all events on the market and obtain a pure effect. Therefore,

only four representative and comparative epidemic news and

monetary policies are the main research objects. In addition, this

paper only examines the short-term market performance within

half a year after the outbreak of the epidemic, but did not track

and study the medium and long-term market changes and

economic conditions within 3 years since the outbreak. How

to develop the capital market in the post epidemic era is an

important future research direction. Finally, considering the high

infectivity of the epidemic, the contagion network will be further

expanded in business and interpersonal communication. On the

basis of this fact, how various economic networks, such as

production networks, will change is also a research direction

worthy of attention.
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Increasing the prediction
performance of temporal
convolution network using
multimodal combination input:
Evidence from the study on
exchange rates

Xueling Lv1, Xiong Xiong1,2* and Baojun Geng3

1College of Management and Economics, Tianjin University, Tianjin, China, 2Laboratory of Computation and
Analytics of Complex Management Systems (CACMS), Tianjin University, Tianjin, China, 3Pittsburgh Institute,
Sichuan University, Chengdu, China

The currency market is one of themost important financial markets in the world. The
exchange rate movement has effect on international trade and capital flow. This
study presents a forecasting method for exchange rate based on multi-modal
combination market trend. The method facilitates the more accurate
identification of volatility link between exchange rates, unlike the conventional
ones, in which only information related to itself is used as input. We select
multiple characteristics of the exchange rate from other countries as input data.
Then the Pearson correlation coefficient and random forest model are used to filter
these characteristics We integrate the data with higher correlation into the temporal
convolutional network model to forecast the exchange rate. For the empirical
samples, a nine-year period historical exchange rates of the Euro, Ruble,
Australian dollar, and British pound corresponding to the Renminbi are used. The
empirical results show themore stable effect using the forecastingmethod proposed
in this study than the traditional models.

KEYWORDS

Pearson correlation coefficient, deep learning, random forest, artificial intelligence,
exchange rate prediction

1 Introduction

Financial markets play an important role in the development of the global economy. And
the currency market is an influential component of the financial market. Thus, exchange rate
forecasting has come into one focus of the academia and economic [1, 2]. Several scholars have
conducted studies on the exchange rates [3–5]. In addition, the study of exchange rate time-
series data has been an invaluable component of time-series research. This involves the
judgment and speculation of fluctuation ranges and trend changes in the exchange rate
relationships.

Henrique B M et al. [6] analyzed the application of current commonly used machine
learning methods in the field of financial forecasting. By analyzing machine learning models
in many papers, the author shows that machine learning methods can predict the trend of
financial prices. Sezer OB et al. [7] analyzed papers on machine learning models and deep
learning models published in 2020 and before. The results show that the popularity of deep
learning models in the field of financial forecasting is gradually improving, and the deep
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learning model also has good prediction accuracy. Howerer,
traditional neural networks have defects. Deep neural network
(DNN) is not proper to the time series. Recurrent neural network
(RNN) cannot perform massively parallel processing. Convolutional
neural network (CNN) has the advantage of massive parallel
processing, regardless of the network’s depth. Long short-term
memory (LSTM) and gate recurrent unit (GRU) degrades to
random guesses as the time length T grows. However, temporal
convolutional network (TCN) [8] overcomes the shortcomings of
the traditional models. The review of [9] introduces TCN and
documents its application in the field of time series prediction.
The fact that TCN does not utilize future information and that
input and output lengths are equal makes TCN models of
considerable interest to researchers. Soleymani and [10] proposed
a novel deep learning framework called the QuantumPath for long-
term stock-price forecasting. They also incorporated a TCN into the
model to ensure causality. The experiments demonstrated the
effectiveness of the proposed method. Totannanavar [11] used the
TCN to predict stock prices. In relation to other neural networks, this
model has several advantages. Wiese et al. [12] proposed data-driven
models called quant generative adversarial networks (GANs). The
model consists of a generator and a discriminator function and uses a
TCN to capture long-term dependencies. To predict the stock prices,
Janssen [13] combined a TCN with attention mechanisms. The
study’s finding shows a more significant effect of the combination
of temporal attention and TCN. Tan et al. [14] developed a new
financial time series GAN (FinGAN) based on TCN. The results
show that the model can more accurately fit high-volatility
convertible bonds. Lei et al. [15] constructed a deep TCN model
to predict volatility under high-frequency financial data based on
other trading information such as trading volume, trend indicators,
and quote change rate. The results show that TCN model with
investor attention provides better prediction accuracy than that of
the TCN model without investor attention. Using a TCN, Dai et al.
[16] classified price changes into several categories and predicted the
conditional probability of each category. They also added a
mechanism to the TCN architecture to model the time-varying
distribution of stock price changes. Empirical evidence indicates
that the proposed method outperforms the comparison model.
According to Zhang et al. [17], the TCN is an effective method to
predict return volatility and value-at-risk in exchange rate
forecasting studies.

This study investigates the exchange rate changes among
countries using TCN, considering the advantages of TCN in
financial forecasting. Furthermore, although many studies have
used several methods to predict exchange rates, none of them
considers the correlation between the exchange rates from
different countries. The progress in global economic integration
have increasingly correlated the exchange rate movements between
countries. As exchange rates have both linear and nonlinear
behavioural characteristics, a single linear or nonlinear model can
not predict exchange rates roundly. Instead of using only
information related to the individual exchange rate as input, we
use information related to exchange rate volatility as input. This
enables us to determine the relationship between volatility and the
exchange rate. We present a multimodal combination-based method
for forecasting exchange rate market trends, using multiple exchange
rate characteristics from other countries as input data. We also filter
multiple exchange rate characteristics using a Pearson correlation

coefficient and a random forest model. We incorporate data with
higher correlation to improve the accuracy and stability of exchange
rate forecasting. Subsequently, we analyse the exchange rate
prediction by considering the TCN model. In terms of the data,
we select nine-years historical data of the exchange rate of the Euro
(EUR), Ruble (RUB), Australian dollar (AUD), and the British
pound (GBP) to RMB. Four evaluation indicators are applied to
compare with other four from the traditional models. We test
different datasets separately.

The contributions of this study are as follows. First, this study
attempts a pure end-to-end approach to predict the movement of
the exchange market. Specifically, this research utilizes a model
combining feature extraction and TCN. Only the raw exchange
rate data are used as input. Hence, it can eliminate the human

FIGURE 1
Main structure of TCN.

FIGURE 2
Inflated causal convolution with expansion factors d = 1, 2, 4, and
filter size k = 3.
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intervention. Second, this study identifies the characteristics of
the movement of exchange rate based on the exchange rate in
several other countries. We combine the Pearson correlation
coefficient with a random forest to filer the multiple exchange
rate characteristics. Then, we identify the characteristics with
higher correlation from the filtered characteristics. As a result, we
integrate the historical exchange rate data and exchange rate
characteristics into one specific data set. The results
demonstrate that the proposed method provides more stable
prediction effect than the traditional models.

The rest of this article is organized as follows. Section 2 reviews
related methodologies. The data and the empirical results are provided
in Section 3. Section 4 concludes the article.

2 Methodologies

2.1 Temporal convolutional networks

A RNN performs well on almost all time-series issues.
However, in practice, RNN presents serious problems. Since the
network can only process one time step at a time, the latter must
wait until the processing is complete in the preceding step, before it
can be computed. This problem means that an RNN cannot
perform massive parallel processing, which implies that RNN is
computationally demanding.

When a CNN processes an image, it treats the image as a two-
dimensional block (m × n matrix). Moving to time series, time
series can be viewed as a one-dimensional object (1 × n vector).
Through the multilayer network structure, the CNN retrieves a
sufficiently large receptive field. This practice deepens the model

FIGURE 3
Model flow chart.

FIGURE 4
Plot of correlation coefficients for the foreign exchange dataset.
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structure of the CNN. However, the CNN saves time owing to the
advantage of massive parallel processing, regardless of the
network’s depth.

The network combines the structural features of the RNN and
CNN with more flexible perceptual fields, more stable gradient
changes, and less memory usage. The main structure of the TCN is
shown in Figure 1. The TCN mainly comprises five parts—the dilated
causal convolutional, WeightNorm, activation function, and dropout
layers and a residual connection block.

The dilated causal convolutional layer mines the data features for
analysis. Figure 2 shows the structure of the dilated causal
convolutional layer. The WeightNorm layer accelerates the model
by rewriting the weights of the deep network. The activation function
layer increases the nonlinearity of the network and improves the
model’s expressiveness. The dropout layer prevents model overfitting.
The residual connection block is a 1 × 1 convolution block. The
residual connection locks not only enable the network to transmit
information across layers but also ensure the consistency of the input
and output.

2.2 Multimodal combination-based method
for forecasting exchange rate

With economic globalization, countries are becoming
increasingly closely connected. This indicates an obvious
correlation between the exchange rate prices from different
economies. However, the differences in the relationships
between countries yields different correlations between
exchange rate prices of different countries. Some exchange rate
data and forecast exchange rates have an obvious strong
correlation, whereas others have an obvious weak correlation.
Therefore, this study proposes a method for forecasting the trend
of the exchange rate market based on a multimodal combination.

Figure 3 illustrates the specific process of the proposed model.
First, we use the Pearson correlation coefficient to extract the features
highly correlated with the predicted exchange rate in the input data.
Pearson’s correlation coefficient ranges from −1 to 1. The closer the
absolute value is to 1, the stronger is the linear correlation between
exchange rates.

FIGURE 5
Random forest feature importance ranking.
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The Pearson correlation coefficient is linear, reflecting the
degree of linear correlation between the two
quantities. However, the exchange rates of various countries are
interrelated, and there is a nonlinear relationship between the
exchange rate prices. Therefore, this study uses the
random forest algorithm to analyse the impact of the closing
price of the exchange rate of other countries on the predicted
exchange rate.

Finally, we use the TCN to predict exchange rate changes by
combining the Pearson correlation coefficient and random forest
features.

3 Empirical results

3.1 Data

We collect the nine-years period data of the exchange rate data
from the Wind database, from 1 January 2012 to 31 December
2021. The closing price of Australia’s exchange rate to RMB
(AUD/RMB), the closing price of the Euro exchange rate to
RMB (EUR/RMB), the closing price of the Sterling’s exchange
rate to RMB (GBP/RMB), and the closing price of the Ruble’s
exchange rate to RMB (RUB/RMB) are selected as empirical data.

TABLE 1 Predictors of different comparison models.

MAE MSE RMSE R2 _score

AUD/RMB dataset Our 0.0173 4 0.0004 3 0.0208 4 0.9981 4

CNN 0.0505 0 0.0032 9 0.0573 6 0.9859 3

LSTM 0.0439 0 0.0029 5 0.0543 3 0.9873 7

CNN-LSTM 0.0362 5 0.0018 8 0.0433 5 0.9919 6

Attention-LSTM 0.0266 2 0.0011 6 0.0341 1 0.9950 2

EUR/RMB Dataset Our 0.0373 3 0.0021 7 0.0465 3 0.9602 1

CNN 0.0569 4 0.0043 4 0.0659 0 0.9202 1

LSTM 0.0542 4 0.0042 6 0.0652 8 0.9217 1

CNN-LSTM 0.0376 4 0.0020 3 0.0450 3 0.9627 4

Attention-LSTM 0.0466 8 0.0033 2 0.0576 6 0.9389 1

GBP/RMB Dataset Our 0.0407 2 0.0017 2 0.0414 7 0.9841 3

CNN 0.0671 3 0.0055 5 0.0744 9 0.9488 2

LSTM 0.0541 1 0.0045 2 0.0672 2 0.9583 1

CNN-LSTM 0.0444 5 0.0027 9 0.0528 6 0.9742 2

Attention-LSTM 0.0524 5 0.0037 9 0.0616 0 0.9649 9

RUB/RMB Dataset Our 0.0018 9 0.0000 1 0.0023 6 0.9878 2

CNN 0.0063 6 0.0000 5 12.4571 0 0.9011 2

LSTM 0.0051 0 0.0000 3 12.5132 4 0.9383 5

CNN-LSTM 0.0035 0 0.0000 1 12.3503 6 0.9678 3

Attention-LSTM 0.0040 1 0.0000 2 0.0041 8 0.9617 6

TABLE 2 DM detection of the proposed model and other models.

CNN LSTM CNN-LSTM Attention-LSTM

AUD/RMB dataset DM value −13.366 −8.972 −10.731 −8.120

p-value 7.838 × 10–37 2.144 × 10–18 3.783 × 10–25 1.815 × 10–15

EUR/RMB Dataset DM value −10.050 −6.791 0.884 −2.591

p-value 2.092 × 10–22 2.231 × 10–11 0.377 0.010

GBP/RMB Dataset DM value −11.834 −5.768 −3.945 −9.333

p-value 7.888 × 10–30 1.157 × 10–8 8.695 × 10–5 1.048 × 10–19

RUB/RMB Dataset DM value −18.443 −20.462 −10.332 −15.822

p-value 2.730 × 10–63 8.744 × 10–75 1.545 × 10–23 4.309 × 10–49
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The data consists of two parts. The first part introduces the
closing prices of exchange rates of other countries in each
forecast data set. The second part consists of the closing,
opening, lowest, and highest prices, which are extracted from
the forecast data.

3.2 Test indicators

We use the mean absolute error (MAE), mean absolute percentage
error (MSE), root mean squared error (RMSE), and R2 as evaluation
indices which read,

FIGURE 6
Plots of prediction results of each comparison model.
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MAE � 1
m
∑m
i�1

yi − ŷi

∣∣∣∣ ∣∣∣∣ (1)

MSE � 1
m
∑m
i�1

yi − ŷi( )2 (2)

RMSE �
������������
1
m
∑m
i�1

yi − ŷi( )2
√

(3)

R2 � 1 −
∑
i

ŷ i( ) − yi( )2
∑
i

�y − yi( )2 (4)

In the above equation, ŷi and yi represent the predicted and real data,
respectively. Lower MAE, MSE, and RMSE and larger R2 values
represent better prediction performance of the model.

We use the DM test [18–20] improved by Harvey et al. to perform
a robustness test.

DM � �D

σD
(5)

D � e21 − e22 (6)
where e1, e2 represents the prediction errors ofModels 1 and 2. �D is the
mean value of D. σD represents the standard deviation of D. Then,
according to the DM value, we calculate the corresponding p-value in
the standard normal distribution. When the p-value is greater than
0.05, Model 1 has the same effect as that of Model 2. When the p-value
is less than 0.05, and the DM value is negative, Model one exhibits
better performance. When the p-value is less than 0.05, and the DM
value is positive, Model 2 exhibits better performance.

3.3 Characteristic screening analysis

We adopt the Pearson correlation coefficient and random forest to
detect the two components. Figure 4 shows the Pearson coefficients
between the closing prices of the forex data. We set 0.8 as the threshold
value, that is, we preserve only the relationships with the absolute value of
Pearson coefficients larger than 0.8 and filter out the others.

We select foreign exchange-related data with a cumulative percentage
of 90% or more of the random forest feature importance ranking as the
filtering condition. Figure 5 shows the results of the random forest
algorithm for feature importance ranking.

3.4 Comparative experimental analysis

To verify the prediction effect of the proposed model, we conduct a
comparative analysis between CNN [21], LSTM [22], CNN-LSTM [23],
and attention-LSTM [24], which are deep learning models. Table 1 shows
that the prediction effect of the LSTM model is higher than that of the
CNNmodel. This indicates that the LSTMmodel with the introduction of
a gating unit has better adaptability for the prediction of time-series data
with a nonlinear nature. The prediction effect of the CNN-LSTM model
was higher than that of the LSTM model. This indicates that the
convolution operation of the CNN helps in extracting long time-series
features. Compared with the other models, the proposed model achieves
the best prediction results for each prediction index. This indicates that,
relative to the simple model superimposed by CNN and LSTM, it is easier
to mine the change rules in the time-series data.

Table 2 shows the results of the DM detection. Most p-values are
less than 0.05, and the DM value is less than 0. This shows that this
study’s model is better than the other models in most cases. Relative to
the CNN-LSTM model only on the GBP/RMB dataset, all p-values
exceed 0.05. In this case, both models perform equally. Overall, the
TCN model performs better than the other models.

To show the prediction effect of each model more intuitively, we
visually integrate the prediction data. As shown in Figure 6 (for better
visibility of the length of the graphs, we chose to plot the first
150 predictions in this study). The method proposed in this study can
fit the real data better than the other comparative models. This indicates
that the model has a certain degree of robustness.

4 Conclusion

We present a method for predicting the movement of the currency
market based on the combined model. We also analyse the multiple
characteristics of foreign exchange rates as inputs. The Pearson correlation
coefficients and random forest characteristics are used as input filters. The
findings show that the exchange rate has a high correlation with the target
extraction features. The results of the simulated empirical data based on the
EUR, RUB,AUD, andGBP show that the proposed approach for exchange
rate prediction has stronger stability and accuracy than that of the
traditional methods. This proposed approach can be used to provide
recommendations regarding the currency market projections. This study
also indicates that, when forecasting exchange rates, it is crucial to refer to
the movement of exchange rate in other economies. Our future work will
continue to mine features, other than the exchange rate data, to improve
the robustness of the model.
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Study on an SIR rumor propagation
model with an interaction
mechanism on WeChat networks

Xinghua Chang*

Department of Mathematics, Taiyuan University, Taiyuan, China

The spread of rumors does great harm to society. It will not only disrupt the social
order but also damage public interests and even cause public safety and social shock.
With the development of social platforms, it has become a fertile ground for rumors
to breed and spread. The WeChat group as a very popular social platform is an
important medium of rumor spreading with accurate and fast characteristics. In this
paper, in order to describe the dynamic characteristics of rumors spread in WeChat
groups, a susceptible–infected–removed rumor propagation model with an
interaction mechanism and population dynamics on WeChat groups is proposed.
In order to analyze the dynamic characteristics of the system, the next-generation
matrix method is used to calculate the basic reproduction number of the proposed
model. Then, the stability of a disease-free equilibrium point and a positive
equilibrium point of the system is analyzed in detail. Finally, the accuracy of the
analysis results is verified by numerical simulation. The research results are of great
significance for controlling the rumors spread in WeChat groups.

KEYWORDS

rumor propagation model, WeChat group, basic reproduction number, interactive
mechanism, population dynamics

1 Introduction

With the rapid development of Internet technology, it provides a broad space for
information exchange among people. However, a large number of online rumors are
generated without foundation or malice at the same time. These rumors not only seriously
pollute the network environment and disrupt the public order but also seriously affect social
stability and endanger national security [1–3]. If the public inadvertently become the audience
of online rumors, it will gradually lose the right judgment and rational discrimination. In the
long run, these audiences may believe these rumors and spread them widely on social networks
[4]; [5].

The earliest research on the rumor propagation model originated in the 1960s. A large
number of the existing rumor propagation models are derived from the epidemic model [6,7].
The DK model, as a basic rumor propagation model, was first proposed. [8,9] established a
perfect mathematical theory and MK model for the rumor propagation model. However, the
topological characteristics of social networks were not considered by DK and MK and were not
suitable for the description of the rumor propagation mechanism in large-scale social networks.
A matching model of rumor propagation based on dynamic behavior was proposed [10].
[11,12] established a small-world network rumor propagation model and calculated a
propagation threshold. The dynamic mechanism of rumor propagation based on the scale-
free network model was established [13–15]. The MK model was applied to the complex
network model and described by the interactive Markov chain theory [16,17]. Furthermore, a
rumor-spreading model in the homogeneous network called 2SIH2R was studied, in which
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there are both spreader 1 (people who spread the rumor) and spreader
2 (people who spread the truth) [18]. Considering the heterogeneity of
the network, a 2SIH2R model was studied with the mechanisms of
discernment and confrontation in a heterogeneous network to
examine the dissemination of the rumor and the truth [19]. Taking
the management and control of rumors by relevant departments in
real life into account, the SIDRQ rumor-spreading model with the
forgetting mechanism, immune mechanism, and suspicion
mechanism and guides on a uniform network was established [20].
A novel susceptible–exposed–infected–recovered (SEIR)-delayed
rumor propagation model with saturation incidence on
heterogeneous networks was devoted to investigation [21].

The rumor propagation model with the forgetting mechanism on
the online social blog LiveJournal was considered [22]. The results
showed that there was an average threshold of influencing rumor
saturation in LiveJournal. A mechanism based on the thermal theory
was proposed to analyze the spread of rumors on large-scale social
networks [23]. The results showed that the initial rumormaker and the
probability of sending the rumor were greatly affected by the attraction
of the rumor. The influence of the network structure on rumor
propagation was studied [24]. The social reinforced rumor
propagation model based on two-way emotion was considered
[25]. A novel SIR susceptible–infected–removed (SIR) information
propagation model based on the characteristics of the microblog was
constructed [26]. However, in the real online social network, due to the
influence of characteristics, educational background, personal legal
awareness, and some other factors, some people cannot determine the
authenticity of rumors when they are exposed to them. So, they will
not spread immediately, which is a hesitation state. The rumor
propagation model with the characteristics of the hesitation state
was discussed, yet the conversion of hesitant nodes to immune nodes
was not considered [27]. An SEIR rumor propagation model of
heterogeneous networks was proposed and analyzed for
propagation dynamics of the microblog rumor [28]. In order to
study the influence of forcing silence on spreaders, a rumor
propagation model with a silence-forcing function in online social
networks was proposed [29]. By incorporating the dissemination of a
rumor through groups in social and mobile networks and by
considering the people’s cognitive factor (hesitate and forget), a
new model on the rumor spreading process was presented [30].

In recent years, considering the individual activity and refutation
mechanism simultaneously, a new multifactor model was proposed [31].
The structure of patches (nodes) is divided by connectivity distribution on
metapopulation networks. A lot of research results for the dynamics of the
infectious disease model among patches were invented based on the
reaction–diffusion process [32–34]. Many epidemic models with
demographic characteristics (such as birth and death) were considered
[35]. In addition, some research results also considered the prevention and
control strategies of rumor propagation [36,37].

WeChat, as a free application, is launched by Tencent to provide
instant messaging services for intelligent terminals, including public
platforms, circle of friends, message push, and other functions. As an
important and popular social form,WeChat groups are widely used by
the public. Therefore, WeChat groups have also become the hotbed of
rumor propagation, which has the characteristics of accurate infection
and rapid diffusion. Therefore, in this paper, an SIR rumor
propagation model with an interaction mechanism and population
dynamics on WeChat networks is proposed.

In Section 2, an SIR rumor propagation model with an
interaction mechanism and population dynamics on WeChat
networks is proposed. In order to analyze the dynamic
characteristics of the system, the next-generation matrix method
is used to calculate the basic reproduction number of rumor
propagation. Then, the stability of a disease-free equilibrium
point and a positive equilibrium point of the system is analyzed
in detail. In Section 3, the accuracy of the analysis results is verified
by numerical simulation. In the last section, we discuss and
conclude the results of this paper.

2 Main content

In this section, an SIR rumor propagation model with an
interaction mechanism and population dynamics on WeChat
networks will be considered. Assume that each WeChat group is
regarded as a patch (node), in which the particles (group members)
construct a fully coupled network. From the perspective of rumor
audience, we can divide particles into three categories in the patches:
ignorants (S), spreaders (I), and stiflers (R). The symbols of population
classification are shown in Table 1.

In WeChat groups, people will spread rumors from one WeChat
group to other WeChat groups through forwarding and sharing,
which forms an interactive mechanism for rumor spreading. We
use a density symbol ρ, which means the proportion of particles in
a patch. Therefore, we consider the population dynamics and
interaction mechanism among patches, the rumor dynamics in the
ith patch is given by the following expression.

dρSi t( )
dt

� B − βρSiρIi − μρSi −DSρSi +DS
i

〈k〉ρS,

dρIi t( )
dt

� βρSiρIi − μρIi − γρIiρRi −DIρIi +DI
i

〈k〉ρI,

dρRi t( )
dt

� γρIiρRi − μρRi −DRρRi +DR
i

〈k〉ρR,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(1)

TABLE 1 Description of symbols.

Symbol Description

ρSi(t) Density of ignorants with degree i in the patches at time t

ρS(t) Density of ignorants in the whole all patch network at time t, then

ρS(t) = Σi=1p(i)ρSI(t), where p(i) is the probability of the patches with

degree i

ρIi(t) Density of spreaders with degree i in the patches at time t

ρI(t) Density of spreaders in the whole all patch network at time t, then

ρI(t) = Σi=1p(i)ρIi(t), where p(i) is the probability of the patches with

degree i

ρRi(t) Density of stiflers with degree i in the patches at time t

ρR(t) Density of stiflers in the whole all patch network at time t, then

ρR(t) = Σi=1p(i)ρRi(t), where p(i) is the probability of the patches with

degree i
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where B is the rate of newly added ignorants with degree i in WeChat
groups. μ is the rate of ignorants, spreaders, and stiflers who exit from
WeChat group with degree i. β is the rate of conversion from ignorants
to spreaders. γ is the rate of conversion from spreaders to stiflers. DS is
the positive or negative interaction rate of ignorants in one WeChat
group with other WeChat groups. DI is the positive or negative
interaction rate of spreaders in one WeChat group with other
WeChat groups. DR is the positive or negative interaction rate of
stiflers in one WeChat group with other WeChat groups. 〈k〉 is the
average degree of the whole WeChat group networks.

Next, we analyze the dynamic behavior of system (2.1). According
to system (2.1), we can obtain Eq. 2 as follows:

B − βρSi* ρIi* − μρSi* −DSρSi* +DS
i

〈k〉ρS* � 0,

βρSi* ρIi* − μρIi* − γρIi* ρRi* −DIρIi* +DI
i

〈k〉ρ
p
I � 0,

γρIi* ρRi* − μρRi* −DRρRi* +DR
i

〈k〉ρR* � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(2)

The dynamic behavior analysis of rumor spreading is closely
related to the disease-free equilibrium. Let ρIi* � 0 and ρRi* � 0,
then we obtain the equation as follows:

B − μρSi* −DS ρSi* − i

〈k〉ρS*( ) � 0. (3)

Therefore, the disease-free equilibrium of model (2.1) can be
calculated and given by the following equation:

ρSi* �
B +DS

i

〈k〉ρ
0

μ +DS
, ρIi* � 0, ρRi* � 0,

(4)

where ρ0 � ρS* + ρI* + ρR* � B
μ.

Linearizing Eq. 1 around the disease-free equilibrium (ρSi* , 0, 0), it
follows that the Jacobian matrix of Eq. 1 is a block matrix, which is
given as follows:

μ +DS( ) A − E( ) diag −βρSi*( ) O
O μ +DI + γ( ) A − E( ) + diag βρSi*( ) O
O O μ +DR( ) A − E( )

⎛⎜⎜⎝ ⎞⎟⎟⎠,

where each block is an N × Nmatrix withN being the number of
degrees in the metapopulation, O is the null matrix, E is the identity
matrix, diag(ai) denotes a diagonal matrix whose ith element is ai,
and A is the connectivity matrix. According to the eigenvalues of
matrix A, in order to ensure the stability of the disease-free
equilibrium point of system (2.1), the following inequality needs
to be satisfied:

1< 〈k〉
imaxρ0

μ +DS( ) μ + γ +DI( ) μ +DR( ) − βB

βDS
.

Then, the basic reproduction number R0 can be obtained as
follows:

R0 � imaxρ
0

〈k〉
βDS

μ +DS( ) μ + γ +DI( ) μ +DR( ) − βB
, (5)

where imax represents the max degree of the particles.

FIGURE 1
Effect of different newly added rates on the stability of rumor spreading.
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Theorem 2.1: If R0 < 1, system (2.1) has a unique disease-free
equilibrium, and it is globally asymptotically stable; if R0 > 1, the
disease-free equilibrium is unstable.Proof. In order to determine the
global stability of the disease-free equilibrium point, we define the
Lyapunov function V � 1

2ρ
2
Ii ([38]). We have

dV

dt
� ρIi

dρIi
dt

� iρ0

〈k〉 βDS + βB − μ +DS( ) μ + γ +DI( )( )ρ2Ii
≤

imaxρ
0

〈k〉 βDS + βB − μ +DS( )2 μ + γ +DI( )( )ρ2Ii
� R0 − 1( )ρ2Ii.

If R0 < 1, then (R0 − 1)ρ2Ii < 0.
Also, we have dV

dt ≤ 0 and dV
dt � 0 if and only if ρIi = 0. By using the

principle of the LaSalle invariant set, we can see that the disease-free
equilibrium point of system (2.1) is globally asymptotically stable
when R0 < 1. If R0 > 1, the disease-free equilibrium is
unstable.Theorem 2.2: If R0 > 1, system (2.1) has a unique endemic
equilibrium E* � {ρI1* , ρI2* , . . . , ρIn* }, where E* is globally
asymptotically stable.Proof. We define a function using the second
equation of system (2.1) as follows: f: G → G, G �
ρIi(t)|t ∈ R+, ρIi(t)≥ 0{ } yields

f ρIi t( )( ) � βρSiρIi − μρIi − γρIiρRi −DIρIi +DI
i

〈k〉ρI. (6)

By using Corollary 3.2 of [39], we know that f: G → G is a
continuous differentiable function, and Df(ρIi(t)) is irreducible for
any ρIi(t) > 0, ρIi(t) ∈ G; then, for any θ ∈ (0, 1) and ρIi(t) > 0, we have

f σρIi t( )( ) � βρSiσρIi − μσρIi − γσρIiρRi −DIσρIi +DI
i

〈k〉 σρI

� β ρNi − ρRi − σρIi( )σρIi − μσρIi − γσρIiρRi −DIσρIi +DI
i

〈k〉 σρI

≥ σβ ρNi − ρRi − ρIi( )ρIi − σγρIiρRi − σDIρIi + σDI
i

〈k〉ρI
� σf ρIi( ).

Hence, f(ρIi(t)) is sublinear. According to Lemma 2.1 and
Corollary 3.2 in (X.Q [40]), system (2.1) has a unique endemic
equilibrium E*, which is globally asymptotically stable.Theorem 2.3:
If R0 > 1, system (2.1) has a unique endemic equilibrium
E* � {ρS1* , ρS2* , . . . , ρSn* , ρI1* , ρI2* , . . . , ρIn* ρR1* , ρR2* , . . . , ρRn* }, where E*
is globally asymptotically stable.Proof. Set ϕ(t): R+ → R+; let it be a
solution semiflow of the third equation of system (2.1), and ϕ(t) is a
finite set. Assume ω is an internal propagation chain set of ϕ(t) [40].

Obviously, there are only two equilibrium points for the system, if
R0 ≤ 1, there is a disease-free equilibrium point E0. If R0 > 1, there is a
unique endemic equilibrium point E*.

Next, we prove that ω has only one endemic equilibrium, that is,
ω = {E*}.

If the aforementioned conclusion is not true, then ω = {E0}.
Therefore, there is

lim
t→∞

ρSi t( ) � B +DS
i

〈k〉ρ
0

μ +DS
, lim
t→∞

ρIi t( ) � 0, lim
t→∞

ρRi t( ) � 0. (7)

FIGURE 2
Effect of different infection rates on the stability of rumor spreading.
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If R0 > 1, the spectral radius s(M1) is defined for the eigenmatrix
FV−1 of system (2.1) at E0 [39]. Here, the expressions of F and V are
followed as

F �
βρSiρIi
O

γρIiρRi

⎛⎜⎝ ⎞⎟⎠, V �

μρIi + γρIiρRi +DIρIi −DI
i

〈k〉ρI

−B + βρSiρIi + μρSi +DSρSi −DS
i

〈k〉ρS

μρRi +DRρRi −DR
i

〈k〉ρR

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Choose any one ε > 0 small enough to make s(M1+εM2) > 0, where
M2 = diag(σ1, σ2, . . . , σn). Then, there is 1 t′, for any t > t′ so that

β ρNi − ρRi − ρIi( )> βρNi* − ε, (8)
where ρNi* � B+DS

i
〈k〉ρ

0

μ+DS
. Hence, we have

dρIi t( )
dt

> β ρNi* − ε( )ρIi t( ) − μρIi − γρIiρRi −DIρIi +DI
i

〈k〉ρI. (9)

Let v be a positive eigenvector of M1+εM2 associated with
s(M1+εM2), then choose an arbitrarily small number ζ satisfying
I ≥ ζv. According to the comparison theorem, we have

ρIi t( )≥ es M1+εM2( ) t−t′( )v, t≥ t′. (10)
Therefore, if t → ∞, this is contrary to the hypothesis

limt→∞ρIi(t) = 0, then the unique positive equilibrium solution E*
of the system is globally asymptotically stable.

3 Numerical simulation

In this section, we present numerical simulations to support the
results obtained in previous sections. In order to simulate the solutions
of the system, we consider the case that the model with three patches.
Suppose that the average degree of interaction among each patch and
the other two patches is 1, 2, and 3, respectively, and the average degree
of the whole network is 10. First, the system with three patches is
considered by the following equation:

dρS1 t( )
dt

� B1 − β1ρS1ρI1 − μ1ρS1 −DS1 ρS1 −
1
10

ρS1 + ρS2 + ρS3( )( ),
dρI1 t( )
dt

� β1ρS1ρI1 − μ1ρI1 − γ1ρI1ρR1 −DI1 ρI1 −
1
10

ρI1 + ρI2 + ρI3( )( ),
dρR1 t( )

dt
� γ1ρI1ρR1 − μ1ρR1 −DR1 ρR1 −

1
10

ρR1 + ρR2 + ρR3( )( ),
dρS2 t( )

dt
� B2 − β2ρS2ρI2 − μ2ρS2 −DS2 ρS2 −

1
5

ρS1 + ρS2 + ρS3( )( ),
dρI2 t( )
dt

� β2ρS2ρI2 − μ2ρI2 − γ2ρI2ρR2 −DI2 ρI2 −
1
5

ρI1 + ρI2 + ρI3( )( ),
dρR2 t( )

dt
� γ2ρI2ρR2 − μ2ρR2 −DR2 ρR2 −

1
5

ρR1 + ρR2 + ρR3( )( ),
dρS3 t( )

dt
� B3 − β3ρS3ρI3 − μ3ρS3 −DS3 ρS3 −

3
10

ρS1 + ρS2 + ρS3( )( ),
dρI3 t( )
dt

� β3ρS3ρI3 − μ3ρI3 − γ3ρI3ρR3 −DI3 ρI3 −
3
10

ρI1 + ρI2 + ρI3( )( ),
dρR3 t( )

dt
� γ3ρI3ρR3 − μ3ρR3 −DR3 ρR3 −

3
10

ρR1 + ρR2 + ρR3( )( ).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

Next, we consider the effect of different parameters on the stability
of system (3.1), which is analyzed with two different cases of the initial
values and is given as follows.

FIGURE 3
Effect of different interaction rates on the stability of rumor spreading.
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Case 1: ρS1(0), ρI1(0), ρR1(0), ρS1(0), ρI1(0), ρR1(0), ρS1(0), ρI1(0),
and ρR1(0) are, respectively, equal to 0.1, 0.02, 0.06, 0.2, 0.04, 0.08, 0.3,
0.06, and 0.14.

Case 2: ρS1(0), ρI1(0), ρR1(0), ρS1(0), ρI1(0), ρR1(0), ρS1(0), ρI1(0),
and ρR1(0) are, respectively, equal to 0.25, 0.02, 0.06, 0.25, 0.02, 0.06,
0.25, 0.02, and 0.06.

Based on the aforementioned two cases of initial values, we
consider the stability of the system with the effect of different
factors, such as the newly added rate, infection rate, interaction
rate, and recovery rate. Then, assume

DS1 � DI1 � DR1 � D1, DS2 � DI2 � DR2 � D2, DS3 � DI3 � DR3

� D3.

3.1 Different newly added rates

Here, the parameters B1 = 0.01, B2 = 0.04, B3 = 0.07, β1 = β2 = β3 =
0.5, μ1 = μ2 = μ3 = 0.02, D1 = D2 = D3 = 0.4, and γ1 = γ2 = γ3 = 0.2.
According to Eq. 5, it can be calculated by R0 = 0.9537 < 1. It can be
seen that the spread of rumors is also increasing with the growth of the
newly added rate, which is shown in Figure 1A and Figure 1B.
However, the rumor will eventually die out for a long time with
the growth of the newly added rate. When the parameters are set with
B1 = 0.3, B2 = 0.5, and B3 = 0.7, it can be calculated by R0 = 1.3636 > 1.
It can be seen that the spread of rumors formed the stable state of a

local equilibrium point with the growth of the newly added rate, which
is shown in Figure 1C and Figure 1D.

3.2 Different infection rates

Here, the parameters B1 = B2 = B3 = 0.03, β1 = 0.2, β2 = 0.5, β3 = 0.8,
μ1 = μ2 = μ3 = 0.02, D1 = D2 = D3 = 0.4, and γ1 = γ2 = γ3 = 0.2.
According to Eq. 5, it can be calculated by R0 = 0.9537 < 1. It can be
seen that the spread of rumors also increased with the increase of the
infection rate, which is shown as Figure 2A and Figure 2B. However,
because of the existence of suppressors, the rumors will eventually die
out. When the parameters are set with B1 = B2 = B3 = 0.5, β1 = 0.6, β2 =
0.5, and β3 = 0.4, it can be calculated by R0 = 1.9474 > 1. It can be seen
that the spread of rumors formed the stable state of a local equilibrium
point with the growth of the infection rate, which is shown in
Figure 2C and Figure 2D.

3.3 Different interaction rates

Here, the parameters B1 = B2 = B3 = 0.03, β1 = β2 = β3 = 0.5, μ1 = μ2 =
μ3 = 0.02,D1 = 0.4,D2 = 0.6,D3 = 0.8, and γ1 = γ2 = γ3 = 0.2. According to
Eq. 5, it can be seen that the spread of rumors also increased with the
increase of the interaction rate, which is shown in Figure 3A and
Figure 3B. However, because of the existence of suppressors, the
rumors will eventually die out. When the parameters are set with B1 =

FIGURE 4
Effect of different recovery rates on the stability of rumor spreading.
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B2 = B3 = 0.5,D1 = 0.4,D2 = 0.6, andD3 = 0.8, it can be calculated by R0 =
1.3636 > 1. It can be seen that the spread of rumors formed the stable state
of a local equilibrium point with the growth of the interaction rate, which
is shown in Figure 3C and Figure 3D.

3.4 Different recovery rates

Here, the parameters B1 = B2 = B3 = 0.03, β1 = β2 = β3 = 0.5, μ1 =
μ2 = μ3 = 0.02, D1 = D2 = D3 = 0.4, γ1 = 0.2, γ2 = 0.5, and γ3 = 0.8.
According to Eq. 5, it can be seen that the spread of rumors also
increased with the increase of the recovery rate in a short term, which
is shown in Figure 4A and Figure 4B. However, with the increasing
number of suppressors, the rumors will eventually die out quickly.
When the parameters are set with B1 = B2 = B3 = 0.5, γ1 = 0.3, γ2 = 0.5,
and γ3 = 0.7, it can be calculated by R0 = 2.160 > 1. It can be seen that
the spread of rumors formed the stable state of a local equilibrium
point with the growth of the recovery rate, which is shown in
Figure 4C and Figure 4D.

3.5 Increase in the degree of patches

Here, the parameters B1 = B2 = B3 = 0.03, β1 = β2 = β3 = 0.5, μ1 =
μ2 = μ3 = 0.02, D1 = D2 = D3 = 0.4, and γ1 = γ2 = γ3 = 0.2; it can be
seen that the spread of rumors also increased with the growth of the
degree of patches in a short term, which is shown in Figure 5A and

Figure 5B. However, with the increasing number of suppressors,
the rumors will eventually die out quickly. When the degree of
patches is increased, namely, i

〈k〉 are 0.2, 0.3, and 0.4, respectively. It
can be seen from Figure 5C and Figure 5D that the stability of
rumor spreading changes from the disease-free equilibrium to the
local equilibrium.

4 Conclusion

The WeChat group is a very popular social platform and also an
important medium for spreading rumors. Based on the classic SIR
epidemic model, in this paper, an SIR rumor propagation model with
an interaction mechanism and population dynamics on WeChat
networks was proposed. In order to analyze the dynamic
characteristics of the system, the next-generation matrix method
is used to calculate the basic reproduction number of the system
model. When R0 < 1, the disease-free equilibrium was gradually
stable. When R0 > 1, the disease-free equilibrium was unstable. Then,
the stability of a disease-free equilibrium point and a positive
equilibrium point of the system is analyzed in detail. In
numerical simulation, the influence of different parameters (the
newly added rate, infection rate, interaction rate, recovery rate,
and the degree of patches) on the stability of the system was
considered. Meanwhile the accuracy of the analysis results was
verified. The results of this study had a certain reference for
controlling rumor spreading in the WeChat group.

FIGURE 5
Effect of the degree of patches on the stability of rumor spreading.
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The Sino-U.S. relationship is one of the most important bilateral relationships in
the literature of global geopolitics. Not only the two countries, but also other
nations in the relevant regions have been influenced by their economic, cultural,
political, educational, and diplomatic relations. In this paper, we have applied
Visibility Graph as themethod, analyzed the data fromBaidu searching index of the
keyword “Sino-U.S. relations” from 2011 to 2021 into a directionless and
authoritarian network, and studied its dynamic characteristics. from the time
series data, it has been found that the relationship between the data is closer
with more edges, greater degrees, and greater clustering coefficients. Meanwhile,
the shorter the average path length, the closer the relationship between the data.
The results provide a new perspective for analyzing the time series characteristics
of Sino-U.S. relations.

KEYWORDS

Sino-U.S. relationship, visual graph, complex network, social behaivor, geopolitics

1 Introduction

In recent years, the increasing instability of Sino-U.S. relations result in the conflicts of
interest between two countries, and various neighbor countries have also introduced new policies
due to the change of Sino-U.S. relations: trading policies, tariff policies, migration policies etc.,
which have aroused widespread concern among researchers in the field of geopolitics and others.
For instance [1], have studied the dynamic relationship between the political conflict and bilateral
trading connections of China and the U.S., The results showed that along with the decreasing
global economic, the Chinese and U.S. governments should strengthen trading cooperation and
seek consensus on economic interests in order to improve bilateral relations [2]. Studied how to
discuss Sino-U.S. relations in the news coverage of Sino-U.S. trading conflict. They found that
Sino-U.S. relations can be divided into antagonistic relations, negotiatory relations and
cooperative relations. In these relationships, China is structured as a victim of the trade
conflict, a defender of the free trade, a facilitator of negotiations, and a beneficiary of
cooperation. These identities and relationships are constructed through constructive,
disruptive, justified, and transformative strategies. It was further found that the diversity of
China’s ethnic identity and Sino-U.S. relations in Chinese news reports were the result of political,
social, and economic differences between the two countries [3]. Considered the impact of artificial
intelligence (AI) industry on Sino-U.S. relations and argued that AI would become a more
focused area of competition between China and the U.S., especially in the context of increasingly
fierce and complex strategic competition between both countries in recent years, which can be
used as a microcosm of changes between the two countries [4, 5]. Also believe that AI could
profoundly affect Sino-U.S. relations. On the one hand, the competition between China and the
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U.S. around AI area may exacerbate strategic suspicion, accelerate the
arms race in AI industry, and undermine the strategic stability of the
two countries. On the other hand, the rapid development of AI industry
has the potential to open new areas of Sino-US cooperation. As AI
introduces new forms of uncertainty into the international geopolitics
arena, China, and the U.S., as two global powers, need to increase trust
and resolve disputes [6]. Analyzed the impact of the latest shift in
Chinese naval strategy on Sino-U.S. maritime relations [7]. Further
studied the Sino-U.S. relationship from the year of 2008–2021. The
main purpose of this research is to reveal the connections of Sino-U.S.
relationship through the network. Based on previous studies from
international relationship and geopolitics area, this paper introduced
visibility graph theory into this topic for the first time. The results from
the analysis provide a novel research methodology for scholars to
analyze Sino-U.S. relationship.

The rapid development of information technology and the
popularity of the Internet have changed people’s lives. The
Internet has become a hub for receiving and transmitting
information. Moreover, searching engines provide Internet users
with the most convenient way to acquire the information they need.
Due to the large amount of data stored in its servers, searching
engines can now demonstrate the searching trend within a time
frame. Internet giants such as Google and Baidu have both released
their own searching engine products. Google Trends and Baidu
Index, these two searching engines often considered as the largest
in English and Chinese. Moreover, these products can now show
searching trends for certain keywords over time, and it can also
provide a source for analysts to explore the behavior of Internet
users, analyze market trends, and monitor public sentiments. Based
on the complexity of Internet user relationships and their
information, the entire Internet is a complex network.

Since the birth of complex networks at the end of the last century,
this discipline has become an important way for scholars to reveal
hidden connections between multiple systems and their components
[26]. As this new research has evolved over the decades, the study of

complex networks flourished in many directions [9], and view-based
network analysis is one of them. Meanwhile, network science has been
used in many fields of science: epidemic spreading process in the
complex network [10–12], locating multi-sources in social networks
[13], the social network problems in the multiplex networks [14]. [15]
proposed a simple and fast computational method called the visibility
graph algorithm in 2008. This method converts the time series data into
a visibility graph which explores a new direction for the development of
complex network, providing a new method for characterizing time
series from a new perspective. Visibility graph analysis is a method
based on the principle of time series visualization; hence, various
networks can be derived, such as transportation networks, world-
wide networks, interpersonal networks, etc. thereby providing a
novel method for characterizing time series from a totally different
perspective. After developing rapidly for years, this technique has been
widely used in various researches [10, 16–19], Inspired by this, we adopt
the visibility graph to explore a typical time series data, i.e., the Baidu
searching index about the keyword “Sino-U.S. relations” (in Chinese
pinyin“zhong mei guan xi”); thus, the dynamic characteristics of Sino-
U.S. relations can be analyzed explicitly. From the aspect of complex
network, we hope to reveal more information about time series data.
Based on previous studies, this research method has been implemented
into many academic backgrounds [20]. Studied time series by
constructing complex networks through pseudo-periodic time series,
and studied the relationship between constructed networks and
primitive time series [21]. Mapped time series to the nearest
neighbor network [22]. Introduced the concept of recursive
networks [23]. Found out that the visibility graph algorithm
preserved the characteristics of the time series [24]. Also indicated
that by using visibility graph algorithm, it is possible to determine
whether the studied system has the feature of definiteness and
randomicity based on the characteristics of complex network [25].
Also applied visibility graph algorithm to analyze the similarity and
heterogeneity of price time series in seven carbon pilot markets in
China. At present, time series analysis based on visibility graph

FIGURE 1
An example of a network motifs.
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algorithm has been applied in multiple fields [26]. Summarize the
model of converting time series into complex network [27]. Analyzed
the rate change during the past years based on the visibility graph in
order to explore new features.

From the perspective of time series, this paper converts the time
series data from Baidu searching index with the keyword “Sino-U.S.
relations” into a complex network through the principle of visibility

graph algorithm. Then, we analyze the kinetic characteristics and
influence mechanism of the time series through various evaluation
metrics, including the degree distribution, cluster coefficient, network
diameter and other indicators. As revealed by the obtained results, we
find that Chinese searching behavior is typical social behavior, and the
degree distribution of the search index is a power-law distribution,
which shows that the network is a scale-free network. Chinese people

FIGURE 2
Time series data transformed to visible graph.

TABLE 1 Descriptive data on the keyword “Sino-U.S. relations” in Baidu index.

year Number
of nodes

Number
of edges

Average
degree

Weighted
average
degree

Network
diameter

Density Average
clustering
coefficient

Average
path
length

Modularization

2011 365 3,456 9.468 9.468 9 0.026 0.752 3.979 0.683

2012 366 3,174 8.672 8.672 11 0.024 0.754 4.347 0.775

2013 365 3,766 10.318 10.318 10 0.028 0.719 3.749 0.61

2014 365 3,350 9.178 9.178 8 0.025 0.731 3.784 0.654

2015 365 4,128 11.31 11.31 6 0.031 0.796 2.445 0.632

2016 366 4,422 12.082 12.082 5 0.033 0.758 2.394 0.546

2017 365 4,336 11.879 11.879 7 0.033 0.723 3.153 0.629

2018 365 3,900 10.685 10.685 7 0.029 0.744 3.069 0.681

2019 365 4,644 12.723 12.723 6 0.035 0.742 2.441 0.579

2020 366 6,212 16.973 16.973 4 0.047 0.777 2.076 0.539

2021 365 3,682 10.088 10.088 7 0.028 0.759 3.07 0.685
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have a long-term memory of the attention of China and the
United States. Furthermore, essential time nodes can also be
identified through the centrality of the network.

The following sections of the paper will be listed as: Section 2 will
introduce the adopted model and corresponding research methods;

Section 3 will list the incorporated data to be analyzed in this paper;
the paper will draw the conclusions in Section 4, also with some
further research orientations.

2 Model and method

2.1 Research description

When we discuss relations between countries, scholars
usually focus on international relations, linguistics, diplomacy,
geopolitics, and other fields of study. However, the relationships
of all varieties of data can construct a complex network.
Therefore, we construct this network using the time series
visibility graph (VG) method proposed by Lacasa et al. [15,
28]; with the help of this VG theory, we can perform
sufficient analysis on the Sino-U.S. relationships. The notion
of complex networks is a branch of statistical physics and
network science. It describes the characteristics of complicate
systems and their corresponding dynamics. In addition, time
series data can be mapped into a complex network by multiple
algorithms. By studying the topologies of different networks, it is
possible to discover their dynamic characteristics, which in turn
reveals hidden connections on the Internet. According to Lacasa
et al., different time series can be converted into multiple
networks. That is, periodic time series, random time series
and fractal time series can be constructed as regular networks,
random networks, and scale-free networks, respectively.

2.2 Complex networks

Considering that time series data will be projected into a
complex network, the concept of a complex network will be
briefly described. The graph consists of a node set and an edge
set, usually thought of as a network, and is often described as G = (V,
E), where Num = V represents the number of nodes and M = E
represents the number of edges. In addition, if a complex network is
a weighted network, then edges can also be described as (u, v, w),
where u and v represent different nodes (u≠v), and w represents the
weight of the edge. Complex networks are an effective tool for
analyzing problems, which are widely used for analysis of social
problems, management science problems, computer and statistical
problems, and other issues.

Aiming to discover the features of the chosen dataset, we then will
apply various evaluation metrics to analyze the derived networks,
including degree distribution, cluster coefficient, average cluster
coefficient, network diameter and other indicators [27].

2.2.1 Degree and degree distribution
For the analysis of complex network, degree is one of the

most fundamental properties. For a single node v, it is degree
(i.e., d(v)) is defined as the number of edges with node v.
Moreover, for the directed graph, according to the start and
end points of the edges, two types of degrees are defined, i.e., out-
degree and in-degree respectively. In a complex network, we
usually anticipate that the larger the degree of node, the higher
importance is. Once the degrees of all the nodes are derived, the

FIGURE 3
The visibility graph of the Sino-U.S. relations.
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average degree of the network can be obtained accordingly which
is calculated as:

〈k〉 � 1
N

∑N

i�1ki (1)

where ki represents the degree of nodes vi and N denotes the total
number of nodes in the studied networks. The distribution of the
degrees of nodes in the network can be described by the
distribution function P(k), which represents the proportion of
nodes in the network with a moderate degree of k in the network.
Common degree distributions are listed as: Delta distributions
for regular networks, Poisson distributions for completely
random networks, and power-law distributions for most real-
world networks.

2.2.2 Cluster coefficient
For complex networks, clustering coefficient is another

important static geometric feature. If a node is directly connected
to vi, then it is referred as the neighbor node of vi. Aiming to measure
the level of a node being are connected, scholars defined the
clustering coefficient. For node vi, corresponding clustering
coefficient Ci is defined as the ratio between the actual number
of edges Ei and the total number of possible edges for neighbors of
node vi (i.e., C

ki
2 ).

Ci � Ei

Cki
2

(2)

where ki represents the total number of neighbors for vi. On the
other hand, the average clustering factor C is the average of the

FIGURE 4
Searching trends of Baidu index keyword “Sino-U.S. relations” from the year of 2011–2021.

FIGURE 5
Visualization and degree distribution of the 2011 Sino-U.S. relations Search Index.
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clustering coefficients for all nodes in the entire network, which is
given as:

C � 1
N

∑N
i�1
Ci (3)

where N indicates the total number of nodes. Obviously, the value of
C varies from 0 to 1. When all nodes are isolated, we can have C = 0;
when any two nodes in the network are directly connected which in
another word, globally coupled, then we have C = 1. When the value
of N is large enough, C = O (N-1) holds. In practice, there exist
obvious clustering effects in many actual complex networks, and
with the increase of the network size, the clustering coefficient C
tends to be a non-zero constant, that is, when N→∞, C = O (1), and
similar nodes tend to be clustered together.

2.2.3 Network diameter and average path length
In the network for any two nodes i and j, we can get the shortest

distance dij between these two nodes, then the network diameter D is
the largest path between these shortest paths,

D � max dij( ) (4)

Average path length is usually defined as L, which describes the
average number of edges that are necessary to be passed from one
node to another. This can also be referred to as the average of the
shortest path among all node pairs in the viewable view. It is
defined as:

L � 1
1/2N N − 1( ) ∑i≥ j

dij (5)

2.2.4 Graph density
For graph density, it is defined to measure the integrity of a

network which also refers to the level of connection tightness among
nodes in a network. Thus, the more connections exist among nodes,
the larger the graph density is. We know that for any possible node
pairs in a complete graph, the two nodes are connected to each other,
thus, we have a graph density of 1. For the network G= (V, E),
corresponding graph density is calculated as:

ⅆ G( ) � E

C2
N

(6)

where N indicates the total number of nodes, and E represents the
total number of edges.

2.2.5 Motif
Motif can be regarded as subgraph of a network, i.e., a “small

system” in a complex system. It is a small-scale pattern that
occurs rather frequently in real networks than in random
networks. It belongs to one of the basic topological structures
of networks. The frequency of motifs in real networks is much
higher than in random networks with the same number of nodes
and connections [16, 18]. For majority networks, there are some
common motifs which are composed of a fixed number of four
nodes. Here, we illustrate 3-motif and 4-motif as in Figures 1A, B
respectively.

2.3 Visibility graph algorithm

In this paper, the VG model is employed to convert time series
data into a complex network. Corresponding definition for VG
theory is provided as: if any two points (ti, yi) and (tj, yj) in a time

FIGURE 6
Index distribution of Sino-U.S. relations from 2012 to 2021.

Frontiers in Physics frontiersin.org06

Chen et al. 10.3389/fphy.2023.1021565

100

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1021565


series y(t) satisfies the following formula, then visibility in the data
is satisfied:

yk <yi + yj − yi( ) tk − ti
tj − ti

, i< k< j (7)

Figure 2 shows the definition in Eq. 7. In Figure 1A, the height of
the straight rod represents the data value for each time step. If the
tops of the two straight rods can touch each other, then we can say
that the two corresponding points are connected, as shown in
Figure 1B.

Specifically, Figure 2 illustrates a good illustration of the
conversion of time series data into a network. As it is shown in
Figure 1, the values for nodes 1, 2, and 3 are 4, 6, and 9, respectively.
According to Eq. 7, it can be calculated that the values of nodes 1, 2,
and 3 have a relationship 6 < 4 + (4–9) (1–2)/(3–1) = 6.5. It can
therefore be explained that Node 1 and Node 3 are connected.

3 Data

Due to the unlimited nature of time series data, the time range
explored in this paper is the most recent time series data indexed
by Baidu, the largest Chinese searching engine for the last
11 years. We define each day of the year as a node, so there
will be a total of 365 nodes per year, in addition to 366 nodes in
2012, 2016 and 2020.

3.1 Viewable network

Based on the Baidu searching index data on “Sino-U.S.
relations” for each year, we can easily obtain a complex
network representing Sino-US relations through the adoption
of VG theory. The characteristics of the derived networks are
provided in Table 1. In this table, number of nodes are
represented by days of each year, while the number of edges

reached its peak value at the year of 2020. Meanwhile, the density
has also increased and reached its high at 0.047 this year with a
diameter between 4 and 5, indicating that more information
about Sino-US relations has been searched. Even before the year
of 2020, the density has increased gradually only except the year
of 2012, 2014, and 2018 with slightly decline.

Similarly, the average path length has decreased from 3.979 to
3.07, and the average clustering coefficient ranged between 0.7 and
0.8, with an overall decreasing trend. It explains that the network’s
connection is becoming more intensive. Chinese citizens no longer
gather in a single topic of the affairs between two countries, but
gradually began developing a multi-directional circulation trend.
With the interactions in multiple aspects of China and America,
there are more discussions in different topics of Sino-U.S.
relationships on the Internet.

As illustrated, we can find that for the year where the
relationship between the data is closer with greater degrees and
clustering coefficients. The path between data also obtains with
shorter path length. Furthermore, the derived complex network of
the U.S.-China Relations can also be visualized as in Figure 3.

Furthermore, we also present the searching trend of “Sino-U.S.
relations” from the year 2011–2021. The results are provided in
Figure 4, where the red line represents the total searching index
consisting of PCs and mobile devices. The green line indicates that
the searching index of mobile devices dominates the total searching
index. In 2010, China’s GDP rise to the second in the ranking list
among all the countries in the world. Then, starting from 2011, the
United States introduced a series of measures to suppress the
development of China, for instance, “returning to the Asia-Pacific
region,” implementing “Asia-Pacific rebalancing,” and forming the
TPP (Trans-Pacific Partnership) while excluding China. In 2020, the
US government represented by Trump emphasized “America first”;
the US government focused on promoting “decoupling” from China
and vigorously suppressed Chinese technology companies such as
Huawei and TikTok. As a result of the all-round suppression to
China by the United States, frictions between the world’s two largest

FIGURE 7
Motif-4 distribution of Sino-U.S. relations.
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economies in politics, economy, diplomacy, and people-to-people
exchanges have been deepening, and Sino-US relations have
continued to deteriorate. As the world’s largest power, the
economic and political measures of the United States will have a
profound impact on the development of China and even the world,
so Sino-US relations have also been valued by their citizens.

Figure 5 shows the visual and degree distribution of the complex
network of the Sino-U.S. relations search index in 2011, while
Figure 6 shows the degree distribution from the year of
2012–2022. The visual network of Sino-U.S. relations is a scale-
free network. In this network, there are more time nodes with fewer
consecutive edges, and a small proportion of nodes with large degree
values. Meanwhile, with the increase of degrees, the number of
nodes decreases. This reflects the volatility of the original time series.
The degree distribution shows that the Baidu Searching Index of
Sino-U.S. relations is a fractal time series with long-term correlation.
On the one hand, the original time series have statistical similarities
in different time ranges, such as days, weeks, months, etc.; On the
other hand, due to the long-term correlation, the change in the
Baidu search index of future Sino-U.S. relations may be like some
past period.

Furthermore, we also try to investigate the distribution of the
motifs in the derived networks for the considered Sino-U.S. relation
datasets. Here, we mainly consider the 4-motif. Corresponding
results are provided in Figure 7. As presented, we find that the
number of the second type motif equals to that for the third type
motif. Similarly, the number of fourth motif are equivalent to the
fifth motif. This shows that the number of Chinese searches for Sino
US relations is highly relevant in terms of time.

4 Conclusion

This paper transforms the time series data from Baidu searching
index of the keyword “Sino-U.S. relations” from 2011 to 2021 into a
viewable graph. After deriving the networks, we can easily study
corresponding dynamic characteristics. The results provide a new
perspective for analyzing the time series characteristics of Sino-U.S.
relations. The network constructed by using the viewable algorithm
in this paper is a directionless and authoritarian network, which lost
some information of the original time series data during the
conversion process, resulting in its inability to analyze the change
characteristics of the time series. Therefore, other methods for
analyzing the changing characteristics of the time series can be
selected for optimization in the future for a better result.

For the analyzing method, we suppose the choosing of the
keyword in the searching engine is quite tricky. On the one
hand, this keyword cannot be too narrow and obscure, keywords

like terminologies are not appropriate; on the other hand, the
keywords which are too broad do not have representativeness.
Therefore, in order to fetching the most valuable data for
analysis, it is important to choose the keywords more precisely.
Based on the keyword of “Sino-U.S.,” we can draw the conclusion
that only when China and the United States deeply understand each
other’s differences and promote exchanges and cooperation, both
countries can avoid conflicts. This study also provides a historical
diagnosis for the development of Sino-U.S. relations. The other
researches related to this topic can be explored in other aspects based
on more specific time series data.
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the cooperation behavior of the
“government, banks, and
guarantee institutions” in
financing guarantee for China’s
new agricultural entities
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“Government, bank, and guarantee institution” cooperative financing guarantee
(hereinafter referred to as the cooperation mechanism) is an important way to
alleviate the financing difficulties of China’s new agricultural entities and raise the
credit line of bank financing. In order to find an effective way for the improvement
of low-level equilibrium in the actual operation of the cooperation mechanism,
this study builds a three-party evolutionary game model using the local
government, banks, and agricultural guarantee institutions, with incomplete
information on all partners of the cooperation mechanism as the study object.
This model focuses on the weak activeness, strong dependence, poor
cooperation effect, lower credit line of guarantee, and other specific problems.
Moreover, this study analyzes the equilibrium solution of this model and extracts
the significant factors affecting the positive cooperation behaviors of the three
parties (government, banks, and guarantee institutions) in the view of interest
realization. Analog simulation is performed to explore the key conditions for truly
alleviating the financing risks of new agricultural entities, thus helping improve the
operation quality of the cooperation mechanism. According to the study results,
the focus of “government, bank, and guarantee institution” cooperation should be
shifted from post risk sharing to prior risk identification. Specifically, the
government should further share high-quality information affiliated with
farmland management rights and reflecting the status of risks; guide banks and
agricultural guarantee institutions should share the cost of risk identification,
accelerate the acquisition of higher information transformation value, and
prevent the “free rider problem.” In the last part, policies are recommended in
four aspects, including risk information sharing, risk identification quality
improvement, risk identification cost sharing, and risk information value
transformation, which have practical guiding significance for the sustainable
development of “government, bank, and guarantee institution” financing
guarantee for China’s new agricultural entities.
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1 Introduction

China’s new agricultural business entities (hereinafter referred
to as new agricultural entities) mainly refer to large-scale business
entities, such as family farms, large farmer households, farmer
cooperatives, and leading agricultural industrialization
enterprises, which serve as the backbone of China’s rural
revitalization strategy. Large farmers in Europe and the
United States are privileged in terms of long-term assets and
financing credits. Unlike them, most of China’s new agricultural
entities are experiencing an early start-up. There is a lack of
guarantees and historical credit information, resulting in great
financing difficulty [1]. In order to eliminate the financing
difficulties, the Chinese government has arranged special funds to
help upgrade the industry, hoping that new agricultural entities will
achieve a stronger profitability and driving effect. Therefore, it has
launched a package of construction plans for the cooperation
mechanism for farmers, mainly focusing on two aspects. In the
first aspect, efforts are made to improve the financing risk sharing
and compensation mechanism for the cooperation mechanism. In
detail, a financing guarantee cooperation system is built involving
the government, banks, policy-related agricultural guarantee
institutions (hereinafter referred to as agricultural guarantee
institutions), and other entities, thus constituting a complete and
orderly credit system characterized by revenue sharing, risk sharing,
complementary advantages, mutual benefit, a win–win situation,
and sustainable development among multiple entities [2]. In the
second aspect, there is comprehensive exploration of the advantages
of large-scale farmland management rights through “government,
bank, and guarantee institution” cooperation [3]. With the support
of the Rural Land Contract Law of the People’s Republic of China
(Draft Amendment), the government took tentative action in 2019,
using farmland management rights to link financing entities, land
resources, and funds, and finding a new financing method for large-
scale farmland management rights based on counter-guarantee.
These policy constructions are regarded as important ways to
solve the financing dilemma of new agricultural entities. The
former focuses on the cooperation of the government, banks, and
guarantee institutions to share financing risks, while the latter
focuses on the cooperation of the government, banks, and
guarantee institutions to tap the value of farmland. They are all
concrete manifestations of the cooperation between the government,
banks, and guarantee institutions. At present, “government, bank,
and guarantee institution” agricultural financing guarantee
cooperation, which focuses on risk sharing, has been
recommended as one of the top 10 innovative agricultural
support modes by China’s Ministry of Agriculture and extended
to different provinces and municipalities nationwide. By the end of
2021, the financing mode based on the counter-guarantee of
farmland management rights had been disseminated to
232 regions of China as a pilot program, achieving a cumulative
loan of RMB 96.4 billion (most of the loan receivers are new
agricultural entities) [4].

However, the actual operation effect of the financing based on
the cooperation mechanism deviates from expectations while
experiencing large-scale promotions and is in a low-level
equilibrium state [5]. Contradictions are also discovered. No
matter what kind of policy, the regional implementation rate is

rising all the time. Nevertheless, banks and agricultural guarantee
institutions are rarely passionate about actual cooperation.
Specifically, some banks are reluctant to participate in the
cooperation mechanism and implement the corresponding
preferential interest rates. Even though banks are involved in the
cooperation mechanism, they are not willing to offer funds, usually
providing a conservative credit line for new agricultural entities.
Agricultural guarantee institutions should spare no effort to let
banks raise the credit line. However, they are not fully capable or
motivated to identify the true state of customers, failing to encourage
banks to reduce the credit risk of new agricultural entities and
address the concern of risk control [6]. What is the cause of such
contradiction? A conflict between the endowment effect of financial
policies in helping those in distress and the financial attribute of
seeking advantages and avoiding disadvantages is proven by the
result of theoretical analysis. The main component of risk sharing
lies in the cooperation among the government, banks, and
agricultural guarantee institutions to share the financing risks of
new agricultural entities [7]. The counter-guarantee of farmland
management rights is intended for discovering the value of large-
scale land management rights in guarantee and risk reduction based
on the cooperation among the government, banks, and agricultural
guarantee institutions. Both of them have logically given priority to
post compensation and risk sharing, using beneficial financial
policies to offset the financial attribute of seeking advantages and
avoiding disadvantages [8]. In actual operations, we steadily find a
complete dependence on the favorable policies of local governments.
In the process of proportional risk sharing, for example, the active
risk control behaviors of banks and agricultural guarantee
institutions are seldom seen. Instead, they rely entirely on the
favorable subsidies of local governments (such as tax relief) and
compensations for default to transfer the financing risk of new
agricultural entities [9]. Some banks even raise the credit line only
after all the risks are transferred. However, the difficulty of
circulating, managing, and disposing of farmland management
rights and affiliated economic goods in the operation of farmland
management rights based on counter-guarantee is very noticeable,
resulting in a high cost. For this reason, it is necessary to rely entirely
on government-supported measures and corresponding favorable
compensation measures. Otherwise, banks and guarantee
institutions are reluctant to accept such a counter-guarantee,
thereby making it hard to implement the relevant policies [10].

Governments can increase the coverage rate of the cooperation
mechanism through a series of favorable policies. However, such an
increase is only a cover-up. Post-risk compensation can reduce the
concern of banks, but it does not truly mitigate systemic risks [11]. If
any new agricultural customer has not been identified and screened
in advance, blindly raising the credit line will only lead to systemic
risk and eventually tilt toward the government, which not only goes
against the objective of the policy on helping those in distress but
also increases the financial pressure [12]. The credit theory suggests
that financial institutions should have full incentive to screen the
loan risk of customers. However, both system participation and the
drive of banks and agricultural guarantee institutions come from
policy incentives rather than profit-seeking nature for the loans
based on risk sharing and counter-guarantee of farmland
management rights [13]. In addition, the seasonal fluctuations in
the capital demand of agricultural business projects, the dispersion
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and distance of customers, and the lack of historical credit
information lead to the low profit margins and high cost of
guarantees and loans in an environment with a favorable interest
rate, further increasing the cost and difficulty for banks and
agricultural guarantee institutions to collect and obtain risk
information [14]. Therefore, even if banks and agricultural
guarantee institutions are involved in cooperation, they lack the
subjective motivation and ability to control the risks of new
agricultural customers. In order to break through the low-level
equilibrium of the “government, bank, and guarantee institution”
cooperation for the financing guarantee of new agricultural entities,
the mechanism should be extended on the basis of the institutional
logic of “controlling the risk of financing guarantee.” Risk sharing,
counter-guarantee, and mortgage of farmland management rights
are classified as passive compensation of post risks, and the key to
controlling the risk of financing guarantee lies in the prior
identification and screening of risks.

Most current research studies focus on the financing
guarantee cooperation involving government, banks, and
agricultural guarantee institutions in the following aspects: (1)
exploring the feasibility and plausibility of such a financing
guarantee. Scholars believe that most of China’s new
agricultural entities have low management standards, poor
availability of historical credit information, high natural and
market risks, large capital investments, long payback period,
and many other high-risk factors [15]. Moreover, borrowers
have more information than lenders. The information
asymmetry between the two sides is more likely to cause
financing risks [16]. In this sense, the original intention of the
financing guarantee was for the three parties to cooperate to share
the high financing risks of new agricultural entities and alleviate
the credit concerns of banks [17]. In this cooperation mechanism,
guarantee institutions serve as a bridge. They can bear some of
the risks for banks. In the face of asymmetric information, they
can work as an indirect information source to enhance banks’
ability to assess the expected return and accelerate the conclusion
of loan agreements between borrowers and lenders. This serves as
the basis for cooperation between banks and guarantee
institutions [18]. Guarantee institutions can help reduce part
of the banks’ financing risk, but their tolerance for risks is limited.
If no reliable rules and regulations are available, the financing risk
sharing will be unreasonable, thereby leading to a moral hazard
and causing losses to banks and guarantee institutions [19]. The
related scholars have further demonstrated the importance of the
government accordingly. According to relevant studies,
government participation is the outcome of combining
government intervention theory and financing guarantee
theory. It is a way for governments to assume responsibility
for public financial services and also a mode for governments to
fulfill the duties of public financial services [20, 21]. The
cooperation mechanism reflects the complementarity and
inclusiveness of China’s policy-oriented finance as inherent
attributes. When the formal financial system cannot meet the
financing demand of agricultural business entities, small- and
medium-sized enterprises, and other financially vulnerable
groups, the more authoritative credit endorsement of
governments will not only increase the credit of lenders but
also make up for the lack of credit for guarantee institutions, thus

helping further transfer risks [22]. Meanwhile, grassroots
governmental organizations can obtain relevant information
about lenders more efficiently, truthfully, and authoritatively,
which is more conducive to the reasonable deployment of credit
resources, and they also help guarantee institutions establish
more authoritative communication channels between
borrowers and banks. In addition, these efforts will facilitate
the reduction of financing costs; improve economic efficiency
such as the financing rate, resource allocation rate, and capital
utilization rate; and further alleviate the concerns of banks [23].
(2) Exploring the behavioral dilemma of the government, banks,
and guarantee institutions. First of all, in the cooperation based
on proportional risk sharing, banks, as the suppliers of funds, are
in an advantageous position. Faced with the higher financing risk
of agricultural entities, they will choose to involve guarantee
institutions when providing financing services and use their
advantageous position to transfer the risks to the guarantee
institution, which will further adversely influence the interests
of guarantee institutions [24]. Since each party involved in
financing has different credit levels, these credit levels should
be balanced by guarantee institutions providing an equilibrium
value [25]. However, in actual operations, the behavior of
guarantee institutions has been “alienated.” For example, a
large number of private capitals not accepted by the banking
industry enter the guarantee industry and play the role of
“shadow banking” [26]. Guarantee institutions have no
advantages in information. However, a large number of risks
have been transferred to them by banks. In this process, banks are
arbitrary. In fact, guarantee institutions face dual moral hazards
from banks and enterprises and a lack of ability to acquire risk
information [27]. Moreover, profitability is lower, and guarantee
institutions are not fully motivated and enabled for risk control.
Extreme business behaviors in violation of relevant rules and
regulations occur now and then [28]. Some studies have pointed
out that whether the credit guarantee increases the amount of
loans is actually difficult to measure and that the amount of
guaranteed loans is not directly related to the subsequent
development of credit subjects. Financing guarantee only
shares the risk and does not solve the financing problem of
vulnerable groups. However, if guarantees are provided to all
enterprises that request financing, it will pose a systemic risk [29].
Similarly, the government behavior is also in a dilemma. On the
one hand, the construction of a policy-oriented financing
guarantee system by the government can indeed further
facilitate guarantee institutions to increase credit and risk
distribution, ease the pressure on guarantee institutions and
banks, and reduce financing costs in actual operations. These
benefits will help agricultural entities obtain loans [30]. On the
other hand, if policy behaviors only focus on risk sharing, they
will increase financial pressure and have limited effect on
lowering the financing threshold [31]. In the long run, policy
behaviors cannot fundamentally overcome the financing
difficulties of vulnerable groups. If the policy is too inclusive,
it is not helpful for systemic risk control [23]. With reference to
the previous analysis, the government should guide banks and
guarantee institutions to establish a grading mechanism based on
the actual development level and credit level of agricultural
entities, integrate the development of agricultural entities, and
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judge the risk of repayment. This is the fundamental way to help
banks and guarantee institutions reduce losses [32]. Second, in
the cooperation of farmland management rights based on
counter-guarantee, banks are not active in responding to the
request of customers for loans based on the counter-guarantee of
large-scale farmland management rights [33]. In this view, banks
only have a slight effect on increasing the amount of financing
guarantee. This situation originally arose because it is difficult to

transform the mortgage value of farmland management rights;
most new agricultural entities only pay one-year land rents, and
banks cannot get compensated by defaults through rents [34].
Although banks possess the land management rights and the
rights to dispose of economic derivatives on the land (such as
fixed assets and economic crops), disposal is accompanied by
great difficulty and requires additional disposal costs [35].
Therefore, when banks get farmers with a loan request based

FIGURE 1
Cooperation behavior interaction process among agents.

FIGURE 2
Conceptual model of strategy selection by agents.
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on the counter-guarantee of farmland management rights, they
often require the participation of guarantee institutions. In fact,
banks shift the risk of land transfer to guarantee institutions [36].
The participation of guarantee institutions can improve the
financing enthusiasm of banks. However, this will increase the
burden on guarantee institutions. In comparison with banks,
guarantee institutions lack a grassroots network and risk control
ability. It is more difficult for them to solve the problem of land
management right circulation. Therefore, it is a general
consensus for the government to build a land transfer
platform to accelerate the land transfer rate and improve the
efficiency of transforming the guarantee value of land
management rights [37].

On the one hand, these studies emphasize the necessity and
plausibility of the three-party cooperation model involving the
government, banks, and guarantee institutions in sharing risks
and discovering the mortgage value of large-scale land
management rights guarantees. On the other hand, these studies
reaffirm the positive effect of the cooperation model in helping new
agricultural entities out of the financing dilemma. However, they fail
to explain why there are still practical problems, such as low
enthusiasm for cooperation and a low level of financing among
the three parties in actual operation. As implied by the existing
literature, the financing weakness of new agricultural entities and
asymmetric information between borrowers and leaders are the
significant factors leading to high financing risks and lower
financing levels [38]. For those new agricultural entities with
large-scale farmland management rights, the risk of bad debts
will be significantly reduced if there is a large fixed asset
investment in the associated agricultural land management rights
or if the comprehensive asset capacity is high [39, 40]. In this view,
risk reduction and financing level improvement will not only
facilitate post-risk transfer but also boost prior risk screening and
risk identification, thus eliminating information asymmetry. In
addition to the guarantee value, farmland management rights
also have the information function value of transmitting risk
signals, which is of positive significance for identifying risks,

screening credit customers with development potential, and
improving the operation level of the financing system [41].
However, we should not solely rely on the efforts of one party.
Therefore, we should work harder to explore how to bring the
respective advantages of the three parties into play and start further
sustainable and positive cooperation based on the original
cooperation. Based on the previous analysis, the study in this
paper explores how to further mobilize the government, banks,
and guarantee institutions as the principals in this model based on
the current policy operation, thus identifying and reducing
information asymmetry as the breakthrough point, helping the
cooperation break the low-level equilibrium, and finally achieving
sustainable development. This study intends to build the
evolutionary game model of three-party cooperation involving
the government, banks, and guarantee institutions, hoping to find
the significant factors affecting the positive cooperation behaviors of
these three parties. In addition, this study recommends a new
approach for the sustainable cooperation to improve the
operation quality of the “government, bank, and guarantee
institution” cooperation mechanism. In this way, government
and banks can work together to prevent the moral hazard caused
by financing new agricultural entities, select new agricultural
customers with development potential to offer accurate financial
support, and reduce the overall risk of the financing system. With
the cooperation mechanism of really sharing both risks and benefits,
new agricultural entities will receive help for development,
optimizing policy efficiency.

2 Conceptual model of subject
behavior relationships under the
“government, bank, and guarantee
institution” mode

The cooperation mechanism mainly involves four types of
subjects, including the government, banks, policy-oriented
agricultural guarantee institutions, and new agricultural business

FIGURE 3
Trend of government strategy selection.
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entities. New agricultural business entities are the object of service
because they are in a weak financial position. In consideration of the
aforementioned fact, whether the amount of financing guarantee can
be successfully obtained is subject to the behavior decisions of the
government, banks, and agricultural guarantee institutions. For this
reason, this study focuses on the analysis of these three subjects.

With reference to the subject interactive process of the
“government, bank, and guarantee institution” cooperative
financing guarantee in a pilot area in China in 2016, we can
render the interactive process of the three subjects. First, the

grassroots government builds a farmland management rights
transfer platform for farmland management rights registration,
valuation, large-scale farmland transfer transactions, management
of guaranteed farmland management rights, and transfer of bad
management rights. The government has established a special
venture fund, with which discount is provided to pilot financing
guarantee programs and non-performing loans are paid
proportionally. Second, as a loan applicant, new agricultural
entities can assess the guarantee value of farmland management
rights using the platform, apply for participation in pilot financing

FIGURE 4
Trend of bank strategy selection.
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guarantee programs, and accept the qualification examination.
Third, agricultural guarantee institutions will, in accordance with
relevant policies, refer to the value of farmland management rights
and financial subsidies, evaluate profits and costs, make a decision
on whether to provide guarantee, and apply to banks for a loan. If the
application is approved, the platform will help new agricultural
entities obtain the loan, thereby collecting a guarantee fee. In case of
any non-performing loan, the platform will proportionally pay an
amount to the bank. Then, recovery is performed by the agricultural
guarantee institution for the defaulter. If the recovery fails, the
platform will assist the agricultural guarantee institution in
disposing of the farmland management rights as a counter-
guarantee to make up for the losses. Fourth, based on the
application, the bank will thoroughly evaluate the farmland
management rights and financial subsidies of new agricultural

entities, assess the profits and costs, and make a decision on
whether to approve the loan application. This constitutes the
cooperation and interaction among the government, banks, and
guarantee institutions in exploring the guarantee value of large-scale
farmland management rights and in sharing risks. If the risk signal
value of farmland management rights is increased, improvements
should be made in the following aspects: (1) the grassroots
government builds a land management rights transfer platform.
Based on the original responsibilities and affairs, the platform can
obtain the risk information of large-scale farmland management
rights involved in counter-guarantee (such as information on the
transfer value of farmland management rights, the status of
investment in the assets attached to the farmland, the status of
crops attached to the farmland, information on the technological
innovation application value, and the management model).
Meanwhile, the risk information will be shared with the
cooperative bank and agricultural guarantee institution to provide
an objective basis for risk identification. (2) The agricultural
guarantee institution and the bank individually or jointly pay the
cost of risk identification and the value of the shared risk
information transformation and hereby decide whether to
provide guarantee services or approve the loan application. In
other words, differential guarantee loan strategies should be
selected through risk identification. For those new agricultural
entities with risks lower than the general credit requirements, the
bank can lend directly. For those new agricultural entities with risks
higher than the general credit requirements but showing a certain
development potential, the bank and the agricultural guarantee
institution can jointly start lending. For those entities with very
high risks but no development potential, the agricultural guarantee
institution should reject the guarantee, and the bank should reject
the loan application. In this way, a conceptual map of the
cooperation behavior interaction process among the government,
banks, and guarantee institutions for financing guarantee of new
agricultural entities is developed (Figure 1).

In this process, the three parties not only cooperate with each
other in risk sharing and exploring the mortgage value in guarantee
but also identify and use the risk information value of the farmland
management rights.

TABLE 1 Payment matrix.

Strategy combination Government Bank Agricultural guarantee institution

(1,1,1) nk(Q −m) − n2nkVy
pA

obg
o − Cs nk(Rb +mb) − n1nKV

y
l (1 + Rb) − n2nKVy

p(Aobg
b + Rb) + IF − Cy

l − Cbg

n2nK(Rg +mg) − n2nKV
y
p(Aobg

g − SW) + T + IF − Cy
l

(1,1,0)

nk(Q −m) − n2nkVy
pA

obg
o − Cs nk(Rb +mb) − n1nKV
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g

TABLE 2 Behavioral strategy combination for the government, bank, and
guarantee agency.

Space
distribution

Strategy of the government, bank, and
guarantee agency

V1, V3, and V5 Risk identification-guiding strategy, positive loan strategy,
and positive guarantee strategy

V1, V3, and V6 Risk identification-guiding strategy, positive loan strategy,
and negative guarantee strategy

V1, V4, and V5 Risk identification-guiding strategy, negative loan
strategy, and positive guarantee strategy

V1, V4, and V6 Risk identification-guiding strategy, negative loan
strategy, and negative guarantee strategy

V2, V3, and V5 Subsidy strategy based on risk compensation, positive
loan strategy, and positive guarantee strategy

V2, V3, and V6 Subsidy strategy based on risk compensation, positive
loan strategy, and negative guarantee strategy

V2, V4, and V5 Subsidy strategy based on risk compensation, negative
loan strategy, and positive guarantee strategy

V2, V4, and V6 Subsidy strategy based on risk compensation, negative
loan strategy, and negative guarantee strategy
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During the cooperation, the government aims to maximize
social and economic benefits, hoping to expand the scale of new
agricultural entities and reduce overall systemic risks. The
government tries to raise the credit line and reduce risk for
guarantee institutions through measures such as risk sharing
based on proportional compensation and counter-guarantee of
farmland management rights so as to relieve the pressure of risk
control on banks. Moreover, various incentive policies are
formulated to strengthen the role of agricultural guarantee
institutions as a bridge. Banks are encouraged to cooperate with
agricultural guarantee institutions to actively perform their duties
and identify and reduce systemic risks. All the aforementioned
efforts are made to achieve the policy goal of extending both
guarantee and loan businesses to include new agricultural
entities. If the policies place particular stress on the
compensation of post risks, the policy effect will be weakened
accordingly. For example, banks rely too much on risk transfer.

Guarantee institutions are incapable of eliminating banks’ concerns
of risk control. Banks and guarantee institutions are not fully
motivated to identify customer risks and expand the financing
guarantee business for potential new agricultural entities. If we
fail to mobilize banks and guarantee institutions’ cooperation, the
policy will get entangled in a negative state.

As the fund provider, banks are in a more competitive position,
hoping to increase financing returns based on reduced risks. As
independent economic units, they always try to maximize their own
interests. The new agricultural financing is essentially inclusive
finance with a lower loan interest rate and return. Most new
agricultural entities lack historical credit information and
collaterals, resulting not only in a high financing risk but also in
high risk identification difficulty and cost. Affected by low return but
high risk and cost, risk control mainly depends on government
incentive policies, default compensation, counter-guarantee of
farmland management rights, and the guarantee of an

TABLE 3 Stability conditions of the equilibrium point.

Equilibrium point λ1 λ2 λ3
(1,1,1) Cs + n2nKAobg

o Vy
p − nKAobg

o Vn [Cy
l + n1nKVy

l (1 + Rb) + n2nKVy
p(Aobg

b + Rb)] − nKVy(Aobg
b + Rb) Cy

l − T

(1,1,0) Cs + n2nKAobg
o Vy

p − nKAobg
o Vn [Cy

h + n1nKVy
l (1 + Rb) + n2nKVy

p(Aobg
b + Rb)] − nKVy(Aobg

b + Rb) − IF −Cy
l + T

(1,0,1) Cs + nKAobg
o Vy − nKAobg

o Vn nKVy(Aobg
b + Rb) − [Cy

l + n1nKVy
l (1 + Rb) + n2nKVy

p(Aobg
b + Rb)] −Cy

h − IF

(1,0,0) Cs + nKAobg
o Vy − nKAobg

o Vn nKVy(Aobg
b + Rb) + IF − [Cy

h + n1nKV
y
l (1 + Rb) + n2nKVy

p(Aobg
b + Rb)] −Cy

h + IF

(0,1,1) nKAobg
o Vn − (nKAobg

o n2Vy
p + Cs) Cn

l Cn
l − T

(0,1,0) nKAobg
o Vn − (nKAobg

o n2Vy
p + Cs) −Cn

h −Cn
l + T

(0,0,1) nKAobg
o Vn − (nKAobg

o Vy + Cs) −Cn
l Cy

h

(0,0,0) nKAobg
o Vn − (nKAobg

o Vy + Cs) Cn
h −Cy

h

FIGURE 5
Trend of agricultural guarantee institution strategy selection.
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agricultural guarantee institution for risk transfer. In respect of the
aforementioned fact, banks are far less motivated to identify the real
risks of new agricultural entities by spending additional human
resources, materials, and financial costs. Therefore, in the whole
process of financing, banks adopt a passive attitude. When the
government offers weak incentives and little compensation that
cannot cover the risk suffered by banks, banks will be reluctant to
lend to new agricultural entities, or the loan scale is small. When
government incentives and risk-sharing measures can greatly
transfer risks, banks will increase the loan amount. Due to the
asymmetry between cost and benefit, banks are passive in risk
control, causing a high level of risk in the financing system.
Then, banks cannot wait for sustainable development.

Agricultural guarantee institutions are in a weaker position in
the whole “government, bank, and guarantee institution” financing
system. They are policy- and market-oriented. With these dual
attributes, they hope to maximize their own interests and should
take into account the policy implementation of inclusive finance.
Agricultural guarantee institutions often have a large amount of
government investment, laying a more sufficient financial
foundation than market-oriented guarantee institutions and a
stronger immunity against risks. However, due to the policy
constraints on behavioral decisions and the necessity of
considering the risk of state-owned asset loss, their behavior is
more conservative. Along with insufficient market competition,
there are fewer policy-oriented agricultural guarantee institutions.
They are small scale and lack high risk-control abilities. Therefore,
policy-oriented agricultural guarantee institutions hope to expand
the scope of financing credit for new agricultural entities, raise the
overall credit line of banks, and become a bridge between banks and
new agricultural entities based on the requirements of inclusive
finance. While helping more new agricultural entities apply for more
bank loans, they can obtain the expected guarantee income.
Moreover, they are incapable of bearing the default risk of new
agricultural entities alone and identifying these default risks. They
are also afraid to bear the responsibility for the loss of state-owned

assets caused by the high default rate of new agricultural entities. In
the face of the guarantee claims from new agricultural entities, their
behavior is conservative, and they neither dare to significantly vouch
for new agricultural entities nor alleviate the banks’ concern over
risks. Therefore, they are in a dilemma.

In summary, the government, banks, and agricultural guarantee
institutions are closely linked in the process of financing guarantees
for new agricultural entities. The government needs the active
cooperation of banks and agricultural guarantee institutions to
screen new agricultural entities with development potential for
financial support, reduce the risk of the financing system,
increase the amount of financing, and create more social and
economic benefits. In this cooperation mechanism, banks will
issue loans to new agricultural entities based on risk sharing,
guarantee, counter-guarantee, and policy incentives. Agricultural
guarantee institutions need government support to obtain financial
support and risk resistance. Moreover, they require bank loans so as
to achieve their goals of inclusive finance and profitability. These
subjects have different value attributes and objectives. Therefore, the
effectiveness of various government measures is limited; banks are in
a negative state and rely on risk transfer. Agricultural guarantee
institutions are not motivated and empowered to increase the
amount of financing guaranteed and alleviate the concern of
banks over risk control. In this sense, they are also in a negative
state. The entire financing guarantee system enters a vicious circle.
By clarifying the interaction and game relationship among the
government, banks, and agricultural guarantee institutions, it is
of great significance to properly avoid the negative behavior of all
the subjects in the process of financing new agricultural entities, thus
promoting the sustainable development of the financing market.
Each party has its own goals, making it difficult to meet the
requirements of all parties. Under such circumstances, they will
choose different strategies according to their own interests, adapting
them to specific situations. The conceptual model of strategy
selection by the government, banks, and agricultural guarantee
institutions is shown in Figure 2.

3 Building a game model related to the
cooperation behavior in the
cooperation mechanism of financing
guarantee for new agricultural entities

In order to more specifically analyze how the three parties carry
out sustainable and active cooperation and open the black box of
tripartite interests, the authors build a cooperative game model of
“government, bank, and guarantee institution” financing guarantee,
observe the evolution trend of the system, and verify the feasibility of
the cooperation path through simulation based on practical
source data.

3.1 Basic hypothesis of the model

Hypothesis 1: government, banks, and agricultural guarantee
institutions are limited rational decision-makers. It is difficult for
each game subject to make the best strategic choice in an event.

FIGURE 6
System evolution path diagram in an initial state.
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Therefore, they should keep simulating and learning from each
other in the process of the game, thus steadily optimizing their own
behaviors.

Hypothesis 2: government, banks, and agricultural guarantee
institutions can choose two strategies. There are two types of
government strategies [29]. The first one is the subsidy strategy
based on risk compensation, in which the government only offers a
certain amount of discount subsidy to guarantee loans for new
agricultural entities and proportional risk compensation. The
second one refers to the risk identification-guiding strategy, in
which the government further shares the affiliated risk
information of farmland management rights based on the
previous strategy and motivates banks and guarantee institutions
to cooperate for risk identification.

There are two bank strategies [30]. In the first strategy, banks
issue loans in a negative way and approve loan applications when
both guarantee and subsidy can offset specific risks. In the second
strategy, banks issue loans in a positive way, play an active role in
identifying the risk level of customers, and make differential loan
decisions based on guarantees. Banks develop risk identification
products that comply with the characteristics of new agricultural
entities based on the shared risk information and expenditures.
Using the product, they can find three types of new agricultural
customers, including the customers that meet the existing credit
criteria, the customers having development potential but failing to
meet the existing credit criteria of banks, and the customers failing to
meet the development potential standard. Banks selectively issue
loans based on the status of guarantee.

There are two strategies for agricultural guarantee institutions
[31]. In the first strategy, agricultural guarantee institutions provide
guarantee services in a negative way and decide to guarantee only
when the incentives and subsidies can offset the specific risks. In the
second strategy, they provide guarantee services in a positive way,
play an active role in developing and using the shared risk

information, and then identify the risk level of new agricultural
entities. Agricultural guarantee institutions develop risk
identification products based on the shared risk information and
expenditures. Using the product, they can find new agricultural
customers with development potential failing to meet the existing
credit criteria of banks and selectively provide guarantee services. If
the second strategy is chosen, it means that the agricultural
guarantee institution will cooperate with the bank to jointly bear
the risk identification cost. Then, both parties will cover a lower cost.

Based on the aforementioned analysis, the following strategies
are recommended: the government (the subsidy strategy based on
risk compensation and the risk identification-guiding strategy),
banks (the strategy of issuing loans in a negative way and the
strategy of issuing loans in a positive way), and agricultural
guarantee institutions (the strategy of providing guarantee service
in a negative way and the strategy of providing guarantee service in a
positive way). Each party has two strategies. The possibilities for
each of them to choose the positive strategy are x, y, and z,
respectively, all of which are functions of time.

Hypothesis 3: Both government benefits and costs can be
quantified [23]. The government builds a land transfer platform,
which helps reduce the transfer cost of large-scale farmland
management rights and improves the transfer efficiency and
guarantee value of the rights. In addition, the platform can
acquire risk information from the rights and share the
information with banks and agricultural guarantee institutions.
The benefits obtained by the government include the local
agricultural development tax revenue, the increase of jobs, the
improvement of social equity, and the improvement of the
government’s reputation due to the government’s active solution
to the financing problems of new agricultural entities. In theory, the
governmental benefits should increase in proportion to the scale of
financing and lending. In the cooperation mechanism, it is supposed
that the loan amount is determined by the risk reserve and credit

FIGURE 7
System evolution path under the change in risk identification quality.
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guarantee leverage jointly established by the government and
agricultural guarantee institution. The yield was set as Q, the
bank’s basis point as k (k comes from the established risk
reserve), and the guarantee leverage as n. The costs paid by the
government consist of the following items. If the government shares
risk information, these costs include the cost of platform
construction, the cost of resource allocation, and the cost of
collecting risk information for new agricultural entities based on
farmland management rights, which can be quantified as Cs.
Moreover, the government will give a certain subsidy to the new
agricultural financing business and bear a certain proportion of the
default compensation. The government’s total subsidy rate was set as
m. When any compensation occurs, the government’s share of
compensation is Aobg. Considering that the more transparent the
risk information, the lower the default rate of new agricultural
entities, the average default rate for new agricultural entities is Vy

when it is assumed that the risk information of farmland
management rights is shared. When risk information is not
shared, the average default rate for new agricultural entities is
Vn, which meets Vy <Vn.

Hypothesis 4: The bank’s benefits and costs can be quantified [32].
Assuming that Rb is the benchmark interest rate for bank loans and
mb is the interest rate subsidized by the government to banks
(0≤mb < 1), the bank loan yield is nk(Rb +mb), and the yield
increases in positive proportion with the increase in the amount
of bank loans. Affected by different strategies of the government and
agricultural guarantee institutions, different strategies chosen by
banks will produce different benefits and costs. (1) When the
government shares risk information, banks have to pay the cost
of risk identification first if they are actively issuing loans. If banks
perform only risk identification, they should bear the cost (Cy

h)
separately. If it is implemented with agricultural guarantee
institutions, both of them should jointly bear the cost (Cy

l ). Here,
the criterion Cy

h >Cy
l is met. Second, banks obtain the

transformation value (IF) of risk information. In other words,
one or two parties of banks and agricultural guarantee
institutions will process the risk information shared by the
government (for example, develop the guaranteed loan product
based on risk levels), which helps banks reduce risks, expand
business, and gain reputation. As a result, banks obtain a series
of economic and social benefits. Third, those banks that have chosen
the positive loan policy will issue loans to projects (the default rate,
Vy
l ) of high-quality new agricultural entities that meet the risk

requirements of general loan projects, based on the credit line of
n1nk. In case of any default, the bank will bear the loss of full
principal and profit with the amount of n1kV

y
l (1 + Rb). For any loan

project involving suboptimal new agricultural entities with risks
higher than the requirements for general loan projects but showing
development potential (default rate Vy

p and Vy
p >V

y
l ), the bank

chooses to cooperate with agricultural guarantee institutions
(with the project review cost Cbg paid by the bank) for the loan
based on the credit line of n2nk. If a default occurs, they will bear the
loss of the loan principal in the proportion of Aobg

b and the total
profits with the total loss amount of n2kVy

p(Aobg
b + Rb). (2) If banks

issue loans in a negative way when the government shares risk
information, they will not pay the cost of processing risk
information but will only choose to cooperate with agricultural
guarantee institutions to guarantee the loan and rely on various
government subsidies for risk transfer. In the event of a default at
this time, the bank will bear the loss of principal and the total profits
in the proportion of Aobg

b , and the amount of the loss is
nkVy(Aobg

b + Rb). (3) Even if the bank subjectively wants to
identify the risk of new agricultural customers and issues loans in
a positive way when the government does not share risk
information, due to the lack of necessary objective conditions,
not only is the cost of risk identification extremely high but the
identification is also extremely difficult and the effect is poor,
making it hard to achieve the positive loan strategy. When a
default occurs, the bank will bear the loss of principal and the
total profits in the proportion of Aobg

b , and the amount of the loss is
nkVn(Aobg

b + Rb).

Hypothesis 5: : The benefits and costs of an agricultural guarantee
institution can be quantified [33]. Agricultural guarantee
institutions can obtain guarantee fees by providing guarantee
services for new agricultural business entities. Affected by the
different strategies of the government and banks, there will also
be different benefits and costs if the strategies chosen by agricultural
guarantee institutions are different. Here, it is assumed that the
government shares information about risks associated with the
farmland management rights and that agricultural guarantee
institutions provide guarantee services in a positive way. First,
agricultural guarantee institutions should bear the risk
identification cost. If they perform risk identification with banks,
both of them should bear the cost. If banks carry out risk
identification solely, they should bear the cost themselves.
Second, the transformation value (IF) of risk information can be
obtained. Third, if both agricultural guarantee institutions and
banks choose positive strategies, the former ones will be
recognized by banks, and banks will achieve long-term
cooperation with them, resulting in long-term benefit T. Fourth,
the agricultural guarantee institutions that have adopted a positive

FIGURE 8
System evolution path under the change in information
transformation value.
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strategy will guarantee those loan projects of new agricultural
entities that have risks higher than the requirements of general
banks for separate loans but show development potential. In other
words, the institution will apply to banks for the loan based on the
“government, bank, and guarantee institution” cooperative
guarantee. If the bank agrees, the agricultural guarantee
institution will obtain the subsidy to the rate of guarantee fee
and receive the government guarantee rate subsidy (assuming
that Rg is the rate of guarantee rate and mg is the government’s
subsidy to the rate of guarantee fee, meeting 0≤mg < 1). Fifth, once
the subject of the guaranteed loan defaults, it shall bear the principal
loss of the guaranteed loan in the proportion of Aobg

g . There is the
counter-guarantee of farmland management rights. Therefore, the
agricultural guarantee institution will get the compensation from
collateral. SW refers to the expected return on the average
compensation from collateral. (2) It is assumed that agricultural
guarantee institutions choose the negative guarantee strategy in the
context where the government shares risk information. The benefit
composition of agricultural guarantee institutions remains
unchanged without triggering any risk identification costs. In the
case of compensation, the institution should bear the principal loss
of the guaranteed loan in the proportion of Aobg

g and also obtain the
compensation from collaterals. (3) No matter which strategy is
chosen by agricultural guarantee institutions when risk
information is not shared, the benefit composition remains
unchanged and is similar to that of banks. If the institutions
subjectively intend to adopt the positive strategy and they lack
objective risk information, the guarantee will suffer a very high
cost, great difficulty, and poor effect. In case of compensation, the
institutions must bear the principal loss of the guaranteed load in the
proportion of Aobg

g .
The payment matrix can be established according to the

assumption (Table 1).

3.2 Construction of the replicated dynamic
equation

When one party’s expected value of a particular strategy is
higher than the average expectation of a mixed strategy in a
three-party game, the strategy is more likely to be adopted.
According to the Malthusian dynamic equation, as long as the
individual who adopts this strategy has a higher degree of
adaptation than the average group, the strategy will grow over
time, and the expected value of each subject can be calculated
accordingly.

U11 was set as the benefits of the government when it adopts
Strategy 1 (the risk identification-guiding strategy) and U12 as the
benefits of the government when it adopts Strategy 2 (the subsidy
strategy based on risk compensation). U1 indicates the average
expected return of the government. Then,

U11 � yz nk Q −m( ) − n2nkV
y
pA

obg
o − Cs( )

+ y 1 − z( ) nk Q −m( ) − n2nkV
y
pA

obg
o − Cs( )

+ 1 − y( )z nk Q −m( ) − nkVyAobg
o − Cs( )

+ 1 − y( ) 1 − z( ) nk Q −m( ) − nkVyAobg
o − Cs( ),

U12 � yz nk Q −m( ) − nkVnAobg
o( )

+ y 1 − z( ) nk Q −m( ) − nkVnAobg
o( )

+ 1 − y( )z nk Q −m( ) − nkVnAobg
o( )

+ 1 − y( ) 1 − z( ) nk Q −m( ) − nkVnAobg
o( ),

U1 � xU11 + 1 − x( )U12.

U21 indicates the return of the bank after choosing Strategy 1 (the
positive loan strategy). U22 indicates the return after choosing
Strategy 2 (the negative loan strategy). U2 indicates the average
expected return of the bank. Then,

FIGURE 9
System evolution path under the change in risk identification cost.
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U21 � xz nk Rb +mb( ) − n1nKV
y
l 1 + Rb( ) − n2nKV

y
p Aobg

b + Rb( )(
+ IF − Cy

l − Cbg) + x 1 − z( ) nk Rb +mb( ) − n1nKV
y
l 1 + Rb( )(

− n2nKV
y
p Aobg

b + Rb( ) + IF − Cy
h − Cbg) + 1 − x( )z nk Rb +mb( )(

− nKVn Aobg
b + Rb( ) − Cn

l − Cbg) + 1 − x( ) 1 − z( ) nk Rb +mb( )(
− nKVn Aobg

b + Rb( ) − Cn
h − Cbg),

U22 � xz nk Rb +mb( ) − nKVy Aobg
b + Rb( ) + IF − Cbg( )

+ x 1 − z( ) nk Rb +mb( ) − nKVy Aobg
b + Rb( ) − Cbg( )

+ 1 − x( )z nk Rb +mb( ) − nKVn Aobg
b + Rb( ) − Cbg( )

+ 1 − x( ) 1 − z( ) nk Rb +mb( ) − nKVn Aobg
b + Rb( ) − Cbg( ),

U2 � yU21 + 1 − y( )U22.

U31 indicates the return of agricultural guarantee institutions when
choosing Strategy 1 (the positive guarantee strategy). U32 indicates
the return after choosing Strategy 2 (the negative guarantee
strategy). U3 indicates the average expected return of agricultural
guarantee institutions. Then,

U31 � xy n2nK Rg +mg( ) − n2nKV
y
p Aobg

g − SW( ) + T + IF − Cy
l( )

+ x 1 − y( ) nK Rg +mg( ) − nKVy Aobg
g − SW( ) + IF − Cy

h( )
+ 1 − x( )y nK Rg +mg( ) + T − nKVnAobg

g − Cn
l( )

+ 1 − x( ) 1 − y( ) nK Rg +mg( ) − nKVnAobg
g − Cy

h( ),
U32 � xy n2nK Rg +mg( ) − n2nKV

y
p Aobg

g − SW( ) + IF( )
+ x 1 − y( ) nK Rg +mg( ) − nKVy Aobg

g − SW( )( )
+ 1 − x( )y nK Rg +mg( ) − nKVnAobg

g( )
+ 1 − x( ) 1 − y( ) nK Rg +mg( ) − nKVnAobg

g( ),
U3 � zU31 + 1 − z( )U32.

Therefore, the replicated dynamic equation of the
government, banks, and agricultural guarantee institutions is,
respectively,

F x( ) � dx/dt � x U11 − U1( ) � x 1 − x( ) U11 − U12( )
� x 1 − x( ) nKAobg

o Vn − 1 − y( )Vy − n2yV
y
p( ) − Cs[ ],

F y( ) � dy/dt � y U21 − U2( ) � y 1 − y( ) U21 − U22( )
� y 1 − y( ) −zCn

l + x IF + nK Aobg
b Vy + RbV

y(([
−n1V

y
l − n1RbV

y
l − n2 Aobg

b + Rb( )Vy
p) − Cy

h 1 − z( ) + zCn
l

− z Cy
l + IF( )) + Cn

h 1 − x − z + xz( )],
F z( ) � dz/dt � z U31 −U3( ) � z 1 − z( ) U31 −U32( )

� z 1 − z( ) −Cy
h − IFx −1 + y( ) + Cy

hy − Cn
l − T − Cn

l x + Cy
l x( )y[ ].

3.3 Solving the equilibrium point of the
evolutionary game

In the process of a dynamic game, the probability x, y, and z of
the selection strategy for the government, banks, and agricultural
guarantee institutions, respectively, participating in the game are
related to time t, thus knowing that the solution domain of the
replicated dynamic equation set is [0, 1] × [0, 1] × [0, 1]. The
equilibrium point of the three-party dynamic game can be
obtained according to the three-party replicated dynamic
equation. The simultaneous equation shows that there are
eight special equilibrium points, including (0,0,0), (0,0,1),
(0,1,0), (0,1,1), (1,0,0), (1,0,1), (1,1,0), and (1,1,1), and these
eight equilibrium points constitute the solution domain of the
evolutionary
gameΩ � (x, y, z)| 0< x< 1, 0< y < 1, 0< z< 1{ }.There is also an
equilibrium solution satisfied with the following equation in
the solution domain Ω:

1 − 2x( ) −Cs + nKAobg
o Vn − Vy 1 − y( ) − n2yV

y
p( )[ ] � 0,

1 − 2y( ) −zCn
l + x IF + nk Aobg

b Vy + RbV
y − n1V

y
l − n1RbV

y
l(([

−n2 Aobg
b + Rb( )Vy

p) − Cy
h 1 − z( ) + zCn

l − z Cy
l + IF( ))

+ Cn
h 1 − x − z + xz( )]

� 0,

1 − 2z( ) −Cy
h + Aobg

b − Aobg
g( )nKVn 1 − x( ) + IFx − yCn

l[
+ Cy

h + T − Aobg
b − Aobg

g( )nKVn 1 − x( )(
+ Cn

l − Cy
l − IF( )x)y] � 0.

4 Stability analysis of the evolution of
subject behaviors

According to the basic nature of the replicated dynamic
equation in the game model, F’(x) represents the ratio of
group strategy selection over time. When F’(x) is 0, group
strategy selection does not change over time. When F’(x) is
greater than 0, the rate of change in group strategy selection
increases over time, and x is an unstable point. When F’(x) is less
than 0, the rate of change in group strategy selection decreases
over time, and x is a stable point.

(1) Analysis of government’s asymptotic stability

FIGURE 10
System evolution path under the change in long-term benefits.
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①When nKAobg
o (Vn − Vy(1 − y) − n2yVy

p) − Cs � 0, the
strategy selection of the government will not change over
time, so the strategy selection of subjects is the curved
surface S1 of Figure 3; any point on the curved surface is an
evolutionary stability point.
②When nKAobg

o (Vn − Vy(1 − y) − n2yVy
p) − Cs > 0, then

F′(0)> 0 and F′(1)< 0, and the stability theorem of the
replicated dynamic differential equation shows that x � 1 is
the stability point, indicating that the government chooses
Strategy 2 to gain more than the cost and that the
government chooses the evolutionary stability strategy as its
strategy.
③When nKAobg

o (Vn − Vy(1 − y) − n2yVy
p) − Cs < 0, then

F′(0)< 0 and F′(1)> 0, and it is known from the stability
theorem of the replicated dynamic differential equation that x �
0 is the stability point, indicating that the government’s selection
of Strategy 1 brings more than the cost. Therefore, Strategy 1 is
an evolutionary stability strategy.

The dynamic trend and stability analysis of government strategy
selection are shown in Figure 3.

(2) Analysis of bank’s asymptotic stability
①When x(IF + nk(Aobg

b Vy + RbVy − n1V
y
l − n1RbV

y
l − n2(Aobg

b +
Rb)Vy

p) − Cy
h(1 − z) + zCn

l − z (Cy
l + IF)) + Cn

h(1 − x − z + xz) − zCn
l � 0,

the strategy selection of the bank will not change over time, so the

strategy selection of subjects is the curved surface S2 in Figure 4; any point

on the curved surface is an evolutionary stability point.

②When x(IF + nk(Aobg
b Vy + RbVy − n1V

y
l − n1RbV

y
l − n2(Aobg

b +
Rb)Vy

p) − Cy
h(1 − z)+ zCn

l − z(Cy
l + IF)) + Cn

h(1 − x − z + xz) − zCn
l > 0,

then F′(0)> 0 and F′(1)< 0, and the stability theorem of the replicated

dynamic differential equation shows that y � 1 is the stability point,

indicating that the bank chooses Strategy 2 to gain more than the cost

and that the bank chooses the evolutionary stability strategy as its strategy.

③When x(IF + nk(Aobg
b Vy + RbVy − n1V

y
l − n1RbV

y
l − n2(Aobg

b +
Rb)Vy

p) − Cy
h(1− z) + zCn

l − z(Cy
l + IF)) + Cn

h(1 − x − z + xz) − zCn
l < 0,

then F′(0)< 0 and F′(1)> 0, and it is known from the stability

theorem of the replicated dynamic differential equation that y � 0 is

the stability point, indicating that the bank’s selection of Strategy

1 brings more than the cost. Therefore, Strategy 1 is an evolutionary

stability strategy.

The dynamic trend and stability analysis of bank strategy
selection are shown in Figure 4.

(3) Analysis of agricultural guarantee institution’s asymptotic
stability
①When−Cy

h + (Aobg
b − Aobg

g )nKVn(1 − x) + IFx − yCn
l + (Cy

h +
T− (Aobg

b − Aobg
g )nKVn(1 − x) + (Cn

l − Cy
l − IF)x)y � 0, the

strategy selection of the agricultural guarantee institution will
not change over time, so the strategy selection of subjects is the
curved surface S3 in Figure 5; any point on the curved surface is
an evolutionary stability point.
②When−Cy

h + (Aobg
b − Aobg

g )nKVn(1 − x) + IFx − yCn
l + (Cy

h +
T − (Aobg

b − Aobg
g )nKVn(1− x) + (Cn

l − Cy
l − IF)x)y > 0, then

F′(0)> 0 and F′(1)< 0, and the stability theorem of the
replicated dynamic differential equation shows that z � 1
is the stability point, indicating that the agricultural

guarantee institution chooses Strategy 2 to gain more than
the cost and that the bank chooses the evolutionary stability
strategy.
③When−Cy

h + (Aobg
b − Aobg

g )nKVn(1 − x) + IFx − yCn
l + (Cy

h +
T − (Aobg

b − Aobg
g )nKVn(1 − x) + (Cn

l − Cy
l − IF)x)y < 0, then

F′(0)< 0 and F′(1)> 0, and it is known from the stability
theorem of replicated dynamic differential equation that z �
0 is the stability point, indicating that the agricultural
guarantee institution’s selection of Strategy 1 brings more
than the cost. Therefore, Strategy 1 is an evolutionary
stability strategy.

The dynamic trend and stability analysis of agricultural
guarantee institution strategy selection are shown in Figure 5.

(4) System stability analysis of a three-party game

Different equilibrium states can be obtained by analyzing the
evolutionary game of three-party subjects. It is assumed that the
curved surface S1 is taken as the boundary in Figure 3 , and there are
two parts (V1 and V2). With the curved surface S2 as a boundary in
Figure 4, there are two parts (V3 and V4). With the curved surface S3
as a boundary in Figure 5, there are two parts (V5 and V6). The
spatial distribution and strategy selection of the initial state are
shown in Table 2.

The stable strategy combination obtained through asymptotic
stability analysis is not necessarily the stable evolutionary strategy of
the game system, and the stability of the equilibrium point of eight
strategy combinations requires further analysis about points (0,0,0),
(1,0,0), (0,0,1), (1,0,1), (0,1,0), (1,1,0), (0,1,1), and (1,1,1). According
to the replicated dynamic equation of subjects, the corresponding
Jacobian matrix is obtained as follows:

1 − 2x)( − Cs + Aobg
o nk(Vn + Vy( − 1 + y( )

−n2V
y
py)) x 1 − x( )Aobg

o nk Vy − n2V
y
p( ) 0

y(1 − y)(IF + nk(Aobg
b Vy + RbV

y − n1V
y
l

−n1RbV
y
l − n2 Aobg

b + Rb( )Vy
p ) − Cy

h(1−
z( + Cn

h( − 1 + z( + zCn
l − (Cy

l + IF(z)
1 − 2y)(Cn

h( − 1 + x)( − 1 + z) − Cn
l z + x)(IF(

+Kn(Aobg
b Vy + RbV

y − n1V
y
l − n1RbV

y
l −

n2(Aobg
b + Rb )Vy

p ) + Cy
h( − 1 + z) + zCn

l −
Cy

l + IF)z( )
−Cn

h − Cn
l + (Cn

h + Cn
l + Cy

h−(
Cy

l − IF)x)(1 − y)y

IF y − 1( ) + −Cn
l + Cy

l( )y( ) −1 + z( )z Cn
l − Cy

h − T − Cn
l x + Cy

l x + IFx( ) −1 + z( )z Cy
h + IFx( − 1 + y) − Cy

hy + (Cn
l(

−T − Cn
l x + Cy

l x)y)( − 1 + 2z)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

According to the Lyapunov stability theorem, the equilibrium
point is stable if all characteristic values of the Jacobian matrix are
negative. The results of the local stability analysis of the game system
are shown in Table 3.

According to the results of the local stability analysis in the table, the
characteristic value corresponding to (0,1,1), (0,0,1), and (0,0,0) already
has a value determined to be a positive number, which is definitely not
outside the range of a stable point. Several other equilibrium points
require further discussion. According to the strategy space of the three
subjects and the actual situation, the following criteria should be met if
intending to make the business cooperation of subject space evolve
toward the ideal direction (1,1,1):

Cs + n2nKA
obg
o Vy

p − nKAobg
o Vn < 0,

Cy
l + n1nKV

y
l 1 + Rb( ) + n2nKV

y
p Aobg

b + Rb( )[ ]
− nKVy Aobg

b + Rb( )< 0,

Cy
l − T< 0.

For the government, the sum of the cost of risk information
sharing and the default loss borne by the government after the
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transformation of risk information value is less than that of the loan
loss borne by the government when value transformation is not
performed for the information. The government tends to choose the
risk identification-guiding strategy. When the sum of the costs paid
in the positive loan strategy and the loan default losses is less than
that of the default losses borne in the negative loan strategy, banks
tend to choose the former situation. For agricultural guarantee
institutions, when the cost of adopting the positive guarantee
strategy is less than the long-term benefits brought by the bank’s
recognition, they tend to choose this strategy.

Through the analysis, the following conclusions are drawn: (1)
whether the government shares high-quality information related to
large-scale farmland management rights that can reflect the risks of
new agricultural entities is closely related to whether banks and
agricultural guarantee institutions adopt the corresponding positive
strategies. (2) The following criteria will decide whether banks select
the positive loan strategy. First, they make sure that default losses
can be tangibly reduced. Second, agricultural guarantee institutions
should choose the same strategy as banks to jointly reduce costs. If
the strategy cost of banks is too high or unprofitable, banks will
evolve toward the negative loan strategy. (3) If the agricultural
guarantee institution adopts a positive strategy, it can indeed get
the bank’s affirmation and long-term benefits. When the benefits are
higher than the cost paid, the agricultural guarantee institution will
tend to use this strategy for a long time. Otherwise, the behavior of
agricultural guarantee institutions will evolve toward the negative
strategy. In summary, the stability analysis, the cost of risk
information sharing, the default control rate of new agricultural
entities, and the amount of the government’s compensation for
losses are significant factors deciding whether the government builds
a platform to share risk information. The transformation value of
risk information, the cost of risk identification, the default rate of
new agricultural entities, and the amount of compensation for the
losses of banks are significant factors deciding whether banks adopt
the positive loan strategy. The transformation value of risk
information, the cost of risk identification, the default rate of
new agricultural entities, the amount of compensation for the
losses of agricultural guarantee institutions, and the long-term
cooperative benefits brought by bank recognition are significant
factors deciding whether agricultural guarantee institutions adopt
the positive loan strategy. Among these factors, the transformation
value of risk information, the cost of risk identification, and the
default control rate of new agricultural entities are related to the
yield of multiple subjects. Therefore, it is necessary to explore the
impact of these key factors on the strategy selection of three parties
and system evolution based on the stability of a single subject to
verify the theoretical hypothesis.

5 Simulation and theoretical hypothesis
verification

5.1 Initial situation parameter setting

According to the constraints of the replicated dynamic equation
and optimal equilibrium (1,1,1), the interactive behavior evolution
of the government, banks, and agricultural guarantee institutions is
numerically simulated and analyzed using MATLAB software based

on theoretical analysis. x0, y0, and z0, respectively, indicate the
initial proportion for the government to choose the positive guiding
strategy, the initial proportion for the bank to choose the positive
loan strategy, and the initial proportion for the agricultural
guarantee institution to choose the positive guarantee strategy. It
is assumed that the initial state is (0.2,0.2,0.2), the initial time is 0,
and the evolution end time is 1.

It is also assumed that in the initial ideal situation, the return will
be higher than the paid cost if the government chooses the risk
identification-guiding strategy. If both banks and guarantee
institutions choose a positive strategy, they will share the cost of
risk identification, reduce the default rate, and jointly promote an
increase in the guarantee leverage. The guarantee institution will be
recognized by the bank and then receive long-term benefits. The
initial value of the ideal state of the model parameters is
parameterized with reference to actual situations.

According to the estimation and calculation data of a regional
bank in China, the average financing default rate of new agricultural
entities is about 0.3% in the natural situation without risk
information sharing, mortgage guarantee, and positive customer
screening of banks and guarantee institutions. Assuming that under
the ideal system operation state, the risk information sharing by
governments can better restrain the default behavior of new
agricultural entities and reduce the system default rate to 0.28. If
banks issue loans in a positive way, they can effectively identify the
risk of new agricultural entities, screen loan customers, and finally
control the default rate at 0.015. If banks cooperate with guarantee
institutions, both parties will choose the positive loan and
guarantee strategy, and guarantee institutions will share the risk;
therefore, banks will appropriately lower the loan threshold, increase
the tolerance for default rates, and finally control the default rate
at 0.03.

According to the data from a local statistical yearbook in China,
the loan interest rate of China’s banks for new agricultural entities is
0.04, and the guarantee leverage is about 3. The proportion of issuing
loans by banks alone is 0.1, and the proportion of issuing loans
through the cooperation of banks and guarantee institutions is 0.9,
meeting the criterion of n1 + n2 � 1.

According to the statistical yearbook and the author’s study data
in the “government, bank, and guarantee institution” financing
guarantee pilot area, it is assumed that the loan principal basis
point is 10,000, and the cost required by the government to collect
and share risk information is 1,000 based on proportional
calculations. With available risk information, the cost paid by
banks and agricultural guarantee institutions on risk
identification with cooperation is 100, and the cost paid by banks
and agricultural guarantee institutions is 200 when they have not
cooperated with each other. In a situation without risk information,
banks and agricultural guarantee institutions should separately
collect risk information, resulting in a high risk identification
cost. The cost, respectively, paid by either party is 600 when they
cooperate with each other and 1,200 when they do not cooperate
with each other.

According to the current system of the “government, bank, and
guarantee institution” financing guarantee pilot area, the ratio of
risks undertaken by them is 0.1, 0.3, and 0.6, respectively.

Then, the parameter initial values are set as follows: Vy � 0.2,
Vy
p � 0.03, Vy

l � 0.015, Vn � 0.3, n � 3, n1 � 0.1, n2 � 0.9,
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K � 10000, Aobg
o � 0.1, Aobg

b � 0.3, Cs � 800, Rb � 0.04, IF � 50,
Cy
l � 100, Cy

h � 200, Cn
l � 300, Cn

h � 600, and T � 120.
The result of system simulation in an ideal situation is shown in

Figure 6, indicating that the system is in the ideal state (1,1,1) and
using this state as the benchmark to compare the change of all
parameters.

5.2 Numerical simulation and result analysis

(1) Numerical simulation of changes in risk identification quality

In the initial ideal state, the farmland management rights
transfer platform established by the government and the shared
risk information are of high quality. In addition, the counter-
guarantee of farmland management rights and the sharing of risk
information serve as restraints on new agricultural entities, which
can reduce the default rate Vy of new agricultural entities to 0.28.
Furthermore, banks and agricultural guarantee institutions can
accurately identify the risks of new agricultural business entities
based on real and effective risk information and then control the
financing guarantee default rate Vy

p at 0.03.
Other condition values are set, and it is ensured that they are not

changed. If the risk information shared by governments is not
significantly effective in restraining new agricultural entities and
no notable decrease is seen in the initial default rate; Vy � 0.28 will
be turned to Vy � Vn � 0.3 (the results are shown in Figure 7①).
According to the simulation results, the three parties are still tending
toward positive cooperation (Figure 7). If the risk identification
performed by banks and agricultural guarantee institutions is of low
quality and they cannot accurately determine the risk status of new
agricultural entities and effectively reduce the system default rate, Vy

p

will turn from 0.03 to 0.3 (the results are shown in Figure 7②),
indicating that the three parties are not tending to cooperate with
each other.

This result shows that the natural constraint of risk information
sharing on the default of new agricultural entities is not a sufficient
condition for system stability. Based on risk information sharing, the
three parties should cooperate with each other for risk identification,
thereby screening customers effectively and reducing the default
rate. Only when the quality of risk identification is high can the
government, banks, and agricultural guarantee institutions achieve
profitability through the related positive strategies and ultimately
realize sustainable cooperation among the three parties.

If it is intended to improve the quality of risk identification and
substantially reduce the default rate, the high-quality risk
information shared by the government is not a condition value
but an essential condition, according to the findings of statistical
analysis using the game model. Moreover, human resources,
materials, technologies, and other costs of banks and agricultural
guarantee institutions for risk identification are essential conditions.
Both of the aforementioned conditions are indispensable.

(2) Numerical simulation of changes in the transformation value of
risk information

One or two parties of banks and agricultural guarantee
institutions will develop the risk information shared by the

government (for example, develop the guaranteed loan business
based on risk levels). The outcomes will help banks and agricultural
guarantee institutions reduce risks, expand business, and gain
reputation. This series of economic and social values is defined
by the transformation value of information. In the initial ideal state,
the transformation value (IF) of risk information accessible to banks
and agricultural guarantee institutions is quantified to 50.

Other condition values are set, and it is ensured that they are
not changed. The transformation value (IF) of risk information is
reduced from 50 to 30. According to the simulation results, banks
and guarantee institutions have withdrawn from the risk
identification of new agricultural entities, and the cooperation
is therefore terminated (Figure 8). This result reaffirms that the
high-quality risk information shared by the government is only
the first step. It is very important to make good use of risk
information and strive to transform risk information into more
and more favorable economic and social values. It is also of great
significance for banks and guarantee institutions to achieve
continuous financing and guarantee. However, it is to be
noted that both parties will obtain the benefit of
transformation value as long as either a bank or an
agricultural guarantee institution adopts the positive strategy.
A “free rider” problem may occur. Each party hopes that the
other party will pay more for cooperation, allowing them to gain
more benefits. In order to explore whether the transformation
value of information can continuously promote three-party
cooperation, it is necessary to further study the strategy
selection of both parties under the change in risk
identification cost.

(3) Numerical simulation of changes in risk identification cost

If the government does not share risk information in the initial
ideal state, cooperation will require a higher cost for banks and
agricultural guarantee institutions to collect risk information and
then identify risks. In the case of cooperation without shared
information, the risk identification cost Cn

l (containing the
information search cost and identification cost) is 600, while the
cost Cn

h of separate risk identification is 1,200. If the government has
set up a transfer platform and shares risk information, banks and
guarantee institutions can save the cost of searching for risk
information. Under such circumstances, the cost Cy

h of separate
risk identification is 200. If they initiate cooperation, they can share
technology, personnel, data, and other resources, which will greatly
reduce costs. The cost Cy

l is 100.
While other conditions remain unchanged, the risk

identification cost is set after the government has set up a
platform and shared risk information equal to the cost when the
risk information is not shared (Cy

h � Cn
h � 1, 200 and

Cy
l � Cn

l � 600). The simulation results are shown in Figure 9①.
It can be seen that both banks and guarantee institutions have
rejected the positive strategy. This result reaffirms the importance of
risk information data shared by governments. In other words, the
risk information data shared by governments should not only be
true, effective, and high quality but also tangibly reduce and share
the risk identification cost of banks and agricultural guarantee
institutions, which lays an important foundation for sustainable
cooperation among the three parties.
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It also needs to be further studied whether the risk identification
jointly implemented by banks and agricultural guarantee
institutions will affect system stability when the government has
shared true and effective information. All parameter values are
restored to the initial ideal state, and the risk identification cost
based on the cooperation of banks and agricultural guarantee
institutions is set equal to the cost of separate risk identification
(by changing Cy

l � 100 into Cy
l � Cy

h � 200). The result shows that
guarantee institutions and banks have successively rejected the
positive strategy and interrupted cooperation (Figure 9②).
According to the result, win–win situations can be achieved only
when banks cooperate with guarantee institutions for risk
identification and jointly bear the risk identification cost. If banks
or guarantee institutions want to be a “free rider” and hope that the
other party can pay more to obtain benefits, it is not a sustainable
idea. The previous result also indicates that cooperation can be
sustainable only when the government, banks, and agricultural
guarantee institutions have adopted positive strategies.

(4) Numerical simulation of changes in long-term benefits brought
by the participation of agricultural guarantee institutions in risk
identification.

Agricultural guarantee institutions will be recognized and
encouraged by banks when they work hard to identify risks and
provide guarantee services selectively in the initial ideal state. Banks
will reach a long-term cooperation intention with agricultural
guarantee institutions so as to facilitate them in further
identifying risks, helping banks control those risks, saving costs,
and bringing in more high-quality financing guarantee customers.
Meanwhile, agricultural guarantee institutions can obtain benefits
from the long-term cooperation. It is assumed that the initial value T
of the long-term return is 120.

The strategy selection of three parties with the change in long-
term benefit values is reviewed. It is ensured that other conditions
remain unchanged. The condition is set as follows: agricultural
guarantee institutions work hard to identify risks and are
recognized by banks and the long-term benefit T is reduced from
120 to 50. The simulation results are shown in Figure 10, indicating
that banks and agricultural guarantee institutions tend to be non-
cooperative. For agricultural guarantee institutions, the recognition
of banks and long-term cooperation with banks are of great
importance. If the benefit exceeds the cost, agricultural guarantee
institutions are willing to cooperate with banks, helping them share
risk control pressures and costs. If not recognized by banks,
agricultural guarantee institutions will withdraw from the
cooperation. Then, banks must separately bear the risk
identification cost and pressure. Therefore, banks will also
gradually withdraw from the three-party cooperation, and the
cooperation will come to an end.

6 Study conclusion

This study builds an evolutionary game model of “government,
bank, and guarantee institution” cooperative financing guarantee for
new agricultural entities. Based on the post-risk transfer for three
parties, this study discusses the cooperation of positive financing

guarantee in relation to prior risk identification. According to the
study findings, the cooperation mechanism should not only focus on
the post-risk transfer but also take the prior risk identification as a
breakthrough point to tangibly reduce the systemic risk of financing
guarantee, which is feasible in eliminating the financing dilemma.
According to the result of the simulation, efforts should be made in
four aspects, including risk information sharing, risk identification
quality, risk identification cost sharing, and risk information value
transformation, to mobilize the three parties for positive
cooperation, really reduce risks, and improve operation quality.
First, the government is recommended to build a high-quality
farmland management rights transfer platform and share the
high-quality information data that are related to the farmland
management rights and can reflect the risks of new agricultural
entities. Second, banks and guarantee institutions should be guided
to make good use of the information, improve the quality of risk
identification, find out about new agricultural entities with
development potentials, tangibly reduce the system default rate,
and convert risk information into favorable economic and social
values. Furthermore, banks and guarantee institutions should be
encouraged to achieve long-term cooperation for risk identification
and jointly bear the cost of risk identification. Banks should be
encouraged to recognize the participation of agricultural guarantee
institutions in risk identification and facilitate the transformation
value to increase risk information. In this way, a new model of
sustainable cooperation among the government, banks, and
guarantee institutions for the financing guarantee of new
agricultural entities is formed. The conclusions are specified as
follows:

With reference to the strategies adopted by each party in the
cooperation mechanism, whether the government builds a platform
and shares high-quality information is closely related to whether
banks and agricultural guarantee institutions adopt positive loan
and guarantee strategies. Second, the tangible reduction of loss
caused by default behaviors and the sharing of risk identification
costs by agricultural guarantee institutions play a decisive role in
driving banks to adopt positive loan strategies. Third, agricultural
guarantee institutions will tend to choose the positive guarantee
strategy if they are recognized by banks, and the long-term benefits
are higher than the paid risk identification costs.

In respect of the “government, bank, and guarantee
institution” financing guarantee system stability, the quality of
risk identification is one of the significant factors affecting the
sustainable cooperation among the three parties. High-quality
risk information is one of the essential conditions to improve the
quality of risk identification, accurately screen customers, and
tangibly reduce the default rate. For this reason, it is necessary for
the government to build a platform to protect the economic value
of counter-guarantee with farmland management rights, further
explore the associated risk information that can reflect the actual
risk status of new agricultural entities, and finally realize the
sharing of risk information.

Accurate processing of risk information by banks and
agricultural guarantee institutions is another essential condition
to improve the risk identification quality, accurately screen
customers, and tangibly reduce the default rate. Therefore, it is
necessary to mobilize banks and agricultural guarantee institutions
for risk identification and drive both parties to choose differential
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financing guarantee strategies for different new agricultural entities
to control systemic risks on the basis of high-quality information
sharing. In addition, banks and agricultural guarantee institutions
need to be made aware of the benefits of adopting positive strategies
in different aspects, such as risk identification cost sharing and risk
information transformation value, thereby truly motivating both
parties.

In order to mobilize banks and agricultural guarantee
institutions for cooperation, the sharing of risk identification
costs is one of the significant driving factors. If the risk
identification cost is too high, the behavior of the three parties
will evolve in an unfavorable trend. In order to reduce and save costs,
the high-quality risk information of governments still plays a vital
role, which exempts banks and agricultural guarantee institutions
from additional human resources, materials, and financial resources.
Second, banks and agricultural guarantee institutions can share
technologies, personnel, and data through risk identification and
reduce the identification cost based on cooperation, thus achieving a
win–win situation. The idea that either party wants to be a “free
rider” and hopes that the other party can pay more to obtain benefits
is not sustainable. Since the “free rider” is not feasible, the three
parties should be guided to create a favorable long-term mechanism
for cost sharing.

More value transformations of risk information after banks
and agricultural guarantee institutions choose positive
financing guarantee strategies are identified as another
significant driving factor to motivate all parties for
cooperation. According to the simulation result, the series of
economic and social values obtained by either or both banks and
agricultural guarantee institutions through the processing of
risk information, such as risk reduction, business expansion,
and reputation promotion, will facilitate sustainable
cooperation among the three parties. For this reason, the
government is recommended to increase the transformation
value of such risk information in some ways, such as social
desirability and media publicity, thus promoting the sustainable
development of “government, bank, and guarantee institution”
positive cooperation.
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Do global geopolitical risks affect
connectedness of global stock
market contagion network?
Evidence from
quantile-on-quantile regression
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Based on the Vector Autoregressive Model (VAR), this paper constructs a
contagion complex network of global stock market returns, and uses the
Quantile-on-Quantile Regression (QQR) to explore the impact of global
geopolitical risks on the connectedness of global stock markets. By applying
the risk contagion analysis framework, we depict risk contagion and correlation
between financial markets in different countries. We also identify the risk
contagion characteristics of international financial markets. This paper
innovatively introduces the quantile-on-quantile regression method to the
study of geopolitical risk. Through the quantile-on-quantile approach, we find
that there is an asymmetric relationship between geopolitical risk and the global
stock market correlation network. Our conclusions provide some suggestions for
policy makers and relevant investors on how to deal with the current high global
geopolitical risks. They also provide ideas on how to effectively hedge such risks
during asset allocation and policy formulation.

KEYWORDS

global geopolitical risks, contagion network, connectedness, quantile-on-quantile
regression, stock market

1 Introduction

Since the collapse of the Soviet Union in the early 1990s, the Cold War crisis has been
lifted. The world pattern of two superpowers has been replaced by a single superpower.
Nevertheless, all of this does not appear to be reducing global geopolitical risk. Peace is
something of a mirage in the short-term, while disputes and conflicts remain the defining
features of the world. Because of the one superpower and many powers pattern, the
relationship between the major powers has become tense, and conflicts between small
countries have also risen. The outbreak of the Russia-Ukraine conflict in early 2022 has
further disrupted a world that is already affected by COVID-19. As the world’s dramatic
changes continue to accelerate, geopolitical risks will continue to grow.

Numerous scholars have provided different definitions of geopolitical risk, but until
today, there is no unified understanding or definition. The earliest geopolitics originated in
the late 19 th century, and was proposed by Swedish political geographer Johan Rudolf
Kjellén in his book Der Staat als Lebensform (1917). Since the 20th century, due to the
development of global politics, economy and military, various geopolitical theories have
emerged. American historian Mahan put forward the sea power theory, who can control the
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sea, who can become a world power; the key to controlling the ocean
is to control the world‘s critical sea lanes and straits. Mackinder put
forward the land rights theory, that with the development of land
transportation, the heartland of Eurasia has become the most critical
strategic area. The land power theory has had a profound impact on
world politics. In the 1940s, American international relations
scholar Spykman emphasized the importance of rimland and
carried forward continental margin theory, which was called
another theory of continental power theory. In the 1950 s,
American strategist Seversky put forward the theory that the
Arctic region is very important for the United States to compete
for air supremacy, namely air power theory. In 1973, American
geographer Cohen proposed the geopolitical strategic zone model,
which divided the world into two geopolitical strategic zones:
maritime trade zone and Eurasian continental zone. Between the
two regions there are three regions: South Asia, the Middle East and
Southeast Asia. South Asia is a potential geostrategic region, and the
Middle East and Southeast Asia are called fracture zones. In 1982,
Cohen proposed a revision of the geopolitical strategic zone model,
noting that Western European countries, Japan, and China had
developed into world powers; the role and status of India, Brazil, and
Nigeria had risen; and sub-Saharan South Africa had transformed
into a third fracture zone.

The World Economic Forum in Davos releases the Global Risk
Report every year. In the 2015 edition of the Global Risk Report,
geopolitical risk is defined as a systematic, cross-regional and cross-
industry global risk, covering violent conflicts between countries,
civil strife in important countries, large-scale terrorist attacks,
proliferation of weapons of mass destruction and failure of global
governance. The 2019 edition of the Global Risks Report lists some
specific manifestations of geopolitical risks, such as national collapse
or crisis, national governance failure, regional or global governance
failure, inter-state conflicts, and terrorist attacks.

David K. Bohl [1] defines geopolitical risks as trends in political
and economic changes that are potentially destructive to human well
being, arguing that geopolitical risks stem from three interrelated
risks: first, political risks arising from competition for power among
geopolitical actors, the most intense manifestation of which is
violent conflict, but may also include other forms of destructive
competition; second, economic risks caused by global or regional
economic and financial turmoil; third, natural risks caused by non-
human environmental changes, such as water shortage caused by
climate change. Geopolitical risks arise not only within a single risk,
but also from the contagion between risks. For example, water
shortage (a natural risk) may lead to military tension (a political
risk), resulting in trade disruption (an economic risk).

If we only focus on the geopolitical context of the text, maybe we
will not be able to better incorporate it into the economic sphere.
Fortunately, Caldara and Iacoviello [2] used big data and text-
mining techniques to create a quantitative standard for
geopolitical events and associated risks based directly on textual
analysis of news papers. They define global geopolitical risk as the
threat, realization and escalation risk caused by adverse events
related to war, terrorism, and tensions between countries. These
events affect the peace process in international relations.
Furthermore, they classify global geopolitical risks into global
geopolitical threat risk and global geopolitical act risks. Global
geopolitical threats include war threats, peace threats, military

build-ups, nuclear threats and terrorist threats. Global
geopolitical acts include the beginning of war, the escalation of
war and terrorist acts. Based on this, three indexes, global
geopolitical threat risk, global geopolitical act risk and global
geopolitical risk are constructed. In order to quantify the
magnitude of global geopolitical risks, Caldara and Iacoviello [2]
retrieved 25million articles published in major international English
newspapers since 1900. And they calculated the frequency of
occurrence of words related to geopolitical events and related
threats every month, and then standardized them, and finally
obtained the monthly global geopolitical risk (GPR) index. In
summary, the definition of geopolitical risk has not been unified.
However, this article draws on the global geopolitical risk index
measured by Caldara and Iacoviello [2], so we use their definition of
geopolitical risk.

Since the establishment of the geopolitical risk index, a large
number of scholars have conducted various empirical studies
[3–11]. World financial market volatility and even
macroeconomic cycles are strongly influenced by geopolitical
risk. Geopolitical risk shocks are always accompanied by periods
of high risk on financial markets. There are two direct and indirect
channels for this transmission. In the direct channel, after
geopolitical risk increases, it will affect the financial market and
reduce credit demand through cross-border capital flows, exchange
rate fluctuations, large fluctuations in commodity prices (crude oil),
and asset price adjustments (stocks and real estate). In terms of
indirect channels, most people are averse to the uncertainty created
by rising geopolitical risk, which will undoubtedly dampen
consumer and investor enthusiasm. High geopolitical uncertainty
may lead to lower employment and output. Consumers may delay
consumption, and businesses may delay investment because of
precautionary savings motives. As a result of the geopolitical risk
shock, the decline in economic activity will inevitably be reflected in
the financial markets. Especially when extreme events occur, there is
a huge impact on the global capital market and economic
environment. For example, during the three oil crises in 1973,
1979 and 1990, three major geopolitical conflicts broke out at the
same time, namely, the fourth Middle East war between Arab
countries and Israel, the Iran-Iraq war between Iran and Iraq,
and Iraq’s invasion of Kuwait war. The three major conflicts
have greatly damaged global economic growth, with global GDP
growth rates falling from 6.4%, 4.2%, and 4.6%–0.6%, 0.4%, and
1.5%, respectively.

Current research on global geopolitical risks mainly focuses on
energy prices and stock market returns. However, the impact on the
entire international stock market as a whole has not been involved.
The global economy plays different roles across various industrial
chains in the context of globalization. At the same time, because of
the need for investment diversification, a large amount of money is
invested in different stock markets to hedge risks. As a result, it is
difficult for any stock market to be immune to world geopolitical
shocks. Global stock markets are closely related. Stock market
correlations have always played an influential role in the study of
systemic financial risk. The 2008 subprime mortgage crisis
accelerated the contagion of U. S. stock price volatility to the
world capital markets, resulting in global stock market
turbulence. In recent years, with the continuous development of
modern econometric methods, examining the risk contagion effect
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from the perspective of complex networks has become an emerging
research topic in this field. Diebold and Yilmaz [12,13] developed a
risk spillover network analysis method, which can more deeply
reflect the price volatility spillover effect of financial markets. With
the help of this risk contagion analysis framework, we can not only
depict the intensity and correlation of risk contagion between
different financial sectors, but also identify the core path of risk
contagion.

Geopolitical risk is undoubtedly a systemic shock that has an
impact on worldwide equity markets. The impact of this natural
external impact on international stock market complex networks is
an issue that researchers in the academic community should focus
on. For example, after the Russia-Ukraine conflict, global stock
markets experienced significant volatility. However, unfortunately,
no scholars have conducted in-depth research and analysis on this
issue. Therefore, this paper focuses on the relationship between
global geopolitical risk and the connectedness (correlation) of the
entire international stock market return network. According to the
best of our knowledge, this is the first paper to focus on the impact of
global geopolitical risk on the connectedness (correlation) of the
entire international stock market. By using the quantile-on-quantile
approach, this paper aims to illustrate the asymmetric relationship
between different geopolitical risk shocks and different global stock
market correlations.

The main contributions of this paper are as follows. First, in
contrast to Li [8], although they also use complex networks to
explore the relationship between stock market, crude oil market
and geopolitical risks, they focused more on the Chinese stock
market and use the nonlinear Granger causality test to analyze the
potential nonlinear relationship between the three variables. They
also identified the main risk sources and risk transfer paths and
the lead-lag relationship between geopolitical risks, crude oil and
the Chinese stock market. We focus more on how global
geopolitical risks affect the total spillover effect (correlation) of
the overall international stock market and quantitatively analyze
the relationship between them. Second, we innovatively introduce
the quantile-on-quantile regression approch into the study of
geopolitical risk. The construction of the geopolitical risk index
provides a better quantitative indicator of geopolitical risk. This
enables us to investigate how different levels of geopolitical risk
will affect the connectedness of the overall international stock
market. Through the quantile-on-quantile method, it can further
characterize the asymmetric potential links between geopolitical
risks at different levels and global stock market networks with
different degrees of tightness, so as to deeply explore the causal
relationship in various states. Third, we not only study the impact
of the global geopolitical risk index on the correlation of global
stock prices, but also study their differential impact on the
correlation of global stock markets by deconstructing
GPR into the global geopolitical action risk index and the
global geopolitical threat risk index. We find that global
geopolitical threat risk and global geopolitical action risk have
significantly varying effects on the correlation of global stock
markets.

The rest of this article is organized as follows. Section 2 gives a
brief literature review. Section 3 introduces the data source and
description, and Section 4 summarizes the model and method.
Sections 5, 6 provide empirical results and conclusions.

2 Literature review

In recent years, more and more scholars begin to pay attention
to the impact of geopolitical risk on financial markets. On the one
hand, it is because Caldara and Iacoviello [2] constructed a
quantitative geopolitical risk index, which provides a solution for
more specific quantitative exploration of the impact of geopolitical
risks on financial markets. On the other hand, this is also because
global geopolitical risks are at an elevated level, and their impact on
financial markets is becoming more extensive and profound. As the
core energy resource of human society, oil is financialized at the
same time, making it an influential underlying asset in the financial
market. Moreover, oil itself is also associated with geopolitics, since a
substantial number of geopolitical conflicts often involve
competition for crude oil. Therefore, a variety of academic papers
attempt to clarify the relationship between oil prices and geopolitical
risks [5,6,14,15]. The results indicate that the relationship may be
positive or negative. Abdel-Latif and El-Gamal [16] argue that
falling oil prices also raise geopolitical risks. For net oil
importers, the rise in oil prices will increase their own
geopolitical risks, because they cannot bear the cost of soaring oil
prices [11]. The impact of oil on geopolitical risks is not always one-
way. Many people have explored how geopolitical risks affect oil
prices or their volatility. A large number of scholars have adopted
mathematical models to predict oil returns and volatility using
geopolitical risks [18–20].

Other scholars have given ways in which geopolitical risks can
affect stock markets [8,21–25], that is, using nonlinear Granger
causality tests and complex network models, they demonstrated that
geopolitical risks can affect stock prices by affecting oil prices. The
approach at least provides a way of thinking about the causal
relationship between geopolitical risks and global stock markets,
regardless of whether it accurately describes reality.

Meanwhile, academic communities have been exploring the
impact of terrorist activities on stock markets since the 9/
11 incident [26–30]. According to most studies, terrorist activity
negatively impacts stock returns, and these effects are primarily
evident in traditional financial markets and developing countries.
There is, however, a limitation to these studies in that they only focus
on terrorism. Other geopolitical risks, such as policy risks and war
risks, also contribute significantly to the volatility of financial
markets. Moreover, these studies only focus on developed
countries and ignore emerging market economies. In fact,
emerging markets are more vulnerable to geographical shocks.

For example, Balcilar et al. [3] studied the impact of geopolitical
risks on stock returns and volatility in the BRICS countries (Brazil,
Russia, India, China and South Africa) through the nonparametric
causality quantile method. They found that geopolitical risk has a
nonlinear and asymmetric effect on market returns in different
emerging economies, but a consistent effect on volatility. Hoque and
Zaidi [31] employed the Markov Switching Model to find that the
global geopolitical risk index and the country-specific geopolitical
risk index have completely different effects on the stock markets of
emerging economies. The global geopolitical risk index has both
positive and negative effects on the stock markets of these emerging
economies, but the country-specific geopolitical risk index has a
negative impact without exception. Some scholars have also tried to
use the geopolitical risk index to predict some indicators of financial
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TABLE 1 Statistical description.

variable N mean sd min p25 p50 p75 max

IBOVESPA 377 3.858 13.41 −50.34 −3.310 1.920 8.219 67.93

DJI 377 0.642 4.180 −16.41 −1.483 0.993 3.275 11.19

IXIC 377 0.871 6.264 −26.01 −2.002 1.593 4.401 19.87

SPX 377 0.636 4.252 −18.56 −1.755 1.146 3.348 11.94

FTSE 377 0.317 3.991 −14.86 −1.851 0.786 2.814 11.65

FCHI 377 0.350 5.299 −19.23 −2.780 0.936 3.807 18.33

GDAXI 377 0.583 5.927 −29.33 −2.400 0.937 4.159 19.37

N225 377 0.0331 5.779 −27.22 −3.484 0.419 3.940 14.97

KS11 377 0.345 7.445 −31.81 −3.347 0.440 4.049 41.06

HIS 377 0.506 6.879 −34.82 −3.129 1.039 4.244 26.45

SENSEX 377 1.058 7.551 −27.30 −2.960 1.039 5.741 35.06

SSEC 377 0.866 11.79 −37.33 −4.736 0.632 4.921 102.0

GPR 328 98.44 50.67 39.05 75.65 88.02 106.5 512.5

GPRT 328 97.99 43.62 36.69 73.53 88.55 108.0 415.2
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markets. Apergis [32] first used a k-order nonparametric causality
test to analyze whether geopolitical risks can predict stock returns
and volatility of global defense companies. The results show that
there is no evidence that the predictability of stock returns of these
defense companies comes from geopolitical risks, but it can affect the
risk profile of the company for some time to come. By adjusting the
frequency of using the geopolitical risk index, especially the mixed
frequency, the robustness and reliability of this prediction can be
effectively improved [33]. Salisu [34] used the GRACH-MIDAS
method to predict stock return volatility in 23 emerging economies
with geopolitical risks. The results show that the stock markets of
these emerging economies have experienced sharp fluctuations
under the influence of high geopolitical risks. Zhang and Hamori
[35] directly explored the spillover effects of the geopolitical risk
index of the BRICS countries on some macroeconomic variables in
the United States by using the extended network analysis method.
The results show that the geopolitical risks of China and Russia are
the main sources affecting the US stock market and volatility. Sohag
[10] focused his research on green energy stocks and green bonds.
The results show that geopolitical risk has a positive spillover effect
on green energy stocks and green bonds. He believes that this is
because investors tend to invest in these environmentally friendly
assets during the period of geopolitical risk, so as to achieve risk
hedging. We can see that the use of geopolitical indexes to directly
study the stock market is very limited, and the focus is primarily on
stock return and volatility. However, before this, Baker et al. [36]
constructed economic policy uncertainty similar to the geopolitical
risk index based on news texts, and many scholars have also used
economic policy uncertainty to carry out corresponding research,
proving that economic policy uncertainty has a strong negative
impact on stock returns (Arouri et al., 2016; Brogaard and Detzel,
2015; Kang et al., 2017). Some economic policies themselves,
however, have some endogenous interference with the stock
market. We hope to examine the impact of external shocks on it
more. Das [37]’s research using the quantile regression method
shows that whether it is geopolitical risk or economic policy
uncertainty, the impact of the two shocks on the stock market at
different quantiles is indeed heterogeneous, and this effect is more
manifested in the mean of the return rather than the variance. Based
on the above research content, this paper will focus on how global
geopolitical risk index impact on the return connectedness between
international stock markets under different quantiles of them.

3 Data and description

The stock market index is based on 12major global stock market
indices, including: IBOVESPA (Brazil), DJI (United States), IXIC
(United States), SPX (United States), FTSE (United Kingdom),
FCHI (France), GDAXI (Germany), N225 (Japan), KS11 (Korea),
HIS (Hong Kong, China), SENSE (India), SSEC (China). The data
sample interval is from January 1991 to June 2022, which is derived
from the Wind database.

This paper uses the global geopolitical risk index created by
Caldara and Iacoviello [2] to measure the degree of geopolitical risk.
Based on Saiz and Simonsohn [38] and Baker et al. [36], the index
uses the share of articles on geopolitical events affecting the peaceful
development of international relations such as terrorist attacks and

wars reported by 10 newspapers published in the United States,
Britain and Canada to construct the daily and monthly geopolitical
risks of the world and some countries since 1900. Caldara and
Iacoviello [2] also constructed two sub-components of global
geopolitical threat risk (GPPT) and global geopolitical action risk
(GPRA) to distinguish different global geopolitical risks. Articles in
the GPRT index search include phrases related to threats and
military buildups, while the GPRA index search involves phrases
that implement or upgrade adverse events. The index is now widely
used in academia [39–41]. The data interval is from March 1995 to
June 2022.

Table 1 provides descriptive statistics for the data.

4 Methodology

4.1 Complex dynamic contagion network of
global stock market returns

Using the Vector Autoregressive Model (VAR) method, Diebold
and Yilmaz [12,13] constructed an information spillover network
between financial institutions, and then implemented the rolling
window method to build a continuous-time correlation network.
We use this method to construct the risk contagion and correlation
network of global stock market returns. The specific construction
process is as follows.

Firstly, we consider an N-dimensional VAR p) process with
stationary covariance:

Yt � ∑p
i�1
AiYt−i + εt (1)

Where Yt � [y1, ..., yp] represents the logarithmic return vector
of the stock market, and yi represents the logarithmic return of a
certain stock market; and εt ~ (0,Σ) represents the independent
identically distributed disturbance vector. Convert Eq. 1 to its Vector
Moving Average (VMA) representation:

Yt � ∑∞
i�0
Ψiut−i (2)

Here, the N × N coefficient matrix Ψi obeys the following
recursive formula:

Ψi � A1Ψi−1 + A2Ψi−2 + ... + ApΨi−p (3)

TABLE 2 Global stock market return contagion matrix.

y1 y2 / yp FROM

y1 ~d
gH
11

~d
gH
12

/ ~d
gH
1k Σk

j�1~d
gH
1j , j ≠ 1

y2 ~d
gH
21

~d
gH
22

/ ~d
gH
2k Σk

j�1~d
gH
2j , j ≠ 2

..

. ..
. ..

. 1 ..
. ..

.

yp ~d
gH
k1

~d
gH
k2

/ ~d
gH
kk Σk

j�1~d
gH
kj , j ≠ k

TO Σk
i�1~d

gH
i1,t , i ≠ 1 Σk

i�1~d
gH
i2,t , i ≠ 2 / Σk

i�1~d
gH
ik,t , i ≠ k TSP
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Ψ0 is an N × N identity matrix with Ψi = 0 for i < 0.
Diebold and Yilmaz [12,13] defined the information spillover

effect as the contribution of forecast error variance, that is, in the
case of i ≠ j, after the impact of yj on yi, the proportion of the H-step
forecast error variance of yi can be explained by the impact of yj.
This contribution ratio reflects the degree to which the change of
variable yi is affected by other variables in the system.

The generalized forecast error variance decompositions matrix
θgij(H) � [dgHij ] can be expressed by the following formula:

dgHij � σ−1jj ∑H−1
h�0 e′iΨhΣej( )2

∑H−1
h�0 e′iΨhΣΨ′

hei( ) (4)

Where ej is the selection vector whose jth element is one and
other elements are 0; Ψh is the coefficient matrix in vector moving
average model; Σ is the variance matrix of εt; σjj is the diagonal
element of matrix Σ. This generalized forecast error variance
decomposition method makes the variable ordering in the VAR
model no longer affect the results of variance decomposition, so that
we no longer have to stick to the variable ordering in the model,
making it easier for us to analyze the relevant results [13] (Koop
et al., 1996; Pesaran and Shin, 1998).

However, due to ∑k

j�1d
H
ij,t ≠ 1, in order to match the traditional

variance decomposition results, we add and standardize each
element in the generalized forcast error variance decomposition
matrix by rows.

~d
gH

ij � dgHij
ΣN
j�1d

gH
ij

(5)

By constructing ΣN
j�1~d

gH
ij � 1 and ΣN

i,j�1~d
gH
ij � N, we can calculate

the connectedness matrix ~θgij(H) � [~dgHij ] of global stock market

returns in H step, as follows:

~θgij H( ) �

~d
gH

11
~d
gH

12 / ~d
gH

1k

~d
gH

21
~d
gH

22 1 ~d
gH

2k

..

. ..
.

1 ..
.

~d
gH

k1
~d
gH

k2 / ~d
gH

kk

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (6)

The market contagion effect CH
i ← j from stock market j to stock

market i can be defined by:

CH
i ← j � ~d

gH

ij (7)

Specifically, in the connectedness matrix ~θgij(H), the non-
diagonal element row i, column j represents the market
contagion effect of the return in the stock market j on the stock
market i; the jth row and ith column of ~θgij(H) reflect the market
contagion effect of stock market i on stock market j.

At the same time, the net contagion (NC) effect from stock
market j to stock market i can be expressed by the following formula:

NCH
i←j � CH

i ← j − CH
j ← i (8)

In addition, the elements in the column of “FROM” in the
matrix indicate that the variable i is subject to the risk contagion
effect CH

i ←• from all other variables, that is:

CH
i ←• � Σk

j�1~d
gH

ij , j ≠ i (9)

At the same time, the elements in the row of “TO” in the matrix
represent the risk contagion effect of variable j on all other
variables CH

•← i:

CH
•← i � Σk

i�1~d
gH

ij,t , i ≠ j (10)

On this basis, we can also calculate the net contagion effect of
stock market i on all other stock markets CNet

i :

CNet
i � CH

•← i − CH
i ←• (11)

The total international stock market return contagion effect TSP
between stock markets can be expressed as:

TSP � 1
N

∑
i,j�1
i≠j

~d
gH

ij (12)

TSP is equivalent to summing and averaging the elements in the
row of “FROM” or the column of “TO”. Based on the basic idea of
the above network topology method and related formula definitions,
the global stock market return contagion (connectedness/
correlation) matrix in Table 2 is constructed.

In order to further obtain the time series of the above matrix, we
use the rolling window estimation method according to Diebold and
Yilmaz [12,13]. First, in order to avoid over-parameterization of the
model, we set the VAR to order 1, that is, p = 1. Since we use monthly
data, in order to balance the time window and the number of
estimated results, we set the rolling window to 50 days. Then, we
perform rolling window estimation according to the above method,
and let H = 10 estimate the dynamic risk contagion network between
global stock markets. Before the estimation of VAR model, this
paper has carried out a stationary test on the logarithmic return of
each stock market index. The results show that each sequence is a
stationary sequence and can be estimated by a VAR model.

4.2 Quantile on quantile regression

4.2.1 Quantile regression model
The traditional linear regression model describes the mean influence

of the independent variable on the value of the dependent variable.
However, it is difficult to satisfy the assumption that the random
disturbance term is identically distributed in real life. Therefore, in the
late 1970s, Koenker and Bassett [42] first proposed the standard quantile
regression model. They used the conditional quantile of the dependent
variable to regress on the independent variable. Therefore, comparedwith
the rough description of the linear model, quantile regression can more
accurately describe the influence of the independent variable on different
positions of the dependent variable. The model is as follows:

Q̂y τ( ) � argmin α {∑i:yi ≥ α
τ yi − α
∣∣∣∣ ∣∣∣∣ +∑

i:yi < α
1 − τ( ) yi − α

∣∣∣∣ ∣∣∣∣} (13)

4.2.2 Quantile on quantile regression approach
However, the standard quantile regression model does not account

for the effect of different distributions of the independent variables on
the dependent variables. Therefore, Sim and Zhou [43] proposed the
Quantile-on-Quantile Regression Approach (QQR) in their study
regarding the relation between oil and stock returns.
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This paper will focus on how global geopolitical risk index
impact on the return connectedness between international stock
markets under different quantiles of them. To this end, we first
propose the linear regression model as follows:

ΔTSPt � β1GPRt + β2ΔTSPt−1 + εt (14)
Convert this OLS model into QQ model:

ΔTSPt � βθ GPRt( ) + αθΔTSPt−1 + εθt (15)
ΔTSPt represents the first difference of total international stock

market return contagion effect at time t. This paper takes the first-
order difference, as TSP is not stationary. GPRt is the global
geopolitical risk index at time t. θ is the θ quantile of
distribution. εθt is the error term, and βθ is the unknown
parameter, which explains the influence of global geopolitical risk
on the total connectedness between international stock markets for
different θ quantile. The above standard quantile regression model
can study the spillover effect of global geopolitical risk on different
quantiles of ΔTSPt, but it cannot explain the spillover effect of
different states of GPRt on ΔTSPt. High-risk status and low-risk
status may have different effects on the degree of international stock
market correlation, and the degree of stock market correlation may
also have different reactions to it. Therefore, it is necessary to
examine the relationship between the τ quantile of geopolitical
risk (GPRτ) and the θ quantile of global stock market
connectedness. Since βθ is unknown, it can be approximated by
the first-order Taylor expansion of GPRτ as follows:

βθ GPRt( ) ≈ βθ GPRτ( ) + βθ′ GPRτ( ) GPRt − GPRτ( ) (16)
To rewrite βθ(GPRτ) and βθ′(GPRτ) as β0(θ, τ) and β1(θ, τ), Eq.

16 is transformed into Eq. 17:

βθ GPRt( ) ≈ β0 θ, τ( ) + β1 θ, τ( ) GPRt − GPRτ( ) (17)
Substitute (17) into (15) and get the following formula:

ΔTSPt � β0 θ, τ( ) + β1 θ, τ( ) GPRt − GPRτ( ) + α θ( )ΔTSPt−1 + εθt
(18)

Eq. 18 represents the θ conditional quantile of ΔTSPt, where
α(θ) �� αθ, β0(θ, τ) is the intercept term, and β1(θ, τ) is an
estimated parameter reflecting the impact of τ quantile GPRt on
θ quantile ΔTSPt. β0(θ, τ) and β1(θ, τ) are different from the
standard quantile regression, because β0 and β1 are associated
with θ and τ. Eq. 18 can reflect the comprehensive relationship
between the τ quantile global geopolitical risk and the θ conditional
quantile of the first-order difference of TSP.

By minimizing Eq. 19, the local linear estimates of b0 (β0(θ, τ))
and b1 (β1(θ, τ)) can be obtained:

min
b0 ,b1

∑n
i�1
ρθ ΔTSPt − b0 − b1 GPRt − GPRτ( ) − α θ( )ΔTSPt−1[ ]K Fn GPRt( ) − τ

h
( )

(19)

We define ρθ � u(θ − I(u< 0)), where ρθ is the loss function of
the θ conditional quantile; I is the indicator function; K(·) is the
kernel function, which is used to weight the adjacent values of GPRτ;
and h is the bandwidth parameter of the kernel function. Because the
Gaussian kernel function has the characteristics of extreme
simplicity and high efficiency, this paper uses the Gaussian
kernel to weight the observed values. The weight is inversely
proportional to the distance between the empirical distribution of
GPRt and GPRτ. The farther the distance from the observed value,
the lower the weight, and vice versa, as shown in Eq. 20:

Fn GPRt( ) � 1
n
∑n

k�1I GPRk <GPRt( ) (20)

TABLE 3 Global stock market return correlation network.

IBOVESPA DJI IXIC SPX FTSE FCHI GDAXI N225 KS11 HIS SENSEX SSEC FROM

IBOVESPA 7.53 6.27 7.57 7.57 6.66 6.55 5.51 6.42 9.52 5.54 3.60 72.75

DJI 5.99 10.16 15.30 9.08 8.42 9.09 5.99 5.17 7.52 3.72 2.39 82.82

IXIC 5.73 10.78 14.05 7.98 7.66 8.62 6.49 5.86 7.48 4.54 2.17 81.36

SPX 6.02 14.39 12.24 9.00 8.54 9.04 5.97 5.22 7.35 3.96 2.18 83.91

FTSE 6.10 9.84 8.01 10.44 11.28 10.27 5.24 6.12 8.03 3.88 2.19 81.39

FCHI 5.46 8.96 7.80 9.74 11.39 14.09 6.84 5.31 5.99 3.56 1.90 81.05

GDAXI 5.44 9.59 8.55 10.13 9.94 13.46 6.72 5.69 6.84 3.91 1.93 82.21

N225 6.18 7.86 7.95 8.20 6.27 8.58 8.47 6.72 5.81 4.61 3.01 73.66

KS11 6.33 6.72 7.55 7.42 7.93 6.47 7.08 6.68 8.79 5.50 3.34 73.81

HIS 7.62 8.78 8.03 9.05 8.87 6.80 7.48 5.06 7.67 5.27 5.08 79.71

SENSEX 7.23 6.66 7.95 7.42 5.95 5.59 6.22 5.72 7.48 7.70 3.10 71.00

SSEC 5.52 4.78 4.38 4.59 4.15 3.97 3.95 4.06 5.37 8.33 3.94 53.06

TO 67.61 95.87 88.90 103.91 88.14 87.43 90.87 64.27 67.03 83.37 48.44 30.90 TSP = 76.40

NET −5.14 13.05 7.54 20.00 6.74 6.38 8.66 −9.39 −6.79 3.66 −22.56 −22.16
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Bandwidth selection is very significant for the kernel function. If
the bandwidth is too narrow, the estimation error becomes smaller
but the variance increases. If the bandwidth is too large, the
estimation variance becomes smaller but the error increases. This
paper uses Sim and Zhou [43] bandwidth selection, and selects h =
0.05 in the following empirical process.

5 Empirical results

5.1 Global stock market dynamic contagion
network

In this section, we give the relevant estimation results of the
global stock market return contagion network.

5.1.1 Global stock price linkage network
Table 3 shows the stock market return connectedness matrix for

the full sample. Since we use a rolling window to estimate the data,
each window period can generate a market return connectedness
matrix. Table 3 shows the mean value of the connectedness matrix
~θgij(H) of all window periods. The element ij represents the spillover
effect of the j stock market index on the i stock market index.

Table 3 shows that the average TSP of all stock markets is
76.40 percent. This shows that on average, the world’s major stock
market indexes exhibit a very high correlation degree. This is a major

reason for the transmission of financial market risks to various
markets.

Additionally, Table 3 indicates that the Standard & Poor’s
500 Index (SPX), the Dow Jones Industrial Index (DJI), and the
German Frankfurt DAX Index (GDAXI) are the three stock market
indexes that have the greatest impact on the world. Their impact on
global stock market returns is 20%, 13.05% and 8.66%, respectively.
The results indicate that North American and European equity
markets are leading the way for global equity markets, with other
markets following more closely behind. The above results are not
surprising. Because the United States is still the world’s largest
economy at this stage, its economic strength radiates around the
world; and because of the special status of the dollar, the size of the
United States stock market and trading volume is still the largest in
the world, so the United States stock market has a huge impact on
the world economy. As a powerful industry in Europe, Germany’s
financial strength, economic strength and political strength are
second to none in Europe. The trend of the German stock
market can be used as an effective indicator of European
economic and financial health.

Finally, from Table 3, we can also find that India‘s Mumbai
Sensitive 30 Index (SENSEX), Shanghai Composite Index (SSEC)
and Nikkei 225 Index (N225) are the main recipients of global stock
market spillover effects, with values of −22.56%, −22.16% and-
9.39%, respectively. India and China are the world’s two largest
emerging markets, making their stock markets attractive to

FIGURE 1
Total spillover (TSP).
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international investors. There is still a gap between its stock market
development and scale and that of developed countries. So, it is more
likely to follow the trend of the United States and European stock
markets. Japan is the most sought-after haven for global investors
except the United States, and the yen is also one of the most valuable
reserve currencies. Investors often use the yen and the Japanese
stock market for related arbitrage transactions, so Japanese stocks
are very vulnerable to other markets.

5.1.2 Dynamic network in the global stock market
In Figure 1, we draw the total international stock market return

contagion effect in the rolling sample window. Overall, we can
observe three distinct stages. The first phase began in 1995 and
ended in early 2009; the second stage lasted from early 2009 to early
2018; the third stage is from 2018 until 2022.

The first stage coincides with the process of economic
globalization around the world. In the process of globalization,
most countries in the world have opened up their financial
markets, which has greatly increased the linkage between stock
prices on various stock markets. The second phase occurred nearly
10 years after the financial crisis. In the 10 years after the financial
crisis, governments and investors around the world have absorbed
relevant experience. They have carried out strict supervision of
capital market openings and derivatives trading. These regulatory
measures have reduced the linkage between stock markets in various

countries to the level before the crisis. In the third stage, major
geopolitical conflicts such as the Sino-US trade war and the Russo-
UkrainianWar began to occur frequently. Major risk events not only
impact a stock market, but also have a significant impact on the
global economy and financial markets. Thus, the price linkage
between the various stock markets has been rising in the past 5 years.

Figures 2, 3 show the time series of directional connectedness
(“TO” and “FROM”) of each stock market.

From Figure 2, we can see that in the 2008 financial crisis, the
“TO” spillover effect of the four stock indexes of DJI, SPX,
N225 and FTSE all had an obvious peak, while the “TO”

spillover effect of other stock market indexes had no obvious
peak. This shows that during the financial crisis, the source of risk
was mainly generated by the DJI, SPX, N225, FTSE four indexes.
This result is relatively easy to understand, mainly because the
US, Japan, and the UK have more active derivatives trading,
similar pre-crisis financial regulatory policies, and very high
financial dependence. Therefore, when the U. S. subprime
mortgage crisis hit, the four indexes had the fastest response.
As the crisis deepened, the impact of these four indices slowly
spread to other developed and emerging markets.

Another obvious characteristic of Figure 3 is that the change of
“FROM” effect is smoother than the change of “TO” effect. This
result is consistent with many other studies. This difference is not
difficult to explain. When a single stock market index produces an

FIGURE 2
To spillover.
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impact, this impact is expected to be transmitted to other stock
market indexes. However, when individual stock market indexes
receive total impacts from other markets, some fractions of this total
impact are very small and can be ignored. Some may be quite large.
At this time, the “TO” effect will obviously show more peaks. When
a stock market index is hit, one can expect the impact to have a
scattered spillover effect on other stock markets. Since each stock
market index will be affected by the spillover effects of all other
markets, these spillover effects are often smoother after being
summed up.

Figure 4 shows the time series diagram of the “NET” index.
From Figure 4, we can get a similar conclusion to Table 2. For the
most part of the time, the “NET” indicator time series charts of
the India Mumbai Sensitivity 30 Index (SENSEX) and the
Shanghai Composite Index (SSEC) are below the 0 level. This
shows that stock price changes in these two markets are mainly
affected by changes in other stock markets. These two indicators
have a limited influence on other market indexes. Additionally,
the S&P 500 Index (SPX), the Dow Jones Industrial Average
(DJI), and the German DAX Index (GDAXI) three “NET”
indicator time series diagram is above 0 levels at most of the
time, indicating that the world’s stock market index price changes
are mostly driven by these three index fluctuations. These results
are consistent with the conclusions of Table 2.

5.2 Global geopolitical risk (GPR) and global
stock market total connectedness

Standard quantile regression can estimate the impact of global
geopolitical risks on the connectedness of global stock market
returns in different states. However, it cannot capture the
asymmetric spillover effect of global geopolitical risks on the
connectedness of global stock market returns. This ignores the
possibility of different states of global geopolitical risks. For
example, the impact of global geopolitical risks under high and
low risk conditions on the connectedness of global stock market
returns may have asymmetric heterogeneity. Therefore, standard
quantile regression cannot capture the subtle economic relationship
between the two.

The quantile-on-quantile regression model [43] can
effectively solve this problem, which characterizes its impact
on θ quantile of global stock market connectedness through the τ
quantile of global geopolitical risk. Since the estimation
coefficients β0(θ, τ) and β1(θ, τ) are functions of quantiles θ
and τ, we can explore the spillover impact of different states
of global geopolitical risk on the connectedness of global
stock market returns by changing quantiles θ and τ, which
can provide more useful information for regulators and
market investors.

FIGURE 3
From spillover.
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In this section, we use quantile-on-quantile regression [43] to
analyze the impact of global geopolitical risks on the connectedness
of the global stock market at different quantiles.

5.2.1 QQR estimation results of intercept for GPR
First, we characterize the intercept influence of global

geopolitical risk (GPR) on the connectedness between global
stock markets through the intercept term in the formula, namely
the estimate of β0(θ, τ). Because the intercept term β0(θ, τ) is
determined by θ and τ, it will change at different GPR quantiles
and different ΔTSP quantiles, that is, β0(θ, τ)will change at different
geopolitical risk quantiles and different global stock market
connectedness quantiles. The Z-axis in Figure 5 reflects an
estimated value of the intercept term β0(θ, τ). The ΔTSP-axis is
the θ quantile of ΔTSP, and the GPR-axis is the τ quantile of the
global geopolitical risk. A low quantile of GPR indicates a low risk
state, while a high quantile indicates a high risk state. The low
quantile of ΔTSP implies that the global stock market is in a state of
loose correlation, while the high quantile suggests that the global
stock market is in a state of close correlation.

Figure 5 illustrates the estimated value of β0(θ, τ), which is
influenced by geopolitical events and the tightness of global market
correlation itself. Our results can be summarized as follows:

First, in general, this intercept term β0(θ, τ) increases with the
rise of the connectedness degree of the global stock market. This

means that this intercept will be greater at a higher level of global
market correlation. Interestingly, this change is very dramatic when
the global market connectedness changes from loose to tight, that is,
from the low to high of the θ quantile. When the ΔTSP is low
(θ ∈ [0, 0.1]), the increase in the global stock market correlation will
cause the intercept term to rise rapidly (from negative to zero). Then,
the intercept changes gently from 0.07 to 0.9 at the θ quantile and
rises rapidly after 0.9.

Secondly, when ΔTSP is in the same θ quantile, the quantile
change of GPR will also lead to the change of the intercept term
β0(θ, τ). In particular, the intercept term β0(θ, τ) is not much
different in most cases at the lower ΔTSP quantile, that is, ΔTSP
is about 0.05–0.07 quantile, but at the 0.3–0.4 quantile of the GPR, it
shows a sudden depression trough, where β0(θ, τ) is estimated to be
an extreme negative value of-2.28. On the contrary, in the higher
ΔTSP quantile (0.9–0.95), the intercept term β0(θ, τ) also has two
obvious peaks, one is in the case of lower geopolitical risk, that is,
GPR is near 0.05–0.07, and the other is near 0.33–0.39. This suggests
that when global stock markets are closely linked and the GPR is
near these two quantile values, it will further strengthen the
connectedness of global stock markets. And geopolitical risk, at
the 0.3–0.4 quantile, further disintegrates this correlation when
global equity markets are more loosely connected.

Finally, on the whole, when ΔTSP is lower the median, nomatter
what the geopolitical risk is, the intercept term β0(θ, τ) is basically

FIGURE 4
Net spillover.
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negative, and when ΔTSP is higher the median, no matter what the
geopolitical risk is, the intercept term β0(θ, τ) is basically positive.
This is further evidence that the same degree of geopolitical risk has
heterogeneous effects on global stock markets at different levels of
correlation.

5.2.2 QQR estimation results of slope for GPR
In the previous section, we discuss the estimation results of the

intercept term of β0(θ, τ), and the marginal effect of the influence of
geopolitical risk on the connectedness of global stock markets is
represented by β1(θ, τ). Figure 6 visualizes the estimation results of
β1(θ, τ). The Z-axis represents the estimated value of the slope
coefficient β1(θ, τ) under different θ quantiles and τ quantiles. The
ΔTSP-axis and GRP-axis have the same meaning as Figure 5.

We can see that Figure 6 is very similar to Figure 5 at the peak.
When the global stock market connectedness is at a high quantile,
that is, the stock markets are in a state of close interaction, about
0.9–0.95, and the global geopolitical risk is at about 0.35 quantile,
β1(θ, τ) shows a significant peak, and the estimated positive value of
β1(θ, τ) is 0.4748. This shows that under the condition that global
stock markets are closely related, when the global geopolitical risk
around the 0.35 quantile, GPR has a positive marginal effect on the
connectedness of global stock markets. On the contrary, β1(θ, τ)
displays a sunken trough when the global stock market
connectedness is in the low quantile, about 0.05–0.07, and the

GPR is in the 0.31–0.35 quantile. And the negative value of
β1(θ, τ) is estimated to be −0.2301, which indicates that the
global geopolitical risk around the 0.35 quantile will have a huge
negative impact on the connectedness of global stock markets under
the condition of loose interaction between international stock
markets. Similarly, when the global stock market correlation is at
the high quantile, about 0.91–0.95, and the GPR is at the
0.49 quantile, the estimated positive value of β1(θ, τ) is 0.1521.
This shows that under the condition that the global stock market is
closely related, the 0.49 quantile GPR has a positive marginal effect
on the global stock market correlation. On the contrary, when the
correlation degree of the global stock market is in the low quantile,
about 0.09, and the GPR is in the 0.51 quantile, a negative value of
β1(θ, τ) is estimated to be −0.119, indicating that under the
condition of loose correlation of the global stock market, the
geopolitical risk around the 0.51 quantile has a negative marginal
effect on the correlation degree of the global stock market. This
“magnifying glass” effect is very significant in the extreme case of
global stock market correlation, that is, global stock market
connectedness is extremely close (or loose), and the positive
(negative) effect of geopolitical risk on global stock market
connectedness will be very obvious. The marginal effect induced
by the same geopolitical risk quantile is completely different given a
different closeness of global stock market correlation, which is
compatible with the heterogeneous effects discussed above.

FIGURE 5
QQR estimate of β0(θ, τ) for GPR.
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The marginal effect that is completely opposite to this
“magnifying glass” effect is called the “reins” effect, which
appears in the 0.37–0.40 quantile and 0.49 quantile of GPR.
Specifically, when the global stock market correlation is at the
low quantile, about 0.05–0.07, the GPR is at the
0.37–0.40 quantile, and the estimated positive value of β1(θ, τ)
is 0.1764. This shows that under the condition of loose correlation
of global stock markets, the 0.37–0.40 quantile GPR has a positive
marginal effect on the correlation of global stock markets, and
reduces the negative impact of GPR on the correlation of global
stock markets (in Figure 5, the θ quantile of 0.05 and the τ
quantile of 0.39, the estimated value of β0(θ, τ) is −1.891). On the
contrary, when the correlation degree of the global stock markets
is in the high quantile, about 0.91–0.95, and when the GPR is in
the 0.37–0.40 quantile, a significant peak of β1(θ, τ) is estimated,
which is negative −0.4571, indicating that under the condition of
close correlation of the global stock market, the GPR around the
0.37–0.40 quantile has a significant negative marginal effect on
the correlation degree of the global stock markets. The positive
effect of geopolitical risk on the correlation of global stock
markets is reduced (in Figure 5, at the θ quantile of 0.95 and
the τ quantile of 0.39, the β0(θ, τ) estimate is 4.605). In simple

terms, the “reins” effect suppresses the impact of geopolitical risk
on the connectedness of global stock markets.

However, this difference appears “U-shaped” when the
geopolitical risk is around 0.59–0.61, that is, in the case of
high and low global market connectedness, the estimated value
of β1(θ, τ) is positive, and the global geopolitical risk of this
quantile has a positive marginal effect on the connectedness of
global stock markets. Finally, when global geopolitical risk is at a
high level, that is, 0.89–0.95 of the τ quantile, this marginal
effect seems to disappear, and β1(θ, τ) exhibits an estimate
close to 0, regardless of any quantile of global stock markets
connectedness.

5.3 Global geopolitical action risk (GPRA)
and global stock market total
connectedness

In this section, we replace the variable of global geopolitical risk
(GPR) with the global geopolitical action risk (GPRA). This section
focuses on how geopolitical action risk (GPRA) affects the total
connectedness of global stock markets.

FIGURE 6
QQR estimate of β1(θ, τ) for GPR.
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5.3.1 QQR estimation results of intercept for GPRA
Figure 7 shows the intercept effect of global geopolitical action

risks on the connectedness of global stock markets, the estimate of
the intercept term β0(θ, τ). The Z-axis represents the estimated
value of the intercept term β0(θ, τ), the ΔTSP-axis is still the θ
quantile of the first-order difference of the global stock market
correlation, and the GPRA-axis is the τ quantile of GPRA.

Figure 7 shows the intercept impact of GPRA on the
connectedness of global stock markets, and the results are highly
similar to Figure 5. This still represents a change in the intercept
influence of GPRA on global stock market correlation from
promotion to inhibition when global stock market correlation is
close to loose. Based on Figure 7, it can be seen that when the global
stock market connectedness is high, i.e., when the θ quantile is
0.87–0.95, regardless of GPRA, the estimated value of β0(θ, τ) is
positive, meaning that any GPRA will make the global stock market
more closely tied. When the global stock market interaction is at a
low quantile, that is, the \theta quantile is 0.05–0.11, regardless of
GPRA risk, the estimated value of β0(θ, τ) is negative, indicating that
any geopolitical action risk will make the global market more loosely
correlated. Specifically, when the GPRA is at the 0.43 quantile, the
estimated value of β0(θ, τ) reaches the maximum positive number of
2.79. Interestingly, β0(θ, τ) is estimated to have the largest negative
value of−0.5367 in the case of low correlation of global stock markets

when the GPRA is in the 0.45 quantile. Similarly, when the GPRA is
in the 0.69 quantile, the estimated value of β0(θ, τ) achieves a
minimum negative value of −2.385. When the quantile in the
opposite direction is similar, that is, when the correlation degree
of the global stock market is in the high quantile and the GPRA is in
the 0.73 quantile, the estimated value of β0(θ, τ) achieves a
minimum positive value of 0.8975.

In general, Figure 7 still shows a monotonous change feature,
i.e., when the GPRA is at the same quantile, the impact of GPRA on
the global stock market connectedness shows a trend from negative
to positive.

Reflected in the estimated value of β0(θ, τ), it changes from
negative to positive. Similar to Figure 5, when the connectedness
degree of the global stock market is below the median, the intercept
term β0(θ, τ) is basically negative regardless of GPRA. When the
connectedness degree of the global stock market is above the
median, the intercept term β0(θ, τ) is basically positive regardless
of GPRA.

5.3.2 QQR estimation results of slope for GPRA
In Figure 8, we visualize the marginal effect of the influence of

GPRA on the connectedness of global stock markets determined by
different θ quantiles and different τ quantiles, that is, β1(θ, τ) in
regression. The Z-axis represents the marginal effect β1(θ, τ)

FIGURE 7
QQR estimate of β0(θ, τ) for GPRA.
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estimate. The ΔTSP-axis is still the θ quantile of the first-order
difference of the global stock market correlation, and the GPRA-axis
is the τ quantile of the GPRA.

When compared to the visual Figure 6 of the marginal effect,
Figure 8 shows some similarities, but a closer look will reveal a lot of
differences. In Figure 6, when the global stock market correlation is
at a high level, about 0.91–0.95 quantile, and the GPR is at
0.39 quantile, the marginal effect of the GPR on the global stock
market connectedness is estimated to be the minimum valley value.
However, in Figure 8, after replacing the GPR with the GPRA, the
highest peak value of 0.1869 is estimated under the same quantile
conditions. That is to say, under the same quantile conditions, GPR
has a negative impact on the global stock market connectedness, and
this marginal effect is negative. But, the GPRA has a positive impact
on the global stock market connectedness, and the marginal effect is
positive. Therefore, it can be seen that after refining the types of
geopolitical risks, the impact of geopolitical risks on the
connectedness of global stock markets has reached very different
conclusions.

Meanwhile, for Figure 8, we can observe several “U-shaped” or
“inverted U-shaped” phenomena. When the GPRA is in the
0.37–0.41 quantile, if the global stock market correlation is very
close or very loose, the estimated value of β1(θ, τ) shows a positive
peak, and when the global stock market correlation is not in the higher

quantile or lower quantile, the estimated value of β1(θ, τ) tends to 0 or
even negative. At this time, under the condition of extreme global stock
market connectedness, the GPRA has a positive marginal effect on the
connectedness of global stock markets, and there is a “one-way” effect,
that is, whether in the case of loose connectedness of global stockmarket
or in the case of close correlation of global stock market, the increase of
GPRA shows a positive marginal effect. Under the extremely loose
conditions of the global stock market, the marginal effect between the
GPRA and the connectedness of global stock market is estimated to
be −0.102. So, the negative marginal effect means that under this
quantile, the increase of the GPRA will aggravate the negative
impact of the GPRA on the connectedness of the global stock
market. When the connectedness degree of the global stock market
is at a high quantile, the GPRA has a positive constant effect on the
connectedness degree of the global stock market. At this time, the
estimated marginal effect of the GPRA on the connectedness degree of
the global stock market is −0.1722. Therefore, the negative marginal
effectmeans that under this quantile, the increase in theGPRAwill have
a negative impact on the connectedness degree of the global stock
market. At this time, the “one-way “effect of the slope β1(θ, τ) becomes
negative, and this “U-shaped” and “inverted U-shaped” opposite effects
are very interesting.

Similar to Figure 6, the risk of local political action is at a high
level, that is, 0.89–0.95 of the τ quantile. This marginal effect

FIGURE 8
QQR estimate of β1(θ, τ) for GPRA.
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disappears, and β1(θ, τ) shows an estimate close to 0 regardless of
any quantile of the global stock market correlation.

5.4 Global geopolitical threat risk (GPRT) and
global stock market total connectedness

In this section, we use global geopolitical threat risk (GPRT) to
study how geopolitical threat risk affects the connectedness of global
stock markets.

5.4.1 QQR estimation results of intercept
First, Figure 9 is a visual image of the estimated value of the

intercept term β0(θ, τ) of the quantile-on-quantile regression for
GPRT. Where the Z-axis characterizes the estimate of the intercept
term β0(θ, τ), the ΔTSP-axis is still the θ quantile of the first-order
difference of the global stock market correlation, and the GPRT-axis
is the τ quantile of GPRT.

The most striking thing in Figure 9 is that when the global stock
market connectedness is highly correlated (the quantile is at
0.91–0.95), while the GPRT is at a low level (the quantile is
0.05–0.09), the estimated value of marginal effect β0(θ, τ) reaches
a very high peak of 6.012, indicating that the minimal GPRT at this

time will also cause a dramatic increase in the connectedness of
global stock markets. In addition, when the global stock markets are
highly correlated, the estimates of marginal effect β0(θ, τ) have two
other lower peaks of 2.572 and 2.518 at the 0.45 and 0.59 quantiles of
GPRT respectively. In contrast, the estimates of β0(θ, τ) are negative
in the quantiles with low connectedness in global stock markets.

On the whole, the estimation results of Figure 9 are similar to
those of Figures 5, 7. They all show the monotonic change of the
estimated value of β0(θ, τ) when the connectedness degree of the
global stock market is in different situations under the same quantile
of GPRT.When the connectedness degree of the global stock market
is low, the negative β0(θ, τ) gradually rises to 0 as the connectedness
degree of the global stock market becomes closer, and then increases
to positive, which means that the impact of GPRT on the
connectedness of the global stock market gradually changes from
negative to positive. When the global stock market connectedness is
in the middle quantile part, the estimated value of β0(θ, τ) is almost
zero, indicating that there seems to be no relationship between
GPRT and global stock market connectedness.

5.4.2 QQR estimation results of slope
Figure 10 describes the marginal effect of GPRT on the

connectedness of global stock markets. In Figure 10, the Z-axis

FIGURE 9
QQR estimate of β0(θ, τ) for GPRT.
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still represents the estimated value of the slope term β1(θ, τ) in the
quantile-on-quantile regression. The ΔTSP-axis is still the θ quantile
of the first-order difference of the global stock market
connectedness, and the GPRT-axis depicts the τ quantile of
the GPRT.

In Figure 10, when the connectedness level of the global stock
market is highly related (θ is 0.95 quantile), and the GPRT is low (τ is
0.07 quantile), the estimated value of β1(θ, τ) is −0.3278, which is the
minimum estimated value of β1(θ, τ) in the quantile-on-quantile
regression. This shows that when the connectedness levelof the
global stock market is high, the weak fluctuation in GRPT will have a
significant negative impact on the connectedness level of the global
stock market.

At the same time, the “magnifying glass” effect, the “reins” effect
and the “unidirectional” effect in Figures 6, 8 appear in the QQR
regression results of Figure 10. The “magnifying glass” effect can be
clearly observed in the results of Figure 10. When the GPRT is in the
0.23 quantile, the global stock market is in a highly correlated
condition, and the estimated value of β1(θ, τ) is 0.1164. The
weak rise of GPRT at this τ quantile will also increase the
connectedness of global stock markets when the global stock
markets are closely correlated. When the GPRT is in the
0.23 quantile and the global stock market is in a very loose

condition, the estimated value of β1(θ, τ) is −0.111. In other
words, when the global stock market correlation is low, the
change in GPRT will cause the global stock market correlation to
decline.

The unidirectional effect in Figure 10 is also very obvious. When
the GPRT is at the 0.39 quantile and the global stock market is in a
highly related condition, the estimated value of β1(θ, τ) is 0.1663.
When the global stockmarket is closely related, the rise of GPRT will
further strengthen its positive effect on global stock market
interconnectedness. The estimated value of β1(θ, τ) is
0.08045 when the GPRT is also at the 0.39 quantile and the
global stock market is in a very loose condition. Although the
estimated value is smaller, it indicates that the escalation of
GPRT will still have a positive impact on the global stock market
connection when the global stock market connectedness is low.

Similarly, we can also observe the “reins” effect in Figure 10.
When the GPRT is at the 0.47 quantile, the estimated value of
β1(θ, τ) is −0.1065 under the condition that the global stock market
is highly closely linked. And when the global stock market is very
loose, the estimated value of β1(θ, τ) is 0.1112. The above results
show that when the GPRT is at the τ quantile of 0.47 and the global
stock market connection is close, the rise of GPRT will weaken the
global stock market connectedness. Under the condition that the

FIGURE 10
QQR estimate of β1(θ, τ) for GPRT.
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global stock market correlation is very loose, the increase of GPRT
will increase the global stock market connectedness.

Finally, as with other slope estimates, when the GPRT is high,
this marginal effect is almost 0 regardless of the global stock market
correlation.

6 Conclusion

We use the vector autoregressive regression method (VAR) to
construct a global stock market return contagion network, and use
the quantile-to-quantile regression (QQR) to investigate the impact
of global geopolitical risks on global stock market connectedness.

The main results are summarized as follows:
First, the Indian stock market and the Chinese stock market act as

financial shock recipients in the global stock market. For most of the
time, the net spillover effects of India’s Mumbai Sensitivity 30 Index
(SENSEX) and Shanghai Composite Index (SSEC) are less than 0.
Generally, stock prices in these two markets follow those in other
markets, and these two markets have not much influence on other
market indices. The United States stock market and the German stock
market are shock transmitters in the global stock market. The S&P
500 Index (SPX), the Dow Jones Industrial Average (DJI), and the
Deutscher Aktien Index (GDAXI) in Germany have net spillover effects
over 0. Changes in stock prices in these markets lead to fluctuation in
stock prices in other markets. It is not difficult to understand that India
and China, as emerging economies, are still in a relatively backward
stage of capital market development. In contrast, the United States and
Germany have been the world’s leading economies since the economy,
occupying an influential position in the global industrial chain and trade
chain. At the same time, their capital markets are highly developed, so
the asset prices of these two markets have played a role in the vane.

Second, in the quantile-on-quantile regression results between
global geopolitical risk (GPR) and the connectedness of global stock
market returns, we find that the same level of GPR has a heterogeneous
impact on global stock market connectedness under different levels of
connectedness. Under the high connectedness of global stock market
returns, any quantile ofGPRwill further consolidate this connectedness;
under the low connectedness of global stock market returns, any
quantile of GPR will further reduce this correlation.

Third, as GPR quantiles differ, there are two opposite marginal
effects: “magnifying glass” and “reins”. The “magnifying glass” effect
shows that an increase in GPR will intensify the connectedness of
global stock market returns at high quantiles and disintegrate the
connectedness of global stock market returns at low quantiles. The
“rein” effect indicates that an increase in GPR will reduce the high-
quantile global stock market connectedness and increase the low-
quantile global stock market connectedness.

Fourth, when we further decompose the global geopolitical risk into
GPRA and GPRT, we find that when the global stock market
connectedness is not in extreme circumstances, different levels of
GPRT will not greatly affect the global stock market’s total
connectedness. But when global stock markets are highly correlated
andGPRT is at a very low level, any small increase inGPRTwould greatly
reduce that total connectedness. This phenomenon is also easy to explain.
Small stones on the calm water surface will also cause very obvious
ripples. In timeswhen theGPRT level is low and global stockmarket total
connectedness is high, any risk problem can break this quiet.

Fifth, when GPRT or GPRA is at high quantiles, their
movements will not affect the total connectedness of global stock
markets. This phenomenon is contrary to the previous conclusion.
When GPRT or GPRA are already at a very high risk level, any
further rise will no longer affect global stock market connectedness.

Sixth, we observed several ‘U-shaped’ or ‘inverted U-shaped’
phenomena when we estimated the slope between GPRA and the
total connectedness of global stock markets. We call it the " one-
way” effect (unidirectional effect), that is, when global stock market
total connectedness is in an extreme situation (highly close or highly
loose), different levels of GPRA have different marginal effects.
Sometimes it increases global stock market total connectedness, and
sometimes reduces global stock market total connectedness.

The findings of this study are significant for future research.
This helps policymakers and relevant investors to cope with the
impact of current high geopolitical risks on the global stock
market contagion network. This helps them effectively manage
risk in asset allocation and policy formulation. However, there are
still some areas where our research can go further. For example,
why do these special quantiles have different asymmetric effects?
The economic logic and practical significance behind them need
to be studied. In addition, research on the volatility contagion
network of global stock markets and global geopolitical risks can
also be discussed.
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How do circadian rhythms and
neural synchrony shape
networked cooperation?

Vaiva Vasiliauskaite1* and Carina I. Hausladen1,2

1COSS, DGESS, ETHZ, Zurich, Switzerland, 2Humanities and Social Sciences, California Institute of
Technology, Pasadena, CA, United States

This study investigates the effects of temporal changes at the individual and social
levels and their impact on cooperation in social networks. A theoretical framework
is proposed to explain the probability of cooperation as a function of
endogenously driven periodic temporal variation and neural synchrony
modeled as a diffusion process. Agents are simulated playing a prisoner’s
dilemma game, with and without evolution, in a two-player setting and on
networks. Most importantly, we find that temporal variation and synchrony
influence cooperation patterns in a non-trivial way and can enhance or
suppress cooperation, depending on exact parameter values. Furthermore,
some of our results point to promising future research on human subjects.
Specifically, we find that cooperators can dramatically increase their payoff—as
opposed to defectors—if neural synchrony is present. Furthermore, the more
heterogeneous the synchrony between two agents, the less they cooperate. In a
network setting, neural synchrony inhibits cooperation, and variation in circadian
patterns counteracts this effect.

Call: Hidden Order Behind Cooperation in Social Systems.

KEYWORDS

Cooperation, neural synchrony, temporal variation, neural activity, networks, circadian
rhythms

1 Introduction

The ability to cooperate on a large scale has been highlighted as the strongest competitive
advantage we—the human species—have in the animal kingdom. In today’s closely
networked society, daily (cooperative) encounters with other individuals are a normal
part of life.

Although often omitted in analyses and models, environmental and cognitive variations
affect each individual’s decision process, thus shaping cooperation at large. One example of
such an environmental variable is the rising and setting of the sun. It profoundly impacts
various physiological processes, some of which a person experiences consciously, such as
sleep, drive, and appetite. For some other behaviors, such as the tendency to cooperate, a
causal link to circadian or neuromodulatory variation is less evident. To make matters more
complicated, the act of social interaction itself also directly impacts the brain’s decision-
making abilities, as individuals that engage in a social encounter experience a higher
correlation in brain activity—the so-called neural synchrony or inter-brain synchrony.
Knowledge of a link between these time-varying cognitive patterns and cooperation at large
would be extremely powerful, enabling us to time interactions to maximize a specific
outcome, such as cooperation.
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It is well-known that neuronal communication is mediated by a
range of neurotransmitters and neuromodulators that shape
behavior during decision-making processes [1]. Studies have
shown that various neurotransmitters, such as dopamine and
serotonin, show rhythmic variations in concentration in many
neuronal nuclei and centers of the brain [2,3]. Moreover, light, a
major environmental cue, plays a central role in setting circadian
cycles, which in turn impact body temperature, melatonin, cortisol,
and cortical activity (as seen through EEG recordings [4–7] and
biological clock neurons [8]). Additionally, the circadian system has
been linked to various aspects of physiology and cognitive processes,
such as learning, memory, attention, mood, and reaction time [9].
These cognitive variations resulting from circadian cycles can
ultimately affect social phenomena globally.

On the other hand, social interactions also influence the
dynamics of the brain. Recent developments in neuroimaging
have enabled measurements of the activity of two or more brains
simultaneously, a process known as “hyperscanning” [10,11]. This
has allowed for the exploration of inter-brain synchrony, which has
been linked to joint attention, interpersonal communication,
coordination, and decision-making (for review, see [11]). Studies
have revealed that higher inter-brain synchrony is associated with
successful cooperation [12–17]. Intra-person variation, such as
circadian variation in the expression of specific genes in the
prefrontal cortex [18], is also believed to play a role in these
interactions. Altogether, social dynamics are intricately linked
with the dynamical system of the brain.

Classical social network analysis, a branch in sociology [19],
typically assumes that the only essential elements that define
societies are interactions—links—between individuals and their
interacting units—people or animals—where the latter is modeled
as internally monolithic entities. Researchers have only now begun
appreciating the importance of the potentially heterogeneous
internal structure of an individual in the fabric of society. These
ideas are being explored in new fields of the network [20] and social
[21] neuroscience and have already yielded knowledge fruits. So far,
building upon the social brain hypothesis [22], these fields have
mainly focused on associations between neural dynamics and
structural properties of social networks, such as density [23],
centrality, and homophily [24], or linking the neuroendocrine
system with the structure of a social network [25]. However, the
effects that neurocognitive dynamics may have on global socio-
dynamic processes that take place in a network have been researched
far less. Some of the examples in this direction are research on
potential interventions, such as giving oxytocin to central
individuals in a social network to increase their trust and
enforcement of cooperation norms through peer punishment,
thereby enabling cooperation [26], or linking temporal
connectivity in a social network with a circadian rhythm [27].
However, the most common focus in the field is on the effects
that temporal changes in interactions, such as bursty patterns [28],
have on cooperation [29] rather than the temporal variability that is
intrinsic to an individual, such as variation at a cognitive level.

To fill this gap, this study investigates the impact that temporal
changes at the individual level may have on cooperation in a social
network. We specifically concentrate on two sources of temporality,
namely, the behavioral variations caused by circadian or other
periodic variations in the concentration of (neuro) hormones,

and neural synchrony, namely, a transition from a less- to more-
correlated inter-brain activity, as a direct consequence of social
interaction itself. In Section 2, we incorporate individuality in
evolutionary game theory models on graphs and allow individual
preferences and tendencies to be time-varying, e.g., within a 24-h
rhythm, and converging to a global mean, thereby mimicking neural
synchrony. We then study the model’s predictions within the
framework of a social dilemma game: the prisoner’s dilemma. At
first, we introduce the game as a non-evolutionary game and then
proceed with implementing evolution. Subsequently, we add
another layer of complexity and consider the game to be played
in a pair and then on a network. Our simulation results are discussed
in Section 3. We conclude and suggest steps for future research in
Section 4.

2 Methods: Theorizing cooperation as
temporal variation and synchrony

We established a link between circadian rhythms, inter-person
neural synchrony, and cooperation preferences in the introduction.
In this section, we develop a theoretical framework that aims to
quantitatively elucidate this link. Many neuromodulators posit
cyclic patterns; therefore, we model decision preferences as
periodic functions and dependent on neural synchrony.
Subsequently, we describe the game within which we consider
the cooperative action to take place. Lastly, we describe the
evolutionary mechanisms introduced, the types of networks, and
the metrics we will investigate after obtaining simulation results.

2.1 Periodic variability and synchrony in
decision preferences

To incorporate an individual’s periodic variability caused by
circadian rhythms and temporal changes due to neural synchrony
into our model, we proceed as follows. First, we allow the probability
associated with a random variable of cooperation to be time-varying
and composed of two individual parts:

pi t( ) � fi t,Θi( ) + gi t,Ωi( ), (1)
i.e., for each individual i, the probability to cooperate at round t is
composed of a time-varying part fi(t, Θi) that reflects the person’s
circadian rhythm or any other internal influences that affect a
person without interaction with a human-populated environment
and a time-varying part gi that corresponds to that individual’s inter-
person neural synchrony (interaction with a human-populated
environment). Here, Θ is a set of parameters for f and similarly
for g. For simplicity, we will consider fi = f, gi = g ∀i. It should be
noted that 〈f(t,Θi)〉t is a person’s prevalence toward cooperation
in absence of influences related to other human beings.

The periodic variability part is modeled as the sum of periodic
functions1. For instance, if there is one time-varying influence,

1 Other researchers have also described the rhythmic properties of the
circadian system as sinusoidal functions [42].
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f t,Θi( ) � δi + ai sin 2π
t + θi
Ti

( ), (2)

where ai is the amplitude of a sine wave, Ti is its period, and θi is the
phase and δi is a shift. Both t and Ti are expressed in equivalent units
of time. Such variability is akin to periodic changes in personal
preferences that one would expect due to changes in the activity of a
single neuromodulator. In the case of Q influences, f can be
defined as

f t,Θi( ) � ∑Q
w�1

f t,Θi,w( ). (3)

Next, we move on to a model of neural synchrony. Generally,
synchronization is a temporal phenomenon whereby a system
transitions from a less ordered state to a more ordered state. In
cooperation dynamics, an ordered state would be a state where all
individuals partake in the same decision to cooperate or to defect
[10]. Therefore, a natural candidate for modeling the neural
synchrony part is a simple diffusion model where individuals
converge toward the same probability to cooperate over time. A
diffusion model is defined as dg

dt � −KLp, where K = [K1, K2, . . ., Kn]
is a vector of coupling strengths for nodes and L is a graph Laplacian.
All in all, we have a system of coupled non-autonomous ordinary
differential equations:

dp
dt

� df
dt

− KLp. (4)

The equilibrium solution depends on K, f, while the dynamics over
time depend on the network structure and assortativity in δi. IfKi = k
∀ i, then limt→∞pi(t) � 〈pi(0)〉i � 〈δi〉i ∀ i. Note that the last
equality holds since the shift terms δi of Eq. 1 are the initial
values pi(0) with which Eq. 4 is integrated.

2.2 Non-evolutionary prisoner’s dilemma

The prisoner’s dilemma is a two-player game where each player
has to choose one of two possible strategies (to cooperate or to
defect). The payoff for each individual depends on the strategy taken
by her and another player. Specifically, when both agents cooperate,
they both receive a payoff R, whereas when a cooperator interacts
with a defector, she receives a payoff S, and the defector gets T.
Lastly, when both agents defect, they receive a payoff of value P. A
matrix often represents the payoff

C
D

R S
T P

( )
C D

. (5)

Different values of parameters R, S, T, and P bring about different
dilemmas with different equilibrium points. A prisoner’s dilemma is
defined with values such that T > R > P > S. The payoff relationship
R > P implies that mutual cooperation is superior to mutual
defection, while the payoff relationships T > R and P > S imply
that defection is the dominant strategy for both agents. The game
can be iterated, known as the iterated prisoner’s dilemma. We also
require that 2R > T + S to prevent alternating cooperation and
defection, giving a greater reward than cooperation. In this study, we
set the payoff matrix to values R = 3, S = 0, T = 5, p = 1.

In a pure strategy game, each agent chooses one fixed strategy. It
can be changed throughout the game (evolve), and the change in
strategies is typically based on a comparison of recent payoffs. In a
mixed strategy game, an agent’s strategy is a random variable with a
probability of cooperating p. Therefore, a pure strategy game is a
special (deterministic) case of a mixed (stochastic) strategy game
where p ∈ {0, 1} [30,31]. At each round, each player i plays an
independent game with each of its ki neighbors and accumulates a
total payoff πt

i � 1
ki
∑j∈Ni

πt
ij, where Ni is ki neighbors of i. In the later

introduced evolutionary game setting, these strategies are subject to
an evolutionary process, meaning that for every τ round, players
may update their probabilities of cooperating according to a
particular rule [30]. For example, p can depend on the outcomes
of earlier games. If p is a function of only the most recent n
encounters, the strategy is called a “memory-n” strategy.

2.3 Evolution, networks, and metrics

The evolution proceeds following the Fermi rule. Specifically,
each node imitates the strategy pl(t) adopted by one of its neighbors,
l, chosen at random2. The node i updates its strategy with
probability [32].

pi,update �
1

1 + e πti−πtl( )/KF[ ] if tmod τ � 0,

0 otherwise.

⎧⎪⎪⎨⎪⎪⎩ (6)

Here KF is the Fermi temperature, set to 0.1 if not otherwise stated.
To explore the proposed theoretical model, we choose several

different network topologies, namely, Erdős–Rényi (ER) [33],
Barabási–Albert (BA) [34], and Watts–Strogatz [35] (WS)
random graphs.

To analyze the impact of neural synchrony on cooperation, we
consider the following two metrics:

The fraction of mutually cooperative steps fC is the number of
games in which both players adopted a cooperative strategy as a
fraction of all games that were played during timesteps [tτ, tτ+1, tτ+2,
. . ., tτ+n−1] between times tτ and tτ+n−1:

fC t, τ,Ω( ) � 1
n|E| ∑

i,j( )∈E
∑n−1
k�0

1 C{ } aij tτ+k( ){ }( )1 C{ } aji tτ+k( ){ }( ), (7)

where aij(tk) is the decision of a node i (either to cooperate—C or to
defect—D) in the game with j at time tk, 1 C{ } is an indicator function
over a set {C}, and Ω represents any other parameters of the
simulations.

We will also study the standard deviation in payoffs across a
network at a particular timestep of the simulation t. The second
moment of the distribution is of particular importance, computed as
the standard deviation in the payoffs obtained by agents in a graph,
σ i[πti ].

2 Updating in line with the Fermi rule has been found in behavioral data:
payoff-based learning—not fairness preferences—best explains the rate of
decline in cooperation across a large set of experimental data on social
dilemma games [43].
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3 Simulation results

Throughout this section, we simulate a mixed-strategy of prisoner’s
dilemma. In all cases, we considered integration timesteps of length
0.1 units of time, and unless otherwise stated, the simulation lengths are
40 units of time (400 timesteps) and the periods of sine waves are set to
5 units of time. First, we study the results of a non-evolutionary game and
then proceed with interpreting an evolutionary game, both in a 2-player
scenario. We then expand the two-player game to a networked game.

3.1 Two-player game

3.1.1 Non-evolutionary game
In the simulated mixed strategy game, the first player begins as a

“cooperator,” signified by an initial value of p(0) = 1. The second
player begins as a “defector” since its p(0) =03.

Specifically, the functional form we study is

dp1

dt
� −a1T

2π
cos 2π

t

T
( ) − K1 p1 t( ) − p2 t( )( )

dp2

dt
� −a2T

2π
cos 2π

t + θ

T
( ) − K2 p2 t( ) − p1 t( )( ), (8)

where we study the cases when θ = 0 (the agents are “in-phase”) or
θ = T/2 (the agents are “out-of-phase”). We will refer to K1 and K2

simply as K when K = K1 = K2.
Figure 1 illustrates the effects of variability in p(t) without an

evolutionary process. Here, the “cooperator’s” results are shown in
yellow, whereas the “defector’s” results are in green. Both agents are
defined as having the same amplitude, a1 = a2 = 0.2. The figure has two
columns: the left column denotes the absence of neural synchrony (K =

0), and the right one denotes the presence of neural synchrony (K =
0.03). Each column has two rows, differing in in-phase neural
oscillations (|θ1 − θ2| = 0, top row) and out-of-phase4 neural
oscillations (|θ1 − θ2| = T/2, bottom row)5. The most prominent

FIGURE 1
Iterated prisoner’s dilemma game played by two agents, whose probability of cooperating varies in time according to Eq. 4, with f defined in themain
text and K1 = K2. For each agent, we show the changes over time of a payoff (left), a probability to cooperate p (middle), and a strategy (right). Depending
on the phase difference, |θ1 − θ2|, the agents’ probabilities to cooperate are either simultaneously higher/lower than their baselines or are asynchronous.

FIGURE 2
The fraction of mutually cooperative steps out of all games in the
last 100 steps as a function of neural synchrony K, fC(K), in the two-
player iterated prisoner’s dilemma game. Out-of-phase agents are
indicated by blue triangles; in-phase ones, by red dots.

3 We study the extreme cases of p1(0) = 0 and p2(0) = 1 to maximize the
visibility of the effects being studied. The choice of these specific values for
p is made to demonstrate the most prominent results possible. As the
difference between p1(0) and p2(0) decreases, the differences observed
are expected to decrease.

4 The expression “out-of-phase” refers to the state when the phases of the
circadian rhythms of two individuals are shifted. As light is a key cue that
helps to reset and synchronize circadian rhythms, it is possible for two
individuals to become out-of-phase if they are not exposed to the same
light cues at the same time [44].

5 We study the extreme cases of θ=0 and θ= T/2 tomaximize the visibility of
the effects being studied. The choice of these specific values for θ was
made to demonstrate the most prominent results possible. As the
difference between θ1 and θ2 decreases, the differences observed in the
study are expected to decrease.
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difference that a switch fromK = 0 toK = 0.03 (left versus right column)
introduces is observed concerning p(t): neural synchrony induces
agents to gravitate toward the same probability of cooperating p(t).
This change in p(t) is followed by a change in the strategies adopted:
while the cooperator only rarely defects under K = 0, she defects far
more often under K = 0.03. This shift in strategies chosen, in turn,
affects the payoff: while under K = 0, the cooperator and defector gain
similar payoffs, and the cooperator is far better off under K = 0.03. In
other words, neural synchrony leads to the redistribution of the payoffs
in an unequal manner in which the cooperating entity is better off.

In Figure 1, we investigate only two values of K, while we vary K
in a more fine-grained way in Figure 2. Specifically, we study the case
where K1 = K2; therefore, the average probability to cooperate
limt→∞〈pi(t)〉i � 〈pi(0)〉i � 〈δi〉i. Here, we consider the fraction
of the mutually cooperative decisions fC in the last 100 steps of the
simulation. All other parameters are the same as in Figure 1.

Interestingly, the blue and red curves are both concave,
indicating that small values of synchrony have a profound effect.
The curve flattens earlier when the interacting agents are out of
phase (|θ1 − θ2| = T/2, blue triangles); it is steeper (|θ1 − θ2| = 0, red
circles) when the oscillations are in phase. In other words, phase
alignment is not as important as achieving a small degree of
synchrony. This is because when K1 = K2 = a1 = a2 = 0, fC = 0,
meaning that mutual cooperation is only possible through temporal
variation (non-zero a1, a2). However, cooperation achieved in this
way is much smaller than when K1, K2 are non-zero.

In Figure 1, we study the case where the value of neural
synchrony is the same for both agents K1 = K2. In Figure 3, by
contrast, we investigate the case where K1 ≠ K2. Therefore, the
limt→∞〈pi(t)〉i,t ≠ 〈δi〉i. Figure 3 plots the ratio of synchrony levels

of the two agents, K2
K1
, against the fraction of mutually cooperative

games, fC, and the probability to cooperate, 〈p〉.
We see that when K1 > K2, limt→∞〈pi(t)〉i,t > 〈δi〉i, and the

inequality is inverted when K1 < K2. Furthermore, both variables, fC
(blue triangles) and 〈p〉 (red dots), decrease with increasing
inequality in synchrony K. In other words, the more incomplete
the synchrony toward each other, the less cooperation occurs.
Figure 3 additionally plots a third and fourth variation: lighter
shades refer to out-of-phase oscillations, and panels refer to
different amplitudes, a1, a2 of the periodic variability. The most
striking difference between panels a) and b) occurs with respect to
lightly shaded, red-dotted functions. For a = 0.2, out-of-phase results
are close to in-phase results. However, for a = 0.5, the distance
between the light and darker shaded functions is clearly visible. The
distance additionally increases with increasing heterogeneity in K.
These results suggest that oscillations with large amplitude aggravate
the negative impact of heterogeneous synchrony levels. In other
words, two agents not synchronizing equally is an increasing
problem if their temporal variations have large amplitudes.

3.1.2 Evolutionary game
In Figure 4, we introduce an evolution in this two-player game.

Specifically, we study the fraction of mutually cooperative games, fC,
in the evolutionary game at varied Fermi temperatures KF. Low
values of KF can be interpreted as the agents adopting the
advantageous, payoff-increasing strategy in most evolutionary
steps. Large values of KF describe an agent making mistakes
more often by adopting a disadvantageous strategy at
evolutionary steps. The heatmaps in Figure 4 relate the fraction
of mutually cooperative games, fC, to neural synchrony K on the
y-axis and τ, the integration timesteps after which the player updates
her strategy, on the x-axis. Here, we study a fraction of which the
nominator refers to the fraction of cooperative games in which
neural synchrony is present (K ≠ 0 and K1 = K2). Still, there are no
temporal variations (a1 = a2 = 0). In contrast, the denominator refers
to the fraction of cooperative games in the absence of neural

FIGURE 3
Iterated prisoner’s dilemma game played by two agents, whose
probability of cooperating varies in time according to Eq. 4 with f
defined in the main text and K1 ≠ K2, K1 = 0.05, and K2 is varied. As in
Figure 1, agent 1 tends to be a cooperator, and agent 2 tends to
be a defector. In (A), small-amplitude a variations in cooperation
preference take place, whereas in (B), the amplitude is increased. The
blue triangles showcase the time- and agent-average probabilities of
cooperating, p; the red circles show the fraction of mutually
cooperative steps, fC. Lighter-colored datapoints indicate results from
out-of-phase simulations; saturated points show results from in-
phase simulations. All values are calculated for the last 100 out of
400 steps in the simulation. The statistics were obtained from
100 independent simulations.

FIGURE 4
Neural synchrony can increase the abundance of mutually
cooperative games in an evolutionary two-player iterated prisoner’s
dilemma game. The heatmap shows themagnitude of fC(K)/fC(K=0) in
two dimensions. The numerator fC(K) refers to neural synchrony
of strength K; K1 = K2, and the denominator fC(K = 0) denotes the
absence of neural synchrony. The figure plots the last 50 out of
200 simulation steps, averaged over 2000 simulations.

Frontiers in Physics frontiersin.org05

Vasiliauskaite and Hausladen 10.3389/fphy.2023.1125270

146

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://doi.org/10.3389/fphy.2023.1125270


synchrony (K = 0). Consequently, fC(K)
fC(K�0)> 1, displayed in a green

hue, denotes a game where cooperation of synced agents is more
frequent than the cooperation of two non-synced agents. Brown hue,
by contrast, shows more frequent cooperation by non-synced agents
than synced agents fC(K)

fC(K�0)< 1.
We observe that the hue changes from blue to brown with

increasing Fermi temperature KF; higher Fermi temperature KF

reduces the fraction of mutually cooperative games played by
synced agents. In other words, if agents are more likely to make
mistakes, it is advantageous to not have neural synchrony. Simply
put, who cooperates depends on the likelihood of making
mistakes. The left heatmap shows darker shades of green at
the top right, implying that more intense neural synchrony K
increases cooperation fC the longer a specific strategy is kept

(increasing values of τ). Who cooperates, however, changes in the
right heatmap: darker shades of brown are found in the top left of
the figure, implying that more intense neural synchrony K
increases cooperation fC, the shorter a specific strategy is kept
(smaller values of τ). All in all, the effect of neural synchrony
depends on the likelihood of agents making irrational decisions
and the frequency of evolutionary steps.

3.2 Expanding the game on a network

We now expand the game to a network scenario. More precisely,
we investigate the Erdös–Rényi, Barabási–Albert, and
Watts–Strogatz graphs.

FIGURE 5
Standard deviation in the payoffs σ i[πti ] of agents decrease in the network over time of the simulation, if neural synchrony takes place. The three
figures show results for Erdös–Rényi (ER), Barabási–Albert (BA), and Watts–Strogatz (WS) graphs with N = 1000 nodes and an average degree 3. For the
WS graph, the rewiring probability is set to 0.05. The reported results are averages of over 100 independent simulations. Red circles show the standard
deviation in the average payoff of agents at the first step of the simulation (t = 0), whereas blue triangles show the value at the last step of the
simulation (t = 200).

FIGURE 6
Synchronization of periodic patterns of agents’ tendency to cooperate, Eq. 2, enhances cooperation in a network when cooperation has no
evolutionary process (A) and supresses cooperation if an evolutionary process exists (B). The figures show the magnitude of fC(a = 0.1, K)/fC(a = 0, K = 0).
The denominator refers to the fraction of mutually cooperative games observed in simulations without neural synchrony (K = 0) and without intrinsic
temporal variability in cooperative preferences (f(t) = δ, a = 0). The numerator shows the same observation in the simulations where f(t) is varied;
there is variance in the phase parameter θ and of strength K in the neural synchrony. The results are obtained from 100 simulations on an ER graph
ensemble, with N = 100 and an average node degree of 3.
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We begin with a case where neural synchrony is present, but
otherwise, there are no periodic variations. Namely, we study the
case where pi(0) ~ U(0, 1); therefore, 〈pi(0)〉i � 1

2, and ai = 0 ∀i.
Since there is no evolution, limt→∞〈pi(t)〉i � 〈pi(0)〉i � 1

2;
therefore, the first moment of the distribution of, e.g., executed
strategies or payoffs, is not affected by neural synchrony. However,
the variance in the distribution of payoffs across nodes depends on
both the network structure, specifically, degree distribution, and
whether neural synchrony takes place or not.

Figure 5 shows how the standard deviation in the payoffs of agents
σ i[πti ] is affected by the network structure and by the neural synchrony.
Colors and shapes refer to two distinct points in time t. In the initial
timestep, t = 0 (red dots), σ i[πt

i ] is constant: it does not vary with levels
of synchronyK. In the last timestep t= 200 (blue triangles), σ i[πt

i ] varies
only with the initial increase in K and stays constant afterward. The
trend is similar for all networks; what differs is the intercept: σ i[πt

i ] is
the highest in a BA ensemble, followed by an ER ensemble, and is the
lowest for the WS ensemble. Notably, the variance in node degrees
decreases in the same order. The presence of neural synchrony further
leads to smaller variations in payoffs at later stages of the game. It should
be noted that after a certain value of K, there is no dependence of σi[πt

i ]
on K, indicating that maximal synchrony is reached at the last
simulation step for all larger values of K, and the only source of
variability in payoffs is the network structure.

Next, we include the influence of temporal variations on the
cooperation patterns in the network scenario. While in the two-
agent case there are these two distinct cases (namely, in-phase and
out-of-phase); in a network where N > 2, we are concerned with the
variance in the distribution of the parameters of f, namely, θi, Ti. In
the current study, we assume that T = const and concentrate on
heterogeneity in phases. Specifically, we considered three cases
where the distribution of phases has varied amounts of variance.
First, a case where θi = 0 ∀i; second, sampled from a beta distribution
T · B(2, 2); and lastly, a uniform distribution θi ~ T · U(0, 1). These
three cases have, respectively, variance σ2i [θi] of 0, 1.2 and 2.1.

In Figure 6, we show the effect of heterogeneity in phases for
various amounts of neural synchrony K. In Figure 6A, we consider
no evolutionary process, whereas in Figure 6B, we study the case
where evolution takes place at every simulation step: τ = 1. Similarly,
as in Figure 4, we contrast the fraction of mutually cooperative
games in simulations with a given variance in phases and strength of
neural synchrony (fC(a = 0.1, K), emphasizing that the amplitude
parameter a is set to this value for all nodes) with the values of the
same measure, observed in simulations without temporal variability,
namely, fC(a = 0, K = 0). We restrict the study to the case of an ER
ensemble with N = 100 nodes and an average degree of 3, since the
network structure influences the time evolution of the dynamics but
not the time-averaged results.

Figure 6A shows that as variance in phases increases, mutual
cooperation is suppressed. Surprisingly, the cooperation is minimal
yet enhanced in cases when neural synchrony is present, and there is
no phase difference, i.e., θi = const ∀i with respect to the fraction of
mutually cooperative games observed in the baseline case.

However, as evolution is introduced, the effect of neural
synchrony and variance in phases changes. Since an increase in
K leads to the convergence of individual strategies to a global mean,
K acts as an attractor to a suboptimal strategy for maximizing
payoffs. With the presence of evolution, nodes can adopt the optimal

strategy pi = 1 ∀i, and neural synchrony acts as a negative force to
reach this goal. In the case where K is non-zero, variance in phases
brings value by increasing the diversity of strategies at each t and
allowing for the evolutionary process to override the effect of neural
synchrony.

4 Conclusion

In this study, we investigate how intra-individual temporal
variation impacts cooperation on a social level. To that end, we
proposed a theoretical framework to explain the probability of
cooperation as a function of intra-personal temporal variation due
to circadian variations and neural synchrony. We simulated agents
playing a prisoner’s dilemma game, without and with evolution, in a
two-player setting and on networks. Our simulations revealed a diverse
set of insights that enrich our understanding of how temporality and
individuality shape cooperation.

We find that when agents experience synchrony and gravitate
toward the same probability of cooperating, there is a change in the
strategies adopted, which in turn affects agents’ payoffs.
Interestingly, neural synchrony leads to redistribution of the
payoffs in an unequal manner in which the cooperating entity is
better off. This finding is highly interesting: in human subject
experiments, cooperating entities are on average worse off than
freeriders and defectors. Our results further allow us to comment on
the intensity of synchrony: we find that transitioning from no
synchrony to a tiny degree of synchrony profoundly and
positively affects cooperation in a two-player game. Furthermore,
we implemented a variation that behavioral experimentalists so far
have overlooked: understanding synchrony as either a directed or an
undirected phenomenon. The more heterogeneous the synchrony
between two agents, the less they cooperate; large amplitudes
aggravate this phenomenon. Our simulations with evolution
produce further interesting results: if a pair of agents is more
likely to make mistakes in choosing an advantageous strategy,
not experiencing synchrony positively impacts cooperation. In
other words, synchrony is not always desirable; instead, its
quality is context dependent.

Lastly, we extend our simulations to networks. We find that in
the later stages of the game, the agents’ payoffs become more
similar when they switch from no synchrony to synchrony. This
can lead to enhanced cooperation if the game is non-
evolutionary. However, in an evolutionary game, neural
synchrony acts as a suppressor of cooperation, while the
variance in phases of individual temporal variability
counteracts the inhibitory effect of synchrony.

5 Discussion

Our aim was to extend a model of cooperation by incorporating
individual- and group-level dynamics of tendencies to cooperate
that are not driven solely by the goal of maximizing a payoff. In this
way, we were able to compare the strength of endogenous influences
and conscious decisions, such as mimicking others’ strategies in
order to obtain a larger individual payoff, to that of endogenous
processes.
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We concentrated on a case where f(t) mimics circadian rhythms
[36], known to impact decision-making. Regarding neural synchrony,
we acknowledge that alternative mathematical models could have
sufficed; e.g., models of coupled oscillators such as the Kuramoto
model [37] have been used in several studies to study the emergence
of synchronization and cooperation in networked populations of
coupled oscillators [38]. We, by contrast, chose to use a diffusion
model as it is more appropriate for our specific research question: while
a coupled oscillator model would seem a natural fit, it assumes that
circadian rhythms and neuromodulation are impacted by social
interactions. In a context where such a coupling is desired, one
would replace g with Θ in the diffusion model and set g = 0 in Eq. 1.

Furthermore, it should be acknowledged that the proposed
model is simplistic and does not account for all aspects of brain
physiology. For example, it does not capture intrinsic fluctuations at
the cellular level or the need for sleep itself, which is a limitation that
future research should address. Furthermore, the exact functional
forms and parameter values of functions in our model should be
calibrated for particular circadian and neuromodulatory causes of
variability in decision-making. Social memory [39] may also be a
crucial element incorporated in the future.

The results we report are a source of inspiration for investigating the
phenomenon of cooperation in the real world. First, we report that
cooperators can dramatically increase their payoff—as opposed to
defectors—if neural synchrony is present. Experimental studies could
exogenously vary synchrony levels and incentivize different groups to
adopt a certain type of strategy. Furthermore, we experiment with
different levels of synchrony among agents. So far, in behavioral
studies, the variable of interest has been where in the brain(s) the
neural synchrony occurs. However, our findings suggest that
enormous value lies in investigating in more detail the quality of this
synchrony. Lastly, the behavioral literature on neural synchrony almost
exclusively investigates the interaction between two participants.
Repeating those experiments on networks might allow for an even
deeper understanding of cooperation as a temporal phenomenon. On
the other hand, experimental data from a networked study would also
guide a decision as to how important it is to incorporate cognitive
properties into computational social science models.

Additionally, the results on networks should be studied in
greater depth, e.g., by exploring how our results translate to real-
world networks, temporal networks [29], simplicial complexes [32],
or hypergraphs [40], and looking in greater depth at how network
structure impacts the trajectory of a dynamical process in a
cooperative game. Furthermore, we did not analyze the impact of
assortative mixing [41], e.g., cooperation probability. The last
variation left for future research to study is a redefinition of the
coupling of agents, where neural synchrony affects the parameters of
the functions that govern their internal periodicity patterns, as
explained earlier in this section.

In conclusion, this paper advances our understanding of
cooperation as a temporal phenomenon. We introduce a

mathematical framework that couples individual endogenous
influences with conscious decisions in order to explain the
probability of cooperation. More broadly, our work suggests
that cognitive processes are linked with the social
phenomenon: for cognitive science, social interactions may
not be just an end goal, but an active variable; on the other
hand, to understand group dynamics, neuroscientific
explanations may be crucial.
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