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Editorial on the Research Topic 


Extreme weather events induced coastal environment changes under multiple anthropogenic impacts


Coastal regions are prime areas that receive terrigenous materials and offer convenient marine areas for resource exploitation. These areas exhibit a complex hydrodynamic process, diverse ecological environments, and abundant fishery resources. On one hand, the implementation of sea farming and offshore wind power in coastal regions can alleviate food and energy scarcity. However, pollutants and man-made waste discharged into coastal oceans lead to deterioration of marine environment and decrease in fishery resources. Coastal environments are also vulnerable to various anthropogenic impacts as a result of human socio-economic development and extreme weather events related to the ongoing climate change. A thorough understanding of the processes and mechanisms associated with anthropogenic impacts and extreme weather events is a prerequisite for the effective utilization and management of coastal oceans.

Studies have shown an increase in the intensity and frequency of extreme weather events, including heavy rainfalls, river floods, storm surges, and marine heatwaves (MHWs) (Hirabayashi et al., 2013; Fischer and Knutti, 2015; Oliver et al., 2018; Leuven et al., 2019; IPCC, 2021; Alifu et al., 2022). It remains unclear how the evolution of the coastal ecological environment will be affected by these events, particularly in areas where increased human activity has compromised resilience. This Research Topic aims to address this question.

In this Research Topic, we collected 15 articles contributed by 69 authors, in which the majority focuses on extreme weather events. Yong et al. highlighted a notable increase in the frequency of atmospheric rivers (ARs) along with an eastward shift of AR plumes, which contribute to the rising trend of extreme precipitation amounts in the coastal regions surrounding the South China Sea. In another study, Sun et al. investigated the CO2 absorption capacity of the entire Southern Indian Ocean and they found that it has been gradually increasing over the past 20 years, likely intensified by surface waves. This phenomenon can have a further impact on global carbon cycling and the process of global warming. Furthermore, Hamdeno and Alvera-Azcaráte identified that the Mediterranean Sea has experienced 96 marine heatwave (MHW) events, amounting to a total of 1495 MHW days, with more than half (54%) occurring in the last decade (2011-2020).

Extreme weather events interact with various coastal ocean processes, including waves, tides, ocean currents, and river runoff, at different temporal and spatial scales. As a result, these events may cause destabilization of artificial coastal structures. Yu et al. demonstrated that tropical cyclones (TCs) can significantly impact the evolution of beaches. Additionally, Sun et al. showed that winter gales can induce high-wave conditions, which result in enhanced alongshore currents that cause intense scouring in front of seawalls, leading to the destabilization of seawall structures. Furthermore, heavy rainfall-induced river floods may cause rapid morphological changes in mountain river estuaries, posing a threat to the stability of port infrastructures (Du et al.). Therefore, it is crucial to take steps to ensure the safety of coastal constructions. However, the impact of extreme weather events can result in uneven spatial changes, even in small-scale estuaries, beaches, and tidal flats (Yu et al.; Du et al.; Li et al.). For example, Yu et al. found that TCs passing through the west side of beaches may result in significant storm surge and seaward bottom current, leading to noteworthy beach profile changes, while TCs passing through the east side of beaches may result in negligible beach profile changes.

Consecutive occurrences of extreme weather events or their combination with long-term variations in air-sea interaction may have more severe impacts. Shen and Zhang observed that prolonged forcing time on intense positive wind stress curls induced by two sequential TCs can result in upwelling caused by Ekman response, culminating in pronounced surface cooling and increase in chlorophyll-a. Guo et al. found that TC-induced coastal flooding can lead to hazardous conditions in low-lying areas, which are expected to worsen due to sea level rise and changes in TC climatology associated with global warming. The most vulnerable areas, in this regard, are artificial surfaces and agricultural lands, which suggests a heightened risk of flooding in the future. Jacques-Coper et al. analyzed the high phytoplankton biomass events in the southern Inner Sea of Chiloé, which were influenced by a mid-latitude migratory anticyclone inducing persistent cloudless conditions, leading to an increase in photosynthetically active radiation and positive sea surface temperature anomalies, promoting the occurrence of MHWs. These phenomena were also modulated by the Madden-Julian Oscillation. Ishida et al. evaluated the accumulative carryover effects (ACEs, the effects of sequential events accumulating additively over time) of MHWs in rocky intertidal communities of southeastern Hokkaido, northern Japan. They found different ACEs in four major functional groups: macroalgae, sessile invertebrates, herbivorous invertebrates, and carnivorous invertebrates. Their results emphasized the importance of considering ACEs, as neglecting them would underestimate the response of marine organisms to MHWs.

On the other hand, coastal regions are significant areas for human socio-economic development, but they face multiple pressures from various human activities, such as land reclamation, damming, marine culture, fertilizer and wastewater emissions, garbage, and microplastics. For instance, Vörösmarty et al and Nilsson et al reported that 59% of the world’s large river systems were impacted by human damming activities, with over 70% of these systems retaining more than 50% of their sediments in reservoirs. Jia and Yi, in this Research Topic, demonstrated that the water-sediment regulation scheme of the Yellow River could remove the previously deposited sediments in the river and reservoir beds in the lower reaches and transport a massive sediment plume to the estuary, modifying the delta’s shape. Nevertheless, terrigenous sediment and nutrients carried by river runoffs altered the dietary structure of estuarine organisms, leading to a decrease in the trophic levels of major consumers, and the flow pulse with high sediment also intensified the spatial structure differences of the food webs (Yi et al.). Coastal sediments could accumulate organic and inorganic materials from land and marine environments, thereby providing diverse microbial niches. Li et al. revealed that crude oil contamination due to oil spills increased bacterial phyla abundance, causing partial replacement of microbial communities in water columns and sediments. Furthermore, Chen et al. discovered that microbial production rates and metabolic activities, represented by extracellular polymeric substances production, were significantly associated with the grain size of their bound sediments, indicating changes in microbial communities resulting from sediment disturbance across the bed-water interface generated by the abovementioned human activities or extreme weather events.

This Research Topic examines the interactive effects and nonlinear dynamics of extreme weather events and intensive human activities on coastal hydrodynamics (Sun et al.; Li et al.; Shen and Zhang), sedimentary dynamics (Du et al.; Jia and Yi; Yu et al.), and ecological dynamics (Chen et al.; Ishida et al.; Li et al.; Yi et al.). Studies involving analysis of in situ measurements, numerical modeling, and satellite remote sensing are included. Additionally, the trend of global climate change and extreme weather events have been investigated (Guo et al.; Hamdeno and Alvera-Azcaráte; Jacques-Coper et al.; Sun et al.; Yong et al.). However, current research faces significant challenges in identifying the critical points and resilience of adaptive changes in the coastal ecological environment to the compound impacts of extreme weather events and human activities. The consequences of these interactions can have severe impacts on coastal oceans globally. Therefore, there is a need for measures aimed at enhancing the resilience of coasts, which can be extended from a regional scale to a global scale.
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The migration and transformation of the petroleum hydrocarbons from sediments into water columns is an important basis for assessing the impact on marine environment. In this paper, a static release experiment of crude oils from the Bohai Sea was carried out to evaluate the temporal and spatial variation of petroleum hydrocarbons and microbial communities. The results showed C1 phenanthrene (C1-P) can be used as an evaluation index of different crude oils during static release of oil pollution sediments and their trends of the static release were similar. The crude oil with higher C1-P content released C1-P into the water body significantly higher. After 72 hours, the C1-P release degree of crude oil with a smaller viscosity was more obvious. In the crude oil with the smallest viscosity and the higher viscosity, the bacterial phyla abundance increase was greater. And more importantly, the top 10 abundance of the microbial communities in the water columns and sediments appeared partial (3 species) replacement phenomenon. The research results can deep understanding the migration and transformation of the petroleum hydrocarbons from oil pollution sediments and understanding of the interaction between extreme weather events and human activities by incorporating an eco-evolutionary perspective.
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1 Introduction

In the process of offshore oil exploration and development, maritime transportation, and coastal oil refining, marine oil spills happen frequently  (Zhang et al., 2019; Wang et al., 2020). After a large amount of oil spills into the ocean, many components in the oil will exist for a long time in the marine environment (Kingston, 2002; Nelson and Grubesic, 2017; Passow and Lee, 2022). These petroleum hydrocarbons produce toxins to shellfish and fish in the sea, and the toxins will eventually endanger human health through the accumulation of the food chain (Farrington, 2014; Okafor-Yarwood, 2018; Zhang et al., 2021). It is worth noting that petroleum hydrocarbons in sediments are continuously released into the water column, playing an important role in determining the transport and destination of oil spills. Gradually, the marine environment may be damaged (Blumer et al., 1971; Gui et al., 2022). Therefore, marine oil spills remain a global concern (Li et al., 2018; Li et al., 2020).

When a marine oil spill occurs, the oil spill will undergo a series of physical, chemical, and biological process changes (Gong et al., 2014; Narimannejad et al., 2019). In this series of changes, evaporation of oil components is frequently the major process when hydrocarbons are loss from spilled oil (Lee, 2002). Subsequently, the fate of petroleum components are related to solubilization, biodegradation, adsorption/desorption of sediments and suspended particulate matter, and dilution in water bodies (Urum and Pekdemir, 2004; Khamehchiyan et al., 2007; Li and Li, 2011; Wu et al., 2013; Yang et al., 2019). It’s worth noting that the dissolved oil components will be incorporated into the bottom sediments for a long time (Yamada et al., 2003; Li et al., 2015; Saracino et al., 2017; Shi et al., 2018). The research on the oil spill in West Falmouth shows that nearly 40 years after the oil spill, there is still plenty of oil at 8-20 cm below the surface of the sediment (Culbertson et al., 2007). The oil presenting in the sediment may be slowly released into the water columns (Chao et al., 2003). In the past few decades, researchers have mainly studied the adsorption-desorption behavior of crude oil or part of polycyclic aromatic hydrocarbons (PAHs) on sediment through batch experiments, Tenax beads, biosurfactants, and oil dispersants (Cao et al., 2011; Cao et al., 2013). However, these studies cannot evaluate the oil release process in the sediment-water system (Morgan and Watkinson, 1989; Dong et al., 2019). Hence, valuate the migration and transformation of the petroleum hydrocarbons from sediments into water columns is important to systematically assess the impact of oil spill on marine environment.

Recently, the oil release process and dynamics was simulated in a sediment-seawater system with reproductive heavy oil-contaminated sediment. The results showed the Dissolved Organic Matter (DOM) increase the oil solubility in the overlying water and compete with oil molecules for adsorption to the sediment surface (Yuan et al., 2017). The static release process is a first-order kinetic process, and the higher the pollution intensity of sediments, the higher the saturated concentration of petroleum hydrocarbons in the water body, and the faster the release rate (Dong et al., 2019). With the increase in temperature, the first-order rate constant increases, but it is not affected by DOM and salinity (Yuan et al., 2017). These results can be used to better understand the fate of heavy oil in the contaminated sediments. At the same time, there are a large number of bacteria and fungi that have the ability to degrade petroleum hydrocarbons’ compounds on the ocean (Kimes et al., 2014). The main species of oil degradable bacteria had been found to be Bacillus, Micrococcus, Pseudomonas and Actinomyces, Nocardia, Golden Streptomyces, Pseudomycetes, Red Ferment, Sporotrichum, Aspergillus, Trichoderma, Fusarium and Penicillium etc (Arvanitis et al., 2008; Vila et al., 2010; Yu et al., 2014). Microbes can degrade petroleum hydrocarbons into carbon dioxide and water (Head and Swannell, 1999; Li et al., 2016; Li et al., 2018; Wang et al., 2018). The biodegradation of petroleum compounds consists of three processes. First, petroleum compounds are adsorbed to the surface of microorganisms; Second, these petroleum compounds are transferred to microbial cell membranes; These compounds are then degraded in microbial cells, eventually breaking down into various small molecules (Das and Chandran, 2011). The comprehensive study of petroleum hydrocarbons and microbial community changes, especially in the petroleum hydrocarbons release process from sediments into water columns is still rare.

In this paper, a static release experiment of oil pollution sediments (crude oils from the Bohai Sea) was carried out, and the release of C1 phenanthrene was used as a representative indicator for the migration and evaluation of petroleum hydrocarbons, and the distribution characteristics of petroleum hydrocarbons released by different crude oils into water bodies were analyzed. At the same time, diversity and composition of microbial communities in water and sediments before and after the experiment were initially explored. The research results can provide a basis for oil spill emergency response and impact assessment and deep understanding of the interaction between extreme weather events and human activities.



2 Materials and methods


2.1 Materials

Three different crude oils from the Bohai Sea (China) were selected to evaluate the temporal and spatial variation of petroleum hydrocarbons and microbial communities over time, depending on the type of pollutant. According to the viscosity at 25°C, the three crude oils were classified into type I oil (R crude oil with a viscosity of 763.3 mPa·s), type II oil (U crude oil with a viscosity of 1147.8 mPa·s) and type III oil (T crude oil with a viscosity of 12985 mPa·s). The more detailed physical and chemical information of the three crude oils was shown in Table S1.

Natural seawater (pH 7.50, salinity 29.1 and density 1.01 g•cm-3) from the sea area of Qingdao Zhongyuan Wharf was processed by speedy quantitative filter paper to remove suspended droplets and the majority of planktons and stored under refrigeration (0°C~4°C). The sediments were taken from the coastal waters of Dongying Port in Bohai Sea and then stored under refrigeration (0°C~4°C). The granularity of the sediments belonged to granularity. TOC and TPHs were 0.50×10-6 mg/L and 20.3×10-6 mg/L respectively. The more detailed information can be found in Table S2.



2.2 Experimental simulated device

In order to simulate the process of releasing petroleum hydrocarbons from seabed sediments to water bodies to the maximum extent in the laboratory, we designed a set of simulation devices (Figure S1) independently, and carried out static petroleum hydrocarbons release experiments based on the typical oil products, sediments and natural sea water in Bohai Sea. The main body of the simulation experiment device is 4 columns with a height of 100 cm and a diameter of 19 cm, and each column could hold 23.8L water. Besides, each column is provided with 4 sampling ports with a vertical interval of 20 cm, and the top is equipped with a lid for sealing. In addition, in order to spread the sediment evenly at the bottom of the device, the device is equipped with 100 cm long poles, and the top of which is fixed with 18 cm diameter and 1 cm thickness cylinder (mainly made of quartz).



2.3 Experimental method


2.3.1 Oil pollution sediment aging treatment

Based on the investigation results of the Penglai 19-3 accident in the Bohai Sea of China (Wang et al., 2018), the maximum petroleum hydrocarbons content in the sediment was 7100 mg/kg. In the literature (Yuan et al., 2017; Dong et al., 2019), the petroleum hydrocarbons content of sediment used in similar experiments carried out was 464, 734, 1239, 2317, 4382 and 9196 mg/kg. In order to simulate the static release process of petroleum hydrocarbons more truly in the sediments of Bohai Sea, and considering that the obtained results can play a certain reference role in the study of similar experiments in other areas, with reference to the two, we determined that the petroleum hydrocarbons content of the sediment in this experiment was 8000 mg/kg.

2.65 g three crude oils dissolved respectively in n-hexane were stirred and mixed uniformly with 331.7 g Bohai Sea sediments (dry sediment). They were placed in a fume cupboard to completely volatilize the n-hexane, and then refrigerated at 4°C in the dark. The blank test with the same amount of hexane under the same conditions to make sure the hexane is completely evaporated. All the sediment in each sample were taken on 1 day, 5 days, 9 days, 11 days, and 13 days to simulate aging over time. The blank control samples were taken on 1 day and 13 days. Each sample was added with 50 mL distilled water for 30 minutes static settlement. The water sample was poured into a separatory funnel with 10 mL n-hexane and extracted by shaking twice for 5 minutes each time. The extract was uniformly measured with an ultraviolet spectrophotometer, and the petroleum hydrocarbons concentration released into the water from the oily sediments was calculated from the previous crude oil standard curve (Figure S2). Due to the different viscosity and other properties of the three kinds oil, although the mixing of oil and sediment has reached the maximum possible homogenization, it can be seen from the data that the fluctuation of petroleum hydrocarbons released by the three kinds oils into water was still large. The focus of this paper is to investigate temporal and spatial variation of petroleum hydrocarbons and microbial communities during static release of oil pollution of sediments. Hence, the oil release of T crude oil has reached equilibrium at 9 days, so the best aging time we chose was 9 days.



2.3.2 Static release simulation experiment of oil pollution sediments

Three experimental groups and one blank control group were set up in static release simulation experiment, which were oil spill sediment group prepared by U crude oil, oil spill sediment group prepared by R crude oil, oil spill sediment group prepared by T crude oil and natural sediment release group respectively. The aged greasy sediment (2 cm thick) based on the above settings was evenly spread at the bottom of the four columns of the simulated experimental device, and then natural seawater was slowly added to a height of 100 cm, so as not to disturb the bottom sediment as much as possible. The static release experiment of petroleum hydrocarbons was carried out at 25°C for 240 h (10 days). 50 mL Samples (twice) were taken at 1 h, 3 h, 5 h, 10 h, 24 h (1 day), 48 h (2 days), 72 h (3 days), 120 h (5 days), 192 h (8 days), and 240 h (10 days), respectively. The water sample were extracted with 5 mL n-hexane twice, oscillated for 4-5 minutes each time, and stood for 5 minutes. We ensure maximum accuracy and parallelism of sample extraction by taking the water samples at different times twice. And each sample was extracted twice to reduce the great uncertainty as soon as possible. The extraction solution was placed in a 20 mL brown bottle for cold storage. At the end of the static release experiment, 500~1000 mL of the remaining water samples from the four columns were taken out and filtered with 0.25 μm filter membrane respectively. The above static release process of oil pollution sediment was used to valuate petroleum hydrocarbons from sediment to water columns to reflect partitioning of oil components. Meantime, this also laid the groundwork for the future study during oil spills. The water samples were stored in a centrifuge tube as AW.1, AW.2, UW.1, UW.2, RW.1, RW.2, TW.1 and TW.2. Subsequently, 150 g of sediment was taken from the bottom of the four columns respectively and encapsulated in 50 mL centrifuge tube as AS.1, AS.2, US.1, US.2, RS.1, RS.2, TS.1 and TS.2. The water samples and sediment samples were stored for ultra-low temperature refrigeration at -80°C. In addition, take the same amount of original sediments, original natural seawater and freeze-dried sediment two copies, respectively numbered as OS.1, OS.2S, SW.1, SW.2, FD.1 and S.FD.2. Prepare with the above samples for microbial communities analysis.




2.4 Microbial communities analysis

The microbial communities in all the sediment samples and water samples were analyzed by high throughput sequencing analyses. The total DNA was extracted using a FastDNA SPIN Kit (MP, USA). The primer 515F (5′-GTGCCAGCMGCCGCGGTAA-3′) and 907R (5′-CCGTCAATTCCTTTGAGTTT-3′) were used to amplify the hypervariable fragments of the bacterial 16S rRNA. All samples were analyzed successively by genomic DNA extraction and PCR amplification, PCR product mixed purification, library construction and computer sequencing, information analysis, sequencing data processing, OTU clustering and species annotation, species relative abundance display, data processing and mapping analysis. Based on the above data, microbial communities were comprehensively analyzed (Fuhrman et al., 2015).



2.5 Petroleum hydrocarbons analysis

The 10 mL petroleum hydrocarbons extract obtained with n-hexanewas in water samples and sediments during static release simulation experiment concentrated to about 1 mL by nitrogen blowing. Subsequently, 20 μL three internal standards (101 ug/mL C24D50, 101 ug/mL 5α-androstane, and 9.9 ug/mL terphenyl-D14) were added respectively into extract and calibrate them to 1 mL. Petroleum hydrocarbons were analyzed using Gas Chromatograph (DB-5MS fused silica column 30 m x 0.32 mm id 0.25 μm film thickness, Supelco Canada) and Mass Spectrometer (GC-MS) (QP2010, Shimadzu Japan). The GC-MS detailed conditions with reference to Li et al. (2020): Helium was used as carrier gas at a flow rate of 1-2.5 mL/min; The inlet temperature was 290-300°C; The temperature of the detector was 300-310°C; The heating procedure was to keep at 50°C for 2 min, then increase to 300°C at the rate of 6°C/min, and keep at 300°C for 16 min. The injection volume was 1 μL; The injection method was not split; The injection time was 1 min. The main characteristic ions of samples detected were shown in Table S3. The relative peak area of the relative internal standard for each component was calculated for petroleum hydrocarbons analysis.




3 Results and discussion


3.1 Identification and screening of petroleum hydrocarbons components in water during static release process

In order to reduce the amount of water in the columns due to excessive sampling volume, which affects the study of the release process, so this time each sampling volume is 50 mL. The amount of petroleum hydrocarbons released during static release process was not much and the sampling volume was small (the amount of normal petroleum total monitoring is 500 mL, and the amount of organic matter monitoring in water is 1000 mL, 2000 mL) (Pan et al., 1969). The petroleum hydrocarbons component we detected was relatively small (Figure 1), mainly naphthalene series, phenanthrene and C1 phenanthrene, and a small amount of normal alkanes. This supports that partly water-soluble compounds were measured that are still contained in fresh crude oil. The less soluble steroids and terpenoids and other polycyclic aromatic hydrocarbons have almost no other peaks except for individual peaks. In particular, C1-P was not obviously detected in the blank sample in this water sample, while C1-P peaks were detected in different degrees in other experimental samples. Therefore, C1 phenanthrene can be regarded as a characterization index of static release of crude oil at a lower concentration.




Figure 1 | The total ion flow chromatogram (TIC) and mass chromatogram (Philippines series) of petroleum hydrocarbons in original surface water samples (A) and experiment samples (B) (from top to bottom represent blank group, U crude oil group, R crude oil group, T crude oil group).





3.2 Temporal, spatial distribution and comparison of C1 phenanthrene

The molecular marker method is used to analyze the aliphatic hydrocarbon of the sample to determine the source of petroleum hydrocarbons for identifying oil spills (Franco et al., 2006). The petroleum hydrocarbons widely exist for a long time in coastal sediments after the oil spill occurred (Page et al., 1988). Source characteristics and chemical fingerprints of environmental persistence biomarkers can be used to determine the source of oil spills, identify and monitor the degradation and weathering process of crude oil under various conditions (Wang et al., 2016). The C1-P released by U crude oil, R crude oil and T crude oil showed a slow upward trend in the surface, upper and middle layers as a whole. It tended to be flat after 5 h and C1-P release decreased to 0 and remained balanced after 48 h (Figures S3-5). The detailed trend description was described in supporting document. Temporal, spatial distribution and comparison of C1 phenanthrene was showed in Figure 2.




Figure 2 | C1-P relative peak area changes of three kinds of crude oil at four different heights.



The static release of three kinds crude oil all released a large amount of petroleum hydrocarbons within 1 h. In the crude oil with the lowest viscosity and the highest viscosity, the content of water at different heights was similar in order (surface layer>upper layer≥middle layer>bottom layer). In crude oil with medium viscosity, the order of content of water bodies at different heights was opposite to the other two crude oils (bottom layer>middle layer>surface layer>upper layer). At the same time, the three crude oils were based on the maximum amount of surface release. The crude oil with the smallest viscosity released most, the crude oil with the highest viscosity was the next, and the crude oil with the medium viscosity was the least. In the crude oil with the smallest viscosity and the largest viscosity, the ratio of the time to the peak of the content of the C1-P components at each height was that the time ratio of the middle, bottom, surface, and upper layers was about 1:2. Three kinds crude oils were at different heights, the medium-viscosity crude oil always released more than the two crude oil with low viscosity and high viscosity, which is about 2:1. However, the release of crude oil with low viscosity was equivalent to the crude oil with high viscosity within 48 h. After 48 h, the release of crude oil with high viscosity decreased, and the release of crude oil with low viscosity remained stable (Franco et al., 2006). Figure 3 shows the comparison of C1-P content in fresh oils (three kinds of crude oil). The C1-P content of in fresh oil (U crude oil) with medium viscosity was obviously higher than that of the other fresh oils (R crude oil and T crude oil). This conclusion was consistent with the C1-P content released in different water layers in Figure 2.




Figure 3 | Comparison of the relative abundance of C1-P in fresh oils (three kinds of crude oil).





3.3 The impact of the release process on the microbial communities

The community structure related to petroleum-degrading bacteria can provide an important basis for exploring the mechanism of petroleum degradation. Therefore, it is necessary to study the changes of microbial communities structure. By studying the changes in the microbial communities structure, the main degrading bacteria of petroleum hydrocarbons at different stages are analyzed (Vila et al., 2010; Shi et al., 2018).


3.3.1 The freeze-drying influence on the microbe in original sediment

The freeze-drying treatment can eliminate the influence of Bohai Sea water contained in the sediment, because the water used in the experiment was from the sea area of Qingdao Zhongyuan Wharf. If the influence brought by this part is not excluded, the credibility of subsequent microbial analysis will be affected. Therefore, the accuracy of the experiment was ensured as much as possible by freeze-drying, especially in the part of biological community. In the process, after freeze-drying, the sediment was evenly ground and then mixed with the oil, which is conducive to the full mixture of oil and sediment. Since the sediment temperature has returned to room temperature at this time, its effect on oil recovery can be ignored. The results showed that the types of microorganisms that have been freeze-dried in the native sediments have not changed, indicating that freeze-drying has a small impact on the microorganisms in the sediments (Figure S6). The 10 dominant phyla in the original sediments were, Proteobacteria 0.55%, Bacteroidetes 0.1%, Chloroflexi 0.07%, Planctomycetes 0.03%, Unidentified_Bacteria 0.03%, Nitrospirae 0.03%, Acidobacteria 0.02%, Cyanobacteria 0.01%, Firmicutes 0.01%, Campylobacterota 0.005%, and others 0.15%. After freeze-drying, the 10 dominant phyla in the microorganisms remained unchanged, but their relative abundances were changed. Among them, the Proteobacteria phylum decreased by 0.09%, the Bacteroides phylum increased by 0.008%, the Chloroflexum phylum increased by 0.02%, Plantomyces phylum increased by 0.04%, unidentified bacteria increased by 0.002%, Nitrospira phylum decreased by 0.005%, Acidobacteria phylum increased by 0.01%, Cyanobacteria increased by 0.01%, Firmicutes decreased by 0.003%, Campylobacterota phyla increased by 0.01%, the other phyla increased by 0.005%.



3.3.2 Diversity and composition of microbial communities in water during static release process

The relative abundance of microorganisms in natural waters in the top 10 phyla were Proteobacteria, Bacteroidetes, Cyanobacteria, Acidobacteria, Planctomycetes, unidentified_Bacteria, Verrucomicrobia, Firmicutes, Chloroflexi, Euryarchaeota, other bacteria Door (Others) (Table S2). From Figure 4, we can know that after the petroleum hydrocarbons static release experiment, among the top 10 bacteria phyla in the relative abundance of microbial communities in natural waters, three types of bacteria (cyanobacteria, verrucomicrobial, and broad archaea) have been not in the top 10 abundance phyla. Therefore, we can think that these three types of bacteria were not suitable for survival and reproduction in an oxygen-deficient environment. After the static experiment, in addition to the 7 types of the original 10 bacteria, three additional dominant bacteria were added, Fusobacteria, Spirochaetes, and Thaumarchaeota. From the perspective of the three pillars, Proteobacteria and Bacteroidetes, which can grow and reproduce regardless of the presence of petroleum hydrocarbons in the water, belong to the dominant bacteria phyla, and their abundance account for more than 95% of the relative abundance of the entire microbial communities. However, the newly added three bacteria phyla were suitable for growth and reproduction in anoxic environment, but whether the newly added three bacteria can grow and reproduce using petroleum hydrocarbons as a carbon source still needs further research.




Figure 4 | Comparison of microbial communities in water body (A) and sediments (B) for the four pillars at phyla and genus level.



The relative abundance of microorganisms in original sediments at the beginning of static release in the top 10 genus were Propionigenium, Amphritea, Kordiimonas, unidentified_Flavobacteriaceae, Colwellia, Pseudohongiella, unidentified_Alphaproteobacteria, Pseudoalteromonas, Sulfitobacter. During static release process, most of the genus remained unchanged from the original sediment. The relative abundance of Proteobacteria in the water body and Amphritea in the sediment changes was most affected by U crude oil with higher viscosity, followed by R crude oil with the smallest viscosity, and finally T crude with the highest viscosity. However, the relative abundance of Bacteroidetes in the water body was consistent with that of Proteobacteria, which is most affected by U crude oil with higher viscosity, followed by R crude oil with the smallest viscosity, and finally T crude oil with the highest viscosity.



3.3.3 Diversity and composition of microbial communities in sediments during static release process

The top 10 phyla of microorganisms after freeze-drying, Nitrospira, Cyanobacteria, Campylobacterota phyla was replaced by the dominant bacteria phyla [fusobacterium (a variant of fusobacterium), Spirochaetes, Thaumarchaeota)] in the sediments after the static release experiment. Although the other 7 species of mycota have no changes, their abundances have changed (Figure S7). Among them, the blank column AS did not mix with crude oil, but the microbial species changes in the sediments were consistent with the changes in the microbial species of the other three sediments mixed with crude oil. Therefore, it was speculated that the disappeared three bacteria phyla may not be suitable for survival in anoxic environment, and the carbon source of crude oil cannot be absorbed and utilized by the three bacteria phyla. However, the three alternative phyla (fusobacterium (a variant of fusobacterium), Spirochaetes, and Thaumarchaeota) were suitable for survival in anoxic environment and may use crude oil as a carbon source for absorption and utilization.

The relative abundance of the Proteobacteria in the 7 types of bacteria phyla was higher than the abundance in the original sediment regardless of the presence or absence of crude oil (Figure 5A). However, in the R crude oil with the smallest viscosity and the U crude oil with the higher viscosity, the bacterial phyla abundance increase was greater, and in the T crude oil with the highest viscosity, the bacterial phyla abundance increase was lower than that of the A column without crude oil. Therefore, we can get that the Proteus phylum is suitable for growth in a mixture of crude oil and sediment with a small viscosity, and was inhibited in a mixture of crude oil with a high viscosity. Compared with oils with low viscosity, the relative abundance of Bacteroidetes in crude oils with high viscosity had increased. Therefore, the increase in oil viscosity promoted the growth of Bacteroides oleifera, but the opposite was true for Firmicutes. Chloroflexi, Planctomycetes, unidentified_Bacteria, Acidobacteria is not suitable for the environment where crude oil exists, and even the components of crude oil can inhibit the growth and reproduction of it.




Figure 5 | (A) The relative abundance of the Proteobacteria in the seven types of bacteria phyla. (B) Changes in abundance of changes in three microbial communities that are not in the top 10 relative abundance in the original sediments, but appear after the experiment.



As shown in Figure 5B, the three bacteria are those that are not in the top 10 relative abundance in the original sediments, but appear after the experiment. The relative abundance of the three bacteria minus the relative abundance of the blank column, what we get is the degree of influence of crude oil with different viscosities on these three kinds bacteria. Among them, for Spirochaetes and Thaumarchaeota, crude oils of different viscosities can promote them. For Spirochaetes, T crude oil with the highest viscosity promotes it the most; for Thaumarchaeota, U crude oil with medium viscosity promotes it the most. For the Fusobacterium (fusobacterium deformation), three crude oils of different viscosity have an inhibitory effect on it, the R crude oil with the smallest viscosity has the greatest impact, and the U crude oil with the greater viscosity has the least impact. The results can deep understanding the relationship between migration and transformation of petroleum hydrocarbons and microbial communities succession from oil pollution sediments to the water body. At the same time, they can provide a basis for oil spill emergency response and impact assessment.





4 Conclusion

In this paper, the distribution of petroleum hydrocarbons during the static release of crude oil was studied and analyzed, and the influence of them on the microbial communities was discussed. The results showed C1-P can be used as a representative indicator of different crude oils for petroleum hydrocarbons migration and evaluation indicators and their trends of the static release were similar. The crude oil with higher C1-P content releases C1-P into the water body significantly higher. After 72 hours, the release change of C1-P of R crude oil with a smaller viscosity is quite different from that of the other two crude oils. During the static release process, the top 10 abundance of the microbial communities in the water columns and sediments appeared partial (3 species) replacement phenomenon. The results can enrich understanding of the interaction between extreme weather events and human activities by incorporating an eco-evolutionary perspective.
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Tropical cyclones (TCs) play important roles in the evolution of beaches. The response of beaches to a single tropical cyclone (TC) has been well reported, however, few studies have compared the responses of the same beach to TCs with different characteristics. Taking Haiyang Beach in the northern China Seas as a case study, the beach profiles before and after two TCs, Lekima and Bavi, which passed through the west and east sides of the study area, were investigated. The beach exhibited erosion at the upper foreshore and minor deposition near the mean high water level (MHW) after Lekima with subaqueous sandbars formed in the nearshore zone, whereas all the beach profiles showed little changes after Bavi. A high-resolution FVCOM model was established and eleven sensitive experiments were conducted to simulate hydrodynamic changes induced by TCs with different tracks, intensity and duration. Then the Xbeach model was used to display the beach evolution due to different TCs conditions. It is found that the significant storm surge and strong seaward bottom current induced by landward wind of the TCs passed through the west side of the study area should responsible for the beach profile changes. Negligible storm surge rise and landward bottom current related to the seaward wind of eastern path TCs can only result in little change of the beach. Swell contributes most to the wave height while has less effect on the beach changes. In this study, we conclude that the effects of TCs on beaches are primarily dependent on relative position of a beach and TCs’ tracks.




Keywords: tropical cyclones, sandy beach, FVCOM, TCs’ track, hydrodynamic change



Highlights

	1. The relative position of a beach and TC track determines the erosion-accretion intensity of the beach

	2. The mechanism is significant storm surge rise and strong seaward bottom current related to the western path TCs

	3. Swell contributes most to the wave height while has less effect on the beach changes

	4. Schematic map of beach response to TCs with different tracks proposed.





1 Introduction

About 31% of the ice-free shoreline in the world is sandy and more than 24% of the sand beaches are suffering serious erosion at a rate of more than 0.5 m/year (Luijendijk et al., 2018). Tropical cyclones (TCs) have the potential to create, destroy, or substantially modify coastal landforms, especially in sand-dominated systems (Sherman et al., 2013). They can disrupt longshore and cross-shore sediment transport balances within short periods by inducing storm surges and strong waves. Thus, dune and sand bar systems can be rapidly, and even irreversibly, destroyed (Sallenger, 2000; Houser et al., 2008; Arifin and Kennedy, 2011). Compared with the monsoon storms, the wave intensity and storm surge can be significantly enhanced during TCs (Shariful et al., 2020), which could cause drastic erosion in dunes and berm where sediments were transported by strong undertow to form the sandbars (Roelvink et al., 2009; Armaroli et al., 2013).

Many studies have demonstrated the importance of the combination effect of TCs characteristics and beach geomorphology (Morton, 2002; Claudino-Sales et al., 2008; Pardo-Pascual et al., 2014). The erosion on beaches at different locations caused by TCs is very different according to the analysis of 37 beaches by Basco (1996). The geomorphological responses of beaches with different characters to TCs are also different, some beaches react rapidly with significant morphological changes (Otvos, 2004), and the more reflective beaches may make more significant changes after TCs (Qi et al., 2010). Sallenger et al. (2006) evaluated the impacts of four hurricanes on beaches in Florida, and found that these impacts cannot be classified simply according to the Saffir-Simpson hurricane scale, because stronger storm may not necessarily cause severer erosion, as the storm duration and surge level also play important roles. Wang et al. (2020) and Chen et al. (2022) analyzed the influence of Lekima and Bavi on the Chudao beach, respectively, and found that the effects of the beach were induced by Lekima was more serious, passing the left side of the beach. In general, the response of sandy beaches to TCs is a complex and variable process. The characteristics of a TC can be described by its track, intensity, duration, storm surges induced, and so on (Martzikos et al., 2021). Previous studies have focused on the influence process and morphological change on sandy beaches under the action of a single TC or a strong and powerful event (Fritz et al., 2007; Sherman et al., 2013; Ding et al., 2015; Shariful et al., 2020). However, little attention has been paid to the hydrodynamic changes and the response of sandy beach induced by TCs with different characteristics. Furthermore, the increase in the intensities of the strongest TCs and the northward shift of their tracks have been predicted (Walsh et al., 2015), which makes the study of the responses of a beach to TCs with different characteristics more meaningful.

Thus, a sandy beach located in the northern China sea was taken as a case study with a combination of in situ investigations and numerical simulations. In addition, we captured two TCs, Lekima and Bavi, that affected the study area in the past three years. Lekima was one of the most powerful TCs landed on Shandong Province, which represented the TCs passing from the left side (left-pass) of the study area. Although Bavi weakened after entering the Yellow Sea, it can be used to discuss the effect of TCs passing from the right side (right-pass) of the study area. Hence, they were representative of the historic TCs with different characteristics.



2 Study area

Haiyang Beach is located on the southern Shandong Peninsula, adjacent to the Yellow Sea, with a length of 13 km and flowing an orientation of SW-NE (Figure 1A). The Haiyang Beach is a typical barred beach (Yang et al., 2012), mainly composed of well-sorted medium and fine sand (Zhang et al., 2021). Lianli Island, situated in the middle of the coast, is the first offshore artificial island in the northern China Seas. The Dongcun River estuary divides the beach into two parts, with the eastern part being a popular tourist attraction, while the western one lacks human activities and there was neither any nourishment project nor coastal engineering projects nearby. Therefore, in this study, the western Haiyang beach was focused as the target area, for the comparison of geomorphological responses to TCs with different characteristics (Figure 1C).




Figure 1 | Location of the Haiyang beach indicated by the red pentacle (A). Location of gauging station T, current observed stations C1 to C3 and wave observed station W, and the topography of the study area (B). Layout of the observed profiles P1 to P4 as shown by black solid lines, and the background is a standard false-color Landsat image. The red dashed area represents the XBeach model domain, and the red dot with black cross represents the site of calculated wind conditions at Haiyang beach (C).



Haiyang Beach is dominated by southerly winds in the spring and summer seasons and northerly winds in autumn and winter. According to the wind data from 1963 to 1982 at Rushan Estuary station (Zhang et al., 2012; Gao et al., 2020), the annual average wind velocity in this area is 3.2 m/s, and the maximum wind velocity can reach 4.4 m/s with a direction of SSW (Figure S1A). Based on the ten-year (1984-1994) averaged wave results observed at Nanhuang Island station, waves in this area is dominated by wind-induced waves with 90% of the wave heights less than 1 m (Figure S1B). In addition, the most wave directions are SSE and SSW in summer and autumn, respectively (Figures S1C, D). The area has regular semidiurnal tides, and the tidal currents reciprocate. Compared with the 1985 national elevation benchmarks, the mean low water (MLW) is −1.20 m, the mean high water (MHW) is 1.21 m, the lowest tide level is −2.67 m, and the mean sea level (MSL) at Haiyang is 0 m (Zhang et al., 2021). For the alongshore sediment transport rate, Ren et al. (2016) calculated its value to be 0.16 to 0.19 million m3/a, with a mainly ENE direction.



3 Materials and methodology


3.1 Field investigation

Beach topography was investigated using RTK-GPS (Real Time Kinematic- Global Positioning System) with horizontal and vertical precisions of 2.5 mm and 5 mm, respectively. A total of four repeated topography observations were conducted, as presented in Table S1. At each profile, the observed resolution was less than 3m which would be reduced where the topography changed rapidly.

Three acoustic Doppler current profilers (ADCP) were used to measure the water levels and current profiles at Stations T, C1, and C2 in March 2017, while the wave data were obtained from a buoy at Station W, from August to September 2019 (Figure 1B). The detailed observation periods are presented in Table 1. These hydrodynamic data were used to validate the numerical model.


Table 1 | Survey information.



Additionally, we used the DJI-M300 unmanned aerial vehicles (UAV) to obtain the topographic data of the beach to create the digital elevation model (DEM) in June 2021, and the horizontal and vertical resolution of the UAV was 1 cm and 1.5cm, respectively. In the meanwhile, the bathymetry data were obtained by the HXF-260D signal beam echosounder with a resolution of 1cm. Then, the subaerial and subaqueous data were merged to provide the initial topographic data for the Xbeach model.



3.2 Beach profile analyses

The beach profile slope (tan β) is used to evaluate the impact of a storm, and is defined as the tangential angle of the foreshore between the edge of the berm and the bottom of the beach face, as shown in Figure 2. Furthermore, Qi et al. (2010) proposed the mean profile change (MPC) to quantify TC impact intensity. It is the absolute value of the averaged profile change before and after a TC, expressed by the following equation:






Figure 2 | Definition sketch of mean profile change and beach slope (tanβ). MSL is the mean sea level, modified from Qi et al. (2010).



x0 and x1 are the first and last points where the post-storm profile is different with pre-storm profile, za and zb are the elevations at x before and after a TC, respectively.

In this study, the Regional Morphology Analysis Package (RMAP) in the Coastal Engineering Design and Analysis System (CEDAS) is used to analyze morphologic changes of beach profiles, by calculating the cross-shore sediment discharge per beach profile width. Thus, the eroded or deposited sediment volume induced by TCs could be quantitative.



3.3 Wind data

The TCs data used for analyzing historic TCs’ tracks were obtained from the Tropical Cyclone Data Center of China Meteorological Administration (CMA) (URI: https://tcdata.typhoon.org.cn/). In addition, hourly wind speed and direction data during two TCs of Lekima and Bavi were obtained from the National Center for Environmental Prediction Climate Forecast System Version 2 (NCEP-CFSv2) with a horizontal resolution of  0.2 degrees (URI: https://rda.ucar.edu/datasets/ds094.1/). This data was also used to drive the FVCOM model as the meteorological force.



3.4 Numerical model


3.4.1 FVCOM model

The finite-volume coastal ocean model (FVCOM) (Chen et al., 2003; Chen et al., 2013) was established to simulate the hydrodynamic conditions during the TCs events. This model has been successfully applied to the study of estuaries, coasts, and adjacent shelf seas (Chen et al., 2008; Bao et al., 2015; Mao and Xia, 2018; Zhong et al., 2020). FVCOM is discretized with unstructured triangular grids in the horizontal direction and a generalized terrain-following coordinate system in the vertical direction. The governing equations are closed; with a default configuration of the Mellor and Yamada level 2.5 (MY-2.5) turbulent closure scheme for vertical eddy viscosity (Mellor and Yamada, 1982) and the Smagorinsky eddy parameterization for the horizontal diffusion coefficients (Smagorinsky, 1963). The wave module (FVCOM-SWAVE) was converted from the Simulating Waves Nearshore (SWAN) model, which was developed by (Booij et al., 1999) and then improved by the SWAN Team (2006). The finite-volume approach of FVCOM ensures volume and mass conservation in individual control element and across the entire computational domain.

The governing equations consist of the following momentum, continuity, and density equations in Cartesian coordinates:











where x, y, and z are the east, north, and vertical axes in the Cartesian coordinate system; u, v, and w are the x, y, and z velocity components; ρ is the density; Pa is the air pressure at the sea surface; PH is the hydrostatic pressure; q is the non-hydrostatic pressure that satisfies a Poisson equation that can be derived from the discrete decomposition using the fractional-step method; f is the Coriolis parameter; and g is gravitational acceleration. The total water column depth is D = H + ζ, where H is the bottom depth (relative to z = 0); and ζ is the height of the free surface (relative to z = 0). P = Pa+ PH+ q is the total pressure at which the hydrostatic pressure PH satisfies:




3.4.1.1. Model configuration

The study area, including Haiyang Beach and its adjacent seas, was divided by an unstructured triangular mesh, as described in Figure S2. The mesh contained 17972 nodes and 34596 cells. The horizontal resolution of the grids was 60 m at the Haiyang beach and approximately 3 km at the open boundary. The water column was vertically divided into seven uniform sigma layers. The shoreline in the model was the high-water line in 2019, and the topography data were extracted from the China Marine Chart database. The hydrodynamic conditions at the open boundary, including sea surface height, current, and waves, were derived from Zhong et al. (2020) which were well-calibrated. The startup type was a ‘cold start’. The simulated period was from January 1, 2017, to January 1, 2021, with the time step of 1s, and the initial water level and velocity in the domain were set to zero.



3.4.1.2 Model validation

The model was validated using the observed data (Figure S3). The simulated results were evaluated by the correlation coefficient (R2) and root mean square error (RMSE). Both the observed and modeled water levels and current velocities exhibited significant semidiurnal and spring-neap tidal variations. The simulated water level was in very good agreement with the observations at Station T, with an R2 greater than 0.98 and RMSE less than 0.18 m. The R2 and RMSE of the observed and simulated current velocities at Stations C1 and C3 were more than 0.68 and less than 0.11 m/s, respectively. At Station C2, the R2 of the current velocity decreased to 0.54, probably because this station was closer to the coastline and the current changed rapidly in shallow water. Nevertheless, the directions of the currents at all three stations were in good agreement, with an R2 greater than 0.9. The wave model reproduced the variations in the significant wave height and wave period effectively. The R2 and RMSE between the simulated and observed significant wave height were 0.77 and 0.25 m, respectively; and the values for the peak wave period were 0.74 and 2.74 s, respectively. Therefore, the numerical model provided satisfactory performance in simulating regional ocean dynamic processes.




3.4.2 Xbeach model

Xbeach is an open-source numerical model to simulate hydrodynamic and morphodynamic processes. This model includes the hydrodynamic processes of short-wave transformation, long-wave transformation, wave-induced setup, and unsteady currents, as well as overwash and inundation (Roelvink et al., 2009; Delft, 2018). Over the last decade, it is widely used to simulate the impact of powerful events on a sandy beach, such as sediment transport, shoreline evolution, and seabed evolution, and it has been validated with a series of analytical, laboratory, and field test cases by a standard set of parameter settings (Bugajny et al., 2013; van Verseveld et al., 2015; Harter and Figlus, 2017; McCarroll et al., 2021).

In this study, a 2DH model with gradient grids is established to discuss the beach evolution due to different TCs conditions. The simulated area extends 1000 m and 500 m offshore and alongshore, respectively, which locates in the middle of Haiyang Beach covering profile P2 (Figure 1C). The averaged resolutions are about 3 m and 5 m, respectively. Thus, the response of profile P2 to different wind fields is simulated to discuss the wind effect. The DEM of the model domain is shown in Figure S4. In this model, the type of bed friction was set as “manning”, the value of the friction coefficient (bedfriccoef) was 0.25, the wave model was “surfbeat”, and the morphological acceleration factors (morfac) was 10, all other model coefficients use the default values. At the offshore boundary, it is forced by hourly-averaged tidal levels, wave heights, periods, and directions which are obtained from FVCOM simulation results.



3.4.3 Numerical experiments on different wind conditions

To examine the response of beach profile to different wind conditions, the Cyclone Wind Generation tool of Mike21 toolbox based on the Young and Sobey wind model (Young and Sobey, 1981) was used to generate three TCs with different tracks (L-A, L-B, and R) as shown in Table 2 and Figure S5. The correction coefficient of forwarding motion asymmetry and inflow angle in the wind model used the method of Harper and Holland (1999) and Sobey et al. (1980), respectively. The radius to the maximum wind speed (Rmax) and the central pressure (Pc) of a TC were calculated referred to (Graham and Nunn, 1959) and (Atkinson and Holliday, 1977), respectively. The translation velocity (Vt) and the wind speed (V) of cyclones (L-A, L-B, and R) are estimated from the averaged value of the 1949-2020 historic TCs data.


Table 2 | Setting of numerical experiments.



Therefore, eleven sensitive experiments (Table 2) were conducted to discuss the response of hydrodynamics to different wind conditions. Several factors, including the distance of cyclones to Haiyang (Ds), the translation velocity (Vt), strong wind duration, and the wind speed (V) were discussed. Exp.1 was a benchmark run forced by a left-pass cyclone (L-A, Figure S5A). To examine the influence of the different tracks, Exp.2 was driven by a right-pass cyclone with the same conditions as Exp.1 except for the relative position to the Haiyang beach (Figure S5B). In Exp.3, the Ds was decreased from 500 km to 300 km to analyze the influence of the distance of the cyclone to the beach (Figure S5C). The Exp.4 was designed to study the influence of the duration of strong wind on the beach compared with Exp.1, as the cyclone in Exp.4 moved twice as fast as in Exp.1, and the duration of the strong wind at Haiyang Beach was significantly decreased (Figure S5D). In Exp.5, the intensity of the cyclone was reduced with a significant decrease of Vmax to study the influence of the wind speed (Figure S5E). The wave conditions were considered in Exp.6 to 9. Among them, Exp.6 and Exp.7 were driven by the same wind fields as Exp.1 and Exp.2, respectively. In Exp.8 and Exp.9, the swell conditions were removed to discuss the contribution of the swell, and the results were compared with those from Exp.6 and Exp.7, respectively. Since the wind direction was opposite induced by the TCs passing on the left and right side of the beach, thus, we conducted Exp.10 and Exp.11 using the southeasterly (SE) and northwesterly (NW) wind, respectively, to study the influence of wind direction on the beach.





4 Results


4.1 Tropical cyclones

There were totally 77 TCs that passed across the southern Shandong Peninsula between 1949 and 2020 (Figure 3A). The annual average rate is 1.1 times which is far less than the 12 TCs that occur each year in the southern China Seas (Qi et al., 2010). The tracks can be divided into three pathways: those that attack Haiyang Beach directly, those that pass across the Shandong Peninsula to the west, and those that pass to the east crossing the North Yellow Sea with landing on the Korean Peninsula. Among the 77 TCs, 16 passed the left side of the study area, 50 passed the right side, and 11 passed directly across the study area.




Figure 3 | Tracks of the historic TCs that affected the Shandong Peninsula from 1949 to 2020 (A). Tracks of the Lekima and Bavi considered in this study (B). Hourly time series of wind velocity (red line) and direction (blue arrows) at Haiyang beach (the wind site in Figure 1C) during Lekima (C) and Bavi (D), respectively.



In this study, two TCs, Lekima (No. 1909) and Bavi (No. 2008), that affected the east and west of the study area, respectively, were considered, as presented in Figure 3B. Lekima formed at 16.7°N and 131.5°E in the northwest Pacific on August 4, 2019. It then quickly moved northwestward and intensified. The maximum wind velocity of Lekima was up to 52 m/s when it first landed on the east coast of China. After approximately 18 h, it was downgraded to a tropical storm and then moved to the North Yellow Sea. Lekima landed again on the southern coast of the Shandong Peninsula on August 11, with a maximum wind velocity of 23 m/s. It continued to move north until dissipated in the Bohai Sea on August 13. During Lekima event, the maximum wind velocity was 16.64 m/s (Figure 3C) with a direction that transitioned from easterly to southerly (landward) at Haiyang Beach.

Bavi formed at 21.6°N and 123.5°E to the southeast of Taiwan Island on August 21, 2020, which moved northwardly into the East China Sea. When crossing the Yellow Sea and the Bohai Sea, Bavi weakened to the status of a typhoon on August 27, 2020, and finally landed on the northern part of the Korean Peninsula with a maximum wind velocity of 35 m/s. During the Bavi event, the wind velocity at Haiyang Beach was less than 10 m/s (Figure 3D) with northerly direction (seaward).



4.2 Geomorphological response and sediment budget

After Lekima, all four profiles exhibited minor accretion at the lower part of the beach face in the area near the mean high water level (MHW). However, significant erosion could be found at the upper part of the foreshore zone at all profiles, with a maximum vertical value of 0.3 m at P1 (Figure 4). In addition, obvious accretion around the mean low water level (MLW) with sandbars in the nearshore zone can be found in profiles P2, P3, and P4 which are in the middle and eastern parts of Haiyang Beach.




Figure 4 | Topographic changes in beach profiles (locations can be found in Figure 1C) before and after Lekima (A), MHW indicates the mean high water level, MSL indicates the mean sea level, and MLW indicates the mean low water level. Comparison of sediment budget of each beach profile after Lekima (B).



According to the method mentioned in Section 3.2, the total sediment budget per width at profile P1 reached a maximum of -23.62 m3/m, followed by the erosion of -16.47 m3/m at P2 profile (Figure 4B). The eroded sediment volume in the subaerial area decreased gradually from the western to the eastern part of the beach, and reached a minimum of -2.56 m3/m at P4. The subaqueous area (below the MSL) at the P1 and P2 profiles maintained erosion, whereas accretion on the eastern beach gradually occurred due to the formation of subaqueous sand bars. The accretion per width reached a maximum of 13.30 m3/m at profile P4. In general, bounded by Profile P3, the western part of the beach experienced severe erosion after Lekima, while the eastern part exhibited weak accretion with the formation of subaqueous sand bars.




5 Discussion


5.1 Compared Bavi with Lekima

We captured the beach profile change induced by typhoon Bavi in 2020 (Table S1). Though Bavi caused smaller wind velocity at Haiyang Beach than Lekima (Figure 3D), it could be a representative of the cyclone passing on the right of the study area. Compared to the profile changes after Lekima, the erosion and deposition areas were relatively weak after Bavi (Figure 5A). Furthermore, no more sandbar was formed. The absolute changes in the slope of all profiles induced by Lekima were greater than 0.01, and the MPCs were larger than 0.1m (Figure 5B). However, Bavi had little effect on the beach, with the slope changing slightly and MPC less than 0.1m. Based on observations after the two TCs, the MPC value increased as the beach slope variation increased.




Figure 5 | Changes in beach profiles before and after Bavi (A). Relationship between beach slope and mean profile change (MPC) induced by two TCs (B), the dashed purple line is the fitted curve.



Both the surface residual current and bottom shear stress in the study area induced by Lekima (Figure 6A) were much stronger than that resulted from Bavi (Figure 6B). This indicated a larger suspended sediment transport during Lekima. Since the beach profile change was mostly related to offshore sediment transport. The stronger seaward residual currents at the bottom layer induced by Lekima (Figure 6C) were more likely to result in sandbars (Figure 4A), but the residual currents induced by Bavi were relatively weak (Figure 6D). Moreover, in the northern hemisphere, the left-pass cyclones induced landward wind and right-pass cyclones induced seaward wind in the study area, thus the storm surge and duration of strong-effect period induced by landward wind were much larger than that caused by seaward wind. Though these two TCs occurred during neap tides (Figures 6E, F), the maximum surge reached 0.72m induced by Lekima, which was significantly larger than 0.34 m that of Bavi. All of the above comparisons indicated a stronger beach profile change resulting from Lekima than Bavi. However, not only the difference in tracks but also the differences in wind speed and duration between these two TCs. It’s hard to attribute changes in the beach profiles to any one factor of wind. Furthermore, despite the significant difference in wind speed between these two TCs (Figures 3C, D), the simulated wave heights were all about 2m. Thus, more sensitive numerical experiments are needed.




Figure 6 | 13h averaged surface residual currents (arrows) and bottom shear stress (colored) induced by Lekima (A) and Bavi (B), respectively, and vertical distributions of residual currents at profile P2 with red arrows indicated onshore and blue arrows indicated offshore during these two events (C, D). Time series of simulated water elevation (black line), significant wave height (red line) and storm surge (blue line) at Station C2 during Lekima (E) and Bavi (F), respectively. The gray areas represent the periods when storm surge were higher than 0.3 m and 0.1 m, respectively, which we refer to as the ‘strong-effect period’ of the two TCs.





5.2 Hydrodynamic changes response to different wind conditions


5.2.1 Influence of cyclones with different tracks

It is well known that the wind speed of the TCs in the northern hemisphere intensifies on the right side of the track. Although the maximum wind speed of the right-pass cyclones is the same as that of the left-pass, the wind speed at Haiyang is reduced from 13.47m/s to 8.48m/s (Figure S5). Furthermore, the duration of wind speed greater than 8m/s decreased from 52 hours in Exp.1 to 10 hours in Exp.2 (Table 2).

Surface residual currents of Exp.1 with left-pass cyclones (Figure 7A) were much larger than that of Exp.2 driven by right-pass cyclones (Figure 7B). This indicated more active sediment resuspension and much stronger coastal sediment transport in Exp.1. Moreover, the seaward bottom currents as shown in P2 profile (Figure 7F) in Exp.1 would transport sediments offshore and induce to a formation of a sandbar. However, the geomorphological change may be much weaker in Exp.2, because of landward bottom currents at profile P2 (Figure 7G) and less coastal sediment transport. These results agreed with the comparison of Lekima and Bavi with different tracks. Though the maximum wind speed of cyclones was set to be the same in the sensitive experiments, the hydrodynamics were closely related to the tracks.




Figure 7 | 25h-averaged surface residual currents and vertical distribution of residual currents at P2 profile with red arrows indicated onshore and blue arrows indicated offshore in Exp.1 (A, F), Exp.2 (B, G), Exp.3 (C, H), Exp.4 (D, I) and Exp.5 (E, J), respectively.





5.2.2 Effect from the wind speed

For the left-pass TCs, whether the distance between the cyclones and the beach decreased (Exp.3) or the translation velocity of the cyclones increased (Exp. 4) which shortened the impact time (Table 2), the distribution of coastal currents and sectional currents at profile P2 (Figures 7C, D, H, I) are similar as Exp.1 with increased current velocity. For the results of Exp.5 with weakened TCs, the current pattern didn’t change except the magnitude of the residual currents decreased (Figures 7E, J). This indicated that the contribution of the cyclones’ track was much more important than the cyclones’ intensity on the pattern of coastal currents and sectional currents.



5.2.3 The contribution of the swell

As shown in Figure 8, similar significant wave height (Hs) can be found during Lekima and Bavi, though the wind speeds were very different. Thus two additional simulations for these two cyclones were conducted without swell to examine the contribution of swell. The Hs didn’t change a lot with or without swell during Lekima, however, the Hs was very different during Bavi (Figure 8A). A set of sensitive experiments with or without swell (Exp.6 to Exp.9 in Table 2) were also designed. Similar results can be concluded that swell contributes most to the waves induced by right-pass cyclones (Exp.7 and Exp.9 in Figure 8B). This indicated that though the wind wave height was small during offshore wind, the swell from out seas was comparatively large. This can also be demonstrated in the simulation of Hs during Lekima and Bavi. Without the effect of swell, Hs during Bavi which the wind direction is seaward is relatively small.




Figure 8 | Comparisons of the simulated significant wave heights with/without swell at Station C2 during Lekima and Bavi (A) and driven by ideal wind in Exp.6 to Exp.9 (B), respectively. Comparisons between the observed and simulated significant wave heights with/without swell at Station W, and the time serious of wind directions (black arrows) were obtained from CFSv2 (C). The purple dotted rectangular box represents the period of Lekima, and the orange one represents the period of Bavi in panel (A).



The conclusion of swell contributes most to the seaward wind waves can also be supported by the observations in the general weather. During northerly wind, a large bias can be found between the observed and simulated Hs without swell (Figure 8C). While it showed a great agreement between the observed and simulated Hs during southerly wind, despite wind wave only.



5.2.4 Similar results from the steady wind

Although Lekima and Bavi showed anticlockwise rotating wind fields, wind affecting Haiyang Beach just exhibited southerly and northerly winds (Figures 3C, D), respectively. Thus, two experiments driven by steady southeasterly (Exp.10) and northwesterly wind (Exp.11) were set to compare with the effect of cyclones (Table 2).

The distribution of surface residual current and vertical current field of the P2 profile induced by the southeasterly wind field (Figure 9A) had the same trend as that of the left-pass cyclone (Figure 5F). Similarly, the results caused by the northwesterly wind field (Figure 9B) were the same as that of the right-pass cyclone (Figure 5G). This indicated that wind direction was an important factor that dominated the hydrodynamics in the study area.




Figure 9 | 25h-averaged vertical distribution of residual currents at P2 profile with red arrows indicated onshore and blue arrows indicated offshore in Exp.10 (A), Exp.11 (B), respectively.






5.3 Response of beach profile to different wind conditions

Considering the limited computing capacity, the P2 profile was selected as a typical simulation based on the Xbeach model. The simulated elevation changes of the P2 profile in the experiments (Exp.6, Exp.7, Exp.10, and Exp.11) were compared with the initial seabed (Figure 10). Due to the landward wind induced by a left-pass cyclone, the P2 profile was eroded on beach face and deposited on the bottom of the beach, with the net sediment volume changes of about -4 m3/m. This sediment budget indicated a similar sediment loss but the value was less than the -16.47 m3/m that resulted from Lekima. However, when the cyclone passed on the right side of the beach, the profile exhibited a slight change at the bottom of the beach surface, which was similar to the changes of the P2 profile after Bavi. Similar trends to Lekima and Bavi suggest that XBeach can be used to compare the relative changes of different experiments, although not enough topography data pre-Lekima or Bavi induced a lack of direct comparison with these two cyclones. Moreover, to verify the effect of wind direction, the southeasterly (landward) and northwesterly (seaward) winds were used to force the study area. The results showed that the morphology of the P2 profile was eroded greatly with net sediment volume changes of about -10 m3/m under the southeasterly wind, while the profile was almost unchanged with the effect of the northwesterly wind (Figure 10).




Figure 10 | The elevation of P2 profile changed under different wind conditions compared with initial seabed.



Therefore, the relative position of a beach and TC track can lead to the opposite patterns of wind direction, which determined the different erosion-accretion results of a beach profile.



5.4 Modelled response of the beaches to TCs with different tracks

Consequently, the TCs with different tracks had significantly different effects on the same sandy beach. The strong landward winds induced by left-pass TCs could generate higher storm surges toward the shoreline, causing seawater to converge and further raise the high water level. Under the conditions of higher storm surge at the shoreline, the beach face would be subjected to more intense erosion and might undergo changes via the following mechanisms: deposition on the inner backshore (from berm to landside), erosion at the outer backshore (seaside) and foreshore. Furthermore, sandbars may be formed in the inshore area, reducing the slope of the entire beach and the response to the energy from strong wind and wave action (Figure 11A). In contrast, under the seaward wind induced by right-pass TCs generated the hydrodynamic intensity for the longshore and cross-shore transportation of sediments would be weak, and thus, the beach profiles did not change significantly (Figure 11B). The response pattern we proposed provided reasonable interpretations of the beach profiles changes induced by TCs with different tracks in the South China and the northern Gulf of Mexico, respectively (Cai et al., 2004; Otvos, 2004).




Figure 11 | Schematic map for the morphologic response of the beach to left-pass (A) and right-pass (B) TCs, respectively.






6 Conclusion

TCs are strong synoptic events that can intensively impact sandy beaches. Beach profile observations of Haiyang Beach, China, were conducted before and after the TCs Lekima in August 2019 and Bavi in August 2020, respectively, which passed the study area with different tracks. To further examine the effect of TCs with different characteristics, eleven sensitive experiments based on FVCOM and four numerical simulations of beach profile change based on XBeach were carried out.

Resulted of Lekima which passed the left side of the study area, the main morphological responses of the beach exhibited erosion at the upper foreshore and minor deposition at the middle beach face. Subaqueous sandbars were formed in the nearshore zone. The overall sediment budget per width reached a maximum of −23.62 m3/m. However, the beach showed little change after Bavi, passed the right side of the beach. Moreover, the impact intensity of tropical cyclones was positively correlated with changes in the beach slope.

The significantly different and even opposite changes in beach profiles induced by the generated TCs with different characteristics caused by the storm surge change and the corresponding bottom cross-shore current. The landward wind direction induced by TCs in the northern hemisphere passing to the west of the study area can push seawater to a higher position of the beach and further induce a seaward bottom current. They can lead to strong erosion at the upper foreshore and deposition in subaqueous sandbars. In contrast, the seaward wind induced by the TCs that passed to the east of the study area can lead to minor erosion at the upper foreshore and accretion on the bottom of beach face, because of the negligible storm surge rise and landward bottom current. The geomorphological response of a sandy beach to TC is primarily dependent on the relative position of the beach and TC’s track. The increased intensity and translation velocity can only enhance the wind speed but not change the hydrodynamic pattern. In addition, the contribution of swell to the wave height was first proposed, which has less effect on the beach changes.
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Supplementary Figure 1 | Frequencies of wind direction and wind speed in Haiyang (A). Frequencies of wave direction averaged in ten years (1984-1994) (B), in summer (C) and autumn (D), respectively, at the Nanhuang Island station (location indicated in Figure 1B).

Supplementary Figure 2 | Model domain and mesh of the FVCOM model.

Supplementary Figure 3 | Comparisons between the observed and simulated water levels at Station T (A), significant wave heights (D) and peak wave periods (G) at Station W, respectively (red and black lines indicate the observed and simulated results, respectively). The middle (B, E, H) and right (C, F, I) columns show the comparisons of surface current velocities and directions at Stations C1, C2 and C3, respectively (observed results are shown in red dots and simulated results are indicated by black lines).

Supplementary Figure 4 | The DEM of study area in China Geodetic Coordinate System 2000 (CGCS 2000) and Gauss-Kruger projection, and the black line represents the P2 profile.

Supplementary Figure 5 | The generated different wind fields at Haiyang Beach when the wind velocity was at its maximum.



References

 Arifin, R. R., and Kennedy, A. B. (2011). The evolution of large scale crescentic bars on the northern gulf of Mexico coast. Mar. Geology 285, 46–58. doi: 10.1016/j.margeo.2011.04.003

 Armaroli, C., Grottoli, E., Harley, M. D., and Ciavola, P. (2013). Beach morphodynamics and types of foredune erosion generated by storms along the Emilia-romagna coastline, Italy. Geomorphology 199, 22–35. doi: 10.1016/j.geomorph.2013.04.034

 Atkinson, G. D., and Holliday, C. R. (1977). Tropical cyclone minimum Sea level Pressure_Maximum sustained wind relationship for the Western north pacific. Monthly Weather Rev. 105 (4), 421–427. doi: 10.1175/1520-0493(1977)105<0421:TCMSLP>2.0.CO;2

 Bao, M., Guan, W. B., Yang, Y., Cao, Z. Y., and Chen, Q. (2015). Drifting trajectories of green algae in the western yellow Sea during the spring and summer of 2012. Estuar. Coast. Shelf Sci. 163, 9–16. doi: 10.1016/j.ecss.2015.02.009

 Basco, D. R. (1996). Erosion of beaches on st. martin island during hurricanes LUIS and MARILYN, September 1995 (Lessons for communities with beach-driven tourist economies). Shore Beach 64, 15–20.

 Booij, N., Ris, R. C., and Holthuijsen, L. H. (1999). A third-generation wave model for coastal regions - 1. model description and validation. J. Geophysical Research-Oceans 104, 7649–7666. doi: 10.1029/98JC02622

 Bugajny, N., Furmańczyk, K., Dudzińska-Nowak, J., and Paplińska-Swerpel, B. (2013). Modelling morphological changes of beach and dune induced by storm on the southern Baltic coast using XBeach (case study: Dziwnow spit). J. Coast. Res. 65, 672–677. doi: 10.2112/SI65-114.1

 Cai, F., Su, X., and Xia, D. (2004). Study on the difference between storm effects of beaches on two sides of the tropical cyclone track-taking the response of beaches to no. 0307 typhoon imbudo as an example. Adv. Mar. Sci. 22, 436–445.

 Chen, C. S., Beardsley, R. C., Cowles, G., Qi, J. H., Lai, Z. Q., Gao, G. P., et al. (2013). “An unstructured grid, finite-volume community ocean model–FVCOM user manual,” in Technical report SMAST/UMASSD-13-0701. 4th ed. (Marine Ecosystem Dynamics Modeling Laboratory)

 Chen, C. S., Liu, H. D., and Beardsley, R. C. (2003). An unstructured grid, finite-volume, three-dimensional, primitive equations ocean model: Application to coastal ocean and estuaries. J. Atmospheric Oceanic Technol. 20, 159–186. doi: 10.1175/1520-0426(2003)020<0159:AUGFVT>2.0.CO;2

 Chen, C. S., Qi, J. H., Li, C. Y., Beardsley, R. C., Lin, H. C., Walker, R., et al. (2008). Complexity of the flooding/drying process in an estuarine tidal-creek salt-marsh system: An application of FVCOM. J. Geophysical Research-Oceans 113 (C7). doi: 10.1029/2007JC004328

 Chen, H., Yang, L., Fu, Y., Qiao, S., and Shi, H. (2022). Influence of typhoon bavi on the chudao beach erosion in weihai. Trans. Oceanology Limnology 44, 82–88. doi: 10.13984/j.cnki.cn37-1141.2022.04.011

 Claudino-Sales, V., Wang, P., and Horwitz, M. H. (2008). Factors controlling the survival of coastal dunes during multiple hurricane impacts in 2004 and 2005: Santa Rosa barrier island, Florida. Geomorphology 95, 295–315. doi: 10.1016/j.geomorph.2007.06.004

 Delft (2018)XBeach user manual-version 1.23.5527. Available at: http://xbeach.readthedocs.io/en/latest/user_manual.html.

 Ding, D., Yang, J., Li, G., Dada, O. A., Gong, L., Wang, N., et al. (2015). A geomorphological response of beaches to typhoon meari in the eastern Shandong peninsula in China. Acta Oceanologica Sin. 34, 126–135. doi: 10.1007/s13131-015-0644-5

 Fritz, H. M., Blount, C., Sokoloski, R., Singleton, J., Fuggle, A., McAdoo, B. G., et al. (2007). Hurricane Katrina storm surge distribution and field observations on the Mississippi barrier islands. Estuar. Coast. Shelf Sci. 74, 12–20. doi: 10.1016/j.ecss.2007.03.015

 Gao, W., Li, P., Gao, S., Tian, Z., Li, B., Liu, J., et al. (2020). Response process of the haiyang beach evolution to typhoon lekima in Shandong province. Haiyang Xuebao 42 (11), 88–99. (in Chinese). doi: 10.3969/j.issn.0253−4193.2020.11.009

 Graham, H. E., and Nunn, D. E. (1959). “Meteorological conditions pertinent to standard project hurricane,” in Atlantic And gulf coasts of united states, national hurricane research project (Washington, DC: Weather Bureau, US Department of Commerce).

 Harper, B. A., and Holland, G. J. (1999). “An updated parametric model of the tropical cyclone,” in Proc. 23rd conf. hurricanes and tropical meteorology, vol. 1999. (Dallas, Texas: Proceedings of the 23rd Conference of Hurricane and Tropical Meteorology), pp. 893–896.

 Harter, C., and Figlus, J. (2017). Numerical modeling of the morphodynamic response of a low-lying barrier island beach and foredune system inundated during hurricane Ike using XBeach and CSHORE. Coast. Eng. 120, 64–74. doi: 10.1016/j.coastaleng.2016.11.005

 Houser, C., Hapke, C., and Hamilton, S. (2008). Controls on coastal dune morphology, shoreline erosion and barrier island response to extreme storms. Geomorphology 100, 223–240. doi: 10.1016/j.geomorph.2007.12.007

 Luijendijk, A., Hagenaars, G., Ranasinghe, R., Baart, F., Donchyts, G., and Aarninkhof, S. (2018). The state of the world's beaches. Sci. Rep. vol 8 6641, 1. doi: 10.1038/s41598-018-24630-6

 Mao, M. H., and Xia, M. (2018). Wave-current dynamics and interactions near the two inlets of a shallow lagoon-inlet-coastal ocean system under hurricane conditions. Ocean Model. 129, 124–144. doi: 10.1016/j.ocemod.2018.08.002

 Martzikos, N. T., Prinos, P. E., Memos, C. D., and Tsoukala, V. K. (2021). Key research issues of coastal storm analysis. Ocean Coast. Manage. 199, 105389. doi: 10.1016/j.ocecoaman.2020.105389=


 McCarroll, R. J., Masselink, G., Valiente, N. G., King, E. V., Scott, T., Stokes, C., et al. (2021). An XBeach derived parametric expression for headland bypassing. Coast. Eng. 165, 103860. doi: 10.1016/j.coastaleng.2021.103860

 Mellor, G. L., and Yamada, T. (1982). Development of a turbulence closure model for geophysical fluid problems. Rev. Geophysics 20, 851–875. doi: 10.1029/RG020i004p00851

 Morton, R. A. (2002). Factors controlling storm impacts on coastal barriers and beaches - a preliminary basis for real-time forecasting (vol 18, pg 486, 2002). J. Coast. Res. 18, 838–838. Available at: https://www.jstor.org/stable/4299096

 Otvos, E. G. (2004). Beach aggradation following hurricane landfall: Impact comparisons from two contrasting hurricanes, northern gulf of Mexico. J. Coast. Res. 201, 326–339. doi: 10.2112/1551-5036(2004)20[326:BAFHLI]2.0.CO;2

 Pardo-Pascual, J. E., Almonacid-Caballer, J., Ruiz, L. A., Palomar-Vázquez, J., and Rodrigo-Alemany, R. (2014). Evaluation of storm impact on sandy beaches of the gulf of Valencia using landsat imagery series. Geomorphology 214, 388–401. doi: 10.1016/j.geomorph.2014.02.020

 Qi, H., Cai, F., Lei, G., Cao, H., and Shi, F. (2010). The response of three main beach types to tropical storms in south China. Mar. Geology 275, 244–254. doi: 10.1016/j.margeo.2010.06.005

 Ren, Z., Hu, R., Zhang, L., Wang, N., and Zhu, L. (2016). Evolution of the sandy beach in haiyang. Mar. Geology Front. 32 (011), 18–25. (in Chinese). doi: 10.16028/j.1009-2722.2016.11003

 Roelvink, D., Reniers, A., van Dongeren, A., de Vries, J. V., McCall, R., and Lescinski, J. (2009). Modelling storm impacts on beaches, dunes and barrier islands. Coast. Eng. 56, 1133–1152. doi: 10.1016/j.coastaleng.2009.08.006

 Sallenger, A. H. (2000). Storm impact scale for barrier islands. J. Coast. Res. 16, 890–895. Available at: https://www.jstor.org/stable/4300099

 Sallenger, A. H., Stockdon, H. F., Fauver, L., Hansen, M., Thompson, D., Wright, C. W., et al. (2006). Hurricanes 2004: An overview of their characteristics and coastal change. Estuaries Coasts 29, 880–888. doi: 10.1007/BF02798647

 Shariful, F., Sedrati, M., Ariffin, E. H., Shubri, S. M., and Akhir, M. F. (2020). Impact of 2019 tropical storm (Pabuk) on beach morphology, terengganu coast (Malaysia). J. Coast. Res. 95, 346–350. doi: 10.2112/SI95-067.1

 Sherman, D. J., Hales, B. U., Potts, M. K., Ellis, J. T., Liu, H., and Houser, C. (2013). Impacts of hurricane Ike on the beaches of the Bolivar peninsula, TX, USA. Geomorphology 199, 62–81. doi: 10.1016/j.geomorph.2013.06.011

 Smagorinsky, J. (1963). General circulation experiments with the primitive equations. part I: the basic experiment. Monthly Weather Rev. 91, 99–164. doi: 10.1175/1520-0493(1963)091<0099:GCEWTP>2.3.CO;2

 Sobey, R. J., Harper, B. A., and Mitchell, G. M. (1980). Numerical modelling of tropical cyclone storm surge. Coast. Eng. Proc. 17, 44. doi: 10.1061/9780872622647.045

 SWAN Team. (2006). SWAN Cycle III Version 40.51 Technical Documentation. Delft University of Technology, Faculty of Civil Engineering and Geosciences, Environmental Fluid Mechanics Section, P.O. Box 5048, 2600 GA Delft, The Netherlands.

 van Verseveld, H. C. W., van Dongeren, A. R., Plant, N. G., Jäger, W. S., and den Heijer, C. (2015). Modelling multi-hazard hurricane damages on an urbanized coast with a Bayesian network approach. Coast. Eng. 103, 1–14. doi: 10.1016/j.coastaleng.2015.05.006

 Walsh, K. J. E., McBride, J. L., Klotzbach, P. J., Balachandran, S., Camargo, S. J., Holland, G., et al. (2015). Tropical cyclones and climate change. WIREs Climate Change 7, 65–89. doi: 10.1002/wcc.371

 Wang, L., Fu, Y., Yang, L., Shi, H., You, Z., and Feng, X. (2020). Effects of typhoon lekima on the evolution of chudao beach in weihai. Adv. Mar. Sci. 39, 608–617. (in Chinese). doi: 10.3969/j.issn.1671-6647.2021.04.012

 Yang, J., Gong, L., Li, G., Wang, N., and Zhang, B. (2012). Morphodynamic feature on the beaches in weihai, Shandong province. Periodical Ocean Univ. China 42 (12), 107–114. doi: 10.16441/j.cnki.hdxb.2012.12.016

 Young, I. R., and Sobey, R. J. (1981). The numerical prediction of tropical cyclone wind-waves (Australia: Department of Civil and Systems Engineering, James Cook University of North Queensland, Townville, Research Bulletin No. CS20).

 Zhang, X., Tan, X., Hu, R., Zhu, L., Wu, C., and Yang, Z. (2021). Using a transect-focused approach to interpret satellite images and analyze shoreline evolution in haiyang beach, China. Mar. Geology 438, 106526. doi: 10.1016/j.margeo.2021.106526

 Zhang, Z., Wu, J., Zhu, L., Hu, R., and Sun, Y. (2012). Impacts of the construction of the east wing of haiyang harbor of the erosion and deposition regime in the sandy coast. Mar. Geology Front. 28 (8), 49–55. (in Chinese). doi: 10.16028/j.1009-2722.2012.08.011

 Zhong, Y., Qiao, L. L., Song, D. H., Ding, Y., Xu, J. S., Xue, W. J., et al. (2020). Impact of cold water mass on suspended sediment transport in the south yellow Sea. Mar. Geology 428, 106244. doi: 10.1016/j.margeo.2020.106244



Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Yu, Wang, Qiao, Wang, Li, Tian and Zhong. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 30 November 2022

doi: 10.3389/fmars.2022.1061159

[image: image2]



The generation mechanism of cold eddies and the related heat flux exchanges in the upper ocean during two sequential tropical cyclones



Zheyue Shen 1
 and Shuwen Zhang 1,2*



1 Institute of Marine Science, Shantou University, Shantou, China, 
2 Guangdong Provincial Key Laboratory of Marine Disaster Prediction and Protection, Shantou University, Shantou, China




Edited by: 

Dehai Song, Ocean University of China, China


Reviewed by: 

Yuping Guan, South China Sea Institute of Oceanology (CAS), China
Chunhua Qiu, Sun Yat-sen University, China


*Correspondence: 

Shuwen Zhang
 zhangsw@stu.edu.cn


Specialty section: 
 
This article was submitted to Coastal Ocean Processes, a section of the journal Frontiers in Marine Science



Received: 04 October 2022

Accepted: 07 November 2022

Published: 30 November 2022

Citation:
Shen Z and Zhang S (2022) The generation mechanism of cold eddies and the related heat flux exchanges in the upper ocean during two sequential tropical cyclones. Front. Mar. Sci. 9:1061159. doi: 10.3389/fmars.2022.1061159



The impacts of two sequential tropical cyclones (TCs), Kyarr and Maha, [from October 24 to November 06, 2019, over the Arabian Sea (AS)] on upper ocean environments were investigated using multiple satellite observations, Argo float profiles and numerical model outputs. To obtain a realistic TC strength, the Weather Research and Forecasting (WRF) model was used to reproduce Kyarr and Maha. During Kyarr and Maha, three distinct cold patches were observed at the sea surface with a maximum sea surface cooling of approximately 5°C. The comparison between WRF model simulation results and ERA5 wind field showed that the WRF model simulation indicated high simulation accuracy with respect to the SST decrease in the AS under the influence of Kyarr and Maha’s wind stress curls. Meanwhile, concentration of chlorophyll a (chl-a) and positive relative vorticity of sea surface also appeared in the three cold patch areas. Through the use of eddy detection algorithms, three mesoscale cold cyclonic eddies were identified along the track of TC Kyarr, and the locations of these cold eddies were highly correlated with three obvious negative sea surface height anomalies (SSHAs). The radii of the three cold eddies were 69 km, 50 km, and 41 km. With a focus on the thermodynamic responses of the three cold eddy fields to Kyarr and Maha, the central regions of the three cold eddies were explored. The central regions of the three cold eddies exhibited relatively shallow mixed-layer depths (MLDs) and low mixed-layer temperatures (MLTs). The depth integrated heat (DIH) content was also calculated to explore the heat flux exchanges occurring in different layers in the upper 200 m of the centre of each eddy. The results showed that DIH in each eddy centre varied by one order of magnitude, accounting for between 127.3 MJ m-2 and 1220.0 MJ m-2 of heat loss. This study suggests that the effect of long forcing time on intense positive wind stress curls can produce upwelling caused by Ekman response, which is the main influencing factor of the three cold eddies generation mechanism. At the same time, the positive relative vorticity injected into the sea surface also has some contribution. TC-induced vertical mixing and upwelling (strengthened by unstable structures inside the cold eddies) cause substantial redistribution of the DIH, and related heat flux exchanges at different layers occur in the eddy fields.
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1.  Introduction.

The passage of a tropical cyclone (TC) over the warm ocean represents a typical part of air-sea interactions and has strong dynamic and thermal impacts on the upper ocean (Price et al., 1994; Cheng et al., 2015; Potter et al., 2017). And the influence of a TC on the ocean can be divided into two stages, namely forced stage and relaxation stage. During the forced stage, the “resonance effect” between TC wind stresses and ocean currents generates near-inertial oscillation. This is due to strong shear stress across the base of the mixed-layer, which will induce vertical mixing (Mayer et al., 1981). After the passage of the TC, the ocean will enter the relaxation stage. During the relaxation stage, the ocean response is mainly affected by inertial gravity oscillation excited by the TC. The mixed-layer velocity oscillates with a near-inertial period. As a result, sea surface currents diverge and produce upwelling (Tsai et al., 2008). Vertical mixing largely explains sea surface cooling and air-sea heat flux exchanges. However, TC-induced deeper and cooler upwelling also plays a role, as it partly balances the warming of subsurface water caused by vertical mixing. So a combination of vertical mixing and upwelling causes a redistribution of heat in the upper ocean (Prasad and Hogan, 2007; Jaimes and Shay, 2009). Concurrently, a decrease in the sea surface temperature (SST) and a change in upper ocean heat content also have a significant negative feedback effect on the TCs intensity, weakening or reducing the energy supplied to TCs (Park et al., 2019). Moreover, the distribution of phytoplankton biomass is influenced by TCs. TCs cause intense Ekman pumping velocity (EPV), elevating nutrient-rich or chlorophyll a (chl-a)-rich water up to the euphotic layer, thereby promoting an overall increase in the surface chl-a concentration and improving primary productivity (Babin et al., 2004).

Besides, according to previous studies, the cyclonic eddy was generated by a slow-moving and looping track typhoon, or along the tracks of binary typhoons (Hu and Kawamura, 2004; Yang et al., 2012). These studies show that the passage of certain typhoons, such as looping track typhoons or binary typhoons, may play a significant role in inducing cold eddies generation.

In addition, along with the generation of cyclonic eddies, a series of physical processes occur inside the cyclonic eddies along their vertical profile, including eddy pumping, eddy stirring, eddy trapping, etc. That makes heat flux exchanges inside the cyclonic eddies more prominent (Zhang et al., 2019). As Yang et al. (2015) found that inside a cold eddy, the maximum cooling of up to 2°C can be caused between 60 dbar and 80 dbar. What’s more, TCs usually pass through mesoscale ocean eddy fields and inject obvious disturbances during their movement (Lu et al., 2016). The intensity, size and vertical structure of a preexisting eddy can also be modified by the TC (Lu et al., 2020). Meanwhile, changes in the eddy caused by the TC can also enhance the ocean’s response to the TC. Qiu et al. (2021) analyzed TC Bailu led to SST decrease within the cold eddy and enlarge the size of the cold eddy. Then the cooled-enlarged eddy excited heat advection transport reached -0.4/day. This has a certain contribution to the extreme cooling of the sea surface when the TC Bailu passes through.

In addition, when the cold eddy moves, if the ratio of the rotational speed U of the cold eddy to its propagation speed c (i.e., U/c) is greater than 1, the cold eddy can be considered a moving water mass. It plays an essential role in modulating ocean general circulation and marine biochemical processes. And it also plays a significant role in the zonal conduction of heat and salt (Gilson and Roemmich, 2001; Qiu and Chen, 2005).

Due to the severe weather conditions during the passage of TCs, it is very difficult to monitor the complete TC transit process and to obtain real-time data. Therefore, various models have also been widely used to study TCs all over the world. For example, the WRF model is one of the most popular regional numerical weather prediction models being used by operational and research personnel. It also has the advantages of flexibility, dynamic and easy access to physical options. Recent sensitivity experiments by various researchers have also verified that the WRF model is one of the best performing mesoscale models for reproducing TC development (Cheng and Steenburgh, 2005; Davis et al., 2008).

From a climatological point of view, TCs in the Arabian Sea (AS) have distinct features and exhibit strong differences from those in other basins. The annual cycle of AS TCs is characterized by prominent double peaks occurring during the monsoon transition periods (April-May and October-November) (Mohapatra et al., 2017). Moreover, on average, there are approximately two TCs in the AS each year. Therefore, the AS region has a high frequency of TC passage (Evan and Camargo, 2011).

The aim of this study is to determine the generation mechanism of cold eddies and related heat flux exchanges in eddy fields during two sequential TCs: TC Kyarr (October 2019) and TC Maha (November 2019) over the AS. This paper is organized as follows: section 2 provides a detailed description of the WRF model simulation and the experimental design; section 3 contains a description of the data and methods; section 4 gives the results and discussion; finally, section 5 presents the conclusion.



2.  WRF model experimental design.

In this experiment, the WRF model is adopted for the physical parametric scheme of TC simulation, as shown in 
Table 1
. The TCs Kyarr and Maha, which landed in the northern Indian Ocean in 2019, are selected as experimental cases, and the simulation periods are 18:00 UTC October 24 to 00:00 UTC November 01, 2019, and 06:00 UTC October 30 to 12:00 UTC November 06, 2019, respectively. The centre of the simulated region is located at (13.2°N, 78.8°E), and the Mercator projection is adopted. The dimensions of the grid in the D01 area are 196×129, and the horizontal resolution is 54 km; the dimensions of the grid in the D02 area are 328×217, and the horizontal resolution is 18 km. There are 50 vertical layers, and the vertical top height is 50 hPa. During the TC simulation, the information of TC location and fixed intensity is output every three hours as a model to simulate the location and intensity of TCs.


Table 1 | 
Specific options of the default parametric scheme.






3.  Data and methods.


3.1.  Data.


3.1.1.  TC track data and intensity.

Information on Kyarr and Maha is obtained from the best track datasets of the Joint Typhoon Warning Center (JTWC, http://www.usno.navy.mil/NOOC/nmfc-ph/RSS/jtwc/best_tracks). This includes the centre location, the minimum sea surface pressure, the maximum sustained wind speed and the wind radius [at the radius of specified wind (17 m/s)] in every 6-hour interval.



3.1.2.  Analysis and reanalysis data.

The European Center for Medium-Range Weather Forecasts (ECMWF) ERA5 fifth-generation atmospheric reanalysis data of the global climate represent the detailed evolution of weather systems. ERA5 data have very high spatial and temporal resolutions. This product is widely used to analyse the evolution of TCs. In this study, the 10 m U-component of wind, 10 m V-component of wind and sea surface pressure from ERA5 data with a spatial resolution of 0.25°× 0.25° and a temporal resolution of one hour were used. The ERA5 data, which cover data from 1979 to present, are now available for public use. Detailed documentation and download information can be found at the ECMWF website (https://www.ecmwf.int/).

The daily SST product used in this study is obtained from NOAA Global Surface Temperature Data (NOAA Global Temp) with a 1/4 degree global grid. It combines global SST data with global land surface air temperature data into merged data of both the land and ocean surface temperature (available at https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.derived.surface.html/).



3.1.3.  Remote sensing data.

The daily chl-a concentration data are merged with satellite-derived altimeter products from multiple satellite sensor observations. The daily altimeter-derived sea surface height anomaly and sea surface currents data are provided by Archiving, Validation and Interpretation of Satellite Data in Oceanography (AVISO). All of these products have a spatial resolution of 4 km and are produced and distributed by the Copernicus Marine Environmental Monitoring Center (CMEMS, http://marine.copernicus.eu/).



3.1.4.  
.In situ observations

In this study, the upper ocean temperature and salinity measured by Argo floats are taken from the India Argo project (ftp://ftp.ifremer.fr/ifremer/argo). All these Argo floats are equipped with conductivity–temperature–depth (CTD) sensors and deployed in the AS to collect ocean data at 10-day intervals from depths of 5 m to 2000 m as a part of the Argo program.

The ocean temperature and salinity data are recorded by the Argo floats, and quality control is performed. The Argo float profiles before and after the passage of the two sequential TCs along their tracks are selected. This provides a good opportunity to study changes in the upper ocean environments induced by TCs. The locations and observation periods of the five Argo floats distributed near the TC tracks adopted in this study are shown in 
Figures 1B
, 
2F
.



3.1.5.  Model data.

Data with a spatial resolution of 0.08°x0.08° from the global HYbrid Coordinate Ocean Model (HYCOM, https://www.hycom.org/) daily and hourly numerical model outputs are driven by the Navy Environmental Model version 1.2 (Chassignet et al., 2007). Data of three-dimensional ocean temperature and salinity are used in this study to show temperature profile changes with time during TC passage and to calculate the density of sea water, MLD, and heat flux exchanges at different layers in the upper ocean.




3.2.  Methods.


3.2.1.  Wind stress curls.

The wind stress curls play an important role in the dynamic processes of the upper ocean during the passage of TC. For example, wind stress curls cause sea water to converge and diverge, with corresponding changes in sea surface height (Chiang et al., 2011). To better understand this role, the wind stress curls are computed based on the wind stresses. The wind stresses are given by:

 

ρa is the density of air,   is the wind speed 10 m over the sea surface, and CD is the drag coefficient (Powell et al., 2003). The drag coefficient is calculated as follows:

 

The wind stress curls (W) are calculated as:

 

τy and τx are the meridional and zonal wind stresses, respectively, ∂x and ∂y are the distances in the west-east and south-north directions, respectively.



3.2.2.  Maximum forcing time and maximum adjustment time.

The method of Sun et al. (2010) is used to divide the wind field data into half-hour intervals along the TC tracks data provided by JTWC, and the forcing time of TC is calculated, which is defined as the wind speed of TC (wind speed > 17 m/s) blowing time at the sea surface.

According to Gill et al. (1974) geostrophic adjustment theory, the adjustment time is at least 1/f , in which f=2ωsinθ is the Coriolis force, where ω is the Earth’s angular velocity and = 7.292x10-5 rad/s and θ is the local latitude. In this study, after Kyarr and Maha passed through, the maximum adjustment time of three cold eddies is calculated (November 07, 2019).



3.2.3.  Eddy detection algorithms.

Among the eddy detection methods based on physical parameters, the Okubo-Weiss (OW) parametric method has been widely used (Okubo, 1970), but this method also has some disadvantages. Therefore, Nencioli et al. (2010) further improved the eddy detection method based on Euler-type data and categorized it into four constraints:


	
1.  Along an east–west (EW) section, zonal v components of currents velocity, v has to reverse in sign across the eddy centre, and its magnitude has to increase moving away from the centre;


	
2. Along a north–south (NS) section, meridional u components of currents velocity, u has to reverse in sign across the eddy centre, and its magnitude has to increase moving away from the centre; the sense of rotation has to be the same as that of v;


	
3. The velocity magnitude exhibits a local minimum at the eddy centre;




Based on the above, after the eddy centre is determined, the outermost closed line is determined to be the boundary of the eddy according to the flow function of the eddy region, and the average distance from the eddy boundary point to the eddy centre is defined as the eddy radius.



3.2.4.  Sea surface relative vorticity.

During the passage of the TC, the strong wind stresses of the TC can easily cause the geostrophic balance of sea surface to be lost and cause vorticity anomalies (Wang et al., 2007). Moreover, cyclonic eddy often shows positive vorticity, so calculating the change in the relative vorticity of sea surface helps reveal the generation mechanism of the cyclonic eddy.

 

where v and u are two components of the sea surface currents along the west–east and south–north directions, respectively, ∂x and ∂y are the distances in the west–east and south–north directions, respectively.



3.2.5.  Nondimensional numbers.

Some nondimensional numbers, such as the nondimensional storm speed, S, are calculated to aid understanding of the general characteristics of each TC. S, which is the ratio of the local inertial period to the residence time of a TC. The value of S is considered an indication of the timescale at which the ocean is subjected to the TC strong wind stresses compared to the local inertial period. Thus, this is an indication of the near-inertial ocean response generated by a TC. Following Price et al. (1994), S is defined as:

 

Rmax is the radius to maximum wind stress. Uh is the TC’s translation speed.

The Burger number, B. B, is a direct measure of the degree of pressure coupling between mixed-layer currents and thermocline currents. As shown in the following formula, the decay and e-folding time for mixed-layer currents (through energy dispersion) are directly dependent on the Burger number (Price et al., 1994).



 


g' is the reduced gravity. Δρ is the density difference across the seasonal thermocline. ρ0 is the density of mixed-layer, and the MLD is defined here as the depth where the temperature is 0.5°C less than the SST (Kara et al., 2000). g = 9.8 m/s2 is the acceleration due to gravity, hmax is the maximum MLD.

C, is the ratio of the translation speed of the TC to the gravest mode internal wave phase speed. And the Mach number indicates significant upwelling directly beneath the TC and includes a substantial geostrophic component. The upwelling driven by wind stress curls is the most important process. It causes the variation of thermocline density through the divergence of upper layer transport. The Mach number C, as given by Price et al. (1994):

 

C is the gravest mode internal wave phase speed, with a nominal value of c=2m/s






4.  Results and discussion.


4.1.  Comparison of TC tracks evolution.

The results from the WRF model simulation of two sequential TCs Kyarr and Maha are presented in this section. The JTWC and ERA5 estimate basic tropical cyclone data at every 6h can be observed, though in situ observations during tropical cyclone events in the Arabian Sea region are lacking. The tracks which TCs Kyarr and Maha were observed and simulated are presented in Figures 1A, B
. In ERA5, WRF model simulation, the centers of Kyarr and Maha are located at the minimum point of sea level pressure. In Figures 4A, B, the tracks of Kyarr, Maha provided by JTWC, ERA5, WRF model simulation all show that TCs first moved to the northwest and then changed abruptly. In general, the TC tracks provided by ERA5 are basically consistent with those provided by JTWC. As would be observed, there is a significant difference between the WRF model simulation and ERA5, JTWC. For example, the WRF model simulation track of TC Kyarr biased to the west side of the observed track at first. Then the track was greatly biased to the east side of the observed track after it’s sudden change. Though deviating from the Maha’s observed track at the beginning, it’s track changes were basically consistent with those provided by ERA5 and JTWC afterwards. In another study, it was found a higher track deviation might be attributed to the initial positioning error (Osuri et al., 2012). In general, the WRF model simulation exhibits relatively large errors in the track of TC Kyarr. Unlike TC Maha, the WRF model simulation has a relatively high consistency with the track provided by JWTC and ERA5. From the above, in this paper, we will use the tracks provided by JTWC as the tracks of TCs Kyarr and Maha.




Figure 1 | 
Tracks (A, B), intensities according to JTWC, WRF model simulation, and ERA5 (C–F) and translation speeds (G). In (A, B), the black and red lines represent the tracks of TCs Kyarr and Maha, respectively. The colours of circles indicate the intensity of TCs (according to the Saffir-Simpson hurricane scale), and the interval of each circle is 6 hours. The grey dotted lines represent the eddy shapes, the grey five-pointed stars represent the eddy centres of cyclonic eddies e1, e2, and e3 (November 07, 2019, by eddy detection algorithms). The temporal and spatial variations in the Argo floats are represented by various coloured triangle symbols. The small (large) symbols represent the location of Argo floats pre (post)-TC Kyarr.






4.2.  Two sequential tropical cyclones in October 2019.

The tracks, intensities and translation speeds of Kyarr and Maha in October 2019 are shown in 
Figures 1A–G
. TCs Kyarr and Maha followed a similar path across the AS from October 24 to November 06, 2019. First, Kyarr originated and reached tropical storm status on the night of 25 October 2019 near India (Figure 1A). Then Kyarr moved north-westwards continuously developed from 00:00 UTC to 18:00 UTC on October 26, and it quickly strengthened from Category 1 to Category 4. The Category 4 stage persisted for approximately 54 hours according to the Saffir-Simpson scale.



Figure 2 | 
(A–E) show a comparison of temperature profiles obtained from Argo observations (different colours represent different Argo floats) and HYCOM model output results at different times. In (F) The Argo floats are represented by various coloured symbols. The small(large) symbols represent the location of Argo floats pre (post)-TC Kyarr/Maha. The grey dotted lines represent the shape and eddy centre of cyclonic eddies e1, e2, and e3 (November 07, 2019, eddy detection algorithms detected). The Argo floats are represented by various coloured symbols. The expression of TC tracks is the same as that in 
Figure 3. The red solid point represents the location of TC Maha on November 04.




At noon on October 29, Kyarr made a sudden south-westerly turn and gradually weakened before dissipating into a tropical storm and finally disappearing over the western AS. Afterwards, a week after Kyarr originated, Maha originated in the sea near southern India and moved north-westwards. Later, Maha was upgraded to Category 1 on the evening of November 02 and gradually strengthened to reach its maximum intensity of Category 3 in the early morning of November 04. Approximately a day after Maha continued moving northwest as a Category 3 TC, the track of Maha changed to the east near the area where Kyarr suddenly turned. Finally, Maha gradually weakened and disappeared over the northern AS.

For the purpose of comparing the WRF model simulation results, the minimum central pressure and maximum sustained wind speed from JTWC and ERA5 were used (
Figures 1C–F). The maximum 10 m wind speed from the WRF model simulation and ERA5 were used as the maximum sustained wind speed.

Notably, the TCs intensity indicated by ERA5 appears to be particularly weak compared to the intensity indicated by JTWC and WRF model simulation. Moreover, the WRF model simulation and ERA5 peaks (maximum sustained wind speed and minimum central pressure) were delayed relative to those of JTWC. However, according to the evolution of minimum central pressure recorded by JTWC, WRF model simulation and ERA5 for Kyarr and Maha, the minimum central pressure values of TC Kyarr were 923 hPa, 955, and 974 hPa, respectively (Figure 1C
). The JTWC-recorded minimum central pressure for TC Maha was 959 hPa, that recorded by WRF model simulation and ERA5 were 972 and 998 hPa, respectively (
Figure 1D). For the maximum sustained wind speed of Kyarr and Maha, JTWC maximum sustained wind speed were faster than WRF model simulation and ERA5. And the JTWC-recorded maximum sustained wind speed for TC Kyarr was 69 m/s, while that of WRF model simulation and ERA5 were 45 and 29 m/s, respectively (
Figure 1E). Moreover, the maximum sustained wind speed of TC Maha recorded by JTWC was 54 m/s, while that recorded by WRF model simulation and ERA5 were 39 and 20 m/s, respectively (
Figure 1F). The WRF model simulation underestimated the minimum central pressure and maximum sustained wind speed during the development stage compared to that of JTWC but was closer to ERA5.

The translation speeds of Kyarr and Maha were calculated according to the locations of the TCs centres in the time series (
Figure 1G
). Kyarr moved relatively slowly (1–4 m/s) during most stages over the AS. Maha moved relatively fast during the early stage, but after November 02, Maha moved relatively slowly and attained a translation speed (Uh) of approximately 2.5 m/s.



4.3.  Sea surface cooling.

As shown in 
Figure 3A, the background ocean environment on October 24 provided favourable conditions for TC generation, and the AS was covered by warm water with a high SST. During the passage of Kyarr and Maha, there was a cool trail along their tracks with a rightwards bias (
Figures 3B–H). In particular, four distinct cold patches were detected, which are marked with black boxes and correspondingly labelled C1, C2, C3, and C4 in Figure 3
. On October 31 (Figure 3D), the first and second cooling patches appeared after the passage of Kyarr. Both cooling patches were located to the right of TC Kyarr’s track. In regions C1 and C2, the maximum decreases of SST were 3°C and 4.5°C, respectively (Figure 3D
).




Figure 3 | 
The tracks of TCs Kyarr (A) and Maha (B) were provided by JTWC, ERA5 and WRF model simulation, respectively.






Figure 4 | 
Evolution of the SST before, during and after Kyarr and Maha. (A): before Kyarr, (B, C): during Kyarr, (D): after Kyarr and before Maha, and (E–H): after Kyarr and during Maha. The black and red lines denote the tracks of Kyarr and Maha, respectively. The grey and red dotted lines represent that the TCs have not passed through the regions. The black and red solid dots denote the centre locations of Kyarr and Maha at 00:00 UTC, respectively. The black boxes represent typical regions with distinct sea surface cooling.




As seen in 
Figures 3E–H
, the sea surface cooled again after the Maha passed through the same area 8 days later (
Figure 3H). And two more new cooling patches emerged, regions C3 and C4, their temperature decreases of 5°C and 4.5°C, respectively. While the first cooling patch in region C1 continued to enlarge, the maximum SST drop in region C2 gradually recovered during the passage of TC Maha (
Figures 3E–H). Thus, after the passage of Kyarr and Maha, there were three cooling regions on the sea surface. And the cooling in region C4 is significantly stronger than that in other regions.



4.4.  Horizontal distribution of the wind stress curls.



Figure 5 shows the wind field simulated by the WRF model. The calculated wind stress curls were obtained from WRF model simulation and ERA5, respectively. A positive wind stress curl closely linked to Ekman pumping to generate upwelling and promote cold wake development (Chiang et al., 2011). The wind stress curls obtained by WRF model simulation and ERA5 calculation were all positive over the AS, but the wind stress curls according to ERA5 were relatively weak. The ERA5 spatial pattern of the wind stress curls were similar to that of WRF model simulation (
Figures 5A–C, G–I), the magnitude was 2–6 times larger for WRF model simulation (Figures 5D–F, I, J). For example, at 00:00 UTC on October 27, the wind stress curls of Kyarr obtained from WRF model simulation were obviously four times stronger than that of ERA5. The maximum value of the wind stress curls from ERA5 was ~1.1×10-5 N/m3 (Figure 5A) and that from WRF model simulation was~5×10-5 N/m3 (Figure 5D
). The maximum value of wind stress curls of Maha obtained from ERA5 was ~0.8×10-5 N/m3 (Figure 5I) and that from WRF model simulation was ~4.8×10-5 N/m3 (Figure 5L
), at 18:00 UTC on November 04. The powerful wind of the TCs induced a series of physical processes, and the sea surface cooled, as shown in Figure 3. As the SST decreased along the TC tracks analyzed above, it can be seen that the wind forcing according to ERA5 was too weak to produce this feature. In contrast, the WRF-obtained atmospheric forcing could produce this cold wake more realistically.



4.5.  Chlorophyll a concentration corresponding to the two sequential tropical cyclones.

Figure 6 shows the time evolution of chl-a concentration at sea surface caused by Kyarr and Maha. The chl-a concentration was 0.5~1 mg/m3 in most areas of AS before two sequential TCs (
Figure 6A). Unsurprisingly, the three typical regions with obvious sea surface cooling and affected by strong wind stress curls were also noted to exhibit pronounced increases in chl-a after two sequential TCs. During the passage of TC Kyarr, the chl-a concentration did not significantly increase along the TC track but showed only a small increase of 2 mg/m3 near the generation region of Kyarr (
Figure 6B). After Kyarr and during Maha, there were three chl-a concentration regions: the region near the generation of Kyarr and regions C1 and C3. In these three regions, the chl-a concentration could reach ≥ 3.5 mg/m3 (Figure 6C
). After the passage of Kyarr and Maha, the chl-a concentration in the region near the generation of Kyarr did not obviously increase. In region C1, the chl-a concentration gradually returned to ≤ 2.5 mg/m3. In region C3, the chl-a concentration increased to a maximum of 4.5 mg/m3, and another chl-a concentration region appeared, region C4. There was a significant increase in the chl-a concentration in this region, with a maximum value > 5 mg/m3.




Figure 5 | 
The hourly wind field (arrows: m/s) at 10 m above the sea surface and estimated wind stress curls (colours: N/m3) during (A–F) Kyarr’s passage and (G–L) Maha’s passage from ERA5 data and WRF model simulation, respectively. The expression of the TC tracks is the same as that in 
Figure 3
.






4.6.  Three cold eddies after the passage of the two sequential tropical cyclones.

In 
Figures 7A–F, the evolution of sea surface relative vorticity is shown. After TC Kyarr passed (Figures 7A–C), the three regions exhibited positive relative vorticity, regions C1, C3, and C4 reached approximately 1×10-5 s-1, 1.5×10-5 s-1, and 1×10-5 s-1, respectively. Interestingly, after TC Kyarr passed through, a positive relative vorticity also appeared in between of regions C3 and C4 (Figure 7C
). However, the relative vorticity in this region was smaller than the relative vorticity in regions C3 and C4 and gradually weakened (Figures 7D–F
). After Maha passed, the positive relative vorticity of regions C3 and C4 developed further and reached maximum values of 2×10-5 s-1 and 3×10-5 s-1, respectively. The relative vorticity of region C1 did not change significantly, but the area with positive relative vorticity in this region increased (
Figures 7D–F
). Because cyclonic eddies are closely linked to the positive relative vorticity, further research on this topic is presented in the next section.




Figure 6 | 
Observations of the 8-day mean chl-a concentration (mg/m3 ) before, during and after Kyarr and Maha. (A): before Kyarr, (B): during Kyarr, (C): after Kyarr and during Maha, and (D): after Kyarr and Maha. The expression of the TC tracks is the same as that in 
Figure 4
. The black boxes represent three typical regions with obvious chl-a increases and sea surface cooling, as shown in 
Figure 4.







Figure 7 | 
The calculated 3-day mean sea surface relative vorticity (colours: s-1 ) before, during and after the passage of Kyarr and Maha. (A): before Kyarr, (B, C): during Kyarr, (D, E): after Kyarr and during Maha, and (F): after Kyarr and Maha. The expression of the TC tracks is the same as that in Figure 3. The black boxes represent three typical regions with obvious sea surface relative vorticity increases and sea surface cooling, as shown in Figure 3.





Figure 8
 depicts the temporal evolution of the SSHA before, during and after the passage of Kyarr and Maha. At first, no SSHA existed before the two sequential TCs (
Figure 8A). Then a SSHA began to appear during the passage of TC Kyarr(
Figure 8B). Meanwhile, a cold eddy was first identified by eddy detection algorithms in the area during the passage of TC Kyarr (Figure 8B). Then, as Kyarr continued to advance, a second SSHA appeared on the sea surface. And a second cold eddy was also identified (
Figure 8C). After the passage of Kyarr, the sea surface height in C1, C3 and C4 regions decreased by -10 cm, -15 cm and -15 cm, respectively. And a third cold eddy was identified at location of the turn in Kyarr’s track (Figure 8D). In the three cold eddy areas, the sea surface geostrophic currents gradually strengthened and showed the characteristics of cyclone (Figures 8B–D
). Moreover, during the passage of Maha, negative SSHAs were further reinforced. In region C1, the sea surface height decreased by approximately -15 cm. In regions C3 and C4, the sea surface height extensively decreased, and both reached -25 cm. The sea surface geostrophic currents formed more intense cyclonic features in these regions, and the highest velocities were found around the edges of the three cold eddies (
Figures 8E, F). Finally, the shape of the three cold eddies stabilized on November 07 (Figure 7F
).




Figure 8 | 
Observations of SSHAs (colours: cm) and geostrophic velocity of zonal/meridional components (arrows: m/s) before , during and after the passage of the two TCs. (A): before Kyarr, (B, C): during Kyarr, (D): after Kyarr and before Maha, and (E): after Kyarr and during Maha. (F): after Kyarr and Maha. The solid blue lines show the shape of eddies, and the blue five-pointed stars show the centre of the eddies. The expression of the TC tracks is the same as that in 
Figure 3
. The black boxes represent three typical regions with obvious SSHA decreases and sea surface cooling, as shown in 
Figure 3.




After the two TCs passed through on November 07, three stable cold eddies were identified by eddy detection algorithms. The centre of cyclonic eddy e1 in region C1 was located at 68.125°E, 16.875°N and had a radius of up to 69 km and an area of up to ~15000 km2. The centre of cyclonic eddy e2 was located at 65.375°E, 18.375°N and had a radius of up to 50 km and an area of up to ~7850 km2. The centre of cyclonic eddy e3 was located at 68.125°E, 16.875°N and had a radius of up to 41 km and an area of up to ~5280 km2. Each eddy radius is defined as the average distance between the eddy boundary and the centre of the eddy identified by the eddy detection algorithms. The long forcing time of strong wind during the passage of Kyarr and Maha are shown in 
Table 2
. The maximum forcing time of each eddy was all much longer than the geostrophic adjustment time during the passage of Kyarr. However, during the passage of Maha, the maximum forcing time was all slightly below the maximum adjustment time in these three cold eddy regions.


Table 2 | 
Information about cyclonic eddies identified by eddy detection algorithms.






4.7.  Temperature structure and the depth integrated heat content of the upper ocean.



Figures 2A–E
 show the variations in temperature profiles from five Argo floats. 
Figure 2F
 shows the temporal and spatial variations in the five selected Argo floats. According to 
Figure 2F
, Argo floats were located near the tracks of Kyarr and Maha. And Argo floats 2902202, 2902205, and 2902272 were concentrated near e1. Argo float 2902175 was somewhat far from e1, approximately 100 km from the edge of e1, and Argo float 2902210 was located approximately 50 km from the edge of e2. The five Argo floats recorded changes in the ocean at different times during the passage of Kyarr and Maha. For example, Argo floats 29002210 and 2902272 recorded changes in the interior of the ocean caused by TC Kyarr, and Argo floats 2902205, 2902202, and 2902175 recorded changes in the interior of the ocean caused by TC Maha.

Furthermore, similar to the Argo float observations, the spatial series of the HYCOM model output results were added to the temperature profile to demonstrate that HYCOM model can reproduce ocean conditions. However, the upper ocean temperature changes captured by the HYCOM model output after the passage of TC Kyarr were more affected than the temperature changes recorded by Argo floats, and the temperature decreased even more dramatically (
Figures 2A–E
). In general, the HYCOM model output results were generally consistent with the Argo float measurements.

In this study, the upper ocean is defined as depths of 0–200 m. To investigate the thermal response of the upper ocean, the heat content change (ΔH ) was calculated from a pair of temperature profiles from each Argo float (Zedler et al., 2002).

 

Here, ρ0 is the density of seawater, and Cpw is the specific heat of seawater, so ρ0Cpw = 4.1 MJ°C-1 m-3. Integration is performed over depths of 0 to 200 m. ΔT is the change in sea water temperature before and after the TCs, as shown in 
Figure 2
 for the Argo float temperature profile of the time series. A negative value indicates heat loss and a positive value indicates heat gain within a specified depth range. As shown in 
Figure 9
, the ΔH calculated from the Argo profiles demonstrated a significant difference.




Figure 9 | 
Vertical profiles of the heat content anomaly according to each Argo float.




Argo floats 2902175 and 2902202 showed that the upper 200 m of the ocean lost heat along the temperature profiles, while Argo floats 2902210, 2902205, and 2902272 showed that heat was gained in the subsurface ocean (50-100 m). And Argo float 2902210 showed that a subsurface ocean heat increase could reach 13 MJ°C-1 m-3, Argo float 2902205 showed a subsurface ocean heat increase of approximately 6 MJ°C-1 m-3. Argo float 2902272 showed a subsurface ocean heat increase of 2 MJ°C-1 m-3. Moreover, Argo float 2902210 showed an ocean heat gain of approximately 180 m. In previous sections, it was found that the passage of Kyarr led to the generation of three cold eddies. The interior of the cold eddy is an unstable thermal structure. Therefore, the heat flux exchanges inside cold eddies need to be further studied.



4.8.  Nondimensionalization of the two sequential tropical cyclones.

Some of the nondimensional numbers defined in previous studies help to reveal the characteristics of TCs and their interactions with the upper ocean. The external parameters that characterize the ocean environments and the two sequential TCs are exhibited and listed in 
Table 3
. The calculation results for each TC are presented in Table 4
. For each TC, the nondimensional storm speed S is O(1), where S is the ratio of the local inertial period to the TC residence time (Price et al., 1994). The strong wind stresses of TCs caused changes in the interior of the ocean that were basically consistent with the local inertial period. The Burger number B reveals the degree of pressure coupling between the mixed-layer currents and the thermocline currents (Price et al., 1994). For each TC case, a relatively large Burger number can be seen, and it is expected that the pressure coupling is very pronounced during the TC passage. The translation speeds of TCs Kyarr and Maha were only slightly greater than c (the gravest mode internal wave). Each TC had an O(1) Mach number. Previous studies have shown that under these conditions, significant upwelling occurs directly beneath TCs (Price et al., 1994). And it was caused by Ekman pumping, which is closely linked to positive wind stress curls (
Figure 5). Therefore, the calculations of these nondimensional numbers for each TC case show that two slow and strong TCs have considerable impacts on the upper ocean interior during their passage (Price et al., 1994).


Table 3 | 
External parameters.





Table 4 | 
Nondimensional variables.






Figures 10A–C
 show the changes in vertical temperature profiles and the depth of mixed-layers before, during and after Kyarr and Maha in the upper ocean at the three cyclonic eddy centres. At each eddy centre, the initial MLD was approximately 40 m, and the MLT was approximately 29°C. Then, the MLT and MLD changed sharply due to the influence of the passage of TCs. The cooling of the MLT was accompanied by the deepening of the MLD; the MLT decreased by at least 3°C, and the MLD deepened to at least 55 m at each eddy centre after Kyarr passed. For example, after the passage of Kyarr, the MLT in the central area of e2 decreased the most sharply, by approximately 5°C (Figure 10B), the MLD deepened by approximately 75 m. After the passage of Kyarr in e3, the MLD deepened the most, up to 80 m, and the MLT dropped to approximately 26°C (Figure 10C). After Maha passed through the three cold eddies, it also caused the MLD in each eddy centre to deepen and the MLT to decrease, but none of the changes were as pronounced as those after Kyarr passed through. The differences in the variations in MLD and MLT at the e1, e2, and e3 centres were mainly due to the different characteristics of each TC when they were passing these cold eddy fields. Based on the nondimensional characteristics of each TC calculated in section 4.8, two slow-moving TCs can cause strong vertical mixing and upwelling, causing the cooling of the MLT and deepening the MLD. What’s more, the sea water temperature at 150-200 m remained virtually unchanged during the whole period.




Figure 10 | 
Vertical profiles of temperature in the central range of each eddy over time. (A): Vertical profiles of temperature in the central range of e1 over time. (B): Vertical profiles of temperature in the central range of e2 over time. (C): Vertical profiles of temperature in the central range of e3 over time. The solid white lines indicate the depth of each eddy centre mixed-layer. The black and red solid lines denote the times when Kyarr and Maha passed by each eddy, respectively.




The passage of TCs greatly influenced the depth integrated heat (DIH) content of the upper ocean. Figures 10A–C show the temperature profiles of each eddy centre. The maximum temperature in each eddy centre response to each TC occurred approximately 48 h after the TCs passed. Therefore, T0(z) was the 24-h average during the temperature response to TCs at each eddy centre before the TCs (on October 24). And T1(z) was the 48-h average during the temperature response to TCs at each eddy centre after the TCs. The DIH anomaly could be obtained from the temperature profiles by integrating the temperature anomaly (T1(z)–T0(z)) over an appropriate depth range and multiplying it by the density and specific heat of sea water. Thus, following Zedler (Zedler, 2002), the computation of the DIH anomaly is as follows:



Integration was performed over depths of z1 to z2 (z is positive downwards). To examine the separate contributions between different layers of the upper ocean, three depth ranges were chosen for integration: a shallow depth range as the MLD, a middle layer that was the MLD bottom to the 150 m depth, and a bottom layer that was the 150 m to 200 m depth. The shallow range effectively quantified the MLD cooling occurring after the passage of TCs and was therefore denoted DIHML; the middle layer was denoted DIHMD, and the bottom layer was denoted DIH200.

The depth ranges and the corresponding DIH values of each eddy centre for the TCs are summarized in Table 5. The two TCs were associated with heat loss from the three different layers, but the largest loss occurred in the middle layer after Maha, where DIHML = -1220.0 MJ m-2 in the e1 eddy centre, and another large middle layer heat loss in the Maha case similar to that observed for the e1 eddy centre occurred when DIHML = -1192.3 MJ m-2 over the depth range [53 m, 150 m]. These different DIH values may be partly due to the difference in vertical mixing and upwelling intensity in the upper ocean caused by TCs Kyarr and maha as they passed through the central region of each cold eddy.


Table 5 | 
Depth integrated heat anomaly.







5.  Conclusion.

The response of the upper ocean to Kyarr and Maha, including the generation mechanism of cold eddies and heat flux exchanges in the eddy centre fields, is discussed in this study by using satellite data, numerical model outputs,in situ observations.

The two sequential TCs followed a similar path, with a slow translation speed over the same area in the AS from October 24 to November 06, 2019. During the passage of Kyarr and Maha, the SST significantly decreased in three regions due to strong ocean vertical mixing and upwelling. The wind field data provided by the WRF model simulation and ERA5 were compared. Wind stress curls were thus calculated. The WRF model simulation could better reproduce the TC wind field and better match the SST reduction magnitude. Meanwhile, the sea surface chl-a concentration was enhanced by Kyarr and Maha. The regions with particularly pronounced chl-a enhancement coincided well with sea surface cooling regions. More importantly, based on the use of eddy detection algorithms, three cold eddies with negative SSHAs were found along the track of Kyarr. In general, the long forcing time of strong positive wind stress curls has mainly contributed to the generation of the three cyclonic cold eddies during the passage of two sequential TCs. Positive wind stress curls can produce upwelling due to Ekman responses. What’s more, along with the injection of positive relative vorticity, the sea surface presents cyclonic changes.

Moreover, obvious thermodynamic responses in the upper ocean occurred at each eddy field interior. During the passage of Kyarr and Maha, the TCs had superimposed effects on the upper ocean and caused strong vertical mixing and upwelling. And the upwelling was enhanced by the instability of thermal structure inside the cold eddy (eddy-wind Ekman pumping and eddy pumping).

The variation in heat content (ΔH ) was calculated from the temperature distribution of five Argo floats. Three Argo floats, located near e1(2902272, 2902205) and e2(2902010), showed subsurface warming and increased heat. Moreover, the Argo float (2902010) showed heat gain in the bottom layer.

In order to further study the heat flux exchanges in the upper ocean in the central region of each cold eddy. Specific heat flux exchanges between different layers of the upper ocean were studied by using HYCOM model output results. The upper 200 m of each eddy centre field was divided into three layers: the mixed-layer, the middle layer and the bottom layer. The DIH of the three layers in the three cold eddy centre fields were calculated in turn after each TC passed. All three eddy centre fields showed heat loss from different layers after the TCs.

Regardless, strong vertical mixing and upwelling are the main factors that influence eddy centre fields heat flux exchanges, but it is not clear how much of each term contributes to the heat flux exchanges in different layers. Is there a difference between the main time periods of vertical mixing and upwelling?

Therefore, further studies are needed to improve the understanding of the relationship between the two sequential TCs. And their interaction with the upper ocean by combining the coupled ocean numerical model with in situ observations. It can be determined the thermal modulation process inside cold eddies when a TC passes through.
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Seawalls are vital for protecting coastal areas. However, the seabed in front of seawalls may undergo severe scouring. This can result in destabilization of the seawall structure, the underlying mechanisms of which remains unclear. Therefore, an integrated observation system consisting of acoustic and optical instruments was deployed in areas with severe seabed scouring. This observation system was used to observe sediment dynamics elements such as waves, currents, tides, turbulence and suspended sediment concentration (SSC) for 31 days in winter. Using advanced time–frequency analysis techniques including wavelet transform and spectrum analysis, we examined the dynamic factors associated with sediment resuspension and transport. In calm weather conditions, a notable increase in SSC was not observed indicating that the tidal dynamics were not sufficient for sediment suspension. During high winds, the SSC increased sharply to 12,222 mg/L, and the sediment vertical diffusion flux induced by turbulence was coupled to SSC, indicating that the increased SSC was predominantly attributed to local resuspension. Consistent temporal distribution of turbulence-induced sediment vertical diffusion flux and momentum flux in high wavelet power spectra highlights the important role of turbulence in sediment dynamics. Enhanced longshore currents during high wave conditions intensified sediment transportation. Horizontal net sediment fluxes notably increased to 769 t/m2 per day during winter gales, which had a significant effect on seabed erosion. This study reveals the key processes associated with seabed scouring in front of seawalls during gale events.




Keywords: seabed scour, sediment dynamic, wave, turbulence, horizontal net sediment flux



1 Introduction

Seawalls play a key role in protecting coastal regions against erosion and recession. However, the seabed at the base of the seawall is subjected to scouring, which increases the water depth and wave height and energy in front of the structure. Larger waves lead to stronger wave loading on seawalls (Xu et al., 2022a), thereby destabilizing their structural integrity and protective capacity (Zou and Reeve, 2009; Peng et al., 2018). Failures of coastal structures are often attributed to scouring at the toe of the structure (Jayaratne et al., 2016). This highlights the importance of elucidating seawall scour processes.

The maximum scour depth has been examined to better characterize toe scouring (Xie, 1981; Fowler, 1992; Sutherland et al., 2006; Müller et al., 2007; Lee and Mizutani, 2008; Salauddin and Pearson, 2019). Scouring patterns of coastal structures have also been investigated (Tahersima et al., 2011; Tofany et al., 2014; Jayaratne et al., 2016; Pourzangbar et al., 2017c). Soft computing approaches such as artificial neural networks and genetic programming, have recently been employed to predict wave-induced scour depth at breakwaters (Pourzangbar et al., 2017a; Pourzangbar et al., 2017b; Pourzangbar et al., 2017c). Results of the models developed have been compared with empirical formulas derived from flume experiments (Xie, 1981; Sumer and Fredsøe, 2000; Lee and Mizutani, 2008). Although these studies have provided insights into seabed scouring near seawalls and breakwaters, the empirical models and numerical simulations have not yet been sufficiently validated with field measured data. Therefore, the mechanisms influencingunderlying scouring in field conditions remain unclear. Erosion processes and scouring intensity in field conditions differ substantially from the enclosed environment of experimental flumes. Longshore currents account for a considerable proportion of the total littoral drift in surf and swash zones (Austin et al., 2011; Puleo et al., 2020). However, simulation of residual currents is unachievable owing to the sidewall effect in closed-system flume tests. Disregarding longshore processes are associated with errors in prediction of sediment transport rates (Puleo et al., 2020). Further studies are needed to assess the scouring process, identify the principal influencing factor, and determine scour regularities through field investigations and observations.

To provide additional information on the dynamics of toe scouring under field conditions, a seawall situated in the Gudong area, east of the Yellow River Delta, China, was taken as the research subject. The Yellow River Delta is an important industrial zone for oil and gas exploration, salt production, and aquaculture. However, the area has undergone extensive erosion since 1976 owing to a lack of sediment supply from the Yellow River (Chu et al., 2006). Meanwhile, the Gudong seawall was constructed on the coast of the Yellow River Delta in 1985 by the Shengli Oil company to prevent seawater from invading the oil field, as well as protecting it from storm surges and wind waves. By the end of 1990, the seawall was 16.88 km long, encompassing an area of 76 km2. the seabed in front of the seawall is now experiencing severe erosion, which is threatening its structural integrity.

To investigate the mechanisms underlying seabed scouring under wave action and characterize the main factors impacting sediment resuspension under hydrodynamic action, we employed a series of advanced methods, including synchrosqueezed wavelet transform (SWT) and continuous wavelet transform (CWT). Considering that strong waves in the study area primarily occur in winter, based on an in-situ observation platform, we measured waves, currents, tides, turbulence, and sediment parameters. The primary aims of the current study are to: (1) present a field example of seabed scouring in front of the Gudong seawall; (2) analyze the dynamic conditions associated with scouring; (3) discuss the primary mechanisms of sediment transport associated with seabed erosion. The findings of this study have provided additional insights into sediment dynamics in front of seawalls, thereby providing insights into a sustainable design for coastal structures that considers seafloor scouring and sea level rise.



2 Study area

Formed in 1855, the modern Yellow River Delta covers an area of > 10,000 km2 (Zhang et al., 2019). Since 1855, the Yellow River has undergone 11 large-scale changes in its course (Zheng et al., 2018). By 1976, its course had changed from the Diaokou Course to the Qingshuigou Course (Figure 1A). This has resulted in severe erosion in the abandoned Diaokou lobes at the north of the delta. More recently, sediment transportation from the Yellow River to the sea has sharply decreased, while the Gudong sea area has eroded (Chu et al., 2006; Bi et al., 2014). The Yellow River Delta is rich in oil, gas, and land resources. It has the second largest oil field in China (Shengli Oil Field), as well as extensive wetland resources covering a total area of 4,167 km2, including natural and artificial wetlands (Zhang et al., 2016). The Delta has a high level of species richness and diversity with 220 plant species and over 800 animal species including more than 280 bird species recorded. Moreover, it is an important habitat and site for migratory birds (Wang et al., 2014).

The Gudong seawall was constructed in the 1980s to reduce costs from oil production. Due to the area being low-lying with a large area below average sea level, the Gudong seawall is considered the most important safety barrier for the oil field (Bi et al., 2014). The Gudong coastal dam is essential for land protection and economic development (Wang et al., 2020). However, the seabed has been continuously eroded in front of the dike, forming an erosion groove parallel to the seawall near its foundations. The maximum water depth in front of the seawall reached 6–7 m by 2020, compared to a maximum depth of 2–3 m before 2000 (Xu et al., 2022a). Seabed scouring increases the water depth in front of the seawall, thereby aggravating wave conditions and increasing the wave load on sea dikes (Xu et al., 2022a). Under extreme weather conditions, the wave force may exceed the design standards for sea dikes, which may cause instability of the armor block and seawall destruction (Xu et al., 2022a).

The Yellow River mouth is a weak tidal estuary with irregular semidiurnal tides and an average tidal range of 0.73–1.77 m. Under the influence of the East Asian monsoon, wind in the Bohai Sea shows pronounced seasonal changes. In winter, the northerly wind prevails with a wind speed of 5–10 m/s, with strong winds (magnitude > 8) occurring 6.8 times each winter on average (Yang et al., 2011).In summer, the southerly wind prevails with a wind speed of 1–3 m/s.

Influenced by wind speed, waves are stronger in winter and weaker in summer. In normal conditions, the wave height is generally ~20 cm. According to Zang (1996), the maximum observed wave height is 5.2 m. Owing to the shallow water depth, the seabed is easily affected by waves, leading to suspension and transportation of sediments to the Bohai Strait and Laizhou Bay in winter and sediment deposition in summer (Wang et al., 2016).



3 Materials and methods


3.1 Bathymetric data

The historical bathymetrics of the depth profile perpendicular to the shoreline during 2000–2018 were derived from the archived dataset of the Yellow River Estuary Hydrology and Water Resources Survey Bureau. The 2020 water depth was measured using a single-beam echo-sounder on January 13–14, 2020, with tidal corrections made based on tidal elevation data from the Gudong tidal observation station (Xu et al., 2022a). The topographic map based on water depth data in 2018 is shown in Figure 1C.



3.2 Field observations on sediment dynamics

The interannual variation in the water depth profile of the survey line is shown in Figure 1D. From 2000 to 2020, the water depth at the root of the seawall increased from 2 m to 5.7 m, and the depth of the profile showed a deepening trend. To analyze scour dynamics in front of the seawall, a GD bottom observation (Figure 1B) system was deployed near the survey line (37.9363° N, 119.0576° E). Additional information on the distribution and interannual variation of water depth near the observation station, as well as the layout of bathymetric survey lines is provided in Xu et al. (2022a). The observation station was located approximately 100 m from the shore, and all the instruments were mounted on a stainless-steel platform with a height of ~0.5 m. Observations lasted from November 4 to December 4, 2021 (31 days). The stainless-steel platform was equipped with a Nortek 6 MHz Acoustic Doppler Velocimetry (ADV) to measure near-bed (0.8 m) three-dimensional flow velocity at a sampling frequency of 16 Hz. A Nortek 600 kHz acoustic wave and current (AWAC) was used to monitor surface waves and currents in the upper water column. Optical backscatter sensors (OBS, Seapoint Sensors, Inc), powered by AWAC were installed 0.4 m above the seabed. The current and OBS measurements were configured to simultaneously sample every 10 min, while wave measurements were set to sample hourly.




Figure 1 | Overview of the study area; (A) Location of the Gudong seawall; (B) Remote sensing image of the Gudong Oilfield  from lansat satellite (URI: https://landsat.gsfc.nasa.gov/); black line indicates bathymetric survey line. (C) Topographic map based on water depth data in 2018. (D) Water depth profiles of the bathymetric line in ‘b’. Red spots marked with GD and KD in (B) and (C) indicate locations of the observation stations.



From January 14 to April 19, 2020, we conducted in-situ observations at GD (37.9359° N, 119.0575° E) and KD (37.9200° N, 119.1379° E) simultaneously to compare the discrepancies of hydrodynamics in front of the seawall and the far field (Figure 1B). An AWAC were deployed at each station with the same parameter settings as the field observations from 2021, and no additional instruments were deployed.

Wind data at 10 m above the sea surface (W10, unit: m/s) near the observation station were obtained from National Centers for Environmental Prediction climate forecast system version 2 (NCEP CFSv2) at 1 h intervals (URI: https://rda.ucar.edu/datasets/ds094.1/). Owing to the difficulty of collecting water samples during high winds, we collected bottom sediment near the observation station. Meanwhile, OBS sensor calibration was performed in the laboratory to establish the relationship between OBS measured turbidity values and SSC. Table 1 summarizes the instruments deployed on the stainless-steel platform.


Table 1 | Summary of instrumentation and sampling parameters at observation stations.



The type of bottom sediment type near the site is silty (d50 = 0.068 mm, clay content CC = 2.85%) and the grain size accumulation curve for surface sediment near the observation site is shown in Figure 2.




Figure 2 | Cumulative particle size distribution of soil in the bottom boundary layer of the site.





3.3 Wave parameter calculation

The accuracy of AWAC wave measurement benefits from a combination of acoustic surface tracking, velocity data, and pressure data. Acoustic surface tracking uses a vertical acoustic beam to measure water surface height. This has the advantage of reducing the impact of velocity and water depth compared to pressure sensors (Pedersen and Lohrmann, 2004). The surface wave pressure spectrum Sp(f) and directional wave spectrum were calculated using Storm software—a Nortek software for analyzing wave data measured by AWAC. Wave parameters, namely, significant wave height (Hs) and bottom wave orbital velocity (Uw) were expressed via Equations (1) and (2), respectively (Wiberg and Sherwood, 2008)



 

Where w represents the angular wave frequency, Δf is the frequency band of wave pressure spectrum, i is the number of bands, and k represents the wave number. The peak period (Tp) is defined as the period corresponding to the highest energy of Sp(f).



3.4 Wave–turbulence decomposition

Given that near-bed velocity measured by ADV is susceptible to environmental interference (Fugate and Friedrichs, 2002), strict post-processing was performed before analysis. The quality of ADV data was controlled by removing ADV-measured data points with a correlation< 70% and Signal-to-Noise ratio (SNR, unit: dB)< 5 dB. The “phase space method” was then used to detect and replace spikes in the data (Goring and Nikora, 2002).

High-frequency flow velocity measured via ADV captured changes in mean flow velocity, wave motion, and turbulence. Accurate extraction of turbulence and calculation of turbulent parameters, such as turbulent kinetic energy (TKE) and turbulence-induced sediment vertical diffusion flux (TSF) requires decomposition of these motions from the original velocity signal. Bian et al. (2018) evaluated the existing wave–turbulence decomposition methods and determined the advantages of the SWT method (Daubechies et al., 2011; Thakur et al., 2013; Bian et al., 2018). Taking the eastward velocity (u) measured via ADV as an example, it can be broken down into mean velocity   and velocity fluctuation (u′) . In the wave environment, (u′) is the linear superposition of further wave orbital velocity   and turbulent fluctuation   as follows:



Figure 3 shows the results of wave–turbulence decomposition (Burst = 28, Hs = 2.4 m). The SWT of u′ (Figure 3A) and power spectrum analysis (Figure 3C) shows that u′ is significantly affected by waves. At frequencies > 0.5 Hz, the power spectrum of u′ shows a distinct inertial subrange characterized by the Kolmogorov’s “−5/3” theoretical spectrum (Bian et al., 2018; Fan et al., 2019). SWT was used to reconstruct the velocity fluctuation component at wave-dominant frequencies (Figure 3A) to obtain   (Figure 3B). Meanwhile, the remainder was assigned to the turbulent component   (Figure 3B). Therefore, the power spectrum of each component after wave–turbulence decomposition indicates that the components of the wave in the original velocity fluctuation were effectively removed. Meanwhile, the turbulence spectrum exhibited a pronounced “energy groove” in the wave-dominant frequencies (Figure 3C). However, the frequency range affected by the wave is relatively narrow, meaning that turbulence energy loss at the wave-dominant frequencies was negligible (Bian et al., 2018).




Figure 3 | Wave–turbulence decomposition results of ADV-measured near bottom water motion (Burst = 28, Hs = 2.4 m). (A) Synchrosqueezed wavelet transform (SWT) of u′ ; pink dashed lines indicate the wave-dominant frequency. (B) Time series of the original velocity fluctuation u′ (red) and each component reconstructed using the SWT method; blue and red lines represent the wave and turbulent components, respectively. (C) Power spectra of the u′ (red), and the decomposed wave motions (blue) and turbulence (black); pink dashed lines indicate Kolmogorov’s “−5/3” theoretical spectrum.





3.5 Bottom bed shear stress estimation

Bottom bed shear stress is a critical parameter controlling erosion, deposition, and resuspension of seabed sediments. We calculated the bottom bed shear stress induced by currents, waves, and TKE, expressed as τc, τw, and τTKE, respectively.

Current-induced bottom shear stress (τc,unit: N/m2) was calculated using the formula reported by Soulsby (1997), which relies on a specific log profile and estimates the shear stress from the first moment statistics. The bed shear stress τc is expressed as follows:





where U (unit: m/s) is the burst-averaged velocity at height z (z = 0.8 m) collected by ADV, and z0 = d50/12 (unit: μm) indicates the roughness of the seabed (d50is the median particle size, 68 μm). ρ = 1025 kg/m3 and κ = 0.4 represent the seawater density and von Karman constant, respectively.

Wave-induced bottom shear stress (τw, unit: N/m2) can be expressed as a function of the wave friction coefficient (fw) and wave orbital velocity (Uw) (Grant and Madsen, 1979; Soulsby, 1997). For a wave with period T, and orbital velocity Uw, the bed shear stress τw is expressed as follows:





Combined shear stress of currents and waves play an important role in seabed erosion in estuaries and coastal areas (Zhu et al., 2016). Bed shear stress caused by combined wave–current action (τcw, unit: N/m2) is described by (Grant and Madsen, 1979) as follows:



where φ is the angle between the current direction and wave propagation direction.

Along with currents and waves, turbulence is also critical for resuspended sediment to enter the water column. Turbulence strength determines the vertical diffusion of suspended sediment. The turbulence-induced bottom shear stress τTKE (unit: N/m2) is expressed as follows:

 

 

where C is a constant (0.19) (Stapleton and Huntley, 1995; Kim et al., 2000), and TKE is calculated from the turbulence components described in Eq (3).



3.6 Spectral and wavelet analysis

Spectral and wavelet analysis are widely used in signal processing and analysis (Elsayed, 2008; Pomeroy et al., 2015). They were used in the analysis to process flow velocity and SSC data. Spectral analysis can be used to determine the frequency range of fluid motion. Wavelet analysis allows the extraction of time and frequency information to determine the intensity of each frequency component at each time of measurement. That is, the instantaneous distribution of each signal in the frequency domain (Liu and Babanin, 2004). In the present study, wavelet power spectrum was applied to turbulence-induced sediment vertical diffusion flux and momentum flux to visualize the coherent structures, which is shown in Section 5.2.



3.7 Calibration of suspended sediment concentration

Variation of SSC in the boundary layer can be obtained by combining turbidity measured using optical instruments, acoustic reflection signals from acoustic instruments, and field water samples (Yuan et al., 2008; Yuan et al., 2009; Zhao et al., 2016; Fan et al., 2019). A similar approach has been used in this study. The in-situ near-bottom water samples obtained were dried in an oven at a constant temperature of 60°C. The OBS turbidimeter, and a certain volume of distilled water, were placed in the calibration tank with a volume of 30 L, where turbidity and SSC were near 0. The dried mud samples were then gradually added to the tank and stirred for 5 min to ensure complete mixing of the suspended sediment, and the OBS recorded the turbidity simultaneously. A total of 29 sets of corresponding SSC and turbidity values were obtained. Correlation was determined using the regression method and the coefficient of determination (R2) reached 0.9928 (Figure 4). According to the calibration formula obtained, the turbidity value recorded by OBS was converted to SSC (denoted as SSCOBS, unit: mg/L).




Figure 4 | Calibration of suspended sediment concentration. (A) Linear regression of optical backscatter sensors (OBS) turbidity and suspended sediment concentration (SSC) in the laboratory. (B) Linear regression of Signal-to-Noise ratio (SNR) recorded via acoustic doppler velocimetry (ADV) and SSCOBS. When establishing the relationship between SNR and SSCOBS, the burst exceeding the OBS range as shown in Figure 7 was eliminated.



The SNR recorded by ADV can reflect SSC variation (Fugate and Friedrichs, 2002; Voulgaris and Meyers, 2004). We established linear regression between the logarithm of SSCOBS and SNR value, as shown in Figure 4B. Results showed that log10(SSCOBS) was significantly correlated with SNR with an R2 of 0.8689. The SNR was then transformed into high frequency SSC (denoted as c, unit: mg/L). The burst averaged value of c, was denoted as SSCADV (unit: mg/L).




4 Results


4.1 Waves

During the observation periods, the maximum and average values of W10 were 18.0 and 7.3 m/s, respectively, with a dominant northwest wind (Figure 5A). Three weather events with relatively strong winds (W10 > 10.0 m/s) occurred on November 6–11, November 21–22, and November 30–December 1, 2021 (Figure 5).




Figure 5 | Time series of (A) wind speed at 10 m above ground surface (W10), (B) wind direction, (C) significant wave height (Hs), (D) peak wave direction, and (E) peak wave period (Tp). Gray rectangular boxes represent weather events I, II, and III, used to discuss wave processes during observations.



At the beginning of the first strong wind weather event, the northeast wind gradually strengthened, with a W10 range of 2.2–18.0 m/s. Hs rapidly increased to 3.19 m, reaching the maximum value during the observation period. From November 7 to 8, the wind direction changed to the northwest, while the W10 continued to range between 10.0 and 11.0 m/s. The Hs value rapidly decreased to approximately 0.5 m, and the Tp was stable at 4–6 s. At the beginning of the second weather event, a moderate intensity northeast wind was observed (W10 range: 2.4–11.9 m/s) with a rapid rise in Hs (2.27 m). On November 21, the wind direction shifted to northwest and wind speed increased to 16.4 m/s. However, the Hs was lower than that at the beginning of the second weather event. Wave growth was then limited by the transient northwest wind. In the third weather event, W10 had a range of 2.4–13.5 m/s, Hs increased from 0.26 m to 1.8 m, and Tp was stable at 5–7 s. The changes in Hs and Tp maintained a relatively high level of consistency, and increased rapidly under the influence of the northeast wind and decreased slowly under the northwest wind. Under the south or northwest wind, Hs remained low, while the high wave height condition was caused by northeast winds.



4.2 Tides and currents

The time series for water level and flow velocity during the observation period are shown in Figure 6. Hs was used to reflect wave intensity and is shown in Figure 6A. The measured water level (η, unit: m) ranged from −1.3 to 1.4 m (Figure 6B). Its variation notably increased during high waves. Harmonic analysis on the time series of η using the T_tide package (Pawlowicz et al., 2002) showed that the tidal-induced water level (ηtidal, unit: m, Figure 6B) was consistent with the variation in the water level measured under normal weather conditions. During high waves, variation in the residual water level (η–ηtidal) caused by wind stress is notably greater than ηtidal (−0.5 to 0.6 m), while the maximum residual water level reaches 1.28 m. A comparison of residual water level and wind conditions shows that the rise in water level was caused by offshore winds (NE direction), while the fall in water level was associated with onshore winds (NW direction).




Figure 6 | Time series of (A) significant wave height Hs, (B) variation in water level measured (blue line), tidal-induced water level from T_tide package (red line), (C) flow velocity, and (D) flow direction measured. The black dashed line represents the average orientation of the Gudong seawall. The elevation datum of the water level is defined as the average water depth (6.7 m) during the observation periods.



In calm weather conditions, the measured flow velocity (U) was< 0.3 m/s, which is nearly equivalent to the tidal current (Utidal)value, the maximum of which was 0.28 m/s (Figure 6C). During periods of high wave activity, the flow velocity was significantly enhanced, reaching a maximum of 1.11 m/s. The enhanced velocity was primarily attributed to residual current generated by high waves. The flow direction also changed notably, indicating that strong longshore currents exceeded the reciprocating tidal currents. The average azimuth of the flow direction observed during high waves was 133°. The azimuth is the northward reference angle, and clockwise direction is denoted as positive. This is predominantly related to the orientation of the Gudong seawall located in the NW–SE direction with an average azimuth of 120° (Figure 6D).



4.3 Suspended sediment concentration and shear stress

The SSCOBS and SSCADV obtained using optical and acoustic instruments after calibration was shown in Figure 7. The SSC exhibited robust coupling with Hs. In calm weather conditions, the average SSCOBS and SSCADV values were approximately 300 mg/L. When wave conditions strengthened, the trends in SSCOBS and SSCADV were relatively consistent, and rapidly increased to 7,137 mg/L and 12,222 mg/L, respectively. During the gale from November 7–10, the SSCOBS value was out of range during high waves with Hs > 2.4 m, and the SSCOBS and SSCADV values differed due to distinct behavior of coarse and fine particles during the decay stage of the gale. Coarse particles settled while the fine particles may have remained in suspension when Hs dropped below 0.5 m. Considering that the SSC obtained by ADV acoustic inversion is not sensitive to the dependence on particle size variation (Fugate and Friedrichs, 2002), the optical signal was more susceptible to the influence of unsettled fine particles. Therefore, SSCOBS may be higher than SSCADV during the decay stage of the gale. The intra-burst standard deviation of high frequency SSC was typically< 1,000 mg/L, while a previous study reported that the quality of acoustic backscattering was superior to optical backscattering (MacVean and Lacy, 2014). Therefore, SSCADV was used to characterize the SSC of the bottom boundary layer.




Figure 7 | Time series of SSCOBS(red line), SSCADV (blue line), standard deviation within burst of ADV (black error bar), and Hs (pink line).



Formation of high SSC is predominantly attributed to horizontal convective transport or the local resuspension process (Zhang et al., 2021). Horizontal convective transport is induced by the horizontal SSC gradient, while the local resuspension process is primarily induced by turbulence in the form of vertical sediment diffusion (Yuan et al., 2009). Band-pass filtering and SWT have been applied to extract the wave   and turbulent   components of high-frequency SSC fluctuation (c′ ,  , the overbars (—) represents the average of each burst) (Fan et al., 2019; Li et al., 2022). The power spectrum of c′ exhibited a clear peak near the wave-dominant frequency, which was in line with velocity fluctuations. However, at frequencies > 3 Hz the power spectrum appeared to be contaminated by white noise (Figure 8). Therefore, in this study, the SWT method was applied for wave-turbulence decomposition of c′ TSF is a more direct indicator of resuspension dynamics than SSC (Brand et al., 2010). It can be expressed as  , where   represents the vertical velocity fluctuation extracted using the SWT method. SSCADV and TSF exhibited the same variation trend. High SSCADV is typically accompanied by high TSF values (Figure 9). This indicates that high SSCADV is mainly generated by local resuspension during gale events. Therefore, SSCADV was applied to characterize scour intensity in the study area with a focus on sediment resuspension.




Figure 8 | Power spectrum analysis of high frequency SSC fluctuations, c′(red), and the decomposed fluctuation that induced by wave (  , blue) and turbulence ( , black).






Figure 9 | Time series of (A) current-induced bed shear stress (red line), wave-induced bed shear stress (blue line), combined wave-current bed shear forces (black line), turbulent-induced shear stress (green line), and (B) SSCADV (black line) and turbulent-induced sediment vertical diffusive flux (red line).



To analyze the principal factors controlling sediment resuspension, we calculated the bottom shear stresses generated by currents, waves, turbulence, and the combined action of waves and currents. In calm weather conditions, τc, τw, τcw and τTKE were< 0.1 N/m2. Following the increase in wave energy, τc, τw, τcw and τTKE increased by 1–2 orders of magnitude reaching maximum values of 1.41 N/m2, 5.48 N/m2, 5.68 N/m2 and 4.44 N/m2 on November 7, 2021, respectively (Figure 9). The maximum τw value was 3.89 times that of τc, and τw dominated the change in τcw. Therefore, wave and current acted together in the study area, among which the effect of wave-induced bottom shear stress on the seabed exceeded that of the current.




5 Discussion


5.1 Effects of seawalls on hydrodynamics

To discuss the effects of seawalls on hydrodynamic conditions, we analyzed the waves and currents at GD and KD stations that were simultaneously observed in 2020. The time series of Hs showed similar variation patterns at the two observation sites (Figure 10A), although the statistical wave condition of KD was slightly stronger than that of GD, with the difference generally fluctuating around 0.4 m. The strong waves at KD were mainly from the NE (Figure 10B), with a mode azimuth of 32˚. However, the mode azimuth for strong waves at GD was 12˚. This was mainly due to wave refraction in front of the Gudong seawall. Furthermore, the flow velocity of GD was stronger and more sensitive to Hs than KD (Figure 10C). During periods with high waves, the flow direction at GD changed substantially with an average azimuth angle of 71° (Figure 10D). The flow direction were different from the observation results from 2021, which may have been related to the stations set up in 2020 being closer to the shore and the stronger influence of wave reflection on the hydrodynamic conditions.




Figure 10 | Time series of (A) significant wave height Hs, (B) wave direction, (C) flow speed, (D) flow direction. Red and blue represent GD and KD, respectively.





5.2 Suspending sediment transportation

To elucidate net transportation of sediment in the study area, the horizontal net flux (HNF, unit: t/m2) of sediment in the bottom boundary layer was calculated. The horizontal velocity component of the bottom boundary layer observed using ADV was projected to the coastal direction. The southeast coastal transportation was regarded as positive, while the northwest coastal transportation was negative. The horizontal net flux was then calculated, with integration of SSCADV and the longshore currents vector being performed in the diurnal tidal cycle.

In the small wave stages, local resuspension of sediment was relatively weak and the horizontal net flux was low (maximum< 0.3 t/m2) (Figure 11B). At this time, the net sediment transport level was in relatively dynamic balance. In contrast, during significant wave effects, most suspended sediments were transported to the southeast (Figure 11A), and the transportation flux of resuspending sediment was high, with horizontal net flux reaching a maximum of 769 t/m2 per day (Figure 11B). These results highlight the significant influence of wave-induced longshore currents on transporting suspended sediment. Specifically, copious amounts of local resuspended sediments were transported southeast from the coastline of the study area by longshore currents, and local seabed erosion persisted during gales.




Figure 11 | Time series of (A) significant wave heights Hs and (B) horizontal net fluxes of sediments in the bottom boundary layer (black bands) and horizontal velocity vectors measured via acoustic doppler velocimetry (ADV) (red arrows). Black arrows indicate the direction of sediment transport, with “SE” indicating southeast and “NW” indicating northwest.





5.3 Sediment resuspension

Sediment resuspension is a dynamic process frequently occurring in the bottom boundary layer that drives material exchange between the seabed and seawater. Sediments are mainly resuspended by waves and currents and the bottom shear stress is an key parameter to control the sediment resuspension (Zhu et al., 2016; Niu et al., 2020; Li et al., 2022). The relationship between SSC and bottom shear stress is shown in Figure 12. For all calm weather periods (Hs< 0.2 m), a linear regression was observed between SSC and τc, with R2< 0.1 (Figure 12A), indicating that tidal shear stress is not sufficient to resuspend the bottom sediment. For the wave-influenced episodes with Hs > 0.2 m, the R2 between SSC and wave-induced bed shear stress τw was 0.68 (Figure 12B). During wave periods, τw has a larger contribution in τcw than in τc (Figure 9A, Figure 12) and SSC has a similar R2 to τcw and τw. This demonstrates that wave-induced shear stress is the main contributor to total bed shear stress during large gales. This means that waves generate sufficient shear stress to resuspend sediment, which is consistent with previous studies with remote sensing (Chu et al., 2006; Zhang et al., 2018; Li et al., 2021), field investigations (Yang et al., 2011; Liu et al., 2020; Niu et al., 2020; Zhang et al., 2021), and numerical simulations (Jiang et al., 2004; Fan et al., 2020).




Figure 12 | Scatter plots of suspended sediment concentration (SSC) and bottom shear stress of: (A) current induced when Hs< 0.2 m, (B) wave induced when Hs > 0.2 m, and (C) combination of wave and current when Hs > 0.2 m.



In the present study, τTKE was found to be notably enhanced during high waves. Therefore, to further characterize the effect of waves on SSC, the influence of turbulence on SSC changes was further examined. During high shear stress induced by wind and waves, SSC notably increased, with a maximum value of 12,222 mg/L. Enhanced SSC and seabed erodibility during wave periods was reflected in the response of TSF to Reynolds stress ( , where   and   represent horizontal and vertical turbulence fluctuations, respectively) (MacVean and Lacy, 2014). We regarded an Hs of 0.2 m as being the boundary between calm weather and periods with high waves and grouped all the data according to Reynolds stress values with step sizes of 0.0004 N/m2. TSF and Reynolds stress generally show strong coupling, with low values in calm weather periods (Figure 13). However, TSF decreases when Reynolds stress is > 0.004 N/m2. There are two likely explanations for this phenomenon. (1) Turbulence can cause vertical distribution of suspended sediments to become more uniform by enhancing the vertical diffusion, thereby decreasing the bottom sediment concentration and TSF in windy conditions. (2) Wave-induced pore pressure causes liquefaction in the seabed (Xu et al., 2022b), thereby reducing turbulence intensity. This is in line with that reported by Li et al. (2022), who indicated that SSC increased first and subsequently decreased in a typhoon event.




Figure 13 | Scatter plot of turbulent Reynolds stress and turbulence-induced sediment vertical diffusion flux (TSF). Gray dots indicate burst-averaged values, while red and blue symbols represent calm weather conditions and wave-influenced episodes, respectively. The abscissa values of the red and blue points should be uniformly distributed; discontinuity indicates no sample points in the corresponding value range.



CWT has been used to visualize the intermittency of instantaneous Reynolds stress and TSF effectively (Torrence and Compo, 1998; Salmond, 2005; Keylock, 2007; Yuan et al., 2009; Li et al., 2022). Wavelet analysis results of instantaneous Reynolds stress and TSF signals during a gale (Burst = 28, Hs = 2.4 m) are shown in Figure 14, where the wavelet analysis passed the confidence test (95% confidence interval). The energy of Reynolds stress and TSF in the wave frequency range are relatively low. This suggests that the wave energy in the original signal was filtered out via the SWT method. Distinct plume strip structures with distribution regularity were observed between 0.2 and 8 Hz. These plume structures contained the strongest TKE, which contributed most to Reynolds stress and TSF. The high-energy bands in the Reynolds stress and TSF wavelet coefficients are consistent over time, which highlights the significant impact of turbulence on sediment resuspension.




Figure 14 | (A) Time series of instantaneous turbulent Reynolds shear stress ( , red line) and instantaneous turbulent-induced sediment vertical diffusion flux ( , blue line). Wavelet power spectra (using the Morlet wavelet) of (B)   and (C)  . Black dotted line indicates the cone-of-influence caused by edge effects. The data used were obtained from burst 28, when Hs was 2.4 m.






6 Conclusions

High frequency measurements of waves, currents, tides, SSC, and turbulence were conducted for one month in the nearshore area in front of the Gudong seawall. Using advanced time–frequency analysis techniques including wavelet transform and spectrum analysis, we examined the dynamic factors associated with sediment resuspension and transport. This has provided novel insights into the formation mechanism of seabed scour and theoretical guidance for seawall protection. Our main findings are as follows:

	(1) During high winds, the significant wave height was rapidly enhanced to 3.1 m, the current speed in front of the seawall increased significantly to 1.11 m/s, and the current direction changed from reciprocating flow to longshore or offshore unidirectional currents. By comparison, the maximum current speed at approximately 5 km from the seawall was 0.68 m/s, and the current direction was variable. This implies the important influence of the seawall structure on hydrodynamic conditions.

	(2) In calm weather conditions, the variation of SSC was not notable and generally less than 300 mg/L. During high waves, the bottom bed shear stress and SSC increased sharply to 5.68 N/m2 and 12,222 mg/L, respectively. This indicates that tidal dynamics were not sufficient for sediment resuspension. The sediment vertical diffusion flux induced by turbulence was coupled to the SSC during winter gales. This indicates that increased SSC was mainly attributed to local resuspension, and waves are the main driving force for sediment resuspension. Consistent temporal distribution of turbulence-induced sediment vertical diffusion flux and momentum flux in high wavelet power spectra highlights the important role of turbulence in sediment dynamics in front of the seawall.

	(3) During high waves, the longshore currents were strengthened in front of the seawall, which intensifies sediment transportation. The daily horizontal net flux reached the maximum value (769 t/m2) during large gales, indicating the enhanced expulsion of suspended sediments from the study area, while the seabed may have been subjected to erosion.
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River discharge is a controlling factor in estuarine morphological changes; estuarine topography can be significantly altered even by only one flooding event. However, the mechanism of morphological changes in mountain-stream macro-tidal estuaries during wet seasons is not fully understood. Taking the Yalu River Estuary (YRE), China, as an example, this study aims to explore the effects of extreme flooding events on estuarine morphology. An improved Finite Volume Coastal Ocean Model (FVCOM) was applied in the YRE to reproduce the distribution of bed sediment erosion and deposition during dry years, normal years, and wet years. Sensitivity tests were conducted to assess the responses of the estuarine system to river discharge. The influence of the Yalu River on the magnitude of estuarine bed change was examined. With an increase in river discharge, the bed thickness in the main estuarine channel first increased and then decreased after reaching a threshold of 0.4 × 104m3/s. Simultaneously, density stratification became stronger with the increase in runoff. Subsequently, vertical mixing of water was weakened after a certain threshold, which in turn, enhanced the density stratification and changed the location of the Estuarine Turbidity Maxima (ETM). In addition, river effects contributed to nearly half of the bed erosion under 0.6 × 104m3/s (flooding with 50-year return period). The ETM extended and moved approximately 8 km seaward during flooding events. The West River channel experienced strong siltation, which was more significant during flood events. The results of this study demonstrate that estuarine circulation plays a key role in morphology change. The magnitude of bed thickness erosion can reach 22% of the total initial thickness during one flooding event. This rapid change is a threat to the stability of port infrastructures, and actions should be taken to maintain the safety of coastal construction.
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1 Introduction

Estuaries serve as conjunctions between catchment and coastal waters, exchanging materials and energy with the two systems (Barbier et al., 2011; Zhu et al., 2017). Morphological change in estuaries is a key issue in maintaining the balance of this system, which is controlled by a combination effect of climatic conditions, fluvial discharges, tides, and human activities (Luan et al., 2016; Xie et al., 2018; Ralston et al., 2019). In recent years, the occurrence of extreme weather has accelerated the morphological evolution of estuarine regions, with flooding events caused by extreme rainfall severely impacting estuarine landscapes. As a result, bed sediments in estuaries experience rapid changes due to stronger dynamic conditions (Cooper, 2002; Xie et al., 2018). Even just one strong flood can induce dramatic changes in the estuarine landscape (Dittmann et al., 2015; Ward et al., 2018). Therefore, it is of great significance to investigate estuarine morphological changes under extreme weather and to analyze the physical mechanism behind this.

Bed sediments in estuaries can be affected by four factors: (1) upstream river sediment supply, (2) sediment resuspension in estuaries, (3) estuarine circulation, and (4) tidal asymmetry (Dyer, 1997; Burchard and Baumert, 1998; Zhu et al., 2021). First, fluvial sediment supply directly determines the balance of estuarine sediments, which changes regional sediment erosion and deposition patterns (Milliman and Meade, 1983; Meade, 1996; Poulenard et al., 2009; Rickson, 2014). Heavy rainfalls and extreme flood events will substantially increase the river sediment supply, which alters the estuarine sediment transport (Croke et al., 2013; Koiter et al., 2013; Bracken et al., 2015). Resuspension of sediment is influenced by tides, runoff, wind-driven currents, and waves (Vercruysse et al., 2017; Andutta et al., 2019). Irregular runoff during floods affects the sediment resuspension process by changing the bottom shear stress. This mechanism can be complex in a macro-tidal estuary due to non-linear river–tide interactions (Whipple et al., 2018). The third factor, estuarine circulation, is an important process during wet seasons, when freshwater flows in a plume on the estuarine surface toward the sea, while salt water flows landward underneath. Such circulation, controlled by the density gradient and gravity, can dominate the estuarine sediment transport conditions (MacCready and Geyer, 2010; Yang et al., 2021). The last factor, tidal asymmetry, can influence the tidal pumping effects and can affect the estuarine total sediment flux (Dronkers, 1986; Nidzieko, 2010; Becherer et al., 2016). Tidal asymmetry is caused by a nonlinear process due to the estuarine geometry, which can be expressed by the difference between flood and ebb tidal velocities, flood and ebb durations, and leads to the generation of an M4 split tide (Dronkers, 1986; Friedrichs and Aubrey, 1988; Bolle et al., 2010; Hunt et al., 2015).

As for the morphological process in a macro-tidal estuary, river–tide interactions play a crucial role (Guo et al., 2014; Luan et al., 2016). Furthermore, in a mountain stream estuary, the river discharge dramatically changes during different seasons. Limited fluvial sediment supply during dry seasons may lead to a shift from siltation to erosion of the estuarine bed sediments, while large runoff during wet seasons can alter this system again inside just 1 year (Lu et al., 2011; Luan et al., 2017; Dai et al., 2018; Xie et al., 2021). Although a remarkable contribution has been made by previous studies on estuarine morphological research, the morphological change mechanism in a macro-tidal estuary during flooding events has not been fully understood, as most previous studies adopted one- or two-dimensional long-term morphological models without baroclinic effects.

The Yalu River Estuary (YRE), located at the border of China and North Korea, is a typical mountain stream estuary with strong tidal actions. There is a strong seasonal fluctuation in the discharge of the Yalu River, and the catchment has experienced numerous flooding events over the past 60 years (Gao et al., 2012). In addition, with its funnel shape and flared shorelines, the sedimentation process in this area is quite complex. Previous studies concluded that the main factor affecting sediment transport in this area is local sediment resuspension, and changes in the estuarine geometry due to land reclamation have enhanced this resuspension process due to stronger tidal choking effects (Cheng et al., 2020; Yang et al., 2021). However, the effects of river discharge on the sedimentation process in the YRE, especially during flood events, remain unknown.

Therefore, taking the YRE as an example, this study aims to investigate the mechanism of estuarine morphological change during flooding events. The specific research objectives are as follows: (1) to explore the estuarine bed thickness changes in the YRE due to runoff variation using a three-dimensional (3D) hydro-sediment baroclinic coastal model, (2) to understand the response mechanism of the estuarine morphology to different river discharges in the YRE, and (3) to study the impact of an extreme flood event on the estuarine morphology. This study helps to further analyze the physical mechanism of estuarine morphology change in macro-tidal estuaries during extreme weather events. It also provides a theoretical basis for maintaining port engineering and disaster prevention plans in coastal areas.



2 Study area

This study takes the YRE as the study area (
Figure 1
). The Yalu River is the border river between China and North Korea. The average annual runoff of the Yalu River is 2.32 × 1010 m3, and the average annual precipitation in the basin is 1,020 mm, with 33% of the annual runoff occurring during the flood season from July to August (Gao et al., 2012). The YRE is a shallow mountain stream estuary with a large tidal range of up to 6.7 m. The sediments here are mostly fine, with a median particle size of 0.2 mm, which can be easily moved by local dynamics. As a turbid estuary, the Estuarine Turbidity Maxima (ETM) in the YRE is strong over most of the year, and the overall morphological stability is relatively weak. The YRE is divided into the west and east channels; the main water channel—called the Middle River—with a submerged sandbar downstream is in the center of the estuary (Cheng et al., 2019; Cheng et al., 2020).




Figure 1 | 
(A, B) Location of the Yalu River basin and the Yalu River Estuary (YRE). (C) Location of data sampling sites in the YRE. The red stars indicate the sites of the collected column sediments, YLJ_02 and YLJ_03 are hydrodynamic observation stations, the red dots are the hydrological stations, and section A is the selected along-channel section.




In August 2010, the Yalu River basin experienced a severe flooding event (recurring every 50 years) caused by subtropical high pressure. Intense rainfall reached the catchment on 19 August 2010, resulting in a peak discharge of 12,800 m3/s at Huanggou hydrological station.



3 Data and methods


3.1 Field measurements and hydrological data

The in situ hydrodynamic observations (including water level, velocity, flow direction, turbidity, and salinity) in the YRE during August 2009 at YLJ-02 (124.3028°E, 39.9203°N) and YLJ-03 (124.278°E, 39.8396°N) were used in this study. Continuous observations were performed at these two sites for 25 h during the spring and neap tide, respectively (
Figure 1C
). Flow velocity and direction data were obtained using an Acoustic Doppler Current Profiler fixed at 0.1 m from the bottom of the vessel (the acoustic frequency was set at 1,200 kHz and the flow velocity resolution was 0.001 m/s). Suspended sediment concentration (SSC) was obtained from on-site sampling. We used the YSI6600 multi-parameter water quality detector for turbidity measurements and transformed turbidity into SSC according to the relationship between the two (Cheng et al., 2016). Bed sediment column samples were collected from 19 sites around the estuary in 2010 and 2014, and the accumulation rates of the bottom sediments were obtained from the chronological results (Cheng et al., 2019).

This study also analyzed the runoff and sediment discharge data of the Yalu River from 1958 to 2017 (daily data for 2009–2017; annual data for 1958–2008) recorded at the Huanggou and Lishugou hydrological stations (
Figure 1C
). According to anomalies in the river discharge data, years were classified into three categories: dry years, normal years, and wet years (
Figure 2A
). The classification method is as follows:




Figure 2 | 
(A) Distribution and classification of total annual runoff (1958–2017). (B) Daily runoff of the Yalu River during extreme flooding events in 2010. *represents the total runoff in each year.






where P is the average anomaly level given in percentage, Fluxn
 is the total runoff for one year, and Fluxaverage
 is the multi-year averaged total runoff. When P< −20%, the year is classified as a dry year; when −20%< P< 20%, the year is classified as a normal year; and when 20%< P, the year is classified as a wet year.

We took the average flow rate (1,000 m3/s) during the wet season in 2015 (dry year) as a representative runoff value for dry years, 2,000 m3/s in 2011 (normal year) for normal years, and 4,000 m3/s in 2013 for wet years. Furthermore, a value of 6,000 m3/s was taken as the average runoff rate for a typical flooding event in this area (
Table 1
). Meanwhile, the hourly hydrological data from July–September 2010 was used to study the sedimentation change during the 50-year flood event (extreme flooding event) in the YRE (
Figure 2B
).


Table 1 | 
List of year classification according to runoff.






3.2 Satellite -derived bathymetry

To improve the accuracy of coastal model results, this study adopted satellite-derived bathymetry (SDB) and coastlines with high resolution. Images and band reflectance from the satellites Landsat 7 ETM+ (Enhanced Thematic Mapper), Landsat 8 OLI (Operational Land Imager), and TIRS (Thermal Infrared Sensor) were used to calculate the estuarine geometry with a resolution of 30 m. In this study, the shoreline of the YRE was extracted using ArcGIS from satellite images taken by Landsat 7 in July 2009, and the bathymetry was obtained from the reflectance of Landsat 8 in August 2013.

The band ratio model, a commonly used SDB method, is adopted in this study. As the depth of shallow water increases (H < 15 m), the ratio of the blue reflectance band to the green reflectance band increases (Philpot, 1989) (Traganos et al., 2018). In this study, the band ratio model (Eq. 2) was used to obtain the water depth of the study area based on the corresponding band reflectance obtained from Landsat 8 (Stumpf et al., 2003). By relating the band ratios to the water depth and deriving the logarithmic relationship between them, an SDB equation for coastal estuaries can be established by means of linear regression. It can be expressed as follows:



where H is the actual water depth, R
rsi is the green band reflectance, R
rsj is the blue band reflectance, n is a positive integer (usually taken as n = 1,000), and m
1 and m
2 are constants derived from the linear regression fit.



3.3 Numerical simulations


3.3.1 Model description

In this study, a 3D hydro-sediment baroclinic model is established for the YRE using the Finite Volume Coastal Ocean Model (FVCOM). The FVCOM is a coastal model based on unstructured grid, finite volume method, free surface, and 3D primitive equations. The unstructured grid can reproduce the complex topography better, which is suitable for this study (Chen et al., 2011; Ge et al., 2020).

The sediment transport module chosen in this study is the Community Sediment Transport Modeling System developed by the US Geological Survey using the FVCOM. At the bed surface, the sedimentation flux is determined by the amount of deposition versus erosion:



The bed surface erosion rate is calculated using the following equation:



where Qi
 is the erosion flux, P
b is the degree of bottom-bed laxity, F
b

i
 is the fraction of sediment i deposited in the streambed, τ
b is the bottom shear stress, and τ
c

i
 is the critical shear stress of material i at the bottom (Ge et al., 2020).



3.3.2 Model configuration

The model domain (
Figure 3
) in this study covers the entire YRE (longitude: 123.83°E–124.60°E, latitude: 39.50°N–40.00°N). The model grid was created using the surface water modeling system. The maximum grid size is approximately 1,500 m at the open boundary and the minimum grid size is approximately 50 m along the coast (
Table 2
). The model uses coastline data from Landsat 7 and bathymetry data combined with navigation charts and SDB from Landsat 8. Vertically, the model consists of 20 sigma layers each with the same thickness.




Figure 3 | 
Grids of the model domain for (A) overall, (B) estuary area, and (C) enlarged view of the estuarine bathymetry.





Table 2 | 
Key parameters of the model configuration.




The external forces contained in the model include the following: wind speed and pressure data, obtained from the National Centers for Environmental Prediction Climate Forecast System, version 2; initial temperature and salt field from the hybrid coordinate ocean model; surface atmospheric pressure data, long-wave radiation, short-wave radiation, relative humidity, and surface temperature, provided by the National Center For Atmospheric Research (NCAR). The tidal elevations at the open boundary are derived from global tidal model TPXO7.2, and include four diurnal components (K1, Q1, P1, and O1), four semi-diurnal components (M2, S2, N2, and K2), three shallow water components (M4, MS4, and MN4), and two long-period components (MF and MM). River inputs consist of daily observations made at the Huanggou and Lishugou hydrological stations, including the daily runoff and suspended sediments. The maximum wave height in the YRE rarely exceeds 1 m, with limited effects on the sedimentation process compared with the large runoff and strong tides; therefore, wave action is not included in the model.

In this study, seven experiments were designed according to the classification described in “Section 3.1” (
Table 3
). Only the river forcing was set to be changed in these experiments. Case 0 was for the observation period in 2009, which was used to verify the model accuracy. Cases 1 to 4 had different runoff rates: 0.1 × 104 m3/s (dry year), 0.2 × 104 m3/s (normal year), 0.4 × 104 m3/s (wet year), and 0.6 × 104 m3/s (extreme flood events). Other settings were the same as for case 0. Case 5 used the real hourly runoff during the extreme flooding event of 2010 as input. For the sediment load, cases 1 to 5 used the same total constant sediment load (10 kg/s) to investigate the effect of water discharge on estuarine morphology, neglecting the influence of increasing sediment load. Case 6 used both real runoff and sediment load during extreme flooding in 2010. All seven experiments were calculated from July 1 2009 to September 30 2009, covering the wet season of the basin for a total of 92 days, and all cases had a 15-day warm-up period. The sediment parameters of the bed sediments were set as listed 
Table 4
, and included two types of cohesive sediments and one type of non-cohesive sediment. The initial bottom bed thickness was 2 m, with a 1-m depth of fine sediments on the top and a 1-m depth of coarse sediments below.


Table 3 | 
Experiment descriptions.





Table 4 | 
Key parameters of the sediment model.







3.4 Mechanism analysis methods


3.4.1 Richardson number

In order to better investigate the vertical mixing variation pattern in the estuary, the Richardson number (Ri
), which is a dimensionless number indicating the ratio of the buoyancy term to the flow shear term, was calculated in this study:



When considering flows with small differences in density (Boussinesq approximation), it is common to use the simplified gravity g
′ .





where Ri
 is the Richardson coefficient, g is the acceleration of gravity, ρ is the density of the water, z is the depth, u is the flow velocity, ρΔ
 is the density gradient, and ρ
average is the average density. When the Richardson number is less than 2.5, the buoyancy term is smaller than the vertical flow shear term, and the fluid presents a mixed state; when the Richardson number is greater than 2.5, the buoyancy term dominates, and the water presents a stratification phenomenon (Grachev et al., 2013). The Richardson number is a criterion for vertical mixing and stratification, which captures the subtle changes in fluids at different times (Galperin et al., 2007).



3.4.2 Tidal skewness

Tidal asymmetry in the estuary mainly originates from the interaction between the M2 component and the M4 component, and the tidal pumping effect caused by tidal asymmetry affects the sediment transport state in the estuary (Brown and Davies, 2010). Therefore, we calculated the tidal skewness to explore its impact on sedimentation in the YRE (Nidzieko, 2010; Song et al., 2011):



where γ
1 is the tidal skewness, a

D
1
 is the M
2 amplitude, a

D
2
 is the M
4 amplitude, ∅
D
1
 is the phase of the M
2 component, and ∅
D
2
 is the phase of the M
4 component. When γ
1< 0, the estuary is dominated by ebb tide (ebb dominance); when γ
1 > 0, the estuary is dominated by flood tide (flood dominance).



3.4.3 Decomposition of sediment flux

To investigate the effect of residual flow on sediment transport during flooding events, we decomposed the residual flow as follows:



where uo
 is the residual flow velocity, u
2 and u
4 are the amplitudes of M2 and M4, respectively, and Ø is the difference between two times the M2 phase and the M4 phase. Residual transport is mainly composed of four contributing terms. The first term in the equation is the net transport effect of the Eulerian residual flow, here called Eulerian net transport (ENT), and the second and third terms represent the interactions between the Eulerian residual flow and tides, which have the same direction as the Eulerian residual flow, here called Eulerian induced asymmetry (EIA). The fourth term is caused by the interaction between the M2 and M4 tides and reflects the tidally induced asymmetry (TIA), whose direction is determined by the relative phase difference between M2 and M4.





4 Results and discussion


4.1 Model validation

For model validation, we compared the model results of case 0 with the measured data at YLJ-02 and YLJ-03 stations for water elevation, current speed, current direction, salinity, and SSC. The correlation coefficient (R) and the root mean square error (RMSE) between the two datasets were also calculated (
Table 5
). The validation results showed that the model successfully reproduced the hydrodynamic conditions and sediment transport in the YRE (
Figure 4
); it is thus reliable to be used to investigate changes in hydrodynamics and bottom sediments during wet seasons.


Table 5 | 
Model validation results (R and RMSE).







Figure 4 | 
Comparison of depth-averaged (A–D) water elevation, (E–H) along-channel velocity, (I–L) direction, (M–P) salinity, and (Q–T) suspended sediment concentration between the model results and the field observations in August 2009 at stations Y02 and Y03 during spring and neap tides. * represents the measured data.




We obtained the sediment accumulation rate from 19 collected column samples around the estuary (
Figure 1C
) and plotted the distribution of sedimentation rate in the YRE using Kriging interpolation (
Figure 5A
). A comparison was made between these results and the modeled bed thickness change over 3 months (
Figure 5B
). For the distribution pattern, the overall similarity between the model results and the sampled results is 80%, indicating that the model can generally capture the patterns of erosion and siltation of bottom sediments in the YRE. However, large differences are observed in the magnitude between the two two methods, especially near the top of Chouduan Island. This is because fewer sampling sites are present there (
Figure 5
).




Figure 5 | 
Comparison of (A) Kriging interpolation of the sediment accumulation rate from the collected sediment columns. (B) Modeled bed thickness change.






4.2 Changes in bed thickness and estuarine morphology



Figure 6
 shows the response of bed thickness to different runoff conditions in the YRE during the wet season (July to September). The results show that the bottom sediments are strongly eroded in the upper part of the main channel (39.9°N–40.05°N) in dry and normal years. A sand bar is formed between 39.83°N and 39.93°N, which is highly consistent with field observation and previous studies (Gao et al., 2012).




Figure 6 | 
Modeled bed thickness along the main stream section: (A) total depth of the bottom topography and (B) bed thickness variation.




During dry and normal years (runoff< 2,000 m3/s), sediments from the upper estuary are transported seaward with runoff, and those from the lower estuary are transported landward with the tide. The net transport of those two groups of sediments determines the location of the sand bar. The sand bar center moves seaward, with a higher peak when the runoff increases. During wet years (4,000 m3/s), the increased runoff leads to stronger scouring, which hinders the formation of the sand bar and sediments accumulate further south. However, the sand bar does not move further south when the runoff continues to increase. During the flood event (6,000 m3/s), the even larger velocity generates extremely large bottom shear stress, resulting in a stronger resuspension of bottom sediments in the upper estuary, which leaves the location of the sand bar unchanged. The tidal limit in the YRE is generally at Douliupu; the range of runoff influence (see 
Figure 6B
, where the variation is shown to be close to 0) is 12 km south of the tidal limit during dry years, 13 km during normal years, and 14.5 and 17 km during wet years and flood events, respectively.



Figure 7
 shows the distribution of the morphological change in the YRE after 3 months under different runoff conditions. During dry and normal years (
Figures 7A, B
), large amounts of sediment silt in the southwest area, close to Xia Island. During wet years and flood events (
Figures 7C, D
), high flow rates allow the sediment to be transported further south in the estuary. The southwest area near Xia Island shifts from siltation to erosion after the runoff exceeds 4,000 m3/s. As the tidal direction of the YRE is southwest–northeast, some sediments accumulate on the west side of Chaolong and Westlake Islands for all experiments. However, this patch of accumulated sediments becomes weaker during flood events (
Figure 7D
), possibly due to the stronger flow velocity that washes large amounts of sediments from this area to the south.




Figure 7 | 
Modeled bed thickness variation: (A) dry year (1,000 m3/s), (B) normal year (2,000 m3/s), (C) wet year (4,000 m3/s), and (D) flooding events (6,000 m3/s).




In general, the bed thickness in the YRE exhibits an erosion pattern during wet years and siltation in dry years. The runoff threshold for this change from siltation to erosion is approximately 4,000 m3/s. After reaching the threshold, the runoff dominates the bottom sediment distribution in the YRE, indicating a delicate balance in the estuarine morphology, which can be easily damaged by flooding events.



4.3 Mechanisms of the estuarine morphological change during wet seasons

The maximum flow velocities in the YRE occur between 39.95°N and 40°N under different runoff conditions. This is mainly due to the rapid convergence of the estuary width at this location, which leads to tidal wave breaking and stronger instability, increasing the local tidal energy and current velocity. The increasing runoff enhances ebb currents, while there is a significant decrease in flood currents during wet years. The ebb tide velocity is on average 1 m/s greater than the flood tide (
Figure 8A
); however, the degree of this discrepancy is greatly influenced by the runoff condition (
Figure 8B
).




Figure 8 | 
(A) Maximum flood and ebb velocities in cases 1 to 4. (B) Ratios of the maximum flood and ebb velocity in cases 1 to 4.




The bottom shear stress along the main stream section shows the same pattern as the current velocity, with the maximum shear stress located between 39.95°N and 40°N (
Figure 9A
). However, a stronger ebb current velocity induces a larger bottom shear stress, and the maximum ratio of the ebb/flood shear stress occurs from 38.85°N to 39.90°N (
Figure 9B
). The river-induced uneven pattern in bottom stress ranges south to 39.8°N, generally corresponding to the location of the entrance sand bar. As the runoff increases, the ratio gradually increases, indicating that the bottom shear stress at ebb is greater than that at flood. This could result in larger amounts of sediments moving southerly from land to sea, while such a transport pattern would be hindered at 39.8°N. This seaward asymmetry becomes significantly stronger during larger runoff (blue line in 
Figure 9B
). This indicates that the shape of the entrance sand bar cannot be maintained during wet years or flood events. The decreased ebb/flood bottom stress ratio after 39.8°N is caused by the sudden decrease in the ebb bottom stress, as the area is out of the range of the river runoff influence. This range can expand south to the sea when the river runoff increases.




Figure 9 | 
(A) Maximum shear stress at flood (solid lines) and at ebb (dash lines) in cases 1 to 4. (B) Ratio of the maximum shear stress at flood and ebb.




In summary, during wet years and flood events, larger runoff causes stronger erosion in the inner estuary, while landward flow in the outer estuary is weakened, resulting in intensive erosion in the estuary. 4.4 Baroclinic effects on estuarine sedimentation during flooding events



4.4 Baroclinic effects on estuarine sedimentation during flooding events

The model results show that the maximum extent of saltwater intrusion into the YRE is located at approximately 39.9°N during dry and normal years. As runoff increases, the salinity front continues to move seaward (
Figures 10A–D
). It is noteworthy that vertical stratification becomes significantly stronger when the runoff reaches 6,000 m3/s. This change in vertical structure does not change the location of ETM in the main stream. It is caused by the unique geometry of the YRE; large amounts of sediments are accumulated at the river–estuary junction around Douliupu, providing an almost infinite supply for resuspension here. As a result, vertical stratification has a limited effect on the location of this high SSC patch, but it greatly reduces the magnitude of its peak value (
Figures 10E, F
). With larger runoff, the sediments accumulate slightly further south–center, while resuspension is hindered (
Figures 10G, H
). The time series of the Richardson number in the vertical water column at the center of the estuary at 39.7°N shows that the estuary forms a strong mixing at flood tide and stratification at ebb tide. Vertical mixing is more intense during spring tide than during neap tide (
Figure 11
). With the increase of runoff, this stronger mixing during neap tide significantly weakens. Overall, baroclinic effects in the YRE are not dominant factors during dry and normal years; however, they have a significantly larger impact on vertical mixing during flooding events. Previous studies have shown that the YRE is mostly well-mixed due to its shallow water depth and strong currents. These results indicate that the YRE is not always well-mixed, and that vertical circulation needs to be considered in estuarine morphology research.




Figure 10 | 
Profiles of the modeled salinity and suspended sediment concentration: (A, E) 1,000 m3/s, (B, F) 2,000 m3/s, (C, G) 4,000 m3/s, and (D, H) 6,000 m3/s.







Figure 11 | 
Timeseries of vertical Richardson number (after normalization) in the center of the main stream (located at the blue dot in 
Figure 1C
): (A) 1,000 m3/s, (B) 2,000 m3/s, (C) 4,000 m3/s, and (D) 6,000 m3/s. Positive Ri
 indicates stratification, while negative Ri
 indicates mixing.






4.5 Changes in tidal asymmetry and Eulerian residual flow

The tidal skewness at the center of the ETM under different runoff conditions is shown in 
Figure 12
. There is a slight decrease in the amplitude of the M2 and M4 components with increasing runoff. The tidal skewness remains positive, indicating that the tidal asymmetry is still flood dominant.




Figure 12 | 
M2 and M4 tidal amplitude and tidal skewness under different runoff conditions.




However, the degree of this flood dominance decreased. Here, flood dominance does not necessarily mean that the net sediment transport is landward, as other factors also contribute to the net sediment transport, such as Stokes drift, Lagrange asymmetry, and Eulerian asymmetry (Brown and Davies, 2010). Stokes drift exists under traveling tidal wave conditions when there is a phase advance/lag between amplitude and current flow. Stokes drift may produce a net seaward sediment flux with a limited magnitude (Stokes, 1847). The Lagrange and Eulerian asymmetries in estuaries can generate a larger net transport flux than Stokes drift. Lagrange asymmetry controls the transport of finer sediments by influencing the settling time and the resuspension process (Friedrichs, 2012), while Eulerian asymmetry controls the variation in bottom shear stress by influencing the current speed at flood and ebb times (Dronkers, 1986; Friedrichs and Aubrey, 1988; Van Maren and Winterwerp, 2013).

To further analyze the impact of runoff on these factors, the Eulerian residual flow from model results is decomposed using Eq. 9. It is decomposed into ENT, EIA, and TIA, as described in “Section 3.4.3” (
Figure 13
). As total sediment transport is proportional to residual flow, it can be better understood by decomposing the residual flow (Van de Kreeke and Robaczewska, 1993; Dronkers, 2005; Guo et al., 2014). The results show that the ENT has a small effect on sediment transport; it only changes the transport during wet years (4,000 m3/s) and flood events (6,000 m3/s). However, the EIA, which is caused by the interaction between the Eulerian residual flow and tides, appears to have a more significant impact on sediment transport. The EIA term is markedly larger than the TIA term during all experiments. The increase in river flow mainly leads to a gradual increase in the ENT and EIA. When runoff reaches a certain level, the total value of ENT and EIA will exceed TIA. This means that the direction of net sediment transport may shift from landward to seaward during flooding events. This explains why the tidal skewness of the Yalu River estuary is positive (flood dominant), but the net sediment transport is mostly seaward during wet seasons (
Figure 13
).




Figure 13 | 
Tidal residual transport decomposition along the main stream section: (A) 1,000 m3/s, (B) 2,000 m3/s, (C) 4,000 m3/s, and (D) 6,000 m3/s.




As runoff continues to increase, the seaward transport peak becomes increasingly stronger. Furthermore, the total transport direction completely shifts at 39.83°N, and this turning point corresponds with the sand bar location as discussed above and shown in 
Figure 6
. This turning point is located in the upper portion of the estuary during dry and normal years and is then pushed to approximately 39.8°N during flooding events, with the sand bar moving seaward and a significantly reduced thickness.

In conclusion, the impact of the EIA term becomes increasingly dominant with the increase of runoff. This can explain the stronger erosion pattern during wet years as described in “Section 4.2” since a larger EIA contributes to a stronger net seaward sediment transport.



4.6 Morphological change under an extreme flooding event

The fixed runoff used in the model can provide a theoretical basis for investigating the mechanism behind the estuarine morphological change, but this is not representative enough for understanding the conditions during extreme flooding events. Therefore, we simulated the impact of an extreme flooding event on estuarine morphology using real runoff data for the Yalu River recorded at the two hydrological stations in 2010 (
Figure 2B
). Flooding events often exhibit distinct flood peaks; therefore, we studied the results at four moments: the initial morphological pattern (07/01), before the flood event (08/01), after the flood event (09/15), and 15 days after the flood event (09/30) (
Figure 14
) and systematically analyzed the impact of the flood process on the estuarine morphological change.




Figure 14 | 
Changes in bottom bed thickness during the extreme flooding event: (A, C) total bottom topography before and after the flooding and (B, D) changes in bottom bed thickness. The solid lines are the results obtained using a fixed sediment load (10 kg/s), while the dashed lines are the results obtained under a real sediment load.




During the period before the flood event (07/01 to 08/01), the average runoff of the Yalu River basin is 1,070 m3/s. A sand bar is formed between 39.85°N and 39.9°N (
Figure 14A
). During the flood event period (08/01–09/15), the average runoff in the Yalu River basin is 6,028 m3/s. This sand bar is strongly scoured during flood events; large amounts of sediments are washed further south and settle between 39.8°N and 39.9°N. At 15 days after the flood event (09/30), the average runoff in the Yalu River basin during this period decreases to 2,124 m3/s. The sediments previously deposited in the south gradually move back to an upper location, forming a new sand bar with time. In addition, the strong flush caused by the extreme flooding increase the depth of the main stream channel from 39.9°N to 40°N, which is another dramatic change in estuarine morphology after the flooding. When the runoff returns back to normal levels during normal years, the bottom shear stress decreases, leading to a change in the sediment transport pattern. The newly formed sand bar has a different shape than before the flood event. This indicates that the estuarine morphology can be considerably changed after only one extreme flooding event (
Figures 14A, B
).

The results of bed thickness change under real runoff and sediment load, i.e., case 6, are shown in 
Figures 14C, D
 and 
Figure 15
. A comparison is made between cases 6 and 5 (identical to case 6 but with a fixed sediment load). For the distribution of bed thickness change under real conditions (
Figures 15D–F
), before the flooding, the runoff rate is approximately the average rate during dry years with limited sediments. Therefore, this does not significantly influence bed thickness. During the flooding event, the substantially higher runoff enhances erosion in the main stream. Despite the fact that the sediment load is also large, it does not change the erosion pattern in the main stream; however, more sediments are deposited in the southeast area of the estuary. This pattern of morphological change remains almost the same 15 days after the flooding.




Figure 15 | 
Horizontal distribution of estuarine bed thickness change after the extreme flooding event: (A–C) under a fixed sediment load (10 kg/s), (D–F) under a real sediment load, and the (G–I) difference between the above rows. The left column shows the results on 1 August 2009 (before the flooding), the middle column the results on 15 September 2009 (after the flooding), and the right column the results on 30 September 2009 (15 days after the flooding).




Comparing the pattern with a fixed sediment load (
Figures 15A–C
), the bed thickness does not drastically change under real sediment load conditions. Sediment supply from the river has always been a key factor controlling estuarine morphology; however, it does not appear to have an obvious impact in the YRE. The reason for this is that the Yalu River is generally a clear river, containing limited amounts of sediments. Thus, the fluvial sediment supply does not considerably alter the morphology pattern here, but the impact of runoff volume is significant (
Figures 15G–I
).

In summary, the results show that, prior to the flood event, most of the sediments in the YRE were silted at the south area close to Xia Island (
Figures 15D–F
). This could block the water channel between the West and Middle Rivers, decreasing water exchange between them. Such a process will, in turn, enhance siltation in the West River and further weaken its dynamics. This pattern did not change after extreme flooding, indicating that the West River may always experience siltation even upon flushing by a significantly large runoff. Thus, natural conditions cannot change its siltation; human activities, including dredging, should be carried out to maintain the water depth in the West River. Otherwise, it may eventually become a tidal creek.




5 Conclusion

Taking the YRE as an example, this study investigates the mechanism of morphological changes in a macro-tidal estuary during extreme flooding events. A 3D hydro-sediment baroclinic coastal model was established for the study area using FVCOM, and adequate measurements from field surveys and hydrological stations were analyzed to interpret the sedimentation process in a typical mountain stream estuary. This study provides a systematic analysis of the impacts of hydrodynamic conditions, vertical circulation, and tidal asymmetry on the sedimentation process in such estuaries.

The model results show that the sediment bed thickness in the YRE is very sensitive to changes in river discharge. An entrance sand bar is formed during dry and normal years, while it moves seaward, with a larger thickness, during wet years. During flooding events in wet years, the greatly enhanced velocity in the main estuarine channel will flush the bottom sediments to the south, which in turn ease severe siltation in the west channel near Chouduan Island. The runoff threshold required to shift this siltation into erosion is approximately 4,000 m3/s. For normal and dry years with lower runoff, the sediments mainly silt in the area between Xia Island and the West River, threatening water exchange through the West River, which may eventually completely block the channel between the West River and the Middle River. Changes in hydrodynamics caused by river discharge change can be described by four aspects: (1) current velocity increases for both flood and ebb during wet seasons, with the ebb tide enhanced more; (2) increased river discharge substantially enhances the seaward residual flow; (3) the large amount of freshwater pushes the estuarine salinity front further south, and (4) larger runoff causes stronger mixing in the estuary at flood tide and stronger stratification at ebb tide. Three main factors control the estuarine morphological change in the YRE: (1) stronger resuspension of the bottom sediments caused by larger shear stress during flooding events; (2) the interaction between runoff and tides contributes to Euler residual flow, which then has a greater impact on the net sediment transport than the tidal pumping effect (dominant when river discharge is limited), resulting in different sediment transport patterns; and (3) baroclinic effects in the YRE only affect a limited region during normal years, but have a stronger impact during flooding events, resulting in a larger sediment deposition in the southern part of the estuary.

As the YRE is a typical mountain stream macro-tidal estuary, with shallow water depths, the results of this study can be applied to other similar estuaries. Although this type of area is usually considered to be well mixed vertically, this study indicates that the vertical circulation structure must be considered for morphology studies in a macro-tidal estuary, especially during flooding events.
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Tidal flats provide a foundation for biological diversity and marine economy. Xiangshan Bay is a semi-enclosed bay that shelters large areas of tidal flats, and is known for its aquaculture. In this study, field trips were conducted in late autumn to measure the water level, current, water temperature, tidal flat temperature, and turbidity data of the tidal flat in the bay during Typhoon Lingling. The field data were well calibrated and used to investigate the hydrodynamics, temperature, and turbidity of the tidal flat. The results showed that the spring-neap tidal cycles at the sea surface level were well captured at both stations. The maximum tidal range was 5.5 m and 1.5 m during spring and neap tides, respectively. The tidal flat was occasionally exposed to air occasionally (30 min). The current velocity (<0.2 m/s) and waves (<0.15 m) at the field stations were weak, and the direction of flow was controlled by the geomorphology, even during Typhoon Lingling. Water was more turbid at station S2 (<0.8 kg/m3) than at station S1 (<0.2 kg/m3). The sea water temperature and tidal flat temperature were affected by tidal cycles, with larger variations occurring during spring tides than during neap tides. The maximum value of seawater temperature at S1 station was greater than that at station S2 during spring tides. The intrinsic mode functions (IMFs) of sea water temperature and surface tidal flat temperature were similar, as they are both subject to sea-air-tidal flat interactions. The IMFs of the middle and bottom layers in the tidal flat were less correlated. Temperature fluctuations in seawater and tidal flats were mainly affected by air temperature and tides. Small-scale features (>0.5 Hz) were important for water and tidal flat temperatures, particularly during typhoons. These findings provide field data for future studies on eco-hydrology and coastal engineering in tidal flats.
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Highlights:


	
1. The sea surface level, current, turbidity, water temperature and salinity, tidal flat temperature data were obtained in the tidal flat near the power plant in the Xiangshan Bay during typhoon Lingling.


	
2. The current velocity and waves were weak, and the water temperature is affected by the tides and air.


	
3. The tidal flat temperature was highly correlated with tides and air at the sea bed surface, while was dominated by the air inside the tidal flat.






1 Introduction

Tidal flats provide residence for both oceanic and terrestrial biological systems. Tidal flat hydrodynamics are the foundation of biological diversity and marine economy in estuaries and coastal zones. Tidal flat hydrodynamics are sensitive to both natural forcing, such as tides, waves, and extreme weather events, and multiple anthropogenic impacts due to socioeconomic development. Tidal flats and adjacent waters have fertile water quality, rich biological resources, and developed fisheries, which are of great significance for the replenishment of resources and the maintenance of the ecological balance.

Tidal flats have attracted considerable attention among the research community. Previous studies have focused on tidal flat hydrodynamics and morphology (Shi et al., 2018; Shi et al., 2019; Chang et al., 2020), as well as physical and sedimentary processes (Yu et al., 2017; Xiong et al., 2017; Chen et al., 2018). Considerable attention has been paid to the impact of vegetation on wave attenuation (Xue et al., 2021), tides (Wang et al., 2007), floods (Zhu et al., 2019), sediment dynamics (Liu et al., 2022), and carbon (Chen et al., 2012; Lunstrum and Chen, 2014; Gu et al., 2022) on tidal flats. With the development of aquaculture and coastal economies, attention has been paid to the impacts of marine animals on erosion and deposition in tidal flats (e.g. Meretrix meretrix (Li et al., 2020) and clam (Li et al., 2021)), impacts of human activities on tidal flats (Lu et al., 2013; Gao et al., 2019), and tidal flat ecosystems during extreme weather conditions (Chen et al., 2012; Shi et al., 2021).

The temperature in tidal flats and adjacent waters is an important factor in coastal ecosystems, especially for long-narrow bays with low water exchange rates (Piccolo et al., 1993). A relative stable temperature has been proved to be an essential condition for maintaining the stability of marine ecosystems. Temperature elevation, for example thermal discharges of power plants, can be fatal to marine organisms (Roemmich and McGowan, 1995) and change the residential environment of estuaries (Lin et al., 2021; Xu et al., 2021; Dong et al., 2021; Roy et al., 2022). A warming of the water would gradually increase the total ammonia nitrogen and phosphorus content (Jin, 1993), increase the pH of water bodies, and subsequently increase the concentration of non-ionic ammonia (Xu et al., 1994). Previous studies have indicated that increased water temperature (e.g., thermal pollution) increases the concentration of toxic substances in water and deteriorates water quality (Friedlander et al., 1996).

The exposure and inundation of tidal flats affects the temperature of nearby water bodies, particularly near power plants (Cho et al., 2000; Cho et al., 2005; Kong et al., 2022). The heat fluxes among the seawater, atmosphere, and tidal flats are important for the study of the water environment in bays and estuaries, particularly with the occurrence of thermal discharges (Kim et al., 2007). Tidal flats contribute to heat transfer (Kim and Cho, 2009; Kim and Cho, 2011; Rinehimer and Thomson, 2014). The temperature in tidal flats is sensitive to thermal discharge and affects the initial productivity and ecological environment (Lin and Zhan, 2000; Rajadurai et al., 2005; Jiang et al., 2016). Previous studies have focused on the temperature difference between the discharge and ambient water (Roy et al., 2022), seasonal variation due to different thermal discharges (Lin et al., 2021), and the impacts of thermal discharges on the ecosystem (Xu et al., 2021; Dong et al., 2021). Numerical models have been improved to consider temperature elevation near power plants (Salgueiro et al., 2015).

Xiangshan Bay is known for its aquaculture capacity and slow water exchange. It is a semi-enclosed narrow bay located on the east coast of China (
Figure 1A
). The bay is shallow, with a mean depth of 15 m (Li et al., 2015). The tides in the bay are macro-tidal and dominated by the M2 tide. The maximum tidal range is 5 m at the head of the bay. Flow in the bay is reciprocating, with an average flow velocity of 0.5~1 m/s (Kong et al., 2022). The average annual water temperature in the bay is lower than 18°C (Shen, 2003). It takes approximately 80 days to exchange 90% of the water at the bayhead (Zeng et al., 2011; Peng, 2013). This low water exchange amplifies the impact of thermal discharges by the two power plants near the bayhead. Thermal discharge impacts the thermal dynamics in water and tidal flats (Kong et al., 2022), aquaculture (Huang and Ye, 2014), and increases the content of inorganic nitrogen (Huang and Ye, 2014).




Figure 1 | 

(A) Map of Xiangshan Bay (red box in Xiangshan Bay shows the positions of (C, D). (B) Depth in the bay. (C) Locations of the power plants. (D) Field stations. (E) Arrangement of the instruments and the vertical distribution of temperature sensors below the surface of the tidal flat. (F) The wind field during Typhoon Lingling (13~55 m/s, 930~1002 hPa), and the path of the typhoon during field work (red box shows the location of Xiangshan Bay).



Xiangshan Bay has large tidal flat areas, accounting for more than 30% of the water area (Dong and Su, 1999). The tidal flat is distributed in the range of about 270 km, with a total of 171.3 km2, mainly in the Tie port, Huangdun port, and Xihu port. The width of the tidal flat is approximately 200–1000 m with a slope of 2–8% (You and Jiao, 2011). The intertidal zone is rich in organisms and the average biomass of the intertidal zone reaches 107 g/m2. Previous studies have mainly focused on the coastal reclamation of tidal flats, hydrodynamics, water exchange, and sediment dynamics (Zhao and Yang, 2007; Zeng et al., 2011; Li et al., 2017; Li et al., 2018). The reduction of tidal flats changes the hydrodynamic process and the asymmetric nature of tides (Xia et al., 1997). However, the hydrodynamics in the tidal flat under the interaction of tides-tidal flat-air temperature-thermal discharge requires further investigation.

In this study, we measured the water level, current, water temperature, and turbidity in the tidal flat near the power plants at the head of Xiangshan Bay during Typhoon Lingling. The hydrodynamics near the bottom boundary layer in tidal flats during spring-neap tidal cycles were first studied, and then the thermal dynamics in the tidal flat were investigated. This study provides a field data for future studies on the impact of tidal flats on thermal discharges and thermodynamics in the bay. The field work and data are introduced in Section 2. Section 3 presents the data analysis. The discussion and conclusions are presented in Sections 4 and 5, respectively.



2 Field data and methodology


2.1 Field observation

Two field stations, S1 and S2, were selected to conduct field work (
Figure 1D
). These two field stations were arranged along the coast of Hengshan Island (
Figure 1D
), which is opposite to the Qiangjiao Power Plant (
Figure 1C
). Thermal discharge from the Ninghai Power Plant can affect seawater near Hengshan Island. The seabed was sandy with gravel at station S1 and muddy at station S2.

The field work was conducted between August 31 and September 15, 2019, covering an entire spring-neap tidal cycle. This period was in late autumn, which facilitated the capture of the thermal discharge. The field work was conducted in the wet season, and the signal of super Typhoon Lingling (no. 1913) was captured (
Figure 1F
), which impacted the bay (23−28°C, moderate rain) around September 6, 2019. On August 30, 2019, Lingling (tropical disturbance) occurred near the island of New Guinea, and was upgraded to a tropical depression on September 2, after which the typhoon began to intensify rapidly. The storm was upgraded to a severe tropical storm on September 3. Subsequently, it was upgraded to a super-typhoon. The maximum wind speed exceeded 50 m/s and the central pressure was 900 hPa when Typhoon Lingling passed by the east coast of China (over 2000 km away, in the open East China Sea). From September 5 to 6, 2019, moderate to heavy rains were observed in the central and northern coastal areas of Zhejiang. During the typhoon transit, the rains in the coastal areas of Zhejiang were 30–70 mm, with some over 100 mm.

The instruments were arranged on two frames, and both of them were 0.5 × 0.5 × 1.5 m. Every fame had a tidal gauge, an optical backscatter sensor (OBS), and an acoustic doppler velocimeter (ADV). The probes of the ADV were set 15 cm above the sea bed. The tidal gauge and the OBS were set at the same level above the seabed. A tidal gauge was set to measure the data every minute at a frequency of 4 Hz. The OBS and ADV were set to operate every 10 min. The tidal flat temperature was measured using temperature sensors near S2 station (
Figure 1D
) in the tidal flat. Temperature sensors were used to measure the temperature of the tidal flat every 10 min. Three sensors were arranged vertically, that is, near the surface of the tidal flat, 20 cm below the surface, and 82 cm below the surface (
Figure 1E
).



2.2 Data analysis

The tidal gauge data were directly extracted and temporally averaged every 10 min to obtain tidal level data. Wave height data were obtained from the tidal gauge fluctuation data. The wave parameters were then calculated.

The OBS data were calibrated with laboratory experiments before the field work. The correlation of the turbidity with the suspended sediment concentration (SSC) was high, indicated by the R2 value of 0.92 and 0.96 at station S1 and S2, respectively (
Figure 2
). The turbidity data were then converted to suspended sediment concentration values.




Figure 2 | 
Calibration of the OBS data at station S1 (A) and station S2 (B).



The ADV data were first filtered by the ratio of the signal to noise (SNR) and the correlation of the acoustic signals. Data with SNR values lower than 5% or correlation values lower than 70% were excluded from the series. The phase–space thresholding method (Goring and Nikora, 2002) was then used to remove singular points from the data. A method similar to the Improved Phase-Space Thresholding Method (Wahl, 2003; Parsheh et al., 2010) was also used to calibrate the accuracy of the results.

The turbulence data were obtained using the differences between the instantaneous current velocity and the averaged velocity. Subsequently, the turbulent current and turbulent kinetic energy were calculated.




3 Hydrodynamics in the tidal flat in Xiangshan Bay


3.1 Impacts of Ninghai Power Plant on SST

To determine whether the thermal discharge from the Ninghai Power Plant affected the detectors, we used Landsat 8 data for temperature inversion (http://ids.ceode.ac.cn/query.html, Chen et al., 2018). Landsat 8 includes an Operational Land Imager (OLI) and Thermal Infrared Sensor (TIRS). The OLI land imager includes nine bands with a spatial resolution of 30 m, including a 15-meter panchromatic band with an imaging width of 185 × 185 km. To avoid atmospheric absorption features, OLI readjusts the bands as follows:

	

	

	

where Ts
 is sea surface temperature, a and b are empirical coefficients.

Landsat-8/TIRS has two thermal infrared channels, and sea surface temperature (SST) remote sensing inversion can use both single- and dual-channel imaging data. The single-window algorithm and the universal single-channel algorithm proposed by Jiménez-Muñoz and Sobrino (2003) were used in this study.

Field stations S1 and S2 were located in the tidal flat of Hengshan Island, which is opposite to the Ninghai Power Plant. Therefore, the sea surface temperature (SST) near the Ninghai Power Plant was retrieved using remote-sensing data (
Figure 3
). SST data for summer (on July 29, 2019) and winter (on December 2, 2019) were retrieved at the head of the bay. The thermal discharge of the power plant diffused to stations S1 and S2 in the tidal flat of the Hengshan Island. The influence of thermal discharge on the water temperature in winter was more obvious (
Figure 3B
) than that in summer (
Figure 3A
). The temperature near the power plant was approximately 8°C higher than that in the vicinity.




Figure 3 | 
Remote sensing inversion of sea surface temperature (SST) near Ninghai Power Plant: (A) summer (July 29, 2019) and (B) winter (December 2, 2019).





3.2 Tides, temperature, and SSC

Macro-tidal and semi-diurnal signals during the spring-neap tidal cycle were well captured during the field work (
Figure 4A
). The tidal ranges at the two stations were nearly 6 m during spring tides and approximately 1 m during neap tides. The storm surge signal was weak and almost undetectable from the water level data because the typhoon was more than 2000 km away from the bay, and the bay was sheltered by its narrow and semi-enclosed morphology. Double peaks during low-slack waters were also captured. According to the results of the harmonic analysis, the interaction of the M2 and M4 tides contributed to the double peaks of sea surface elevation.




Figure 4 | 
Time series of sea surface levels, currents, temperature, and suspended sediment concentration (SSC) at station S1 (blue lines, (A–D) and S2 (red lines, (A’–D’). The red box indicates the typhoon period.



The currents were weak at the two stations (
Figure 4B
), with a maximum current speed of approximately 0.5 m/s. The current magnitude and direction at station S1 fluctuated and were disordered. Around September 6, the current speeds at station S1 were high. This is most likely due to the impacts of the Typhoon Lingling. The maximum wind speed near the station during this period exceeded 15m/s, with a northerly wind most of the time. The currents at station S2 were stronger than those at station S1. Current magnitudes at station S2 showed spring-neap and flood-ebb tidal signals, with strong currents during spring tides and weak currents during neap tides. The current directions at station S2 were mainly along the coast in the northwest-southeast direction.

Water temperature at both stations showed an increasing trend during the field work and a periodic pattern in a similar period with the tides (
Figure 4C
). The sea water temperature fluctuated during the field work, with occasional low temperatures during the first several days and occasional high temperatures during the last several days. This fluctuation was due to the exposure of the temperature sensor to air at this moment, as seen from the zero depth in 
Figure 4A
. The maximum temperature of the seawater at stations S1 and S2 was near 34.5°C, and the minimum temperature was approximately 21°C. The maximum and minimum values of seawater temperature occurred at peak ebb during spring tides when the tidal flats were exposed. Typhoons occurred around the neap tides (red box in 
Figure 4
). When sensors are in seawater, their temperature is affected by the seawater temperature. The water temperature remained near 30°C during most of the field work. However, the temperature fluctuated with large amplitudes from approximately 22°C to 34.5°C during the following spring tides. During the neap tides, the water temperature was stable and remained at approximately 29°C. At station S1 (
Figure 4C
), the water was occasionally cool (22°C) during high waters and warm during low waters before the typhoon. After the typhoon, the water was warm (>28°C) throughout the observation period. The peak values of water temperature occurred periodically during the slack waters and showed an increasing trend. A similar trend was observed for water temperature at station S2 (
Figure 4C
). Different patterns of water temperature occurred during the first and second spring tides at both the stations.

The suspended sediment concentration (SSC) at station S2 (muddy seabed) was highly correlated with the tidal dynamics, with large SSC values (~0.9 kg/m3) during spring tides and small values (~0.1 kg/m3) during neap tides (
Figure 4D
). The SSC values peaked after the high slack waters and were directly affected by the current speed. During spring tides, the SSC values ranged from approximately 0.2 kg/m3 to about 0.9 kg/m3, whereas during neap tides, the SSC values were around ~0.2 kg/m3. SSC values at station S1 (gravel seabed) were much smaller (mostly<0.2 kg/m3) than those at station S2, and showed a fluctuating pattern (
Figure 4D
). The SSC values were generally smaller than 0.2 kg/m3 through the field work.

Tidal current statistics (
Figure 5
) during the spring-neap tidal cycle showed that currents at station S1 (
Figure 5A
) were largely in the southwest direction. At station S2, the currents were in the northwest-southeast direction most of the time (
Figure 5C
). During the spring tides and neap tides, the current directions had similar distributions to those during the spring neap tidal cycles.




Figure 5 | 
Current statistics during a spring-neap tidal cycle (A, D), a spring tide (B, E), and a neap tide (C, F) at station S1 (A–C) and S2 (D–F).



The residual currents at S1 were 0.01 m/s (181 degree), 0.02 m/s (209 degree), and 0.02 m/s (196 degrees) during the spring tide, neap tide, and spring-neap tidal cycle, respectively. Station S2 had smaller residual currents of less than 0.01 m/s during the spring tide, neap tide, and spring-neap tidal cycle, compared to those at station S1.



3.3 Waves

The wave parameters calculated using the ADV data are listed in 
Table 1
. The maximum wave height was 0.13 m and 0.14 m and the maximum wave period was about 9.1 s and 11.8 s at station S1 and S2, respectively. The mean wave height was about 0.02 m and mean wave period was about 2.5 s at both of the two stations (
Table 1
).


Table 1 | 
Wave data during the observation periods.



The time series of Hs in 
Figure 6A
 shows that the significant wave heights at station S1 (blue lines) were slightly smaller than those at station S2 (red lines). The Hs values during the typhoon (around September 5–6, red box) were approximately double (~0.06 m) those at the other time (~0.03 m) at both stations. Large Hs values occasionally occurred at S2.




Figure 6 | 
(A) Hs time series at stations S1 (blue lines) and S2 (red lines) calculated using ADV data (red box indicates the typhoon period). (B) Histogram of wave periods and (C) H/Hrms, and the fit of their probability distribution using Weibull distribution function (red lines) at station S1 (RBR data). The probability density of wave periods in calm weather and all time is represented by the blue and cyan histograms in (B), respectively. The wave period distribution during Typhoon Lingling is shown by the red diamond line. Hrms is the root mean square of the wave heights H.



The average wave period was mainly distributed between 1 s and 3 s (
Figure 6B
). The two sites were located at the head of the bay, where the impacts of winds and swells are small owing to the topography. The significant wave height was small, approximately 0.03 m during calm weather, with a wave period of 1.5~2 s. During the typhoon, the maximum significant wave height was about 0.1 m (
Figure 6A
).

The distributions of the wave periods and normalized wave heights (H/Hrms) at S1 are shown in 
Figure 6C
. Hrms is the root mean square of wave height H, which indicates the mean wave energy. The histogram of the wave periods (
Figure 6B
) indicates a skewed wave period distribution, with a peak at 2 s. The normalized wave heights (
Figure 6C
) show that the wave energy was asymmetrically distributed, with a peak near H/Hrms of 0.6.



3.4 Turbulence

The turbulence intensity (I) and turbulent kinetic energy (TKE) were calculated as follows:

	

	

where   is the averaged current velocity, u’rms
 is the room mean square of the turbulent current velocity, and u’, v’, and w’ are the turbulent current velocities in the x, y, and z directions, respectively.

As shown in 
Figure 7
, the turbulent intensity at stations S1 and S2 was high, as indicated by the high values of I. The turbulent TKE at station S1 (
Figure 7A
) was higher than that at station S2 (
Figure 7B
), and the TKE values at station S1 were largely double those at station S2. The TKE magnitudes showed obvious spring-neap signals and flood-ebb variations at station S2, with higher TKE during spring tides and lower TKE during neap tides. There were small spring-neap variations in TKE at station S1.




Figure 7 | 
Time series of TKE at station S1 (A, B) and S2 (C, D) during Typhoon Lingling, respectively (red boxes indicate the typhoon periods). Power spectra plots of the three current components during normal conditions (E) and Typhoon Lingling (F). The frequency is indicated by the gray dashed lines, which are 0.04 Hz and 0.5 Hz, respectively.



Utilizing the power spectrum analysis, the properties of the velocity fluctuation (u'/v'/w') in the frequency domain wer eexamined (Li et al., 2022; Chang et al., 2019). As shown in 
Figures 7E
, 
F
, the typhoon increased both the horizontal and vertical energy. In burst 98 (Hs = 0.05 m, T = 2.75 s, h = 2.81 m), the horizontal energy in the wave frequency range (0.04-0.5 Hz) was greater (
Figure 7E
, green and red lines), demonstrating that the horizontal wave orbital velocities predominated the seawater turbulence. During the typhoon (e.g., burst 694, Hs = 0.10 m, T = 5.42 s, h = 2.30 m), the energy of the horizontal and vertical velocity fluctuations and their corresponding peak periods increased (
Figure 7C, D
).

Waves in shallow-water areas flowed elliptically. The horizontal and vertical velocity components of the waves are given by:

	

	

where H, σ, k, and h represent the wave height, angular frequency, wavenumber, and water depth, respectively. Coshkh and sinhkh were simplified to 1 and kh, respectively, for shallow-water waves. The wave ellipses grow flatter toward the bottom, indicating that the vertical orbital velocities degenerated faster than the horizontal ones (Dean and Dalrymple, 1991; Bian et al., 2020; Li et al., 2022). As a result, the horizontal energy (red and green lines in 
Figures 7E
, 
F
) was greater than the vertical energy in the wave frequency range (blue lines in 
Figures 7E
, 
F
).



3.5 Temperature in tidal flat

The temperature variation in the tidal flat was largest near the seabed surface (
Figure 8
, red lines), followed by the second layer (20 cm below the tidal flat surface, aqua blue). The third layer had the smallest variation in temperature (82 cm below the tidal flat surface, sky blue). This is related to the more frequent heat exchange between the tidal flat surface, water, and the atmosphere. Peaks (low or high) in temperature occasionally occurred. The lowest temperature was approximately 15°C, and the highest temperature was approximately 35°C. The highest and lowest temperatures occurred near the surface of the tidal flat (red lines in 
Figure 8
). The temperature peaks might have been caused by the air temperature because the sensor was located near the seabed surface. Simultaneously, the sensor temperature was also affected by the tidal flat. The specific heat capacity of the tidal flat was less than that of the water body; therefore, the tidal flat temperature increased faster than the sea water temperature.




Figure 8 | 
Time series of temperature near station S2 in the tidal flat: (A) color contours and (B) time series. Sensor 1, 2, and 3 in the legend indicate the sensor at the seabed surface and 20 cm and 82 cm inside the mud, respectively (from September 15 to October 31, 2019).






4 Discussion



4.1 Water temperature variations

As seen from the time series of the temperature data and tide level data (
Figure 9
), the temperature fluctuation was small (mostly within 1°C) during the neap tides and large (>4°C) during the spring tides. The water temperature fluctuated around 29−30°C during the field period. Temperature peaks/troughs occurred during low slack waters during the spring tides, with negative troughs occurring during the first spring tidal period (September 1−6) and positive peaks occurring during the second spring tidal period (September 9−14). In the first spring tidal period, temperature troughs occurred in the low slack waters during the same periods of exposure of the tidal flat. In the second spring tidal period, temperature peaks occurred in low-slack waters. During the neap tides, temperature peaks and troughs occurred during low slack water periods and high slack water periods, respectively.




Figure 9 | 
Relationship between sea water temperature and water level at (A) station S1 and (B) station S2 (red box indicates typhoon periods).



Water temperature was affected by the combined effects of the ocean and air. During neap tides, the water depth changes were small, and the water temperature was less affected by the atmosphere. During the spring tides, the water depth was shallow in the spring low-slack waters, and the water temperature was sensitive to the atmosphere and tidal flat. This indicates that the temperature fluctuated with the ocean and air temperatures. In the low slack waters of the first spring tidal period, the sensor was exposed to air and showed air temperature instead of water temperature. When the water depth is shallow, the seawater temperature is sensitive to the atmosphere. As Typhoon Lingling impacted the bay around September 6, 2019 (during the first spring tidal periods), the air temperature was low (22°C on September 2), compared with that during the second spring tidal cycle (32°C on September 3).



4.2 Advective water and heat fluxes



Figure 10
 shows the time variation of water flux per unit width at the two stations. At station S1 (
Figure 10A
), the water fluxes were mainly along the shore in the west-east and south-north directions, with large eastward and southward fluxes, as indicated by the large values in the x direction and large negative values in the y direction. In addition, during the typhoon, the water fluxes at station S1 shifted from west to east. At station S2 (
Figure 10B
), the water fluxes were large in the east and north directions during the field work. The net water fluxes at station S1 were mainly seawards. The net water flux at station S2 was mainly landward.




Figure 10 | 
Time series of water fluxes at station S1 (A) and S2 (B) (red box indicates typhoon periods).



Comparing the heat fluxes in the unit widths of the two stations (
Figure 11
), the changes in the heat fluxes at the two stations were similar. Large or small variations occurred during the spring/neap tides. These changes may be due to the shallow tidal level and large temperature changes at that time. During the typhoon, the change in seawater temperature decreased, and the change in heat flux was small.




Figure 11 | 
Relationship between heat fluxes and sea water temperature at (A) station S1 and (B) station S2.





4.3 Analysis of sea water temperature

The sea water temperature fluctuated at stations S1 and S2. To study the variation and mechanism of sea temperature during the observation period, we performed the empirical mode decomposition (EMD) analysis on the temperature data (
Figure 12
). EMD is a signal processing method (Huang et al., 1998; Huang et al., 1999) that decomposes a signal according to the time scale characteristics of the data itself. It has advantages in dealing with nonstationary and nonlinear data, and decomposes a complex signal into a limited number of eigenmode functions (IMFs).




Figure 12 | 
(A) The power spectra of the sea water temperature: S1 (green) and S2 (red). The gray dashed lines indicate the frequency of 0.04 Hz and 0.5 Hz, respectively. (B, C) Instantaneous frequency time series of IMF 1–3 of the sea water temperature: (B) S1 and (C) S2. (B’-C’) The power spectra of the sea water temperature (red) and its decomposed IMFs and residual: (B’) S1 and (C’) S2. (D) Time series of EMD decomposition results of sea water temperature. From top to bottom: raw data, IMF 1-5, and residual (August 31 to September 15, 2019).



The power spectra of the seawater temperature are shown in 
Figure 12A
. Seawater temperature was decomposed using the EMD method. The instantaneous frequency time series (
Figure 12B, C
) and power spectrum analysis of the IMFs (
Figures 12B', C'
) were obtained by calculation. Small-scale features (>0.5 Hz) (e.g., turbulence) can be detected at instantaneous frequencies of IMF 1 and IMF 2. IMF 3 represents relatively low-frequency motion. The peak frequencies of IMF 1 at both stations S1 and S2 were mostly in the  turbulent frequency range (>0.5 Hz). IMF 2 had substantial turbulence information at its peak frequencies, which were in the wave frequency range (0.04–0.5 Hz). IMF 1 and IMF 2 were therefore classified as the turbulent components.

Each IMF component represents the change in different scales, and each IMF component is a narrow-band signal (
Figure 12D
). IMF 1 had the largest amplitude and highest frequency. The frequency decreased in IMF 2 and 3, and the amplitude also decreased. The temperature fluctuation alternated between large and small fluctuations, which was the same trend as that observed for the spring-neap tidal cycle. When decomposed into five IMF components, the overall trend of temperature increased, as shown by the residual (
Figure 12D
). This indicates that the seawater temperature at both stations increased slightly during the field work (
Figure 12D
).



4.4 Analysis of tidal flat temperature

The tidal flat temperature of each sensor was decomposed into a series of IMFs using Hilbert transform (Huang et al., 1998). The instantaneous frequency time series and power spectrum analysis of the IMFs decomposed using EMD are shown in 
Figure 13
. Sensor 1 in the surface layer exhibited the largest variation in amplitude and showed a high degree of agreement with the original data (
Figure 13A
). Sensor 3 exhibited the smallest amplitude variations. Sensors 2 and 3 had similar trends and energies in the turbulent frequency band (>0.5 Hz), as both sensors were in the subsurface layer of the tidal flat.




Figure 13 | 

(A) The power spectra of the tidal flat temperature: sensor 1 (green), sensor 2 (red), and sensor 3 (blue). (B–D) Instantaneous frequency time series of IMF 1–3 of the tidal flat temperature: (B) sensor 1, (C) sensor 2, and (D) sensor 3. (B’–D’) The power spectra of the tidal flat temperature (red) and its decomposed IMFs and residual: (B’) sensor 1, (C’) sensor 2, and (D’) sensor 3. (E) Time series of EMD decomposition results of tidal flat temperature. From top to bottom: raw data, IMF 1−5, and residual (from September 21 to October 1, 2019).



Each IMF component had a relatively stable quasi-period, and the variance contribution was used to express the effects of the amplitude and frequency on the raw signal data. The IMFs of the seawater temperature and surface tidal flat temperature were similar, but the IMFs of the middle (20 cm below the seabed) and bottom (82 cm below the seabed) layers in the tidal flat were less correlated. This is because both the sea water temperature and surface tidal flat temperature are subject to similar sea-air-tidal flat interactions.

The variance contribution of the IMF 3 component was large, and the average period of the IMF 3 component was close to 24 h, which was mainly due to the daily variation in weather and influenced by the heat flux cycle (
Figure 13E
). The average period of IMF 2 was close to 12.42 h, which was mainly due to the tidal effect caused by the irregular semi-diurnal tide characteristics in the bay. Therefore, the temperature fluctuations of seawater and tidal flats were mainly affected by air temperature and tides. Thermal discharges spread with tide, with higher temperatures during ebb tides and lower temperatures during flood tides (
Figure 9
), as the power plant was located upstream of the field stations (
Figure 3B
). Therefore, the second most influential factor of the temperature change (12.42 h) may be caused by thermal discharges. The average period of IMF 1 was less than 4 h, which may be related to the inundation of the tidal flats or exposure. The peak frequencies of IMF 1 for tidal flat temperature decomposition were mostly in the turbulent frequency range (>0.5 Hz), which may thus be subject to waves. The overall trend of the tidal flat temperature decreased during field work, as shown by the residuals (
Figure 13E
).




5 Conclusions

In this study, we take the macro-tidal narrowed Xiangshan Bay as an example to study the hydrodynamics and thermal characteristics of tidal flats, considering the impacts of typhoons and thermal discharges. Field work was conducted to measure the water level, current, water temperature, tidal flat temperature, and turbidity data at the bottom level of the tidal flat near the power plant. The field data covered a full spring-neap tidal cycle and were well calibrated to investigate the hydrodynamics in the tidal flat.

Data analysis showed that the spring-neap tidal cycles at the sea surface level were well captured at both stations. The tidal flat was occasionally exposed to air (30 min). The maximum tidal ranges were 5.5 m and 1.5 m during spring and neap tides, respectively, at the two stations. The current velocity (<0.2 m/s) and waves (<0.15 m) at the field stations were weak, and the direction of flow was controlled by the geomorphology, even during Typhoon Lingling. Water was more turbid at station S2 (<0.9 kg/m3) than at station S1 (<0.2 kg/m3). The maximum value of seawater temperature at station S1 was greater than that at station S2. The impact of thermal discharge on water temperature was weak during field work.

The sea water temperature and tidal flat temperature were found to be affected by the tidal cycles. Both sea water temperature and surface tidal flat temperature were subject to sea−air−tidal flat interactions. Temperature fluctuations in seawater and tidal flats were mainly affected by air temperature and tides. According to the residuals obtained using the EMD method, seawater temperatures at both stations increased during the field work period. The temperature in the surface layer of the tidal flat had the largest variation, whereas the temperature inside the tidal flat (sensor S3, 82 cm below) had the smallest variation. The tidal flat temperature at sensors S2 (20 cm below) and S3 had similar trends and energies in the small-scale frequency band (>0.5 Hz). The IMFs of seawater temperature and surface tidal flat temperature were similar, while the IMFs of the middle and bottom layers were less closely correlated.
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Introduction

The transport of suspended sediment plays an important role in regulating erosion-accretion in estuaries. The Yellow River, the second longest river in China, which has a large amount of sediment and contributes sediment to the Yellow River Estuary (YRE) every year. The water and sediment discharge patterns in the lower reaches of the Yellow River have experienced significant changes over recent decades. In particular, the water-sediment regulation scheme (WSRS) of the Xiaolangdi Reservoir transports large amounts of water and sediment to the YRE within a very short time, causing dramatic changes in the spatiotemporal estuarine sediment dynamics.



Methods

In this study, we presented a coupled numerical model based on FVCOM-SWAVE-SED that considered the highly dynamic sediment variations in the YRE. The sediment distribution and erosion-accretion patterns in the YRE during the WSRS in 2013 were analyzed by the high-resolution model.



Results

The sediment entering the YRE spread with freshwater, forming a high sediment concentration zone near the river mouth, where most of the sediments were deposited. The sediment dispersal distance was limited by the tidal shear frontal (TSF), and the southeast outspread length of the sediment was slightly larger than the northwest spread. Outside of the YRE, the areas with high flow currents exhibited high erosion. We examined the effects of the main external driving forces (such as waves, tides, and runoff) on the sediment distribution and showed that runoff, tides, and waves were the key factors affecting the sediment distribution of the YRE.



Results

This study shows that WSRS effectively changes the sediment distribution and erosion condition in the YRE and provides a data for researches on changes in estuarine ecosystems.
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1 Introduction

As the transitional zones between rivers and oceans, estuaries exhibit strong environmental variations caused by complex dynamic processes such as tidal currents, runoff, wind, waves, and storms. The sediment transport of estuaries is an important carrier of materials that circulate between land and marine ecosystems (Li et al., 2021). However, due to increasing human activities, including the construction and operation of water conservation projects, serious environmental problems, such as runoff discharge reduction, coastal erosion and seawater intrusion, have occurred in global estuary systems (Bertone et al., 2016; Chang et al., 2020).

The Yellow River is a nonnegligible sediment contributor to estuaries in the world (Wu et al., 2020), draining approximately 1 billion tons of sediment annually from the 1950s to 1970 due to the strong soil erosion of the Loess Plateau in the middle reach of the Yellow River (Ren et al., 2002; Yang et al., 2018). The Yellow River Estuary (YRE) is one of the most turbid water areas in the world due to a large amount of sediment discharge (Zhang et al., 2021). To mitigate siltation and maintain reservoir storage capacity, the Yellow River Conservancy Commission initiated the water-sediment regulation scheme (WSRS) in 2002. The WSRS was implemented during 2002-2015, as well as in 2018, and generally lasted for 20 days from mid-June to early July. During this short period, more than 30% and 60% of the annual water and sediment, respectively, were discharged into the Bohai Sea (Bi et al., 2014; Li and Sheng, 2011). The WSRS inputs very large amounts of water and sediment into the YRE over a short period, which are much greater than the river discharge during the natural flood seasons (Ji et al., 2020). The WSRS altered the natural hydrologic processes and significantly changed the physical and chemical properties of the YRE and the distribution characteristics of the estuarine sediment (Li and Sheng, 2011; Zhang et al., 2021). It is of great importance to investigate how the changed sediment dynamics affect the spatiotemporal pattern of the suspended sediment concentration (SSC) in the YRE.

The dispersal and deposition of sediments from the Yellow River plume have been investigated by previous studies in the following ways: i) field observations of sediment deposition and the influence of hydrodynamic conditions (Jiang et al., 2002; Li et al., 2010), ii) satellite imagery of the distribution of surface suspended sediment over the shelf (Li et al., 2021), and iii) numerical simulations of the spatiotemporal distribution of suspended sediment in the Bohai Sea (Li et al., 2010; Teng et al., 2015). For the numerical simulations, many studies have been performed. For instance, Wang and Li (2009) used the Estuarine, Coastal Ocean Model with Sediment Transport (ECOMSED) to simulate the sediment in the YRE, and their results revealed that the suspended sediment in the Bohai Sea showed obvious seasonal differences. The sediment resuspension in winter was obviously stronger than that in summer due to the stronger wind waves. Pang and Yu (2013) quantitatively analyzed the distribution of suspended sediment in the surface layer of the Bohai Sea and the effect of wind, waves, and tides on the sediment resuspension process. Li et al. (2019) discussed the transport path of suspended sediment in the Bohai Sea and Yellow Sea using remote sensing images and the Hybrid Coordinate Ocean Model (HYCOM). Further analysis was conducted on the effects of runoff, tides, and waves on the sediment distribution in the YRE. The tidal shear front was found to limit the dispersion range of suspended sediment to the south of Laizhou Bay (Zhan et al., 2020), and waves were reported to be closely related to sediment resuspension (Lu et al., 2011). However, all these numerical simulations were based on large-scale freshwater/sediment plume modeling due to the low horizontal grid resolution at and near the YRE. Thus, the structure of the near-field plumes is not accurately captured in these models, let alone the partitioning of freshwater and sediment fluxes at the various passages.

Moreover, the WSRS caused great changes in the runoff and sediment discharge of the Yellow River into the sea as well as in the complex hydrodynamics and sediment deposition patterns of the YRE. The inter- or intraday variations in the sediment during this short-term event and their associated driving forces (such as tides, waves, wind, and runoff) have rarely been considered in previous studies. Thus, the objectives of this study were i) to develop a high-resolution sediment transport model that provides a comprehensive description of the spatiotemporal variation in sediment in the YRE; ii) to analyze the sediment distribution characteristics of the YRE during the WSRS; and iii) to demonstrate how waves, tides and runoff affect sediment transport and distribution. Although this study focused on the YRE, the methods may be applicable to similar estuaries worldwide.



2 Data and methodology


2.1 Study area

The computational domain of this study is in the Bohai Sea, which extends eastward to 122.70°E, westward to 117.60°E, southward to 37.10°N, and northward to 41.09°N (Figure 1). The Yellow River, the second largest river in China, accounts for more than 75% of the total freshwater input of the Bohai Sea (Ren et al., 2002). The annual average discharge of the Yellow River from 2000 to 2010 is 155 × 108 m3, more than 60% of which is discharged into the Bohai Sea (Xu et al., 2013). The WSRS of the Xiaolangdi reservoir was implemented in 2002, and its annual operation duration is 10-20 days, during which 30-45% of the annual sediment load of the Yellow River is delivered to the YRE (Wang et al., 2010; Zhang et al., 2021). The salinity in the YRE is low due to the large input of freshwater. The nearshore water depth is less than 10 m, and the offshore water depth is approximately 19 m. The study area has a warm temperate continental monsoon climate, with an annual average temperature of 11.5–12.4°C and an annual average rainfall of 590.9 mm (Li et al., 2021). The YRE is a weak tidal estuary with mostly irregular semidiurnal tides and an average tidal range of 0.73-1.77 m (Zhang et al., 2021). The tidal current is usually a reciprocating flow parallel to the coastline, with a flow velocity of 0.5 to 1.0 m/s. The flood tides flow southeastward and the ebb tides flow northwestward (Bi et al., 2014). The waves in the YRE are mainly wind waves, with an average wave height of 1.5 m, and the wave strength varies with wind speed (Chu et al., 2006).




Figure 1 | The numerical model domain and configuration of the FVCOM unstructured grid for the regional domain of the Bohai Sea and the local domain of the Yellow River Estuary, the observation points for tide, velocity, temperature and salinity (T01, T02), the observation points for significant wave height (W01, W02), and the observation points for sediment (S01, S02).





2.2 Model description

To analyze the effects of the WSRS on suspended sediment transportation in the YRE, the finite volume community ocean model (FVCOM), a 3D ocean model for hydraulic simulation, the FVCOM-SWAVE model for wave simulation and the FVCOM-SED for sediment simulation were used.

The FVCOM, which is an unstructured-grid and finite-volume model, solves the integral form of the governing equations for momentum, continuity, temperature, salinity, and density by calculating the fluxes over a triangular mesh composed of nonoverlapping horizontal control volumes using spherical coordinates (Chen et al., 2006). Turbulence closure is implemented by the MY-2.5 scheme for vertical mixing and the Smagorinsky scheme is used for horizontal mixing (Chen et al., 2006). The conservative nature of FVCOM, in addition to its flexible grid topology and code simplicity, make this model ideally suited for interdisciplinary applications in the coastal ocean.

FVCOM-SWAVE is the SWAN (Simulating Waves Nearshore) structured-grid surface wave model that is converted to an unstructured-grid, finite-volume version under the FVCOM framework. This model considers the characteristics of surface waves in shallow water by solving the wave action balance equation with the inclusion of dissipation from bottom friction, triad and quadruplet wave−wave interactions, and shallow water wave breaking (SWAN Team, 2008). The SWAN model is discretized using a curvilinear-structured grid and solved using fully implicit finite difference algorithms. By applying a coarse-fine grid nesting approach, SWAN can be set up with variable grids in deep and shallow ocean regions to provide high-quality simulations of the surface waves in the nearshore region. SWAN uses the flux-corrected transport (FCT) algorithm in frequency space, the implicit Crank-Nicolson method in directional space, and explicit or implicit second-order upwind finite-volume schemes in geographic space. FVCOM-SWAVE was developed for use in coastal ocean regions with a complex irregular geometry. FVCOM-SWAVE has been fully coupled with FVCOM and FVCOM-SED.

The FVCOM-SED model considers multiple underwater conditions and various sediment compositions, including suspended sediment and bed load transport, and can be applied to sediment transport simulations of continental shelves and estuaries. FVCOM version 4.0 also adds the sediment transport models of the Community Sediment Transport Model (CSTM). There are three important stages in the suspended sediment transport model: sedimentation, erosion and horizontal transport.

The main equations of the FVCOM-SWAVE-SED are showed in Appendix, and more detailed descriptions can be found in (Chen et al., 2006).



2.3 Bathymetry and validation data

Bohai shoreline data are obtained from the Landsat remote sensing interpretation of the U.S. Land Resources Satellite Remote Sensing Imagery data at a 30 m spatial resolution. The apparent land structure is set as the land, and the tidal flat area is considered the ocean. In addition, we modified the coastline using data matching with water depth from Google Earth. The water depth data are obtained from the electronic map of the Compass Department of the Admiralty, People’s Liberation Army of China, and interpolated using ArcGIS and SMS software.

The verification data for the tides are obtained from the Tidal Model Driver (TMD) tidal prediction system. The wave data are obtained from the ERA5 reanalysis products of the European Centre for Medium-Range Weather Forecasts (ECMWF, https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-levels?tab=form). The flow velocity, temperature and salinity data are global reanalysis data from the HYCOM global hybrid coordinate ocean model (https://www.hycom.org/data/glby0pt08/expt-93pt0). The water samples were collected every hour from 09:00 on August 25 to 09:00 on August 26, 2003, and analyzed in the laboratory to determine the SSC (Shi, 2008).



2.4 Model setup

The model uses a horizontal triangular grid covering the Bohai Sea and its offshore regions (Figure 1). The unstructured grid is composed of 8624 cells and 4675 nodes, with a horizontal resolution of approximately 8 km in the northern offshore boundary to approximately 30 m in the shallow YRE area. In the vertical direction, the numerical model has 15 nonuniformly distributed sigma layers.

There are many small gaps and outlets of the YRE and Bohai Sea, but only the Yellow River is explicitly resolved in FVCOM. It is believed that freshwater and sediment fluxes from the other small outlets contribute an insignificant amount of the total discharges compared with the Yellow River (Xu et al., 2013). Therefore, the hydrodynamic model is driven by wind and heating at the sea surface, water level elevation and waves at the open boundary, and freshwater inflows from the Yellow River. Most areas of the YRE are exposed to air at low tide because of the relatively shallow water and large tidal range. To account for these emergent tidal flats, the wetting and drying scheme is used by comparing the water level of each cell with a critical minimum depth of 0.1 m (Warner et al., 2013). The grid cell is assumed to be “land” when the modeled water depth is shallower than the critical minimum depth; otherwise, the grid cell is considered to be “sea”. Grid cells with alternating wet and dry natures mostly appear behind the exposed sand shoals at low tide.

The Yellow River is an inflow to the YRE and is used as the flow boundary of the model, which is forced by the daily river flux and water temperature. The daily runoff discharge and average sediment concentration of the Yellow River are obtained from the Yellow River Hydrologic Information Database of the Yellow River Conservancy Commission (http://www.yellowriver.gov.cn/) at Lijin Station.

At the open boundary, hourly sea level time series data are obtained from the TMD tidal prediction system. The sea surface elevation at the nodes of the open boundary is calculated by piecewise linear interpolation of the eight major tidal constituents: M2, S2, K1, O1, N2, K2, P1, and Q1.

Hourly heat flux, wind, and wave data with a resolution of 0.25° × 0.25° are obtained from the ERA5 reanalysis products of the ECMWF and are linearly interpolated to each time step and grid point. Heat flux data include temperature, dew point temperature, pressure, longwave radiation, and shortwave radiation. Wind speed is measured at 10 m above ground. Wave data include the significant wave height, wave direction, and wave period data. The initial temperature and salinity data are the global reanalysis data from the HYCOM that are interpolated horizontally and vertically onto the model grid points.

The internal model time step of the model system integration is 6.0 s, with an external model time step of 1.0 s. The initial velocity, water level and sediment concentration are specified as zero throughout the entire computational domain. The model verification period is from August 01 to September 30, 2003.

The sediment erosion parameters and other parameters are initially selected based on a similar study (Fan, 2019). The parameters are set as follows: sediment particle size of 0.05 mm, sediment density of 1600 kg/m3, sediment settling velocity of 0.15 mm/s, erosion rate of 5×10-4 m2/s, critical initial stress of 0.115 N/m2, and porosity of 0.5. The sediment model begins after the hydrodynamic model is run for 48 (model) hours. Only cohesive suspended sediments are considered because they make up the majority of suspended sediments and are most easily transported in the Bohai Sea. We assume that the sediments in the Yellow River and Bohai Sea have the same characteristics.

The sediment discharge of the Yellow River is from the Lijin Station. The proportion of fine sediment in the numerical model is determined by subtracting the sand load from the total load. Based on Fan’s (2019) research, 75% and 25% of the fine sediment discharge is apportioned for fine and silt sediments, respectively.



2.5 Verification skills

The hydrodynamic model is calibrated against the observation data, and the bottom roughness parameter z0 is varied to improve the model accuracy. The performance of the model is evaluated using two error statistics: root mean square error (RMSE) and correlation coefficient (CC). The computation formulas of the two parameters are:

 

 

where Xm is the modeled value, Xo is the observed value, superscript ¯ represents the arithmetic mean value, and n is the number of statistical variables.




3 Results


3.1 Model calibration and verification

The parameter that is needed to calibrate the hydrodynamic model is the bottom roughness parameter z0. The best performance, with an RMSE of 0.14 and a CC of 0.98, is obtained with a bottom roughness of 0.0037.

(1) Tidal level

The simulated tidal level and the observation values at T01 and T02 are shown in Figure 2. The statistical results of an RMSE of 0.1231 m and a CC of 0.9823 (Table 1) show the ability of the model to represent tide variations in the study area.




Figure 2 | Comparison of the predicted and observed tide heights (m) at Stations T01 and T02 (black line: modeled data; red circles: observations).




Table 1 | Model validation indices for hydrodynamics and suspended sediment concentration (SSC).



(2) Velocity

Figure 3 compares the simulated and measured velocities at T01 and T02, showing that the velocities of the model are consistent with the observation values. The ability of the model to calculate the velocity is verified with an RMSE of the north velocity (u) and east velocity (v) of less than 2.63 cm/s and a CC over 0.9192 (Table 1).




Figure 3 | Comparison of the predicted and observed flow velocities (m/s) at Stations T01 and T02 (black line: modeled data; red circles: observations).



(3) Waves

The wave observations are ERA5 reanalysis data of the significant wave heights at W01 and W02, and the compared model results are shown in Figure 4. The RMSE between the observed and modeled significant wave heights is 0.1023 m, and the CC is 0.9764 (Table 1) (Figure 4). Overall, the model can accurately simulate wave variations and can be used to calculate the sediment movement caused by waves.




Figure 4 | Comparison of predicted and observed significant wave heights (m) at Stations W01 and W02 (black line: modeled data; red circles: observations). .



(4) Temperature and salinity

The comparisons between the modeled and observed temperature and salinity at T01 and T02 are shown in Figure 5. A good representation of the temperature and salinity is observed, with an RMSE of the modeled and measured temperature of 0.1673 °C, a CC of 0.9335 for the temperature, an RMSE of the modeled and observed salinity of 0.1187 psu, and a CC of 0.9404 for salinity (Table 1). In general, the model simulates the temperature and salinity variations well.




Figure 5 | Comparison of the modeled and observed temperature (°C) and salinity (psu) at Stations T01 and T02 (black line: modeled data; red circles: observations).



(5) Sediment

Comparisons between the simulated and observed SSC are shown in Figure 6. The simulated SSC is consistent with that of the SSC measured by Shi (2008), with an RMSE of 0.0101 kg/m3 and a CC of 0.9818 (Table 1).




Figure 6 | Comparison of predicted and observed sediment concentrations (kg m-3) at Stations T01 and T02 (black line: modeled data; red circles: observations).





3.2 Tide current and flow field

The model is run to represent the period from June 1, 2013, to July 31, 2013, for the duration of the WSRS was from June 19 to July 10, 2013. We select three periods: before the WSRS (June 08, 2013), during the WSRS (June 28, 2013) and after the WSRS (July 20, 2013) to compare the differences in hydrodynamics and suspended sediment. The tides in the YRE and offshore region are irregular, semidiurnal tides with reciprocating flows parallel to the coastline. The flow field in a tide cycle (Figure 7) shows that the tidal current flows southeastward at flood tides and northwestward at ebb tide. It is worth noting that the flood and ebb tides are for the YRE and its offshore region and are out of sync with the tidal cycles of other regions. A substantial change in the flow direction occurs at the mouth of the river due to the intense interaction between the tides and runoff. In addition, flow velocity distribution is also closely related to the terrain. The flow velocity near the YRE is 0.9~1.5 m/s. In the offshore areas, the flow velocity is approximately 0.2-0.6 m/s when the water depth is less than 5 m and approximately 0.8-1.0 m/s when the water depth is 5-10 m.




Figure 7 | The flow field in the YRE, A1-A4: before the WSRS (June 08, 2013); B1-B4: during the WSRS (June 28, 2013); C1-C4: after the WSRS (July 20, 2013).





3.3 Variations in the spatiotemporal distribution of sediment


3.3.1 Horizontal distribution of suspended sediment

In areas that are close to the YRE, a high SSC zone is observed due to a large amount of sediment input from the Yellow River (Figure 8). In Bohai Bay, far from the YRE, the spatial distribution of the SSC does not change much with the flood and ebb tides, and the SSC is related to the tidal current and bathymetry. In matching the tidal current velocity distribution (Figure 7) to the SSC distributions, high SSCs are observed in areas with shallow water and a high tidal current velocity, for example, the northern and eastern parts of Liaodong Bay, the eastern part of the Liaodong Bay, and the Laotieshan Channel. The SSC is lower in areas with small tidal currents, such as Qinhuangdao and most of the central Bohai Sea.




Figure 8 | Sediment distribution in YRE at before WSRS (A), during WSRS (B) and after WSRS (C).





3.3.2 Sediment distribution in the YRE and its offshore region

(1) Sediment distribution before the WSRS

During the ebb tide period, the tidal current flows northwestward. The salinity distribution (Figure 9) shows that freshwater rushes into the sea and spreads northwest on the surface layer together with the tidal current, forming a small-scale freshwater tongue. The sediments spread with the freshwater as plume flows, and their distribution is very similar to that of freshwater. Most of the sediment accumulates in the estuary, forming a high SSC zone. However, the SSC of the bottom water is similar to that of the upper water, indicating that some of the sediment is deposited at the river mouth.




Figure 9 | Salinity distribution in the YRE before the WSRS (A), during the WSRS (B) and after the WSRS (C).



In the flood tide period, the tidal current flows southeastward, and the maximum velocity area is close to the river mouth. The vertical distribution of salinity (Figure 9) shows that freshwater from the Yellow River mainly spreads on the surface. The range of the freshwater spread is significantly limited by the tidal current, and the high SSC zone is mainly concentrated 5-6 km from the river mouth. In addition, as it is controlled by the Coriolis force and flood current, the southeast outspread of the sediment is slightly larger than that of the northwest.

(2) Sediment Distribution during the WSRS

The flow field (Figure 7) shows that the discharges of the Yellow River during the WSRS are significantly higher than those before the WSRS. Freshwater rushes out of the river mouth with the sea current having little effect due to the increasing river discharge (average daily discharge of 800 to 2922 m3/s). The freshwater spreads on the surface as a plume to the northwest with the ebb tide and to the southeast with the flood tide, and the bottom is still controlled by the tidal current, forming a high SSC zone at the YRE. The sediments diffuse with freshwater; however, the SSC in the bottom layer increases significantly and is higher than that at the surface. This is because of two reasons: one is that part of the sediment is deposited at the river mouth, and the other reason is that the increasing flow velocity enhances sediment resuspension. The sediments are blocked by the tidal shear front near the coast. The blocked high-SSC water spreads along the coast with the tidal current. The southeast outspread length (20-23 km) of the sediment is slightly larger than that in the northwest (15-20 km).

(3) Sediments diffusion after the WSRS

Similar to that in the first two periods, the freshwater after the WSRS mainly diffuses on the surface and flows along the YRE coast with the tidal current. It is worth noting that the discharges after the WSRS are still high (average daily discharge of 2100 m3/s) (Figure 10), so the freshwater spreads further offshore. The sediment diffuses with the tidal current as a plume, but it does not spread as far to the southeast than it does during the WSRS because the sediment discharge rate of the Yellow River declines after the WSRS (Figure 10). The span of the high SSC in the surface water decreases compared with that before the WSRS, while the span of the high SSC in the bottom water increases. This difference is caused by the settling of more sediment to the bottom water during deposition.




Figure 10 | Daily water discharge and sediment discharge of the Yellow River at Linjin Station from June to July 2013.







4 Discussion


4.1 The dominant external forcing of sediment distribution

Tide, wave, and runoff are the most important factors affecting sediment transport. In this study, three scenarios of suspended sediment transport are considered (Table 2) to examine how external forcing factors such as runoff, tides, and waves affect the sediment distribution. The external forcing factors in each scenario are listed in Table 2. The sediment distributions in the different scenarios are shown in Figure 11.




Figure 11 | Sediment distribution under different forcing scenarios, (A) is scenario of runoff + tide + wave, (B) is scenario of wave + tide, (C) is scenario of runoff + tide, and (D) is scenario of runoff + wave.




Table 2 | Scenarios of different conditions.



Runoff is the most important factor contributing to the high SSC in the YRE. Tons of sediment are discharged into the YRE annually, making the YRE one of the most turbid waters in the world (Wei et al., 2016). The increasing discharge of the Yellow River increases the tidal resistance and decreases the tidal speed, tidal amplitude, and wave velocity (Ji et al., 2020). As shown in Figure 11, when considering the freshwater runoff, the distribution of sediment concentration is significantly linguliform in the YRE, and the SSC and spread range of the sediment are closely related to the discharge and sediment rate of the Yellow River, especially during the WSRS. The SSC of the YRE is significantly low in the no-runoff scenario, indicating that the Yellow River is the main sediment input (Figure 11B). In addition, it can be found in the comparison of sediment distribution between before WSRS and during WSRS (Figure 8), high SSC area is much small in before WSRS when the runoff inputs are weak. However, the impacts of runoff inputs dramatically weaken with distance from estuary for the SSCs in the 5 km and 10 km buffer areas are much lower than that in the 3 km buffer area. In particular, in the 10 km buffer area, the SSC value is generally lower than 2.5 kg/m3, while the SSC in the 3 km buffer area reaches 8 kg/m3, even during the WSRS period.

Tides can change the flow cycle mode in the YRE, resulting in different sediment transport patterns (Shan et al., 2004). The diffusion characteristics of suspended sediment in the YRE and its offshore region are controlled by the tidal current field (Xie et al., 2022). Sediment in the no-tide scenario mainly accumulates at the river mouth and diffuses toward the northwest with a small spread range (Figure 11D), then it flows along the YRE coast with the tidal current (Figure 11A). As shown in Table 3, the ratio of the bottom shear stress of the no-tide scenario to that of the runoff-wave-tide scenario dramatically declines except for at point a (a is 94.5%, b is 24.5%, c is 25%, and d is 23.8%), which is located near the YRE and is mainly affected by runoff. This indicates that the tide plays an important role in sediment suspension. In addition, the tidal shear front plays an important role in the diffusion of sediments (Yang et al., 2017). A tidal shear front, which forms due to the significant difference in hydrodynamic characteristics between the front sides (Bi et al., 2014), appears at the interface between the high sediment water and the seawater. The sediment flow to the offshore areas is blocked by the tidal shear front and is limited in the sea beyond it. Zhan et al. (2020) found that the tidal shear front also limits sediment spread along the south coast to Laizhou Bay.


Table 3 | The bottom shear stress at different points.



Waves are closely related to sediment resuspension because they induce increasing bed shear stress (Higgins Álvarez et al., 2022; Teng et al., 2015; Wen et al., 2018). Our results show that in the no-wave scenario (Figure 11C), the sediment distribution at YRE is smaller than that of the control run, and the ratio of bottom shear stress of the no-wave scenario to that of the runoff-wave-tide scenario decreases, even at point a (a is 41.6%, b is 44.7%, c is 36.4%, and d is 13.1%), which indicates that the temporal and spatial distributions of the sediment are also affected by waves. However, for the remaining areas, where the SSC is mainly affected by resuspension, the SSCs are relatively lower than that of the control case (Figure 11A). Therefore, the wave effect is a necessary factor in the sediment simulation of the YRE and its offshore region (Niu and Meng, 2017). In addition, the effect of waves is notably highly related to wind because wind-induced waves greatly increase the bottom stress, especially in areas with water depths less than 20 m where had more sediment resuspension (Zhan et al., 2020).



4.2 The effect of WSRS on sediment distribution

The SSC and sediment plume ranges in the YRE show significant differences during different periods. According to the measured data from Lijin Station, the flow discharge during the WSRS is approximately three times greater than that before the WSRS, and the sediment discharge rate is seven times greater than that before the WSRS (Figure 10). High discharge effectively scours the sediment that is deposited in the reservoir and downstream riverbed (Guo et al., 2017), and most of the sediment is transported to the YRE during the WSRS (Li et al., 2021). The high SSCs are concentrated in very limited areas close to the river mouth, and the hourly movement of the sediment plumes exhibits a similar pattern in different periods. The WSRS, which is implemented between June and September, could cause extremely high turbidity in the YRE, particularly near the river mouth. The distance from the estuary to 1 kg/m3 of the SSC contour is defined as the sediment plume length. The maximum SSC at the YRE during the WSRS is 8 kg/m3, and the sediment plume length is 15.6-22.4 km, which is much longer than that before the WSRS (5-6 km) and after the WSRS (7-14.6 km). Wang et al. (2019) showed that with the rapid increase in runoff and sediment discharge during the WSRS, the sediment plume length can reach the center of the Bohai Sea, which is consistent with the results of our study. The freshwater diffusion range can reach 119.4° E, 38.0° N (Figure 9).

Although the discharge after the WSRS is still high, the sediment rate declines (Figure 10). During the WSRS, reservoir flow effectively scours the previously-deposited sediments on the reservoir bed and the riverbed in the lower reaches, resulting in a large expanse of sediment plume transported to the estuary. Most of the sediments are flushed away, forming an armor layer of coarse-grained sediments on the riverbed (Li et al., 2021). The scouring efficiency is greatly reduced after the WSRS, causing the length of the sediment plume to decrease compared to that during the WSRS period. Although the sediment inputsof the Yellow River decreases, the range of surface sediment reduce; however, as the sediments gradually settle in the bottom layer, resulting in an increase in the area of ​​high SSC in the bottom water.



4.3 The effect of WSRS on the topography of the YRE

Studies have shown that the land increase in the Yellow River delta from 1997 to 2018 is associated with the accumulation of sediment (Li et al., 2021). A large amount of sediment is input to the YRE during the WSRS, most of which accretes near the river mouth, which contributes to a maximum turbidity zone in the YRE (Shi, 2008). As shown in the sediment distribution (Figure 8), the SSC in the bottom layer remains at a high level, most of the sediment is directly deposited near the river mouth, and the sediment plume increases with time, especially after the WSRS. The sediment in the bottom water still increases even though the sediment input from the Yellow River declines. Sediment deposition causes an increase in the bed layer thickness at the YRE (Figure 12). These results indicate that the great intraday variations in the sediment due to the WSRS further change the land area of the Yellow River delta (Bian et al., 2013). As reported, approximately 66% of the sediment is deposited near the estuary of the Yellow River, and the remaining sediment spreads to the north and south seas with the tidal current (Wang et al., 2019).




Figure 12 | The accumulated delta of thickness (m) of the YRE and the offshore region, (A) is before the WSRS; (B) is during the WSRS; (C) is after the WSRS.



Except for the YRE, the spatial distribution of bottom erosion in the other areas (Figure 12) is consistent with the flow current (Figure 7), which means that areas with high current velocities show erosion. This is because the suspended sediment in these areas is mainly from resuspension (Ji et al., 2016).

Notably, compared to the early period of the WSRS from 2003 to 2007, when intense downstream riverbed scouring resulted in a rapid increase in SSC and significantly increased the land area of the Yellow River delta (Wang et al., 2007), the increase rate slowed from 2008 to 2015 (Li et al., 2019; Li et al., 2021), which may have further changed the hydrodynamic and sediment balance of the YRE and affected the topography; this should be thoroughly evaluated.




5 Conclusion

In this study, we establish a sediment model based on the coupling FVCOM-WAVE-SED, which simulates the sediment transport response to the WSRS and analyzes the factors affecting the sediment distribution in the YRE area. The general features of the model-predicted current, wave and sediment fields are validated by field observations. The roles of runoff, tides and waves on the suspended sediment distribution are well considered in the proposed model. Our results show that the sediment in the YRE diffuses in the form of plumes and are influenced by runoff, tides and waves. The sediment distribution during the WSRS exhibit substantially higher SSCs, larger plume areas, and longer plume lengths compared to the values in the other periods, which are associated with the enormous water and sediment discharge of the Yellow River. However, the sediment that is blocked by the tidal shear front moves offshore, and most of the sediment is limited at the river mouth. Although the discharge after the WSRS is high, the spread range greatly decreases due to the decreasing scouring rate. In response to the sediment variations, large amounts of sediments accrete near the river mouth and contribute to a maximum turbidity zone in the YRE. Outside of the YRE, the areas with high flow currents exhibit erosion. The results of this study are helpful to better understand the effect of the WSRS on the sediment distribution and erosion of the YRE and its offshore region and provide data for research on changes in estuarine ecosystems.
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Appendix

The governing equation of FVCOM is:

Continuity equation:

 

Momentum equation:

 

 

Temperature equation:

 

Salinity equation:

 

Density equation:

 

where x, y, and z are the east, north, and vertical axes in the Cartesian coordinate system, respectively; u, v, and w are the x, y, and z velocity components (m/s), respectively; T is the temperature; S is the salinity; ρ is the density (kg/m3); ρ0 is the reference density (kg/m3); p is the air pressure; 𝜂 is the elevation of the free surface (m); 𝜉 is the elevation of the sea bottom (m); f is the Coriolis parameter; g is the gravitational acceleration; Km is the vertical eddy viscosity coefficient (m2/s); Kh is the thermal vertical eddy diffusion; and FT and FS are the thermal, and salt diffusion terms, respectively.

The governing equation of the wave action density spectrum can be written as:

 

where N is the wave action density spectrum, t is the time, σ is the relative frequency, θ is the wave direction, Cσ and Cθ are the wave propagation velocities in spectral space (σ, θ), Cg is the group velocity, and V is the ambient water current vector.

The equation of the suspended sediment model is:

 

where Ci is the sediment concentration; AH is the horizontal eddy viscosity; Kh is the thermal vertical eddy diffusion; and Wi is the settling velocity, which is specified by the user in the input file.
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  The Southern Indian Ocean is a major reservoir for rapid carbon exchange with the atmosphere, plays a key role in the world’s carbon cycle. To understand the importance of anthropogenic CO2 uptake in the Southern Indian Ocean, a variety of methods have been used to quantify the magnitude of the CO2 flux between air and sea. The basic approach is based on the bulk formula—the air-sea CO2 flux is commonly calculated by the difference in the CO2 partial pressure between the ocean and the atmosphere, the gas transfer velocity, the surface wind speed, and the CO2 solubility in seawater. However, relying solely on wind speed to measure the gas transfer velocity at the sea surface increases the uncertainty of CO2 flux estimation. Recent studies have shown that the generation and breaking of ocean waves also significantly affect the gas transfer process at the air-sea interface. In this study, we highlight the impact of windseas on the process of air-sea CO2 exchange and address its important role in CO2 uptake in the Southern Indian Ocean. We run the WAVEWATCH III model to simulate surface waves in this region over the period from January 1st 2002 to December 31st 2021. Then, we use the spectral partitioning method to isolate windseas and swells from total wave fields. Finally, we calculate the CO2 flux based on the new semiempirical equation for gas transfer velocity considering only windseas. We found that after considering windseas’ impact, the seasonal mean zonal flux (mmol/m2·d) increased approximately 10%-20% compared with that calculated solely on wind speed in all seasons. Evolution of air-sea net carbon flux (PgC) increased around 5.87%-32.12% in the latest 5 years with the most significant seasonal improvement appeared in summer. Long-term trend analysis also indicated that the CO2 absorption capacity of the whole Southern Indian Ocean gradually increased during the past 20 years. These findings extend the understanding of the roles of the Southern Indian Ocean in the global carbon cycle and are useful for making management policies associated with marine environmental protection and global climatic change mitigation.



 Keywords: greenhouse gases, gas transfer velocity, surface wave breaking, air-sea CO2 flux, Southern Indian Ocean 

  1. Introduction.

Human activities have been a major source of global warming over the past 50 years (IPCC, 2022a). Anthropogenic emissions of greenhouse gases have persisted since 1990. By 2019, carbon dioxide (CO2) from fossil fuels and industry had the largest growth in absolute emissions (IPCC, 2022b). Although CO2 accounts for approximately 20% of greenhouse gases, it is responsible for 80% of the radiative forcing that sustains the greenhouse effect and makes the atmospheric temperature continuously rise (Lacis et al., 2010 ; Schmidt et al., 2010). Since the beginning of the industrial era, global anthropogenic CO2 emissions from human activities such as the burning of fossil fuel, cement production, and changing land use have increased over time, and the present atmospheric carbon concentration has been unprecedented in the last three million years (Willeit et al., 2019). The accumulation of discharged atmospheric CO2 rose from 277 ppm in 1750 to 414.4 ppm in 2021, well beyond the normal range of natural variability (Levitus et al., 2000 ; Feely et al., 2001 ; Joos and Spahni, 2008 ; Lekshmi et al., 2021). Therefore, the accurate evaluation of anthropogenic emissions and the world’s carbon cycle has been of great scientific interest in recent years.

The ocean is an important active carbon reservoir, taking up more than 25%-30% of anthropogenic CO2 emitted to the atmosphere; so it plays a pivotal role in mitigating global climate change (Sabine et al., 2004 ; Friedlingstein et al., 2020). The Southern Indian Ocean, spanning from 0° to 66.5°S, is one of the largest oceanic sinks of anthropogenic CO2, representing approximately 10% of the ocean surface area but removing 15% of CO2 emitted by humans (Frölicher et al., 2015 ; Gruber et al., 2019). The Southern Indian Ocean is unique because of its geographical features, atmospheric forcing, and complex ocean dynamics. In contrast to the Pacific and the Atlantic, it is completely enclosed by the Indian subcontinent in the north and is dominated by westerlies near the equator rather than trade winds (Valsala et al., 2012). Annual wind speeds in this region are higher than those of other seas at the same latitudes, which increases the gas transfer velocity and thus accelerates the CO2 exchange between the sea surface and atmosphere (Deacon, 1977 ; Wanninkhof, 2014 ; Watson et al., 2020).

To understand the importance of anthropogenic CO2 uptake in the Southern Indian Ocean, a variety of methods have been used to quantify the magnitude of the CO2 flux between the sea and air (Metzl et al., 1995 ; Louanchi et al., 1996). Typical approach based on the bulk formula—the air-sea CO2 flux is commonly calculated by the difference in CO2 partial pressure between the ocean and the air (  and  , respectively), the gas transfer velocity, contemporaneous sea surface wind speed, and the CO2 solubility in seawater (Takahashi et al., 2002 ; Sabine et al., 2004 ; DeVries, 2014 ; Frölicher et al., 2015 ; Roobaert et al., 2019). Using this approach, a series of crucial results have been reported in the last 20 years (e.g., Bates et al., 2006 ; Wanninkhof and Triñanes, 2017; Vieira et al. 2020). However, relying solely on wind speed to calculate the gas transfer velocity at the sea surface increases the uncertainty of CO2 flux estimation (Woolf, 1993). Recent studies have shown that the generation and breaking of ocean waves also significantly affect the gas exchange process at the sea-air interface (Zappa et al., 2007 ; Gu et al., 2021). Observations in the Southern Indian Ocean sector of the Antarctic Circumpolar Current (ACC) show that large quantities of bubbles produced by wave breaking enhance the intensity of under-surface turbulence by up to three orders of magnitude and hence expand the gas contact area (Li et al., 2021). This will substantially increase gas transfer velocity and thus enhance CO2 absorption by the ocean. To address the important role of surface wave breaking on CO2 exchange, a new semiempirical equation for gas transfer velocity has recently been proposed that can account for different significant wave height (SWH hereafter) and divide gas transfer velocity into turbulence and bubbles contributions. Calculations after this upgrade significantly reduce the uncertainty of gas transfer velocity at moderate-high wind speeds (Deike and Melville, 2018). And the contribution of bubbles and the dependence of the ocean state vary greatly on regional and seasonal scales, generally supporting the ocean to absorb approximately 40% of the CO2 (Reichl and Deike, 2020). Gu et al. (2021) investigated a new expression of gas transfer velocity that coupled with wind-wave and showed that about 50% of the global CO2 fluxes at high wind speeds are attributable to bubble-mediated contributions. However in these studies, ‘wind-wave’ represents total waves and using these to modulate gas transfer velocity may exaggerate their impacts.

Surface waves consist of swells and windseas, which are two categories with completely different characteristic features (Wang and Huang, 2004). Swells usually have regular shapes, more orderly arrangements with longer crest lines and smooth surfaces. They are stable as due to the action of air resistance and the internal friction of sea water, the wave energy is distributed in a larger area, and the energy and wave height of a swell in the water column decrease continuously during propagation (Zhang et al., 2011 ; Ethamony et al., 2013). As the period increases, the wavelength and wave speed grow correspondingly, which makes the steepness of the wave surface decrease. Hence swells will not produce large numbers of bubbles in the sea-air interface. In contrast to swells, windseas are locally generated, have short wavelengths, are more chaotic, and travel more slowly than surface wind. Windseas gain energy from wind to grow and easily lose instability and break, which significantly affects the gas exchange process in the sea-air interface (Qian et al., 2020). Now that total waves include two categories, using total waves to quantify the gas transfer velocity might overestimate the impact of waves on the overall CO2 flux.

Therefore, in this study, we highlight the influence of windseas on air-sea CO2 exchange process and address the important role of surface waves in CO2 absorption in the Southern Indian Ocean. We run the WAVEWATCH III model to simulate surface waves in the Southern Indian Ocean over the period from January 1st 2002 to December 31st 2021. Then, we use the spectral partitioning method to isolate windseas and swells from total wave fields. Finally, we calculate CO2 flux based on the new semiempirical equation for gas transfer velocity considering only windseas. The article is structured as follows. Section 2 discusses the model configuration of the simulations and the data source we used to validate the model output. Spectral partitioning method to separate windseas and swells are discussed. We also present the standard bulk formula of air-sea CO2 exchange flux and bulk formula modulated by windseas in this section. Section 3 first shows the simulated results of the spatial and seasonal distributions of the SWH of windseas and swells in the Southern Indian Ocean. Then, the validation results of the model output and observation data are discussed. Finally, the temporal and spatial distributions of air-sea CO2 exchange flux modulated by windseas, differences between the calculations with/without waves’ impact, and decadal trends of net carbon flux are presented. The overall implication and limitations of the study are evaluated in Section 4.


 2. Data and methods.

 2.1. Configuration of wave simulations.

We use the recent WAVEWATCH III (WW3, hereafter) official version 4.18 to simulate surface waves in the Southern Indian Ocean, spanning from 0° to 66.5°S. The specific settings are as follows: The wind speed—the 10 m wind above the surface—obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) ERA-5 datasets over the period from January 1st 2002 to December 31st 2021. The wind fields are regularly gridded and from 0° to 66.5°S, 30°E to 135°E with a 1/4° resolution. The time resolution is set to 6 hours. The water depth is automatically generated by the Gridgen 3.0 topography packet, which combines the National Geophysical Data Center - ETOPO 1 data. The topography resolution is 1/20°. Our model integrates the spectrum to a cut-off frequency fHF  and uses a parametric tail to frequency above fHF . Twenty-four discrete wavenumbers (0.0412∼0.4060Hz, 2.4∼24.7s) and 36 directions are used to simulate isotropic waves. Parameterizations for current waves, wave-wave interactions, wave breaking-related white capping, wave refraction and shoaling are added to further improve the accuracy of the simulated waves (Hanson et al., 2006). Field model results, including 10-m wind speed, SWH of total waves, and wave energy density spectra, are output at each grid point with a time interval of 6 hours. We also output 4 points’ wave information according to the position shown in  Figure 1 , which will be used for model validation against altimeters in the following section 2.2. Although ERA-5 datasets also provide wave reanalysis data that contain partition results of swells and windseas, significant numerical and physical differences can still be found between the WW3 and WAM models (Liu et al., 2002).

 

Figure 1 | A map of the study region showing water depth in the Southern Indian Ocean, with the altimeter locations used for model verification. Four positions (60.7°E 50.6°S; 80.3°E 35.3°S; 100.8°E 19.1°S; 120.2°E 48.9°S) are randomly picked over a period from January 1st 2021 to December 31st 2021. 




 2.2. Modelling validation.

In this study, we use altimeter data to evaluate our model performance. Data are obtained from the Australian Integrated Marine Observing System (IMOS), CRYOSAT-2 altimeter database. This data source provides global wave observations from altimeter products that have been put to use since 1985. All the wave heights have been verified against global float/buoy data at all crossover points with independent missions. Calibration details can be found in Ribal and Young (2019). In this study, we randomly selected four positions (shown in  Figure 1 ) over a period from January 1st 2002 to December 31st 2021, for model validation. The SWH of total waves simulated by the WW3 model were compared to the altimeter data through temporal correlation analyses. We also calculated the bias and correlation coefficient between the model output and altimeter data to quantify the comparison results. All results are shown in  Figure 2 . The SWH produced by the model shows a clear temporal correlation with real-time data altimeter observations. The correlation indexes are over 0.75-0.84, and the biases are less than 0.17-0.32 in all four positions, indicating that our model basically reflects the main wave information in the Southern Indian Ocean.

 

Figure 2 | Time series of SWH comparisons between model outputs and altimeter records. Scatter points are results of model (green) and altimeter (red) correspond to a same moment. (A–D) are four panels of the four randomly selected locations. 




 2.3. The spectra energy partition method.

The version of WW3 used in this study contains a partition module that can separate swells and windseas from total waves. The partition module was at first used as the topography processing watershed algorithm by Hanson and Jensen (2004) to isolate a 2D wave spectra. Then, modified FORTRAN routines (Hanson et al., 2006) were added into the WW3 model to identified different waves. The basic principle is inverting 2D wave spectra and making spectral peaks become catchments. Then partition boundaries or watershed lines can be identified using the watershed algorithm. Swells and windseas are determined using wave age criterion on the basis of different components of wind direction and absolute speed. This method has proven to be highly accurate and were added into the WW3 model to identified different waves (Zheng et al., 2016 ; Tao et al., 2017 ; Anoop et al., 2020).


 2.4. Calculation of air-sea gas exchange flux with no waves.

We calculated the air-sea gas exchange flux of CO2 (F,mol/m2·d) with no waves using a standard bulk formula by Wanninkhof (2014):

 

where positive values of Fdenote the transfer of CO2 from the ocean towards the atmosphere, negative values correspond to that from the atmosphere into the ocean, and L (mol(kg·atm)-1) is the solubility of CO2 in water (Weiss, 1974):

 

Here, we used A 1 = -60.2409, A 2 = -93.4517, A 3 = 23.3585, B 1 = 0.023517, B 2 = -0.023656, and B 3 = 0.0047036. In addition, SST is the sea surface temperature in degrees Celsius and SSS is the sea surface salinity. k 0 is the appropriate gas transfer velocity calculated as  , where U 10 is the wind speed measured 10 m above the sea surface. The constant value of 0.251 is based on an extensive collection of gas transfer velocity estimates from Wanninkhof (2014). The variable Sc is the Schmidt number:

 

where a = 2073.1,b =125.62, c = 3.6276, and d = 0.043219 are all constant values applied from parameterization by Wanninkhof (2014).  is the CO2 partial pressure difference between the surface seawater and the air.

We calculated F for each 1/4° × 1/4° latitude-longitude grid point in the open water of the Southern Indian Ocean over the period 2002 to 2021. For variables, the following data products were used. Monthly mean SSTs were employed from the Advanced Microwave Scanning Radiometer (AMSR) datasets with two satellites provided by the Romete Sensing System, namely, AMSR-2 and AMSR-E. U 10 is an ERA-5 dataset of ECMWF from 1979 to the present. Monthly mean SSS is available at the Physical Sciences Laboratory (PSL) of the National Oceanic and Atmospheric Administration (NOAA). SSS is a product of the NCEP Global Ocean Data Assimilation System, which is forced by the momentum flux, heat flux, and fresh water flux from the NCEP atmospheric reanalysis (GODAS, Behringer et al., 1998). It reproduces observations well and is now the most commonly used dataset for F analysis (e.g., Watson et al., 2020 ; Monteiro et al., 2020 ; Zheng et al., 2021). For the ΔpCO2, we employed the observation-based global monthly gridded atmospheric and sea surface CO2 partial pressure and CO2 fluxes product by Landschützer et al. (2020) from 1982 onwards. These observation-based data were obtained using a two-step artificial neural network method combining biogeochemical provinces and CO2 driver variables and observations from the fourth release of the Surface Ocean CO2 Atlas (SOCAT, Bakker et al., 2016).


 2.5. Calculation of air-sea gas exchange flux with waves.

To stress the important role of ocean surface waves in air-sea CO2 exchange, we used a wind-wave-dependent expression by Deike and Melville (2018) to estimate the CO2 exchange rate, kw . kw  consists of two terms, bubble-mediated kwb  and nonbubble kwnb , given as:

 

where AB  = 1 ± 0.2 × 10-5 s 2 m -2 is a dimensional fitting coefficient, ANB  = 1.55 × 10-4, R = 0.08205 L atm mol -1 k -1is the ideal gas constant (Keeling, 1993), g is the gravitational acceleration, and Hs  is the SWH from the WW3 model simulated waves.  is the friction velocity in the air, where ρair  is the mean air density and τ is a turbulent shear stress. Then, the calculated kw  is substituted into equation (1) to further calculate the F under the impact of waves. The data sources used in this study are listed in  Table 1 .

 Table 1 | Descriptions of data used in this study and their sources. 





 3. Results.

 3.1. Separation of swells and windseas from total waves in the Southern Indian Ocean.

Seasonal distributions of SWH (including total waves, windseas, and swells) are showed in  Figure 3 . The highest seasonal mean SWH of total waves, windseas and swells are found in the extratropical areas, which are basically distributed along the southern westerlies. SWH also shows obviously seasonal variations in the whole Southern Indian Ocean. The strongest wave energy appears in summer, followed by winter. The wave heights depend greatly on the seasonal changes in wind speed; windseas are clearly aligned with the winds, as powerful westerly winds directly generate strong windseas (Semedo et al., 2011). The westerly region in the Southern Indian Ocean are the main source areas of swells (Vincent and Soille, 1991) also make swells energy particularly high than low-latitude region. Apart from these seasonal and spatial results that are consistent with previous surface wave studies (Zheng et al., 2016), our partition results provide an interesting view: windseas contribute only a small fraction of energy to the total waves in almost every region and season. In high- and middle-latitude areas (30°S-60°S), the windseas energy in winter accounts for the largest proportion, 37.26%, followed by summer, which is 25.09%. In low- and middle-latitude areas (0-30°S), summer and winter also have a higher windseas proportion but maintain less than 40% of total waves. As we discussed above, windseas have completely different physical properties with swells and should be the main factor influencing gas transfer velocities (Jiang and Chen, 2013). We suggest that modifying the air-sea CO2 exchange flux by using total waves tends to overestimate the effect of waves. The specific proportion of windseas energy to total waves is shown in  Table 2 . In the following sections, we emphasize the effect of windseas on the air-sea CO2 exchange flux in the southern Indian Ocean.

 

Figure 3 | Seasonal averages for total SWH (A, D, G, J), wave height of windseas (B, E, H, K), and wave height of swells (C, F, I, L) in the Southern Indian Ocean. 



 Table 2 | The regional partition distribution of windseas energy to total waves in different seasons. 




 3.2. Spatial and temporal characteristics of air-sea CO.2 flux modulated by windseas

We first showed an important but independent driver—surface seawater partial pressure  —that affects air-sea CO2 transfer in the Southern Indian Ocean. Because the atmospheric partial pressure of CO2  is nearly consistent in the open ocean,  largely determines the direction and rate of CO2 transfer through the air-sea interface (Takahashi et al., 2002). Study has shown that the majority of the seasonal and spatial variations in CO2 flux stem from the  (McGillis et al., 2001). Therefore, here, before carefully discussing the distribution and variation of the air-sea CO2 flux, we first examined the spatial distribution of the seasonal mean  in the Southern Indian Ocean ( Figure 4 ). The spatial pattern of  showed an uneven distribution, and seasonal variation was also apparent. In autumn and winter, there was a large area of low  in the wide sea area between 20°S and 40°S. In addition, as the area of the subtropical high-pressure belt increased with the onset of spring, a decrease in the low  area occurred from south to north. A high  zone emerged near 80°E and reached its maximum value of 380 μatm. In summer, the low  region tended to be stable at approximately 40°S, and  followed by sea surface temperature variations. The  in the Antarctic coastal waters was higher in autumn and winter, and lower in other seasons. Throughout the year, a high  zone existed between 0°S and 12°S on the east coast of Africa, which was caused by the high-salinity and high-temperature water at the confluence of cold and warm currents in summer and the confluence of warm currents in winter (Deacon, 1981).

 

Figure 4 | Seasonal distributions of surface seawater partial pressure of CO2,  (μatm), in the Southern Indian Ocean. (A) Spring, (B) Summer, (C) Autumn, (D) Winter. 



Surface wave breaking has an effect on gas transfer velocity. A higher gas transfer velocity will be generated for more developed windseas states under the same wind and  (Zhao et al., 2003). To see this difference clearly, we show the temporal evolution of the gas transfer velocity with waves and no waves in  Figure 5 . Values at each point are annually averaged in the full region. It is clear that after considering the impact of windseas, the gas transfer velocity is improved nearly for all times. An average 5%-15% enhancement is seen, which is lower than the enhancement caused by total waves shown in Gu et al. (2020). This is in line with expectations, as increasing evidence has indicated that mass transfer, such as CO2, is factually influenced by the surface turbulent process associated with the wave field (Liang et al., 2013 ; Brumer et al., 2017 ; Lenain and Melville, 2017). Surface wind is just an external forcing; as an indirect factor, it does not determine gas exchange (e.g., Edson et al., 2011 ; Liang et al., 2020). However, if windseas break, they generate large amounts of whitecaps, which will directly affect gas transfer through two mechanisms. First, breaking waves can promote the transfer associated with the upper turbulent patches. The interface contaminated by surface active impurities can be renewed by breaking waves, resulting in an accelerated increase in gas exchange in high wind speed areas (Komori and Misumi, 2002). Then there is a bubble-mediated transfer, in which the gas is trapped in a bubble for a certain period of time during the transfer between the air and the sea (Hasse and Liss, 1980 ).

 

Figure 5 | Temporal evolution of gas transfer velocity with waves (solid black) and no waves (solid purple). 



Based on the new gas transfer velocity, we then provide the distributions of seasonal mean CO2 flux modulated by windseas in the Southern Indian Ocean in  Figure 6 . The distribution of CO2 flux in the Southern Indian Ocean exhibited distinct regional and seasonal differences. The tropical area (0°-12°S) tended to lose a substantial amount of CO2 through outgassing, mainly due to the high SST and low wind speeds throughout the year. Among them, the CO2 uptake in summer was weak over the regions because of the uniform distribution of air pressure and the relative scarcity of low pressure systems in the atmosphere. Compared with the tropical area, the seasonal variation of CO2 flux in the subtropical region (12°S-36°S) was more obvious. During the spring and winter, the ability to absorb atmospheric CO2 tended toward to be stronger than other seasons. In winter, controlled by the surface waves in the southeasterly trade winds, the CO2 flux varied markedly. Strong trade winds in winter produced stronger wave fields leading to higher CO2 flux, with an average maximum of -3.14 mmol/m2·d in the central region between 12°S and 24°S. In the ACC region (36°S-52°S), the Southern Indian Ocean was a very strong sink of atmospheric CO2 throughout the year, with the maximum mean uptake reaching -8.12 mmol/m2·d. Strong westerly winds blowing across the sea give rise to abundant physical oceanographic processes, such as wind blocking, string, and high-pressure collapsing, may further strengthen the effect of windseas on the air- sea gas exchange (Toba and Koga, 1986 ; Toba, 1988). The majority of the net uptake occurred in winter, consistent with the findings of previous studies (Sarma et al., 2013 ; Zhang et al., 2017). Finally, similar to the tropical region, the entire subpolar region (52°S-62°S) tended to be a source of CO2 to the atmosphere, because the horizontal temperature distribution was more uniform, the horizontal pressure gradient was very small, the air flow mainly converged and rose, the annual average wind speed is low which was unfavorable to the gas exchange process at the air-sea interface. Overall, annual mean value over the subpolar region is around -0.24 mmol/m2·d. To clearly show the impact of windseas to the CO2 flux, we show differences for the seasonal and spatial distributions between with and without windseas impact in  Figure 7 . Consistent with the regional distributions of partition results of windseas from total waves, the most significant differences appears in the southern westerlies areas. And for the seasonal aspect, the strongest CO2 uptake increasement appears in summer and winter. The maximum increasement gets up to 20% which suggests that the windseas have considerable impact in the region. In contrast, low-latitude region and spring and autumn all have a relatively weak increasement response to the low energy of windseas there.

 

Figure 6 | Seasonal distributions of air-sea CO2 flux, F (mmol/m2·d), in the Southern Indian Ocean. (A) Spring, (B) Summer, (C) Autumn, (D) Winter. 



 

Figure 7 | Differences for the seasonal and spatial distributions between with and without windseas impact. (A) Spring, (B) Summer, (C) Autumn, (D) Winter. 



To further clarify the corresponding spatiotemporal relationships and reveal the long-term trend of air-sea CO2 flux in the investigated two-decade time span, we show the zonal time series of air-sea CO2 flux modulated by windseas for the entire Southern Indian Ocean in  Figure 8 . The overall pattern of CO2 sources and sinks in the Southern Indian Ocean was relatively stable and had obvious temporal and spatial variations. In the tropical and subpolar regions, the Southern Indian Ocean was generally characterized by CO2 sources with a weak interannual variation trend. The subtropical regions showed obvious seasonal variations, with sinks in winter and spring and sources in summer and autumn. The interannual variation remained unchanged in the 20-year time span included in this study. Obvious CO2 source-to-sink and sink-to-source transition regions were found at approximately 25°S and 35°S, which was also consistent with observations (Jabaud-Jan et al., 2004 ; Xu et al., 2016 ; Lekshmi et al., 2021). The ACC region was a clear long-persisting CO2 sink area, with increasing intensity of carbon absorption over time. We also found that approximately every seven years, a large CO2 absorbing area formed, with effects covering 50 degrees of latitude from south to north. Each appearance of this area lasted for three years, and it contributed substantially to the net CO2 uptake in the Southern Indian Ocean.

 

Figure 8 | Zonal sequence diagram of F (mmol/m2·d) from 2002 to 2021 in the Southern Indian Ocean. 



  Figure 9  shows the 20-year zonal mean seasonal flux in the Southern Indian Ocean. To clearly highlight the impact of windseas on CO2 exchange, we show the flux calculated from no waves in dashed lines and with waves in solid lines in this figure. Both the calculations from the two methods show clear spatiotemporal characteristics. In terms of spatial distribution, the CO2 flux was less than or near to zero between 12°S and 48°S, which means this region is a CO2 sink or saturation area. The CO2 flux of all seasons was generally greater than or equal to zero between 0°S and 12°S, indicating a moderate CO2 source. In contrast, although the CO2 flux fluctuated significantly with the seasons at south of 48°S, the total CO2 emissions were stronger. The sea area near the Antarctic continent mainly presented a weak convergence source and saturation zone. In terms of the seasonal distribution of air-sea CO2 flux, the most dramatic fluctuations with latitude occurred in winter. The CO2 uptake of the Southern Indian Ocean repeatedly increased and decreased, showing a “W” pattern covering form approximately 12°S to 48°S, with more CO2 absorption in the middle and high latitudes than in the lower latitudes; the peak values of CO2 absorption in winter were -3.23 mmol/m2·d with no waves and -3.31 mmol/m2·d with waves, reached at 38°S and 40°S, respectively. In spring and autumn, there was weak CO2 absorption at north of 30°S, whereas the south was a strong CO2 sink area. The maxima of CO2 absorption with the impact of windseas were -2.21 mmol/m2·d and -4.48 mmol/m2·d respectively, reached at approximately 45°S. Overall, the Southern Indian Ocean had the strongest CO2 uptake in summer, with seasonal mean absorption of approximately -1.97 mmol/m2·d under the influence of waves.

 

Figure 9 | Seasonal mean zonal flux (mmol/m2·d) from 2002 to 2021 in the Southern Indian Ocean. Dashed lines are flux calculated with no waves and solid lines are calculated with waves. 




 3.3. Decadal CO.2 uptake trend predicted by the gas transfer velocity affected by windseas and no windseas

Finally, to further investigate the decadal CO2 uptake trend and assess its important role in future carbon sequestration, we examined the seasonal evolution of air-sea net carbon flux (Fnet ) without the impact of waves in the Southern Indian Ocean from 2002 to 2021. We also present a time series of Fnet  with waves to evaluate the implications of the CO2 uptake tread as affected by surface windseas ( Figure 10 ). In each of these diagrams, the scattered points are seasonally averaged values integrated for the entire Southern Indian Ocean, and the lines are independent trends fitted for the corresponding seasons.

 

Figure 10 | Evolution of air-sea net carbon flux, Fnet (PgC) with waves and no waves in the Southern Indian Ocean. The scattered points are seasonally averaged values integrated for the entire Southern Indian Ocean, and the lines are independent trends fitted for the corresponding seasons. 



In the last two decades, Fnet  was negative in all four seasons, which means that the Southern Indian Ocean is a perennial carbon sink. Among the different seasons, summer had the largest Fnet , with an annual mean value without the influence of breaking waves of approximately -0.031 PgC. This was followed by winter, with an annual mean Fnet  of approximately -0.027 PgC, and then by spring and autumn, with annual mean values of -0.022 PgC and -0.021 PgC, respectively. The atmospheric CO2 absorption capacity of the Southern Indian Ocean gradually strengthened over time. The fitting line between the Fnet  and time clearly shows a decreasing trend. In particular, the correlation shows a relatively smooth trend in the first decade but a much steeper trend in the second decade, which means that the sequestration of atmospheric carbon in the Southern Indian Ocean has become stronger in recent years. Again, summer had the most significant growth rate of Fnet , with an annual rate of increase of approximately -0.000319 PgC/year with no waves. Under the impact of surface windseas, the annual mean Fnet  shows a clear increasing trend but has a stronger absorbing ability. The largest seasonal improvement is in summer, and the average result over the last 5 years is 32.12%. This indicates that surface wave breaking has a great impact on gas transfer velocity and hence total CO2 uptake, especially in high wind speed seasons. Even in autumn, surface waves also clearly intensifies the total CO2 uptake in the Southern Indian Ocean with an improvement of approximately 5.87%. Enter into the latest year, the capacity of CO2 uptake in the Southern Indian Ocean reach a new peak in 2021. Especially in summer, annual mean value of Fnet  gets to approximately -0.048 PgC with the impact of windseas. These all suggest that a faster process of carbon sequestration is taking place in the Southern Indian Ocean.



 4. Discussion and conclusion.

Human-induced climate change has led to widespread disruption in nature and is affecting the lives and livelihoods of billions of people (IPCC, 2022a). Air-sea temperature change, sea level rise and extreme weather and climate events have become increasingly prominent due to excess emissions of greenhouse gases. The ocean is an important sink for anthropogenic CO2 (Siegenthaler and Sarmiento, 1993). Studies have shown that the ocean absorbs more than 25% of the CO2 emitted by human activities in the atmosphere (Watson et al., 2020) and therefore has a climate-change mitigating effect. The role of the ocean in regulating global climate is significantly affected by the spatiotemporal variation in CO2 exchange processes at the ocean-atmosphere interface. Although significant importance of the world’s carbon cycle and mitigation of anthropogenic climate change, uncertainties remain in quantifying the global marine anthropogenic CO2 sink as CO2 uptake by the oceans fails to match emissions from human activities as atmospheric CO2 levels increase (Khatiwala et al., 2013). At the same time, the ocean will also be negatively affected by climate warming and ocean acidification, further inhibiting its absorption of CO2 or accelerating its release (Arias-Ortiz et al., 2018 ; Nakano and Iida, 2018 ; Aoki et al., 2021).

Surface waves consist of swells and windseas, which are two categories with completely different characteristic features. Previous studies using total waves to quantify the gas transfer velocity may overestimate the impact of waves on the overall CO2 fluxes. In this study, we highlight the impact of windseas on the process of air-sea CO2 exchange and address its important role in CO2 uptake in the Southern Indian Ocean. The main findings of this study are as follows. In the Southern Indian Ocean, previous studies using total waves to modify the air-sea CO2 transfer rate tended to overestimate the effect of waves. However, we found that windseas, as a main factor influencing gas transfer velocities, contributed only a small fraction of energy to the total waves in almost every region and seasons. Air-sea CO2 flux showed strong spatiotemporal variation: Regarding seasonality in the Southern Indian Ocean, summer had the strongest CO2 uptake capacity, with an annual mean flux of approximately −1.8 mmol/m2·d. The long-term seasonal variations in F net  in the Southern Indian Ocean are negative in all seasons, and the fitting correlations of F net  with time show a decreasing trend, which means that the sequestration of atmospheric carbon in the Southern Indian Ocean has been strengthening in recent years. This further indicates that the Southern Indian Ocean plays an increasingly important role in influencing global carbon cycling and constraining the global warming process. Meanwhile, the impact of surface waves clearly intensifies the total CO2 uptake in the Southern Indian Ocean. Under the impact of surface windseas, the annual mean Fnet  shows a clear increasing trend but has a stronger absorbing ability. The largest improvement is in summer, with an average result over the last 5 years of 32.12%. Even in autumn, they have an improvement of approximately 5.87%.

This study presents new findings, but several limitations may still affect the quantitative parts of our results. As lack of direct field measurements of air-sea CO2 flux, we cannot evaluate the impact of windseas proposed in this study, this is one of a major limitation of this work. Furthermore, we only calculated the CO2 flux in the open ocean for lack of quantitative synthesis of integrated coastal ocean carbon, which may significantly underestimate the CO2 uptake process in the entire Southern Indian Ocean. From a global perspective, even though coastal regions account for only 7%-8% of the global ocean area, such regions contribute approximately 28% of the total primary production and help to bury up to 80% of total organic carbon (Dai et al., 2022). Coastal regions are thus one of the most important carbon sinks in the world’s oceans and play a crucial role in mitigating global climate change. However, because of the lack of systematic observations and numerical simulations, accounting for these regions in global carbon cycle research remains challenging and has not yet been resolved in this study. In addition, we assumed that the process of ocean absorption of atmospheric CO2 was solely controlled by certain physical factors. This obviously ignores potential interactions among different factors, such as wind speed, sea surface temperature, and salinity, which may have indirect effects on the CO2 partial pressure at the surface. Several studies have also provided evidence that changes in SST, SSS, and wind speed can induce variations in the partial pressure of CO2 via physicochemical processes that affect CO2 exchange (Kashef-Haghighi and Ghoshal, 2013; Sun et al., 2021a; Sun et al., 2021b; Wanninkhof, 1992). We hope that necessary groundwork can be performed to address these problems in future research.
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Tropical cyclone (TC)-induced coastal flooding can lead to severe hazards in low-lying lands and is expected to be exacerbated by sea level rise and TC climatology changes related to the warming climate. Since the dense population in Xiamen Bay, Fujian, China, it is highly valuable in understanding coastal flooding of it, but little studies involved this topic. In this study, we establish a high-resolution numerical model covering all coastal low-lying land in Xiamen Bay based on FVCOM. This model is then used to assess the flood risk in Xiamen Bay under TCs with 10-, 100-, and 1000-year pressures by applying a multi-tracks blend method. The results show that 126 km2 of low-lying area can be flooded periodically by astronomical tides; and 388, 504, and 598 km2 of low-lying area can be flooded under TCs with 10-, 100-, and 1000-year pressures, accompanied by increased average flood depths of 2.3, 2.8, and 3.4 m, respectively. By 2100 under SSP5-8.5, the well-protected Xiamen Island becomes impacted by TCs with 10-year pressure, and flood areas under TCs with 100-year pressure are estimated to be nearly equivalent to that under TCs with 1000-year pressure at the current climate. The most increased exposure area by climate change are artificial surfaces and agricultural areas, showing the potential higher flood disasters in future.




Keywords: coastal flood, FVCOM, tropical cyclone climatology, Xiamen Bay, multi-tracks blend 

  1 Introduction

Coastal flood is among the most frequent and devastating natural hazards in coastal areas, resulting in severe building damages, property losses, and even mass casualties. On the basis of over 600 million people living in low-lying coastal areas (McGranahan et al., 2007) there are an estimated 0.8–1.1 million people on average per year who experience flooding globally (Hinkel et al., 2014). Nevertheless, the persistent coastal migration will increase population and property exposure, which is expected to exacerbate the flood risk of coastal areas (Zhang et al., 2018). Therefore, it is of great significance to quantify flood hazards at regional scales.

Coastal flood can be induced by river flooding, heavy rainfall, extreme astronomical high tide, storm surges, and wave setup related to tropical cyclones (TCs), and other extreme events (Gao et al., 2014; Ray and Foster, 2016; Chang et al., 2018; Shih et al., 2018; Yin et al., 2021b; Gori et al., 2022). Among them, TCs consistently act as one of the dominant drivers for coastal flood losses (Orton et al., 2020). The characteristics of TCs, such as intensity, size, and track, can significantly influence coastal floods. Due to the crucial importance of TC intensity on storm surge and flood disasters, an index named the Saffir-Simpson hurricane wind scale, which relies only on maximum sustained wind speed, has been used for nearly five decades by the US to estimate the potential damage of a TC. Moreover, it is reported that 20% errors in maximum wind speed can cause significant errors in storm surge prediction (Torres et al., 2019). For TCs with larger size, they are expected to induce stronger storm surges (Irish et al., 2008; Islam and Takagi, 2020), whereas a slower TC will impact the coastal waters longer and give rise to heavier rain and flood (Rego and Li, 2009; Wei et al., 2019). In addition, approach angle (Pandey and Rao, 2019), landfall location (Sun et al., 2015), and storm timing (Thomas et al., 2019) are all among the key factors influencing storm surge and coastal flood.

Statistics and numerical simulations show that modulations in TC intensity and movement under climate change will lead to changes in coastal flood (Mendelsohn et al., 2012; Knutson et al., 2020; Zhang et al., 2020). TCs reaching very intense levels (categories 4 and 5 on the Saffir-Simpson scale) are reported to occur more frequently in past five decades (Webster et al., 2005). A significant increase (12%–15%) in the intensity of landfalling TCs is also found since the 1970s (Mei and Xie, 2016) and will continue in the warmer future (Patricola and Wehner, 2018). The increasing intensity and growing frequency in very intense TCs are widely accepted trends in TC climatology (Knutson et al., 2019; Knutson et al., 2020). Freshening of the upper ocean caused by greater TC rainfall may be a mechanism contributing to the changes in intensity, as it can reduce the ability of TCs to cool the upper ocean (Balaguru et al., 2016).

Characterizing the trend of TC forward speed is also of great interest in many studies, but the detected results are controversial. Kossin (2018) showed that the forward speed of TCs has decreased globally by 10% from 1949 to 2016 based on recorded best-track datasets. The magnitude of the slowdown varies in basins, with the largest slowdown happening in the western North Pacific basin. However, Moon et al. (2019) and Lanzante (2019) cast doubts on this conclusion because the poor-quality records during the pre-satellite era before the 1970s may lead to spurious trends in TCs. The controversy still remains in recent model studies. Yamaguchi et al. (2020) showed that the forward speed increases in global mean in a warmer climate due to its dramatic increase in high latitudes and the higher relative frequency of TCs in high latitudes, despite the obvious decrease of TC forward speed at low latitudes. In contrast, Zhang et al. (2020) showed a robust slowing of TC motion using large-ensemble simulations, particularly in the midlatitudes.

It is reported that TC climatology can strongly exacerbate coastal flood risk. For example, model simulations show that the historical 100-year flood level would occur annually in New England and mid-Atlantic regions under a climate change of RCP 8.5, dominated by the effect of TC climatology change (Marsooli et al., 2019). TC climatology change is also believed to be the main factor responsible for a large predicted increase in the frequency of extreme events in US coastal areas by 2100 (Gori et al., 2022). In the Chesapeake Bay, the total flooded area is expected to expand by 26% in 2050 and 47%–62% in 2100 (Li et al., 2020). In New York City, storm surges will likely intensify and/or become more frequent, increasing the flood risk (Lin and Shullman, 2017).

The well-documented sea level rise (SLR) associated with global warming is another important factor augmenting flood risk, as it can raise baseline water levels for flooding (Fang et al., 2016). Moreover, SLR can also exacerbate flood risk in some coastal areas through modulating tidal amplitudes (Pickering et al., 2017; Li et al., 2021). Although the projected SLR range is only 0.3 to 2.0 m by 2100 (Kopp et al., 2014), this small amount can lead to a prominent increase in the frequency and severity of coastal flood (Kriebel et al., 2015; Little et al., 2015; Vitousek et al., 2017). For example, in Sydney, Australia, 80% of the observed coastal flood events during 1970–2015 are attributed to SLR, and the tide-only coastal flood events there will increase with SLR (Hague et al., 2020). At the global scale, an SLR of 10 to 20 cm will double the frequency of extreme water-level events in regions with limited water-level variability, which are mainly located in the tropics (Vitousek et al., 2017; Taherkhani et al., 2020).

Fujian coast is among the most frequently attacked coasts by TCs in China. The semi-enclosed geometry of Xiamen Bay is expected to enlarge the flood risk induced by TCs. The dense population and widespread low-lying coastal farms in the bay make it highly valuable to understanding the flood risk under current climate and in a warmer future. But this is not fully understood at current. In addition, as Neumann and Ahrendt (2013) and Kumbier et al. (2019) suggested, a numerical modeling method is suitable on such a local scale. While the limit studies involving flood risk of Xiamen Bay are mostly based on a bathtub method, which always overestimate the flood risk (for example, Xu et al., 2016; Shi et al., 2019).

The initial objective of this study is to evaluate the coastal flood risk in Xiamen Bay, Fujian, China under several different intensity levels of TCs. A high-resolution flooding numerical model covering low-lying land is established for this study. A multi-tracks blend method is implemented for the flood assessment. The influence of climate-change-induced SRL and TC climatology changes is also investigated for the flood estimation.


 2 Materials and methods

 2.1 Study area

Xiamen Bay, Fujian, China is located at the southeast coast of mainland China ( Figure 1 ). It is a semi-closed bay connecting the Jiulong River Estuary with the Taiwan Strait. There are more than 30 islands distributed in Xiamen Bay, including Xiamen Island (158 km2), which is a main part of Xiamen city, Fujian province, and Dajinmen Island (151.65 km2). Due to the islands, caps, and small bays, Xiamen Bay is characterized by strongly irregular coastlines and extremely complicated topography. In this study, Xiamen Bay is divided into six parts for convenience of analysis: Tong’an Bay, the west Xiamen water, the Jiulong River Estuary, the south Xiamen water, the east Xiamen water, and the Dadeng water. The former three parts are grouped into the Inner Bay Area, and the others are the Outer Bay Area.

 

Figure 1 | Location map of Xiamen Bay (based on Stamen Map, http://maps.stamen.com) and location of tidal gauge stations (red dots). 



The Xiamen Bay is a macrotidal bay. The averaged tidal range at the Xiamen gauge station ( Figure 1 ) is 4.0 m, and the recorded maximum tidal range is 6.92 m, which occurred on 22 October 1933 (Huang et al., 2018). The main four tidal constituents at the Xiamen gauge station are M2 tide (1.91 m), S2 tide (0.54 m), K1 tide (0.34 m), and O1 tide (0.27 m). Thus, Xiamen Bay also belongs to a semidiurnal tidal regime [F< 0.25, where F = (a K1+a O1)/(a M2+a S2) is the form number (National Ocean Service, 2000)].

Xiamen Bay is struck by TCs frequently from July to October. Statistics show that about 2.7 TCs can affect Xiamen Bay per year on average (Miao et al., 2022). TCs always raise coastal flooding in the low-lying land of Xiamen Bay. For example, the TCs Iris (5903) and Dan (9914) induced strong coastal flooding at Xiamen City, leading to 79 and 245 km2 of flooded agricultural areas, respectively (Li et al., 2000; Yuan et al., 2022). During 2016, although Xiamen Island is well protected by seawalls, the TC Meranti (1614) flooded over them and inundated over 10 km2 of low-lying land (Luo and Wu, 2022).


 2.2 The design of numerical model

The Finite-Volume Community Ocean Model (FVCOM, version 4.1) (Chen et al., 2003; Chen et al., 2013) is employed to simulate the coastal inundation of Xiamen Bay. The unstructured triangular mesh that FVCOM employs can fit the irregular coastlines and islands, and be freely refined around large slope gradients. Moreover, FVCOM contains a widely used wet/dry scheme (Leendertse, 1970; Zheng et al., 2003). The computational domain covers the maximum flooding area, and the wet and dry points are distinguished by the local total water depth. Therefore, FVCOM is rather appropriate for this study.

The model domain covers all the coastlines and islands of Fujian province and the Taiwan Island of China, extending 1000-km seaward to the Pacific Ocean ( Figure 2A ). As TCs can move to a large extent during their lifetime, this large-scale model coverage can well capture the seawater movement in Xiamen Bay under the influence of TCs and also eliminate boundary effects associated with smaller regional meshes, thus improving the accuracy of flooding simulations (Thomas et al., 2022). In Xiamen Bay, the model domain extends landward and covers the coastal lowland to the 20 m topographic contour ( Figure 2B ). The mesh resolution is about 80 km at the open boundary and increases to a high resolution of 100 m in Xiamen Bay, which is maintained in all the coastal lowland domains. Thus, the model mesh has 241278 nodes and 473744 triangular elements.

 

Figure 2 | (A) The unstructured triangular mesh for the Xiamen Bay FVCOM model; (B) zoomed-in view over Xiamen Bay; (C) topography and seawalls (solid black lines) at Xiamen Bay in the numerical model. 



The bathymetry data used in this model are primarily based on the ETOPO1 Global Relief Model (Amante and Eakins, 2009). Although the resolution of ETOPO1 is as high as 1 arc-minute, it cannot assess the extremely complex bathymetries in Xiamen Bay precisely. Therefore, we gather 64 naval electric nautical charts around Xiamen Bay to obtain the precise estimations of its underwater topography. The topography of coastal lowlands around Xiamen Bay are estimated by a 10-m-resolution DEM dataset offered by Fujian Provincial Department of Ocean and Fisheries ( Figure 2C ). The seawalls around Xiamen Bay offer a robust defense mechanism against coastal flooding; they are considered in the FVCOM model simply by elevating the depth of corresponding mesh nodes ( Figure 2C ). All the simulations run 15 days with a spin-up of 7 days.

The tidal levels of the open boundary condition are derived from the latest released satellite-assimilated tidal model TPXO9-atlas (Egbert and Erofeeva, 2002), with eight tidal constituents (M2, S2, N2, K2, K1, O1, P1, and Q1) specified. Four vertical sigma layers are used in the model. FVCOM calculates the bottom friction and wind stress using the quadratic drag law:

 

The drag coefficient for bottom friction is determined by matching a logarithmic bottom layer to the model at a height z ab  above the bottom, namely:

 

where κ = 0.4 is the von Karman constant, z is the distance from the seabed to the position of u and v, and z 0 is the bottom roughness parameter. We set z 0 to be a constant of 0.0002 in this study.

It is commonly recognized that the wind drag coefficient in high-wind conditions does not increase linearly with surface wind speed, but the specific relationship is still uncertain (Peng and Li, 2015; Donelan, 2018). In this study, we set the wind drag coefficient to be constant during low- and high-wind conditions following Yin et al. (2021a). The equation is expressed as follows:

 

where U 10 is the wind speed (m·s-1) at a height of 10 m above the sea surface.


 2.3 Meteorological forcing

A wind field combining a reanalysis background wind product and a parametric typhoon model is adopted to simulate the coastal flooding. The reanalysis background wind product is retrieved from the hourly ERA5 dataset (Hersbach et al., 2020) of the European Centre for Medium-Range Weather Forecasts. The ERA5 dataset has a high time resolution, but its spatial resolution is relatively coarse, which is not sufficient to precisely capture the structures of pressure and wind within a scope of hundreds of kilometers near the center of a TC. A parametric typhoon model is thus applied to reassess the wind structure surrounding a TC’s center. The best-track dataset from China Meteorological Administration (Ying et al., 2014) is employed to drive the parametric typhoon model.

The pressure profile is estimated by the equation proposed by Fujita (1952):

 

where Pc  is the central pressure, Pe  is the environmental pressure, R max is the radius of maximum wind, and r is the distance to the TC’s center.

The wind speed field is determined by the gradient wind model, in which the force of the pressure gradient force is balanced by the Coriolis force and centrifugal force (Schwerdt et al., 1979). The solution is expressed as follows:

 

where W 1 is the gradient wind speed at radius r; f = 2ωsinφ is the Coriolis parameter, ω = 7.272 × 10-5 rad·s-1 is the Earth’s rotational angular speed; φ is the latitude; and ρa  = 1.15 kg·m-3 is the air density.

Equation (5) produces a circular symmetric typhoon wind field. Actual observations indicate that the wind structures of TCs are not always symmetric, mainly relating to the translation of the TC, the blocking action from an adjacent anticyclone event, the meridional gradients of the Coriolis acceleration (β effect), the asymmetric convection of bottom boundary layer friction, and landfall (Olfateh et al., 2017). In this study, the asymmetry is considered only by superimposing a moving wind field on the circular symmetric wind field, which is a popular method in modeling surges (Li et al., 2022):

 

where W 1 is the circular symmetric wind speed calculated by Equation (5); W 2=e  πr/500000(V  x ,V  y )  is the moving wind field (Miyazaki, 1962), ϕ is the angle between the vector from the TC’s center to the position and due east, β is the angle between the wind direction with the isobars, which can be specified as a constant (for example, 18° in this study); and c 1 and c 2 are correction coefficients, which are set as 0.8 and 1.0 here, respectively.

Thus, the wind field can be reconstructed by combining the asymmetric circular wind field assessed by Equation (6) and the ERA5 background wind field:

 

where e is a weight factor to ensure a smooth transition between the two wind fields (Carr and Elsberry, 1997):

 


 2.4 TC scenarios construction

 2.4.1 Construction of TCs with different intensities

It can be concluded that the central pressure, the maximum sustained wind speed, and the maximum wind radius are three predominant parameters for the estimation of storm surges; the latter two parameters are believed to highly relate to the central pressure. Herein, we design TCs with three strength levels primarily according to different return periods (1000, 100, and 10 years) of the annual minimal air pressure at Xiamen station. The annual minimum air pressures are estimated as the minimum central pressure of the 6-hourly TC tracks when their distance to Xiamen is less than 400 km. In the case of a year when no TCs pass through the 400 km scope, the annual minimum pressure is denoted as 1000 hPa. Then, an extreme value type I distribution is used to fit the annual minimum air pressures from 1949 to 2020 ( Figure 3A ) and calculate the minimal pressure of different return periods. The results show that the 1000-, 100-, and 10-year pressures are 887, 918, and 950 hPa, respectively ( Table 1 ).

 

Figure 3 | (A) Extreme value type I distribution of the yearly minimal air pressures at Xiamen Bay during 1949–2020. The R2 value is 0.98. (B) The wind-pressure relationship of a small scope covering Xiamen Bay. (C) The five parallel TC tracks used for simulations based on TC Meranti (1614). 



 Table 1 | Parameters of the constructed tropical cyclones under current climate and by 2100 under SSP5-8.5 projection. 



 Atkinson and Holliday (1977) obtained a statistical relationship between the minimum sea level pressure and maximum sustained wind based on 76 TCs that occurred in the western North Pacific during 1947–1974. This relationship is still widely used in operational TC programs (World Meteorological Organization, 2015). In addition, the wind-pressure relationship can shift across different regions, as summarized by Harper (2002). Thus, we reconstruct the wind-pressure relationship by only adopting TC records within a small scope (longitude in 116–123°E and latitude in 23–28°N) covering Xiamen Bay ( Figure 3B ). The resulting equation is

 

According to this equation, the maximum wind speed at current climates of 1000-, 100-, and 10-year pressures are determined to be 82, 67, and 49 m·s-1, respectively.

The maximum wind radius is expected to decrease logarithmically with the central pressure fall (Fujii, 1998). In this study, an empirical formulation proposed by Graham and Nunn (1959) is employed to estimate the initial maximum wind radius:

 

where φ stands for geographical latitude, Vt  is the translation speed, and R max is in units of km.


 2.4.2 Construction of TC tracks

For one TC track, it is hard to throw adequately strong influence on all parts of Xiamen Bay. This may lead to underestimation of maximum water levels, and thus the coastal flooding, in parts of Xiamen Bay. To avoid this drawback, we adopt a multi-tracks blend method to conduct our simulations. A representative TC track is firstly selected from the historical tracks according to their intensity and resulting disaster. Then multiple parallel tracks are derived by shifting this track left or right depending on the coverage of study area. The distance between adjacent two tracks is no more than the radius of maximum wind. For each node in the model mesh, its maximum water level is estimated by those at this node of all tracks. The surge level at a specific time is also estimated by the maximum of the surges at the specific time. The multi-tracks blend method used in this study can guarantee that each location in Xiamen Bay suffers adequate impact from the constructed TCs. Similar method has been used for assessment of flood risk in many regions (Shi et al., 2020; Wang et al., 2021; Yin et al., 2021a).

In this study, since TC Meranti (1614) is reported to be the most intense TC making landfall at Xiamen Bay, Fujian, China since 1959 (Xu and Cai, 2021). Therefore, we select its track to be the base track of our simulations. The track of TC Meranti (1614) is firstly translated to about 40 km south of Xiamen Bay (denoted as A0), and then we derive two tracks by translating left at distances of 30 km (the approximate radius of maximum wind) and 60 km (denoted as L1 and L2, respectively). Two additional mirror tracks are derived by translating right at distances of 30 km and 60 km (denoted as R1 and R2, respectively). Therefore, there are five parallel tracks for each TC intensity in our simulations ( Figure 3C ).


 2.4.3 Selection of TC timing

Storm surges cause severe disasters especially when they are superimposed on an astronomical high tide. To have a sufficient estimation of the coastal flood, an extremely adverse scenario of storm timing is artificially specified with the maximum surge occurring approximately on the highest astronomical tide during the years of 2000–2020. The highest astronomical tide is deduced from rebuilt hourly tidal levels using tidal constants derived from the observed water levels of 2021. Results show that the maximal astronomical tide is 3.65 m, which occurred at 13:00, 17 October 2016.

Thus, the worst situations under the influence of TCs of 1000-, 100-, and 10-year pressures are considered in our simulations. This method can ensure that all possible flooded areas are considered to allow for full preparation for forthcoming possible flood disasters, which has been used to estimate the potential flooding hazard in many regions (Yu et al., 2019).


 2.4.4 Climate change scenario

It is widely recognized that climate change will exacerbate coastal flood situations in many regions through raising sea levels and enhancing storminess. According to a recent IPCC AR6 (Sixth Assessment Report of the Intergovernmental Panel on Climate Change) report (IPCC, 2021), the global mean sea level will rise 0.77 m (0.63–1.01 m, likely range) by 2100 under the very-high greenhouse gas emissions scenario (SSP5-8.5). Thus, we elevate the mean sea level by 0.77 m on the open boundary in the numerical simulations.

Although there is uncertainty in the changes of TC activity, it is very likely that the proportion of very intense TCs will increase with climate change (IPCC, 2021). Knutson et al. (2020) summarized multi-study aggregated future TC projections under various future climate forcing scenarios. The average increase in projected global TC maximum wind speeds is about 5% for a global warming of 2°C. Although it is very likely that the air temperature will increase by 2.4–4.8°C under SSP5-8.5 (IPCC, 2021), we still expand the pressure decrease (assuming circumstance pressure of 1015 hP) and augment the maximum wind speeds in our constructed TCs by 5%. Thus, as listed in  Table 1 , the maximum wind speed under 1000-year pressure becomes 87 m/s, which nearly reaches the strongest TC in the western North Pacific (88 m/s) under warming conditions in 2074–2087 as modeled by Tsuboki et al. (2015). The projected TC size changes are highly variable between basins and studies. In this study, we consider a projected increase of 10% in TC size, as suggested by Yamada et al. (2017) resulting from a 14-km-grid global nonhydrostatic atmospheric model.




 3 Results

 3.1 Model validation

In addition to TC Meranti (1614), TCs Trami (1312) and Dujuan (1521) also induced prominent storm surges in Xiamen Bay. Observed tidal level data during the three TC events at Xiamen and Shijing ( Figure 1 ) are obtained from Fujian Provincial Department of Ocean and Fisheries. The numerical model performance is evaluated by comparing total water levels with the observations. Root-mean-square error (RMSE), relative error (RE) to tidal range, and skill score (SS) are used to quantify the model’s performance:

 

 

 

where  and  are the model simulation and observed data at time i, respectively; N is the number of observed records used for the comparison; TRo  is the observed tidal range, and  is the average value of the observed data. When SS > 0.5, the model performance can be considered highly reliable.

The water level comparisons at stations Xiamen and Shijing are displayed in  Figure 4 , and the error skills are also labeled. The averaged RMSE at Xiamen and Shijing are only 0.25 m and 0.22 m, respectively, which are small enough comparing to the macro tidal range (4.0 m) at Xiamen Bay. The REs are all less than 5%, and the SSs are all larger than 0.95. All the skills show that our model can accurately reproduce the storm tides in Xiamen Bay during TC events.

 

Figure 4 | Comparison of total water levels between model results (red lines) and observations (black dots) at stations Xiamen and Shijing during TCs Trami (1312), Dujuan (1521), and Meranti (1614). Blue dashed lines represent modelled tidal level without wind forces. The RMSE, RE, and SS values are labeled. 




 3.2 Coastal floods of different TC intensities

  Figure 5A  displays the water level timeseries at station Xiamen induced by the five TC tracks of 1000-year pressure at the current climate. The results show that the water levels are highly dependent on the TC tracks, implying the necessity of multi-tracks blend method used in this study. Peak water level is highest on track L1, which is 70 km (or about 2.5 times the maximum wind radius) south of Xiamen Bay, but lowest on track R2. The maximum difference of peak water level between each track can be over 3.0 m. After removing tidal signals from the water level timeseries by subtracting the water levels from a tide-only run, the storm surges are achieved. As  Figure 5B  shows, track L1 obtains a maximal storm surge of 4.37 m, but the time that it occurs is 1.5 h later than that of the peak water level, which may relate to the well documented tide-surge interaction.

 

Figure 5 | Time series of total water levels and storm surges at station Xiamen. (A) Total water levels and (B) storm surges of the five TC tracks under TCs with 1000-year pressure at current climate. L2 and L1 represent the left (or southern) two tracks; R2 and R1 represent the right (or northern) two tracks; and A0 denotes the middle track. (C) Tracks-blended water level timeseries and (D) tracks-blended storm surge timeseries under 10-, 100-, and 1000-year pressures at current climate (solid lines) and under SSP5-8.5 climate change by 2100 (dashed lines). 



The tracks-blended results show that stronger storms induce higher water levels and storm surges (see solid lines in  Figures 5C, D ). The peak water levels of the 10-, 100-, and 1000-year pressures reach 4.99, 5.89, and 6.63 m, and the corresponding peak storm surges are 2.34, 3.27, and 4.38 m, respectively. The storm surge under the 1000-year pressure can reach 2.0 m higher than that of the 10-year pressure, but the corresponding peak water level is only 1.6 m higher. Nevertheless, the time differences between peak water levels and peak surges are 0.2, 0.5, and 1.5 hours under the 10-, 100-, and 1000-year pressures, respectively. These features imply a stronger tide-surge interaction in stronger storms.

Higher water levels lead to more extensive flood inundation around Xiamen Bay. Herein, we consider all wet nodes (or cells) with model depth< 0 to be flooded areas. Astronomical tides can periodically inundate the large intertidal zones in the Jiulong River Estuary and the widespread low-lying coastal farms and salt pans between Dadeng Island and the mainland ( Figure 6A ). Our statistics ( Figure 7 ) show that 126.5 km2 of low-lying land can be flooded during high tides, with over 80% of this flooding occurring in the Jiulong River Estuary and the Dadeng water.

 

Figure 6 | Maximum water levels (units of m) around Xiamen Bay at current climate (left column) and under SSP5-8.5 climate change (right column). (A, E) tide-only cases, (B, F) under TC with 10-year pressure; (C, G) under TC with 100-year pressure; (D, H) under TC with 1000-year pressure. Dark colors indicate that it is original land in simulations (depth< 0), signifying flood areas in this study. 



 

Figure 7 | The flood areas in the six parts of Xiamen Bay under tide-only and TCs with 10-, 100-, and 1000-year pressures. The left bars with light colors are flood areas during current climate, and the right bars indicate flood areas under SSP5-8.5 conditions by 2100. 



The flooded areas largely expand in Xiamen Bay under TC events—increasing 3.1-, 4.0-, and 4.7-fold during astronomical high tide under TCs of 10-, 100-, and 1000-year pressures, respectively ( Figure 7 ). TCs impact the Inner Bay Area at a higher rate than the Outer Bay Area. The proportion of flooded area in the Inner Bay Area increases from 42% during tide-only situation to about 70% under TC events.

Under the influence of TCs with a 10-year pressure, all the low-lying shoals in the Jiulong River Estuary are expected to be potentially inundated ( Figure 6B ), leading to an extremely significant expansion of flooded area of about 180 km2 ( Figure 7 ). In the west Xiamen water, the elevated water levels force seawater flood into Xinlin Bay, resulting in an increase of over 10 km2 of flooded area. The flooded area in Tong’an Bay can intrude inland for more than 5 km and lead to about 12 km2 of additional flooded area. Mainly due to the significant increase in flooded area in the Jiulong River Estuary, the Inner Bay Area results in 67% flooded area in Xiamen Bay, which is much more than the 42% under tide-only conditions. Significant flooded area expansion (nearly 40 km2) can also be seen in the Dadeng water of the Outer Bay Area. These additional floods mainly happens on the low-lying coasts opposite Dadeng Island. Despite the high expansion of flooded areas, Xiamen Island, which is protected by high-standard seawalls, is little impacted by TCs with 10-year pressure.

Under the influence of TCs with 100-year pressure, the flooded areas continue to expand in all six parts of Xiamen Bay under the influence of higher peak water levels. In the Jiulong River Estuary, the flooded areas intrude more inland and expand by about 55 km2 ( Figure 6C ). In the west Xiamen water, the Maluan Bay is also flooded, resulting in a significant expansion of flooded area of over 25 km2. We should note that part of the low-lying southwest Xiamen Island (about 4 km2), where a wetland park is located, can be flooded under this condition.

TCs with 1000-year pressure can result in extremely severe flood disaster in Xiamen Bay when meeting high tides. Nearly 600 km2 of low-lying land can be flooded, and over 50% of this occurs in the Jiulong River Estuary ( Figure 7 ). Coastal flooding can extensively intrude into Xinlin Bay, Maluan Bay, and low-lying southwest Xiamen Island, leading to 60 km2 of flooded area in the west Xiamen water ( Figure 6D ). In Tong’an Bay, the extremely high water level generates expansive flooding along both coasts, leading to over 40 km2 of flooded area.

Flood damage typically increases disproportionately with flood depth (Scawthorn et al., 2006). The average flood depth is 1.3 m during astronomical high tide and increases to 2.3, 2.8, and 3.4 m with superpositions of TCs with 10-, 100-, and 1000-year pressures, respectively ( Table 2 ). The flood depth is little area-varying under the sole influence of tide but strongly area-varying under the influence of TCs. The TCs with 10-year pressure can result in average flood depths of 2.4 m and 2.3 m in the Jiulong River Estuary and the Dadeng water, respectively, but that of the west Xiamen water and east Xiamen water reaches only 1.9 m. The average flood depth in the Jiulong River Estuary spread to 3.2 m under TCs with 100-year pressure, but it increased little in the west Xiamen water. Under the influence of TCs with 1000-year pressure, the averaged flood depth in the Jiulong River Estuary can dramatically spread to 4.0 m, whereas that in Tong’an Bay, west Xiamen water, and east Xiamen water are less than 3.0 m.

 Table 2 | Statistics of averaged flood depth in different parts of Xiamen Bay under TCs in current climate and by 2100 under SSP5-8.5 projection. 



Flood duration is reported to be an additional critical parameter responsible for flood damage (Javelle et al., 2003; Wagnaar, 2012; Feng et al., 2017), since many infrastructures, such as the power system (Cruse and Kwasinski, 2021) and the transportation system (Pyatkova et al., 2019), are concerned with how long the facility will be offline.  Figure 8  displays flood duration map under influence of tide-only and TCs of 10-, 100-, and 1000-year pressures. When TC is absent, long flood duration is found in the river channels of the Jiulong River Estuary and the low-lying coastal farms and salt pans in the Dadeng water ( Figure 8A ). TCs prolong flood durations in all flooded areas. The additional flooded area suffers relative short flood duration. The proportions of area suffering flood longer than 10 hours are 40%, 46%, 51%, and 53% under scenario of tide-only and TCs of 10-, 100-, and 1000-year pressures, respectively. Accordingly, the area-average flood durations of each scenario are longer than 10 h.

 

Figure 8 | Flood duration (units of h) around Xiamen Bay at current climate (left column) and under SSP5-8.5 climate change (right column). (A, E) tide-only cases, (B, F) under TC with 10-year pressure; (C, G) under TC with 100-year pressure; (D, H) under TC with 1000-year pressure. 



Integrated maps of flood areas, flood depth and flood duration, the most severe flooding caused by TCs always occurs in the Jiulong River Estuary due to the extent of low-lying shoals, followed by the Dadeng water, which is mainly due to the low-lying coastal farms and salt pans between the island and mainland. Relatively, the south and east Xiamen water is little flooded by TCs. We should note that although Xiamen Island is well protected by seawalls, its low-lying southwest portion can be flooded under TCs with 100-year pressure meeting high tide. Although the flooded area is limited, it should be strongly considered due to the extremely dense population and numerous buildings on the island.


 3.3 Impacts of climate change on coastal flood

Global SLR can exacerbate coastal flood. With an SLR of 0.77 m on the open boundary, the peak water level at the Xiamen station can be elevated substantially by about 0.89 m ( Figure 5 ). The bolstered rise in peak water level may be related to the amplified tides under SLR, which has been well documented by many studies (e.g., FitzGerald et al., 2008; Khojasteh et al., 2021). A simple example is that the succedent low tidal level is elevated by only 0.67 m. The 0.77 m SLR expands the flood areas during high tide by ~ 77 km2 in Xiamen Bay, over half of which occurs in the Jiulong River Estuary ( Figures 6 ,  7 ). Moreover, the average flood depth increases to 1.6 m, with the largest increase occurring in the Dadeng water ( Table 2 ).

Comparing the dashed and solid lines in  Figure 5D , the surge levels change little under intensive 10-year pressure, whereas they increase by 0.20 m and 0.10 m under intensive 100-year and 1000-year pressures, respectively. This result illustrates that changes in TC climatology can increase the influence of SLR on peak water levels, although SLR may predominate the elevated peak water level in Xiamen Bay. This phenomenon is similar to results from New England, but it is very different compared to those from the Gulf of Mexico, where the effect of TC climatology change is likely to be larger than the effect of SLR (Marsooli et al., 2019). The combination of SLR and TC climatology change lead to TCs with 10-year pressure inducing a peak water level that is nearly equivalent to that induced by TCs with 100-year pressure under the current climate, and TCs with 100-year pressure will induce a peak water level nearly equivalent to that induced by TCs with 100-year pressure under the current climate ( Figure 5C ).

As a result of the substantial elevated peak water levels under the combination of SLR and TC climatology change, the flood area is expanded by about 90 (23%), 80 (16%), and 85 (14%) km2 under TCs with 10-, 100-, and 1000-year pressures, respectively ( Figure 7 ). The main expansion happens in the Jiulong River Estuary, following by the west Xiamen water and the Dadeng water. The averaged flood depth and averaged flood duration will increase by ~ 0.5 m and ~ 1.0 h for each scenario by 2100 under SSP5-8.5 projection, respectively.

Comparing  Figures 6B, F , under the condition of TCs with 10-year pressure, the SSP5-8.5 climate change projection can flood more area in the west Xiamen water, including Maluan Bay and some of the low-lying area in the southwest of Xiamen Island, although the flood depth and duration of these places is very small. This change results in a remarkable expansion (21 km2) in flood areas of the west Xiamen water and a slight decrease in the average flood depth ( Figure 7 ;  Table 2 ). In other parts of Xiamen Bay, the SSP5-8.5 projection leads to flood area expansion and longer flood duration accompanied by flood depth increase, especially in the Jiulong River Estuary, where the flood area is expanded by 35 km2, the average flood depth and duration increases from 2.3 m and 10.40 h in the current climate to 2.9 m and 11.91 h.

Under the condition of TCs with 100-year pressure, the SSP5-8.5 projection by 2100 leads to flood area expansion and increased average flood depth for all six parts of Xiamen Bay, except for some lagging in the average flood depth in Tong’an Bay, where significant flood area expansion occurs (comparing  Figures 6C, G ). The flooded area (583 km2) and flood depth (3.3 m) in the whole Xiamen Bay are nearly equivalent to that induced by TCs with 1000-year pressure under the current climate (598 km2 and 3.4 m). The low-lying land in the southwest of Xiamen Bay, which can only be entirely flooded under TCs with 1000-year pressure, will be flooded under TCs with 100-year pressure by 2100 (SSP5-8.5). The averaged flood duration increases significantly (from 10.72 h in the current climate to 11.78 h), mainly due to the notable longer flood duration in the Jiulong River Estuary.

TCs with 1000-year pressure can dramatically flood Xiamen Bay with an area of over 680 km2 by the year 2100 under climate change projection SSP5-8.5, over half of which occurs in the Jiulong River Estuary. Compared with the flood area of the current climate, a significant increase in flood areas (over 20 km2) is found in the Jiulong River Estuary and the west Xiamen water. The flood depth also increases substantially in all six parts of Xiamen Bay. Especially in the west Xiamen water, the flood depth increases by as much as 1.3 m compared to the current climate. This may due to there being nearly no low-lying land that can be flooded further, as an increase of flood area of only 6 km2 occurs compared with that induced by TCs with 100-year pressure. The limited low-lying areas lead to only 0.5 h increase in flood duration in the west Xiamen water, but in the Jiulong River Estuary with large-scale low-lying areas available for flooding, the flood duration experiences a significant increase of 1.2 h.



 4 Discussion

 4.1 Land and population exposure

  Figure 9  shows the land exposure of different land use categories to flooding and the number of populations directly affected by each TC intensities. On the condition of current climate, over 80% of the area flooded periodically by astronomical tides are wetlands (57.5%) and water bodies (23.6%). No people is influenced by sole astronomical tides. With influence of TCs with a 10-year pressure, exposed artificial surface increases significantly from ~ 12 km2 to ~ 77 km2, and the flooded agricultural area expands by about 100 km2. There are over 300 K people will be affected by flooding under this condition. This result implies that the flood risk increases notably since the high value of artificial surface and agricultural areas. Under the influence of TCs with 100-year pressure, the flooded areas of each land use category increase progressively. Since most wetlands has been flooded by TCs with 10-year pressure, the area of flooded wetlands increases little. While, the highly urbanization around the Xiamen Bay leads to the flooded artificial surface continues to increase by 56.8 km2, which is the most significant category. And the affected population increases to 487 K at this condition. There are nearly 600 km2 of flooded low-lying land when a TC with 1000-year pressure meets astronomical high tide. Among them, 29% are artificial surface, 26% are agricultural areas, and 38% are water bodies and wetlands. The flooded artificial surface continues to increase by over 40 km2. The affected number of people grows to about 697 K.

 

Figure 9 | Flooded areas of different land uses: (A) Artificial surfaces; (B) Agricultural areas; (C) Forests, shrubs and grasses; (D) Wetlands, (E) Water body. (F) Number of Population directly affected by each flood event. 



It is projected that climate change will lead to more area exposure of each land use category and also more population exposure to flooding ( Figure 9 ). Under the SSP5-8.5 scenario by 2100, 38 K people will live below the high-tide line, implying tide-only coastal flooding event will occur frequently with SLR. Similar result is found in Sydney, Australia (Hague et al., 2020). Relative to current climate, there are 77 km2 more area will be inundated by high tide. 39% of them are water bodies, 19% are wetlands, and 16% are agricultural areas. Under influence of TCs of the three intensities, the most remarkable increase in exposed area are all found in the artificial surface category, following by the agricultural area category. About 70% of the increase in exposed area are in the two categories. The affected population increases to 436 K, 665 K, and 901 K under influence of TCs with a 10-, 100-, and 1000-years pressure, respectively. This result means that flood disaster in the Xiamen Bay will be much stronger in the warmer future.


 4.2 Implication for coastal flood adaptation

In the context of dramatic increases in flooded area and exposed population in the warmer future, adaption and protection of coastal communities is a critical question. A traditional simple option is reinforcement and heightening of coastal seawalls and dikes. Meanwhile, it is expected that the required seawall heightening is much higher than the SLR values, mainly due to the expected increase of wave run-up (e.g., Zhang et al., 2021), the higher extreme tides relating to stronger storminess, the larger tidal ranges due to hard coastlines (e.g. Feng et al., 2019; Zhang and Li, 2019) and the accelerating land subsidence relating to rapid coastal urbanization (Syvitski et al., 2009). Seawalls and dikes are costly in construction and maintenance, but only provide protection from floods under a given hazard severity. If the flood exceeds such severity, serious disaster may occur. Typical examples are Hurricane Katrina flood in 2005 on the northern Gulf of Mexico (1392 casualties and 125 billion USD economic losses) and Storm Xynthia flood in 2010 over the Europe (64 reported casualties and 4.5 billion USD economic losses).

Alternative option is to build soft flood defenses based on natural ecosystems (Temmerman et al., 2013). Vegetated foreshores can substantially lower sea levels and reduce incoming wave energy (Mi et al., 2022), resulting in less constraining on seawall design, thus reduce initial construction costs and maintenance costs (Chaumillon et al., 2017). Such soft flood defenses for coastal protection is increasingly become a consensus for many countries and regions, such as the Netherlands and Mississippi River Delta in the United States.

Since the dense population and limited routes for crowed dispersal in Xiamen Island, it is necessary to reinforce and heighten the seawalls around Xiamen Island, especially that southwest of the island. In addition, current coastal wetlands and green space must be well protected, and restored as they act as key soft defenses, protecting population and property from exposure to flood hazards (Arkema et al., 2013), but are strongly reclaimed since 1950s (Wang et al., 2010). As a coastal city, there are also other solutions for adaptation to future stronger coastal flooding, including optimizing urban drainage systems to increase resilience to extreme flood events (Ferrans et al., 2022), and constructing flood-resistant buildings (Amini and Memari, 2020).


 4.3 Comparison with other studies

This study gives a reasonable estimation of flooded area and affected population in Xiamen Bay under three TC intensities based on a high-resolution numerical model. the flood situations in warmer future are also projected. Climate change induced SLR and TC climatology changes substantially exacerbate the flood risk in Xiamen Bay. About 70% of the increased exposed area are artificial surfaces and agricultural areas. The affected population also increase significantly. Xu et al. (2016) adopted an approach based on bathtub method to have an assessment of the flooded risk of Xiamen City, which is located in Xiamen Bay. As a result, 116-171 km2 land and 440-720 K population will be flooded under 4.75-5.86 m extreme sea-level. The maximum water level at station Xiamen under influence of TCs with a 10- years pressure by 2100 is 5.84 m. In our estimation, there are only 101 km2 flooded land (exclude the flooded area in Jiulong River Estuary and Dadeng water) and less than 430 K affected people. The flooding in our estimation is obviously weaker than the assessment by Xu et al. (2016). Since the dynamical tide approach is more suitable for assessing coastal inundation (Neumann and Ahrendt, 2013; Hsiao et al., 2022), we are confident in our estimation.

We acknowledge that there are several limitations in this study. The most important is that the exclusion of fluvial flood. TCs always bring simultaneous heavy rainfall, and it is expected that TC rainfall is in an increasing trend of about 1.3% per year (Guzman and Jiang, 2021). The compound flooding can result in higher flood depths and larger flood extents along the river and coastlines compared to their individual occurrences (Svensson and Jones, 2004; Hsiao et al., 2021). That means flood risk in Xiamen Bay may be underestimated in this study. While, the annual mean river discharge of the Jiulong River is ~ 380 m3/s, and the recorded highest discharge is 15540 m3/s. Even under such high discharge condition, the fluvial flooding only raises water levels in the upper Jiulong River Estuary, but throw little influence on those in the lower Jiulong River Estuary and around Xiamen Island (Yang et al., 2017). Since we focus on the flooding in the whole Xiamen Bay, the influence extent of pluvial flood is small compared to the study area.

Moreover, we neglect the remarkable spatial variation in SLR, which is mainly related to vertical land movement, steric effects and mass redistribution (Brown et al., 2016; Qu et al., 2019). While, Feng et al. (2019) found that it is highly similar between tidal response to spatially-varying SLR and that to uniform SLR. And sea level at Xiamen is projected to rise 0.51-1.94 m by 2100 under RCP 8.5, and the spatial difference of SLR along the Fujian coasts is small (Qu et al., 2019). Although the 0.77 m SLR used in this study from IPCC (2021) may not be the exact value in Xiamen Bay, it is in the projected SLR range and can be acceptable. In addition, we only consider TC climatology changes by simply enlarging the pressure decrease, maximum wind speed, and the maximum wind radius according to previous studies. But studies show that all the TC features will be changed by a warming climate, including the tracks, translation speed, and also structures (IPCC, 2021). However, because this study captured the essence of the impact of climate change on sea level and TC climatology, these limitations do not undermine our conclusions.



 5 Conclusions

In this study, a multi-tracks blend method is used to assess the flood risk in Xiamen Bay, Fujian, China under TCs with different intensities numerically. The influence of SLR and TC climatology change are also investigated. Stronger TCs induce larger flood area and deeper flood depth in general. The Jiulong River Estuary is the most easily flooded area due to its large-scale shoals. The low-lying coastal farms and salt pans in the Dadeng water are also easily flooded. The low-lying southwest part of the well-protected Xiamen Island can be partly flooded during TCs with 100-year pressure and entirely flooded during TCs with 1000-year pressure, but the flood depth is small.

Climate change can induce SLR and more intense and larger TCs. The combination of these substantially exacerbate the coastal flood situation in Xiamen Bay, with significant flood area expansion (over 10%) and flood depth spread (over 15%), although SLR may predominate this influence. By the year 2100 under SSP5-8.5 projection, TCs with 100-year pressure will lead to a flood situation that is nearly equivalent to that induced by TCs with 1000-year pressure under the current climate. The flood depth in the west Xiamen water will greatly spread by about 1.3 m under TCs with 1000-year pressure. About 70% of the increase in exposed area are in the artificial surface and agricultural area category, which implies that climate change will lead to significant higher flood risk in future.
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Coastal sediments filter and accumulate organic and inorganic materials from the terrestrial and marine environment, and thus provide a high diversity of microbial niches. However, sediment-based analyses typically examine bulk samples and seldom consider variation at a scale relevant to changes in environmental conditions, due to the lack of mid-long term field data which can cover both the seasonal and sediment depth variations. In this study, microbial production and bacterial community structure were determined together with grain parameters over 10 months of intertidal silty sands on Jiangsu Coast, China. We demonstrated that the microbiological effects did not merely present on the surface, but greatly varied and stratified in both physical and biological contexture within the top 4 cm layer. Bacterial community structure showed a clear vertical variation with higher operational taxonomic unit (OTU) numbers at 1~2 cm depth than in the top 2 mm, probably because of the decreasing disturbance by hydrodynamic forces. However, the microbial production rates and metabolic activities, represented by the production of extracellular polymeric substances (EPS), were always higher in the top. Seasonal changes were strongly reflected in the vertical patterns of EPS but could not explain the variation across sites. The overall EPS secretion in spring and summer was generally at high level than that in autumn and winter, with the maximum value of 5~6 times higher. Interestingly, the stratification of biological and physical properties followed a fixed relationship, where with the decrease of the grain size D50, the EPS content increased exponentially, and this relationship was independent of temporal or spatial variation. Despite the significant seasonal variation of microbial activity and sedimentary grain size individually, the basic function between EPS content and D50 however did not alter. Filling these knowledge gaps will not only help to decipher the fate of grain-biofilm aggregates and organic matter burial under global changes, but also provide field evidence for the development of sediment transport models as well as blue carbon models incorporating microbial processes.
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1 Introduction

Tidal flat ecosystems provide important services in coastal zones, such as storm protection, shoreline stabilization and food production, that support the livelihoods of millions of people worldwide (Murray et al., 2019). Various types of materials transported by tidal currents and waves, including dissolved and particulate organic matter originate from both land source and marine source (Gobet et al., 2012). Permeable bottom sediments therefore act as filters, allowing the penetration and burial of materials, and playing a central role for global carbon and nutrient cycles (Battin et al., 2003; Hunter et al., 2006; Battin et al., 2008; Zhu et al., 2022). The intertidal sediments are also constantly subjected to abiotic disturbances (e.g., mixing by currents, waves, seasonal and temperature fluctuation) (Orvain et al., 2014; Passarelli et al., 2015; Hope et al., 2020; Waqas et al., 2020; Chen et al., 2021). Therefore, intertidal sediment properties and their variation in coastal area has been a great concern for many coastal engineering projects for decades, which has long been attracting the collaborative work among hydraulic and sedimentation engineers as well as ecologists.

The ecological functions of intertidal sediments are partly due to the rich microbial communities (i.e, microphytobenthos (MPB) mainly comprising epipelic diatoms, and prokaryotes mainly composed of bacteria) that inhabit in the permeable bottom sediments (Underwood and Paterson, 1993; Orvain et al., 2014; Paterson and Hope, 2021). The pore volume in the sedimentary bed provides high diversity of niches and supports a rich community of benthic microbial communities (Hunter et al., 2006). Some of these produce extracellular polymeric substances (EPS) to attach to sand grain surfaces (Gobet et al., 2012; Chen et al., 2017b). The natural rhythmicity of EPS production by diatom has been extensively investigated, which were reported to be well associated with its migration across the sediment-water interface in response to both internal (i.e., the endogenous rhythms) and external factors (i.e, environmental stresses such as hydrodynamic forces and radiation) (de Brouwer and Stal, 2001; Orvain et al., 2003; Perkins et al., 2004; Chen et al., 2022). Direct microscopic observations and technologies have revealed that more than 99.9% of the bacteria live in the form of biofilms on a variety of interfaces (Donlan and Costerton, 2002).

Biofilms are defined as aggregates of microorganisms in which cells are frequently embedded in a self-produced matrix of EPS that are adherent to each other and/or an interface (Vert et al., 2012). The EPS were featured with a double-stratified structure, i.e., colloidal EPS and bound EPS (Wingender et al., 1999). Colloidal EPS refer to the outer layer that are soluble in water, while bound EPS are tightly attached to the cell wall (bound EPS can be further classified into loosely-bound EPS and tightly-bound EPS, using different extraction methods). Different EPS fractions may pose distinct impact on the sediment properties. Colloidal EPS have been reported in previous study showing the potential of inhibiting desiccation by maintaining high pore water content (Orvain et al., 2003; Chen et al., 2017a). Bound EPS on the other hand are commonly related to biological cohesion, which contributes to the function of stabilizing sediment grains. In this respect, a phenomenon called “biostabilization” was defined in pioneering research as a hindered sediment erosion caused by biological action (Paterson and Daborn, 1991), which has been widely investigated in the last decades (de Brouwer et al., 2005; Lubarsky et al., 2010; Gerbersdorf and Wieprecht, 2015; Chen et al., 2019; Gerbersdorf et al., 2020; Chen et al., 2021).

The EPS bound on sediments have recently been recognized as a potential contribution to the “blue carbon” pool, which may exist for thousands of years or longer (Douvere, 2021; Valentine et al., 2021). While benthic microbes convert available carbon into microbial processed compounds along with their own biomass, microorganisms tend to attach to surfaces, therefore the microbial residues usually accumulate on mineral-associated bottom sediments (Ma et al., 2018). Once carbon is in the sediments, some of it is respired by microbes and returns to the atmosphere as carbon dioxide. However, some of the carbon stays stored, often for hundreds or even thousands of years, buried deep underground (Jiao et al., 2010; Oakes et al., 2010). The cutting-edge findings, termed as “microbial carbon pump”, have illustrated the role of microbial processes in the production of recalcitrant DOM (RDOM), and RDOM, which potentially to persist for millennia, is therefore an important reservoir for carbon storage (Jiao et al., 2010). Among the three major pathways that have been identified in the microbial carbon pump, direct exudation of microbial cells during production and proliferation (e.g., EPS), presents as an important contribution. For instance, among the various composition of EPS polysaccharide, the refractory components such as deoxy sugars like fucose or rhamnose are more likely to be stored (Oakes et al., 2010).

Therefore, in this study, microbial production and bacterial community structure were determined together with grain parameters over 10 months on the intertidal silty sands in Jiangsu Coast, China, to identify the main factors shaping the bio-physical contexture. We attempted to flesh out the following details that have been overlooked in previous studies, a) Does the bacterial community in coastal sediments vary stronger in centimeter-scale across bed depth than that across sites?; b) As a biofilm community, is their temporal fluctuation high/low so as to present various/similar vertical profiles?; c) Do the physical and biological properties of the bottom sediments vary correlatively or independently?. Filling these knowledge gaps will not only help to decipher the fate of grain-biofilm aggregates and organic matter burial under global changes, but also provide field evidence for the development of sediment transport models as well as blue carbon models incorporating microbial processes.



2 Material and methods


2.1 The study site


2.1.1 The location

Located between 119°30′E~122°20′E, 31°30′N~35°15′N, Jiangsu coast starts from the Xiujian River Estuary and reaches the northern branch of the Yangtze River Estuary. Over a long stretch of the coast (approximately 1, 000 km), the accumulation of sediment from the ancient deltas of Yangtze River and Yellow River together contribute to the formation of tidal flats in this regime, forming a total land area of 32, 500 km2 and marine area of more than 70, 000 km2 (Zhang et al., 1999; Xu et al., 2016; Li et al., 2021). The well-known radial sand ridge system is located at the central zone of Jiangsu Coast, which supplies sediment in the coastal zone (Figure S1, also see Text S1.1 for the general hydrodynamic condition). The sediments and nutrients deposited here have not only provided extensive land resources, but also created a variety of environments which lead to different niches and ecosystems within the submerged habitats.



2.1.2 The observation site

The observation in this study was based on the previously established field station located on the tidal flat, the south of Chuandong Port, Yancheng City, central Jiangsu Coast (Figure 1A). The average tidal range measured here was about 3.68 m, and the average ratio for the flood to ebb duration (current velocity) was 0.73 (1.4) (Jin et al., 2022). The feature of the tidal flat changed seawards from vegetated flat (with salt marshes of Spartina) to bare flat (without vegetation). Nine observation sites were set on a profile, numbered as S1-S9 from land to sea, with S1~ S4 located on the vegetated flat, S5 on the transition, and S6-S9 on the bare flat (Figure 1A).




Figure 1 | The sampling sites. (A) The location of the four sampling sites, among the nine long-term observation sites previously established, numbered of S6 to S9 from land to sea, on the intertidal flats in Jiangsu Coast. Inset - position of the Jiangsu Coast. (B) A site marker set at S9, in a radius (R=5 m) around which three points were randomly selected for sampling. (C) Biofilm formed a patch on the surface of the bottom bed (photos taken at S6 in summer). A paper ruler was place on the bed (13 cm in length) as a scale marker. The biofilm in winter was featured by small fractions of mushroom-like architecture, and in the color of gray and white (D), while a smooth and glue-like thick layer in dark brown was observed in summer, with diatom as the dominant (E). Removal of the ruler uncovered the underlain sediment layer which showed in light brown (E).



In this study, data collected at S6-S9 (located on the bare flat) among the nine sites were extracted for physical and biological analyses and for further comparison across sites (marked with red dots as shown in Figure 1A). The average distance between two adjacent sites was 600 m, except for S8 and S9 (about 250 m). The sediment samples collected at S6~S9 in the middle to lower intertidal zone were predominantly non-cohesive fine-grained (<200 μm in diameter) and often reworked. S6 and S7 were set in the middle of the intertidal zone, where tidal creeks were well-developed. The maximum width of the tidal creek reached 5~8 m, and the migration was significant, which greatly influenced the morphology in this area. Located in the lower intertidal zone area, the hydrodynamic forces at S8 and S9 were stronger, where ripples were formed under wave action (Jin et al., 2022). An observation datum pile was established at each site, which was used to mark the site position and to support the selection of the three points for measurement and sampling (Figure 1B).



2.1.3 The biofilms

During field observation, it was found that the biofilm covered on the surface of the intertidal tidal flat exhibited distinguished apparent characteristics in different seasons, including color, patchiness, smoothness, etc. (Figures 1C–E). In summer, the surficial biofilm was easy to be identified by the color of dark-brown (Figure 1E, diatom and other microalgae or phototrophic bacteria as the dominant, which reflected high chlorophyll concentration), where separate “clusters” or “patches” were connected to form a covered area with a clear boundary (Figure 1C). A close examination showed that the glue-like biofilm layer smoothed the bed surface. After removal of the film, the muddy layer underlain was exposed, in the color of light brown (Figure 1E). In contrast, the biofilm in winter was different (detected by naked eyes), presenting in small fractions of mushroom-like structures, and in the color of gray and white (Figure 1D). The feature of the diatom biofilm observed in summer faded, mainly due to the low temperature, which was replaced by the bacterial-dominated biofilm. Only local colonization was observed in winter (Figure 1D), compared to a globally distributed pattern in summer (Figure 1C). This indicated that seasonal change caused a transition from confluent and compact biofilms to sparsely colonized surfaces with heterogeneous biofilms.




2.2 Sample collection and analytical method


2.2.1 Sediment sampling

Field observation and sample collection were conducted at S6-S9 mentioned in Section 2.2, every 1-2 months from November 2015 to August 2016 (Table 1). Samples were all taken during spring tide when the flat was exposed. Three sampling points were randomly selected for each site in a R=5 m circular experimental area, delimited by the datum pipe set at the center. Depth sediments (including the very surficial “fluffy” layer) were extracted undisturbed from the bottom bed using sediment cores. A sediment core with a depth of 4 cm and diameter of 5 cm was taken at each sampling point. Depth profile was obtained by scaling the core into 6 layers, instead of achieving depth-averaged properties, for both the physical and biological parameters (freezing-cut method was applied for the stratification, see Table 1 for the detailed information). The sampling depth was 4 cm, which was referred to the change of tidal flat surface elevation without considering the extreme weather and the large-scale erosion and sedimentation caused by creek migration. In addition, since the depth profile of EPS naturally presented a distributive property with a high concentration in the top 1 cm layer and a rapid decay within a few centimeters of depth, this study did not involve EPS data at deeper layers. Besides, the scaling was not uniform, but dense-to-sparse from top to down. In rippled area, the cores were taken at the crest, leaving the trough which was filled with water even during exposure. After stratification, the samples collected from three randomly selected sampling points at each site were placed in the same container (50 mL plastic centrifuge tube), defrosted, and stirred to obtain a uniform mixture for further analysis.


Table 1 | Sampling date and core scaling.





2.2.2 Grain size measurement

The grain size distribution of the sample was measured by Malven-Mastersizer3000, a particle size analyzer based on the laser diffraction principle. The measurement range was 0.01~3500 μm. The data acquisition speed was 10 kHz, and the repeatability error was less than 0.5%. The particles were further dispersed in water in the main container for measurement (wet method) when the function of ultrasonic dispersion was turned on. It was employed to ensure the full dispersion of sediment particles when the sample contained fine particles (aggregated of fine mineral grains or organic matters), to improve the measurement accuracy.



2.2.3 EPS extraction and analyses

The extraction of EPS followed the protocols proposed by (Li et al., 2008; Liang et al., 2010). The stratified EPS was extracted in the order of colloidal EPS, loosely bound EPS (LB-EPS), and tightly bound EPS (TB-EPS), respectively. Sediment sample (3 mL, defrosted) was placed in a 50 mL centrifugation tube. Sterile deionized water was added to suspend the sediment to a total volume of 30 mL. The tubes were then centrifuged (3,000 g, 15 min, 4°C). The supernatant was collected and then further centrifuged (13,200 g, 10 min, 4°C) to ensure a complete removal of the suspended solids. The supernatant contained the colloidal EPS. The bottom sediments were resuspended to 30 mL with sterile deionized water and then added with 0.18 mL formamide (37%) (Sunil and Lee, 2008). The formamide was added to protect the cells and to prevent the leak of intracellular matters. The mixture was placed in an orbital shaking incubator and run for 60 min (150 rpm), after which the suspension was centrifuged (5,000 g, 15 min, 4°C) and filtered through 0.45 μm filters to collect the LB-EPS solution. Bottom sediments were resuspended with an extraction buffer (2 mM Na2PO4, 4mM NaH2PO4, 9mM NaCl, and 1 mM KCl, pH 7) to 30 mL, and added with 70 g/g VSS of gel cation exchange resin for the extraction of TB-EPS. The tube was again oscillated (150 rpm, 60 min) in the shaking incubator. Then the supernatant was centrifuged at high speed (10,000 g) for 15 min first and filtered through 0.45 μm filters, to collect the TB-EPS solution. All the EPS solution was stored at -20°C for further analysis of different components.

As the main components of EPS, polysaccharides and proteins were examined respectively (Gao et al., 2008). Anthrone method was applied for the measurement of polysaccharide content in EPS, using glucose as the respective standards (Raunkjaer et al., 1994). EPS-protein was measured following the Lowry method, using bovine serum albumin as the standards (Lowry et al., 1951). Several sediment samples were selected for obtaining the scanning electron microscopy images (SEM, HITACHI S-3000N, 25 kV). Here, note that freeze drying method was used for sample preparation, therefore while the presence of EPS in SEM images can provide evidence of the matrix structure, such images must be viewed with caution when interpretating the biofilm-sedimentary micro-morphology because the sampling process is destructive (Perkins et al., 2006).



2.2.4 Bacterial community

The microbial community structure analysis was determined via 16S rRNA amplicon sequencing (Magigene, Guangzhou, China). PCR amplification, purification, pooling and pyrosequencing of a region of the 16S rRNA gene were performed following the procedure described by (Fierer and Jackson, 2006). The community DNA of microbes was extracted using a FastDNA Spin kit (Bio 101, Carlsbad, CA, U.S.A.). Raw pyrosequencing data were processed using Mothur (Schloss et al., 2009) and QIIME (Caporaso et al., 2010) software. Operational taxonomic units (OTUs) were identified with uclust at the 97% sequence similarity level (Edgar, 2010). Beta diversity (unweighted UniFrac distances) was calculated based on a randomly selected subset sequences per community. See Text S1.2 for the statistical analyses.





3 Results and discussion


3.1 Grain size distribution

The distributive patterns of sediment grain size in winter (Figures 2A–D, left column) showed obvious peaks for all the four sites, indicating that the beds were more homogeneous in components where the grain size was mainly concentrated within the range of 50 to110 μm (classified into coarse silt or fine sands), compared to the summer patterns (Figures 2A–D, right column). Except for S73, S74 and S75, the content of fine particles (<16 μm, including fine silt, very fine silt and clay) in other sediment samples was relatively low (<20%). It is interesting to note that the content of fine particles in the very surficial ~mm layers was low (e.g., S71 and S72), but increasing in the subsurface layer (0.5~3.0 cm depth from the surface, e.g., S73~S75).




Figure 2 | Grain size distribution of sediment examined at different layers (1~6) of the sediment cores collected at different sites (S6~S9) (A–D) in winter (left) and summer (right). Seasonal effect was more obvious on reshaping the distributive curve for Site 6 and Site 7 than the seaward sites (S8 and S9). The first notation represents the site number and the second for the layer, e.g., S61 represents the top layer of the sediment core collected at Site 6. The winter data were collected on 24 December 2015, and the summer data on 19 June 2016.



The summer patterns changed greatly, especially for S6 and S7 (Figures 2A, D), where cohesive particles became dominate. For instance, more than 80% of particles for S61 had the grain size less than 30 μm in summer, compared to the cumulative volume less than 10% of that in winter. The D50 for S61 decreased largely from 67.9 (winter) to 8.2 μm (summer). The distributive pattern became flat, indicating that the heterogeneity increased. This phenomenon was observed not only for the very surficial layer, but also for the sublayers such as S62, S63 and S64 (the top 2 cm), while the cumulative curve gradually retreated to the winter profile for S65 and S66 (2~4 cm). Similar variation occurred for S7. However, the “finer trend” became less obvious for the sites at seaside (i.e., S8 and S9). This means that the bed at landside exhibited stronger potential in capturing and fixing fine particles in summer.

By comparing the seasonal effects in the grain size distributive patterns across S6~S9, S8 and S9 were less affected, indicating by the similar patterns for each layer, despite noted increase in the proportion of cohesive particles (<30 μm) in summer samples. In contrast, the distribution for S6 and S7 changed significantly. This showed that seasonal effects on the grain size distribution of the bottom bed (4 cm in depth) decreased from land to sea in the study area.



3.2 Diversity of bacterial community

Cluster analysis of species abundance was performed for selected samples (2 samples from layer 1 and layer 4 for each site), which was used to represent the community composition and abundance of groups of samples at a certain taxonomic level. Abundance was represented by color shade and the samples were clustered by abundance and composition. In this study, species abundance was clustered at phylum level, as shown in the heatmap (Figure 3A). The value of the relative abundance of each row of species was standardized. The abundance for S6 was very low in each classification, while the abundance for S8 and S9 (S84 and S94) was relatively high. Although the abundance in the top layer of S7 (S71) was very low, the species abundance in the sublayer (S74) largely increased.




Figure 3 | Cluster heatmap (phylum level) for community analysis (A) and relative abundances (percent) of dominant lineages (B) in sediment cores of selected layers (i.e., the top and the 4th layer at each site, 8 samples in total). (A) Samples were represented horizontally, and species were represented vertically. The species were clustered on the left and the samples were clustered on the top, reflecting the similarity of community composition among samples. (B) The results were clustered on the left to obtain the UPGMA tree based on unweighted Unifrac distance (phylum level). The legend in the bottom left corner represents the distance scale.



Beta diversity concerns the differences of biodiversity among samples. Based on the unweighted Unifrac distance matrix, the samples were cluster by UPGMA method, and the results were integrated with the species relative abundance of each sample at the phylum level (Figure 3B). The branch distance represented the similarity of the species composition of the compared samples. Results showed an obvious characteristic of S6 with dominant bacteria of Proteobacteria. The diversity increased from land to sea, showing an overall trend of S91>S81>S71>S61. The increase of hydrodynamic conditions may possibly explain this. In the sub-intertidal zone, the material exchange was frequent, where sediments from different regions attached with different dominant species were strongly mixed in the water column. During calm period, the aggregates of sediments along with their bound organic matters and microbial communities settled down, and become part of the bed, where the new sediment-water interface was formed. This can result in a recombination of microbial communities and competition due to the rapid change of the micro-environments. In addition, by comparing the depth data, it was found that the diversity increased with depth (S64>S61, S74>S71, S84>S81, S94>S91), which was consistent with all four observation sites.

Further analysis showed that S84 and S94 were similar in the community types at the phylum level (Figure 3B). Similarly, the structural composition of S81 and S91 was closed, but the distance between S94 and S91 was greater. The large component of Firmicutes found in other samples (except for S61) was, however, difficult to be detected in S84 and S94, while Chloroflexi and Actinobacteria obviously increased instead. This may also be ascribed to hydrodynamic effect and frequent rework of sediments occurred at the sediment-water interface (Wu et al., 2023). As a result, the sediment that originally covered the surface and had similar composition of the colonies was eroded and transported. The sediment that was brought by the tidal current from other areas and contained colonies that were different from the local community would be deposited on the tidal flat. Therefore, the community was greatly stratified within the first millimeters due to the frequent exchange of materials by stronger hydrodynamic forces in the lower zones.

The microbial community in the sediments presented great heterogeneity both vertically and horizontally, but the changes along depth were more evident. The comparison of samples across sites showed that the abundance and diversity of colonies increased significantly with the increase of offshore distance, indicating that appropriate inundation and hydrodynamic forces (which created more complex environment and material exchange) favored the increase of microbial diversity. Although the physicochemical gradients across the sediment-water-interface usually occurred at the μm or mm scale reported in previous studies (Mcclain et al., 2003; Cai et al., 2022), a stratified microbial community was observed in this study. Our results showed that the distribution of microorganisms in the intertidal bottom bed was not only concentrated within the interface scale, on the contrary, the relative abundance increased deeper into ~cm downward from the surface.




3.3 The micromorphology of sedimentary grains

The particles generally featured as separated mineral grains (Figure 4A, ×150), but biofilms (appeared as white, floc-like substances) were also observed locally adhered to the grain surface (indicated by the red circles, Figure 4A). A zoomed-in image showed the clear micro-morphology of the aggregates, where a visible diatom cell, with Bacteroidetes cells (of much smaller size compared to the diatom) in the surrounding, and their secreted EPS, were found tightly attached/trapped in the “gully” of the outer surface of the mineral grain (Figure 4B, ×1, 000).




Figure 4 | Scanning electronic images showing the micromorphology of the biofilm-sedimentary aggregates. Sediment samples were collected at S7 (A, B) and S8 (C) in winter, 2016.



This indicated that even in winter when biological effects were less significant as previously thought, SEM images of sediment samples provided robust evidence demonstrating that there was still non-neglectable microbial information (“footprints”) incorporated in the sedimentary environment.

A three-dimensional network structure formed by the interweaving of biofilm-sediment particles was clearly observed in the sample collected at S8 (Figure 4C, ×800). Fine particles (d< 30 μm) were embedded in the matrix. While EPS “bridged” and connected individual fine particles, the particles themselves also performed as the skeleton of the matrix. The microbial-abiotic interactions together contributed to the final establishment of such complex network structure formed by both biotic and abiotic elements. In addition, small patches of biofilm were observed locally on grains (Figure 4C).




3.4 The vertical distribution of EPS

Seasonal effects on microbial metabolism in the sedimentary bed were investigated by comparing the depth profile (4 cm from the surface) of EPS in Autumn/Winter and Spring/Summer at S6~S9 (Figures 5, 6).




Figure 5 | Vertical profiles of EPS (represented by stratified EPS of tightly-bound EPS, loosely-bound EPS and colloidal EPS) in the sediment samples collected at S6~S9 in Autumn and Winter, in November 2015 (A), December 2015 (B) and February 2016 (C), note that data were missing for S74~S76).






Figure 6 | Vertical profiles of EPS (represented by stratified EPS of tightly-bound EPS, loosely-bound EPS and colloidal EPS) in the sediment samples collected at S6~S9 in Spring and Summer, in April 2016 (A), June 2016 (B) and August 2016 (C).



The overall EPS contents for all sites were low in Autumn/Winter, with an average total EPS content of about 100 μg/g.DW (Figure 5). Different from traditional knowledge, EPS was not only concentrated at the millimeter scale, but exhibited a certain content in all the six stratified layers, and the vertical distribution was relatively uniform (Figures 5A–C, changed from 60~150 μg/g.DW for all the 69 samples). Moreover, the maximum EPS layer content did not exist in the top layer though, but in the sub-surface layer at the depth of about 1.5~2.5 cm below the surface. This may be related to the fact that in Autumn/Winter there were mainly bacterial biofilms instead of microalgal biofilms due to the low temperature. Unlike benthic microalgae, most bacterial community do not rely on photosynthesis to sustain their growth, therefore, they successfully survive in the pores of the sediment extended deeper into the bed. As the sub-layer was protected by the overlain sediments without being directly disturbed by the flow, the EPS was accumulated and preserved.

In contrast, the vertical profiles of EPS varied greatly in Spring/Summer, but the variation was rather different across sites (Figures 6A–C). The overall EPS content at S6 and S7 were relatively high, compared to S8 and S9. Taking S7 sampling in April 2016 as an example, the EPS content in each layer reached about 200 μg/g.DW (Figure 6A), which was twice as high as that in Autumn/Winter (Figure 5A). However, the EPS for S6 and S7 showed obvious heterogeneity in vertical distribution, where highly concentrated EPS was distributed in the top 2 mm layer (Figure 6B). The surficial EPS content reached up to 650 μg/g.DW (S6) and 450 μg/g.DW (S7), 4~6 times of that in Autumn/Winter (Figure 5B). Meanwhile, the content in the sub-layer (0.2-0.5 cm from the surface) decayed rapidly to lower than 300 μg/g.DW, and to 100~150 μg/g.DW for S66 and S76 (3~4 cm from the surface), less than 1/4 of that in the top-layer (Figure 6B). In contrast, the average EPS levels for S8 and S9 (Figures 6A–C) did not increased significantly compared to the Autumn/Winter condition (Figures 5A–C). The contents for each layer were closed, with little change along the depth, which was quite different from the highly stratified vertical profile shown for S6 and S7.

This phenomenon may be related to the abundance of benthic microalgae changing in different seasons. In Spring/Summer, temperature, radiation, and other environmental conditions favor the colonization of microalgal biofilms. S6 and S7 were located above the average low tide line, where the exposure duration was longer compared to S8 and S9. As a result, biofilms at S6 showed explosive growth in June (see Figures 1C–E). As the growth of microalgae was also limited by the light condition, the large accumulation of EPS was not found deeper inside the bed. Consequently, the highly concentrated EPS only spread over the first ~2 cm, which was sensitive to depth, resulting in a rapidly decayed vertical profile. For S8 and S9, the exposure of benthic microalgae was inhibited due to partly inundation at high tides. Therefore, changes in the overall EPS content at S8 and S9 sites were relatively small even in Spring/Summer. The decrease of EPS level in August (Figure 6C) can be explained by the grazing pressure, when crabs and other benthic fauna (bioturbation) feeding on the bottom microalgae bloomed in these months (crab burrows can be observed in a large density).

Comparison across sites showed that seasonal effects on the vertical distribution of EPS within the depth of 4 cm of intertidal bottom sedimentary bed decreased with the increase of offshore distance, which was consistent with the seasonal variation of grain size distribution characterized in Section 3.1.




3.5 The correlation between EPS content and grain size

The grain size (represented by D50) along the depth varied correspondingly with the EPS profile (Figure 7, taking the sample collected in the summer of 2016 as an example). The total EPS was represented by the sum of EPS polysaccharide and EPS protein which were two main fraction of the production. Although D50 and EPS profile showed obvious seasonal variations respectively, the trend between the two profiles was closely related. The vertical profile of D50 showed opposite trend against EPS profile across our four observation sites.




Figure 7 | Comparison of vertical profiles of EPS content and grain size (D50) for S6~S9 measured in June 2016.



Further analysis based on 123 sampling results, the EPS content in bottom sediment exhibited tight relationship with the change of the grain size (D50), presenting a negative correlation (Figure 8). With the increase of grain size, the accumulation of EPS in sediment decreased rapidly, fitting a negative power relationship (R2 =0.74). This indicated that the appearance of high concentration of EPS on the tidal flat almost occurred synchronously with the attraction of fine sediments in field. This relationship hints that the potential of biofilm colonization on fine sediment may be much higher than that on coarse grains. Researchers have pointed out that diatoms were more observed in muddy sediments, although there was something of a chicken and the egg situation (Fagherazzi et al., 2013). It remains as open questions that do diatoms preferentially live in muddy sediments, or do they strip the fine grains from water column and enhance the retention? Or, other than that, both are true and a positive feedback triggered much matters. The accumulation of EPS in the sedimentary bed may increase the cohesion and adhesion of the interface, which helps further capture and fix fine particles in the bed. The erosional resistance for fine sediments settling on the flat increases through consolidation, which may need a long calm period to complete such process (Amos et al., 2003; Stone et al., 2008). This means that the newly deposited fine grains may be easily re-suspended under tidal currents. But with biological cohesion, surficial biofilms may increase the initial attachment and successive retention of deposited particles (especially fine particles) (Battin et al., 2003; Battin et al., 2016; Roche et al., 2017). Early research has proved that with favorable environmental conditions, diatom can secrete a large amount of EPS in a very short period (i.e., a few hours), which may well explain the relatively high EPS concentration observed in the top layers in Spring/Summer in this study (Paterson, 1989). Therefore, the quick secreted EPS can further wrap and embed the particles and make them as parts of the EPS matrix away from being eroded individually.




Figure 8 | Correlation between the EPS content and grain size (D50) based on the data collected at S6~S9 (6 layers stratified across 4 cm depth for each site) over 10 months (123 samples in total), R2 =0.7436.



This result provides evidence when biofilm factors should be carefully considered into numerical models when investigating sediment transport, morphological evolution, and ecological mechanisms. The parameterization of EPS can be expressed by the function related to the grain size which has been commonly used by sedimentologists and modelers.

However, it should be noted of the possible effects or limitations of the scale issue, regarding to the thickness of 4 cm layer compared to the natural erosion and deposition that may occur during a period of 10 months. Therefore, the possibility that the tendency showed in Figure 8 could be just that the biofilm and sediments both changed in tandem with the seasons, or should they physically be linked to show a symbiosis effect, awaits to be further investigated.





4 Implications

Biologists working on biofilms have commonly concentrated on the very surficial layer, as biofilm was only thought to form on the surface (without considering the penetration downwards inside the bed), and the thickness of biofilm within ~10-4 m to ~10-3 m was considered. In contrast, variation at a relatively larger scale over a depth of ~100m to ~10 m was concerned for most coastal engineers and sedimentologists. We demonstrated that the microbiological effects did not merely present on the surface, but greatly varied in both physical and biological contexture within the top 4 cm layer. This active layer, incorporating with photoautotrophic communities of cyanobacteria and algae that co-occur with heterotrophic bacteria, provide critical functions in many ecosystems. First, these communities play an essential role in biogeochemical cycling. As the pioneering settler on Earth, they increase biodiversity, fix atmospheric carbon (C) and nitrogen (N) (Elbert et al., 2012). And through metabolism they produce organic matter, which is subsequently partly stored in the bed in the form of EPS carbohydrate and protein, as investigated in this study. This contributes importantly to the “blue carbon” that the wetlands can hold as a main source to RDOM, which potentially to persist for millennia (Jiao et al., 2010). Fossil records also suggest that photoautotrophic surface communities like today’s components formed the earliest terrestrial ecosystems over three billion years ago (Rodriguez-Caballero et al., 2018). This together indicates that the surficial biofilm-sedimentary layer has long influenced Earth’s ambient conditions, affecting processes such as weathering, oxygen accumulation in the atmosphere, carbon sequestration and other major biogeochemical cycling.

In addition, this layer may also control sediment infiltration due to bio-mineral aggregates filling the pores (also known as bio-clogging) (Thullner and Baveye, 2010; Rubol et al., 2014; Volk et al., 2016). Within this matrix, water is found as the dominating component. However, despite 99.8% of the water shared the similar properties with the bulk water, only a small amount of EPS (0.2%) components can reduce permeability significantly (Vogt et al., 2000; Gerbersdorf and Wieprecht, 2015). Meanwhile, water retention can be increased on the other hand, by inhibiting evaporation in the face of high temperature and drought as the changing environments, due to the formation of biofilm which is beneficial to maintaining water (Orvain et al., 2003). Moreover, the microbial community generally seemed to have the ability to adapt to, tolerate and recover quickly from desiccation and rewetting events (McKew et al., 2011). This hints the potential to create a relative stable micro-environment and improve the resilience of soils which could further support the plants and other benthos living there in coastal zones.

The barriers hindering a further development of biomorphodynamic, ecological and carbon frameworks mainly include a shortage of field data for model calibration and confirmation of simulation results (Arlinghaus et al., 2021). Existing modeling studies on large-scale morphological change induced by benthos are often only partly validated, e.g. by flume-scale experiments (Wood and Widdows, 2002; Van Prooijen and Winterwerp, 2010). Therefore, the data generated in this study enable further comparisons between model result and field measurement, which were usually limited to a few points in space and time in previous studies (Wood and Widdows, 2002; Lumborg et al., 2006).

Moreover, the variation of the microbial community across sites from land to sea and the variation with seasons both shows potential significance in predicting and coping with future environmental changings from the perspectives of preservation of gene pools. For instance, under the stress of sea level rise and global warming, the microbial community distribution (horizontal and vertical) in sediments may also reshape at the transition zone (quasi-abiotic-biotic); while the fate of the sediments and their associated microbial community is tightly related. High microbial diversity and rich gene pool are possibly conducive to the adaptive strategy of microbial community in changing environment, which awaits to be further explored. While this study could be the first step of the journey, further efforts on establishing the long-term database of the biological-physical contexture may be used as an early-predictor for the change of intertidal ecology under global changing and human activities. Collaborative work among hydraulic and sedimentation engineers as well as ecologists therefore awaits to be further established in this field where appropriate inter-disciplinary approaches are needed and mutual goals to be achieved (Gerbersdorf et al., 2020).




5 Conclusion

In this study, microbial activity was observed over a depth of 4 cm on Jiangsu tidal flats over 10 months. We demonstrated that the microbiological effects did not merely present on the surface, but greatly varied and stratified within the top 4 cm layer. This provided robust evidence for the co-existence of biofilms over intertidal system, and the penetration potential from the flat surface downwards inside the deeper bed. Detailed analysis further demonstrate that bacterial community structure showed a clear vertical variation with higher operational taxonomic unit (OTU) numbers at 1-2 cm depth than in the top 2 mm, probably because of the decreasing disturbance by hydrodynamic forces with sediment depth. However, the microbial production rates and metabolic activities, represented by extracellular polymeric substances (EPS) production, were always higher in the top layers. In addition, seasonal changes were strongly reflected in the vertical patterns of EPS but could not explain the variation across sites. The overall EPS secretion in spring and summer was generally at high level than that in autumn and winter, with the maximum value of 5~6 times higher. Nevertheless, the Scanning Electronic Images of the samples showed that even in winter, the micromorphology exhibited clearly formed biofilm-sedimentary matrix. Interestingly, the concentration of EPS was in good relationship to the grain size of their bound sediments (represented by the value of D50), independent of temporal or spatial variation. With the decrease of the grain size, the EPS concentration increased exponentially. Despite the significant variation on microbial activity and sedimentary grain size individually, the basic relationship between EPS concentration and D50 however did not alter. Our results demonstrate that spatial scale (especially in depth) should be carefully considered when investigating ecological mechanisms that could be largely influenced by the sedimentary bio-physical contextures.
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Marine Heatwaves (MHWs) are considered one of the main consequences of global warming. MHWs negatively affect ecosystems, threaten economies, and intensify storms. In this work, we investigated the main characteristics of MHWs in the Mediterranean Sea from 1982 to 2020 and examined the relationship between their frequency and teleconnection patterns (e.g., East Atlantic Pattern (EAP) and East Atlantic/Western Russian Pattern (EATL/WRUS)). We then focused on the most intense MHW events that occurred in 2019 in the western Mediterranean Sea (WMB) and eastern Mediterranean Sea (EMB) by examining the link between the SST anomaly (SSTA) and various atmospheric forcings during these events. Our results showed that MHWs were more frequent and intense in the WMB than in the EMB on temporal and spatial scales, while the duration of MHWs was longer in the EMB. The trend of MHW frequency and duration in the Mediterranean Sea between 1982 and 2020 was about 1.3 ± 0.25 events/decade and 3.6 ± 1.16 days/decade, respectively. More than half of all MHW events in the Mediterranean Sea were recorded in the last decade (2011-2020). The results also showed that the EAP plays an important role in modulating MHW frequency in the Mediterranean Sea, with a strong positive correlation of 0.74, while the EATL/WRUS was strongly negatively correlated with MHW frequency in the EMB, with a correlation of about -0.60. In 2019, six MHW events were observed in the WMB, three of which were classified as strong events (SST exceeded two times the climatological threshold), while two events were detected and classified as strong events in the EMB. In the WMB, the 2019 MHWs extended to a depth of about 20 meters into the water column, while the MHWs in the EMB extended to greater depths of over 50 meters. The strong MHW events in the WMB were associated with a large positive heat flux anomaly and a shallow mixed layer. In the EMB, the high SSTA associated with MHW events caused heat loss from the ocean to the atmosphere and was associated with a shallow mixed layer and anomalously low mean sea level pressure. Finally, a negative relationship between the SSTA and surface Chl-a concentrations was observed during the 2019 MHW events. This negative influence of MHWs on Chl-a was more pronounced in the WMB than in the EMB, suggesting that the WMB MHW events were intense enough to infer a response to chlorophyll-a concentrations.
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1 Introduction

Large-scale episodes of unusually high ocean temperatures, known as marine heatwaves (MHWs), have recently become a major concern in climate change research (Marx et al., 2021; Mohamed et al., 2022b) because of their destructive impacts on marine ecology and ecosystems (Olita et al., 2007; Selig et al., 2010; Bond et al., 2015; Frölicher and Laufkötter, 2018; Darmaraki et al., 2019a; Darmaraki et al., 2019b; Sen Gupta et al., 2020). MHWs have ecological and socioeconomic impacts, including coral bleaching, mortality of benthic communities, decrease in sea surface productivity, and loss of seagrass beds and kelp forests (Garrabou et al., 2009; Eakin et al., 2010; Chefaoui et al., 2018; Hughes et al., 2018; Le Grix et al., 2021). In addition, some organisms respond to MHW by shifting their geographic distribution, which in turn impacts fisheries and ecosystems both locally and globally (Mills et al., 2013; Kuroda and Yokouchi, 2017). MHW can result from atmospheric forcing, oceanic processes, or a combination of both, and the contribution of these factors can vary from event to event depending on the season and geographic location. Air-sea interactions, particularly heat and wind fluxes, are the most common causes of recorded MHWs (Mavrakis and Tsiros, 2019; Smale et al., 2019; Benthuysen et al., 2020; Ibrahim et al., 2021; Miyama et al., 2021). Overheating of the ocean surface due to anomalous air-sea heat flux is the most common cause of MHWs (Olita et al., 2007; Schlegel et al., 2021). Another important and well-documented cause of MHWs is heat advection by ocean currents, which can form areas of warm water (Oliver et al., 2017; Holbrook et al., 2019). Winds can either enhance or suppress warming during an MHW event, and large-scale atmospheric and oceanic teleconnection patterns can influence the likelihood of an MHW occurring in specific regions (Garrabou et al., 2009; Holbrook et al., 2019; Mohamed et al., 2021; Mohamed et al, 2022a).

The Mediterranean Sea lies between 30° to 46°N and 5°50’ W to 36°E as shown in Figure 1. It is a semi-enclosed basin separating Europe and North Africa. It covers a total area of 2.5 million km2. The average depth of the Mediterranean Sea is 1460 meters and the maximum depth is 5267 meters in the Greek Matapan Trench. The Strait of Sicily divides the Mediterranean Sea into two deep basins, and connects the Western Mediterranean (WMB) with the Ionian Sea. The Mediterranean Sea is connected to the Atlantic Ocean through the Strait of Gibraltar and to the Black Sea through the Dardanelles (Longhurst, 2007). The Mediterranean Sea is characterized by high salinity, high temperature and high density. In the Mediterranean, the net evaporation exceeds precipitation and drives an anti-estuarine circulation through the Strait of Gibraltar, contributing to very low nutrient concentrations (Tanhua et al., 2013). It plays a fundamental role in regulating regional climate (Pastor et al., 2020). Most of the processes of global ocean circulation occur within it, such as deep-water formation and thermohaline circulation. Summers in the Mediterranean are hot and dry, while winters are wet and cool (Criado-Aldeanueva and Soto-Navarro, 2020). The Mediterranean is also known for its distinctive regional features, which include strong seasonal temperature and precipitation contrasts, strong wind systems, heavy precipitation, and Mediterranean cyclones (Lionello et al., 2006; Nadia et al., 2006; Allam et al., 2020). The Mediterranean Sea is considered a hotspot of climate change (Skliris et al., 2012; Pastor et al., 2020; Soukissian and Sotiriou, 2022). Moreover, it is an area where offshore wind energy is currently in the development phase. The main intense wind regimes found in the Mediterranean Sea are, for example, the sirocco, a wind that blows from the Sahara desert towards the Mediterranean Sea and reaches high speeds especially in spring and autumn, the tramontana, a northerly wind that occurs in many Mediterranean countries, Mistral is a strong northwesterly wind that blows across the Rhône Valley into the Gulf of Lion in France, the Etesians are seasonal northerly winds that blow across the Aegean Sea in summer, and Bora is a northeasterly wind that blows in the Adriatic Sea, especially from November to March (Soukissian and Sotiriou, 2022). These wind systems shape the wind climate of the basin and influence SST variability and water circulation in the Mediterranean Sea (Soukissian and Sotiriou, 2022). The Mediterranean region is not only a climate change hotspot, but also a true biodiversity hotspot (Mannino et al., 2017; Criado-Aldeanueva and Soto-Navarro, 2020). Although it represents only a small portion of the world’s oceans, it hosts an unusually rich and diverse biota. It hosts about 17,000 species that account for 4-18% of the world’s marine biodiversity (Mannino et al., 2017).




Figure 1 | The Mediterranean Sea with the main geographic features (e.g., countries). The bathymetry is according to the GEBCO bathymetric dataset (www.gebco.net).



In the Mediterranean, SST variations are mainly controlled by variations in air-sea heat flux, vertical mixing, and horizontal heat advection. The inflow of North Atlantic surface water at the Strait of Gibraltar provides an important source of heat to the basin and balances the net heat loss from the sea surface and from the Mediterranean Sea. The Mediterranean Sea is one of the first ocean regions where temperature increase has been linked to the greenhouse effect, global warming, and large-scale climate variability (Bethoux et al., 1990; Skliris et al., 2012; Mohamed et al., 2019a). Due to the uniqueness and importance of the Mediterranean Sea ecosystem, some studies have focused on MHW events that have occurred in this region, using different approaches. For example, Sparnocchia et al. (2006) and Olita et al. (2007) have studied the MHW event that occurred in the WMB in 2003 which is one of the earliest known strong MHW events. During this event, SST anomalies reached ~3°C above the climatological mean due to a sharp increase in air temperature and a decrease in wind stress and air-sea exchange. This MHW event lasted more than a month. The same factors observed as driving the anomalous SST warming in the Eastern Mediterranean (EMB) during the 2007 heatwave, which was 5°C above the climatological average (Mavrakis and Tsiros, 2019). Ibrahim et al. (2021) examined the spatial variability and trends of MHWs in the EMB from 1982 to 2020 and found that the mean frequency and duration of MHW in the EMB have increased by 40% and 15%, respectively, over the past two decades. They also found that the 2020 MHW events was associated with a decrease in wind stress, an increase in air temperature, and an increase in mean sea level pressure. Recently, Juza et al. (2022) studied subregional MHWs in the Mediterranean Sea between 2012 and 2020. They found that subregional trend estimates for mean and maximum MHW intensity, mean duration, and number of events varied by 0.06-013 °C/decade, 0.26-0.55 °C/decade, 1.23-3.82 days/decade, and 1.1-1.8 events/decade, respectively. In addition, the study concluded that the most intense and near-surface events preferentially occur in summer and fall when the water column is most stratified, and that MHWs propagate deeper in the water column in winter when wind-driven vertical mixing weakens the stratification.

There is little knowledge about the variability of MHWs in the Mediterranean region and how it might be affected by large-scale climate variability. In our study, we focused on the relationship between the frequency of MHWs in the Mediterranean Sea and their relationship with the variability of large-scale climate modes (e.g., East Atlantic Pattern (EAP) and East Atlantic/West Russian Pattern (EATL/WRUS)) because they have been found to be correlated with the long-term warming trend in the Mediterranean Sea and to directly influence SST variability in the region (Bethoux et al., 1990; Skliris et al., 2012; Mohamed et al., 2019a). The East Atlantic Pattern (EAP) is the second prominent mode of low-frequency variability over the North Atlantic and occurs as the leading mode in all months. The EAP is structurally similar to the North Atlantic Oscillation (NAO) and consists of a north-south dipole of anomaly centers spanning the North Atlantic from east to west (Barnston and Livezey, 1987). The positive phase of the EAP is accompanied by above-average surface temperatures in Europe during all months. The East Atlantic/West Russian pattern (EATL/WRUS) is one of three prominent teleconnection patterns that affect Eurasia throughout the year (Barnston and Livezey, 1987). The EATL/WRUS pattern consists of four main anomaly centers. The positive phase is associated with positive height anomalies over Europe and northern China and negative height anomalies over the central North Atlantic and north of the Caspian Sea. The main surface temperature anomalies associated with the positive phase of the EATL/WRUS pattern reflect below-average temperatures over much of western Russia and northeastern Africa.

Most MHW research conducted in the Mediterranean region either focused on specific events (e.g., Sparnocchia et al. (2006); Olita et al. (2007); Mavrakis and Tsiros (2019)) or examined MHWs without investigating their relationship with the variability of large-scale climate modes (e.g., Ibrahim et al. (2021); Juza et al. (2022)). In the current study, we attempted to provide a comprehensive analysis of MHWs in the Mediterranean Sea. Thus, the objective of this work is to investigate the long-term spatiotemporal variability of SST and MHW in the Mediterranean Sea between 1982 and 2020. This work also compares the interannual variability of MHW occurrence in the WMB and EMB to gain a better understanding of whether the two basins are subject to coherent or different variability in their MHWs. The relationship between the frequency of MHWs and the variability of large-scale climate modes (e.g., EAP and EATL/WRUS) will also be investigated.

In summer 2019, Western Europe (France, Switzerland, Austria, Germany, Czech Republic, Italy, and Spain) was hit by two extreme atmospheric heatwaves that exceeded historical records by more than 1°C (Vautard et al., 2020; Sánchez-Benítez et al., 2022). These heatwaves had significant impacts on society, including several thousand deaths, and were considered the deadliest global disaster of 2019 (Vautard et al., 2020). The devastating impact of the 2019 heatwaves in Europe on society and human well-being prompted us to investigate how the effects of such events might affect the ocean. Therefore, we focused on the MHW events that occurred between June and December 2019 and their relationship to the heat flux anomaly, mixed layer depth anomaly (MLDa), and atmospheric variables (such as the air temperature anomaly (Ta), mean sea level pressure anomaly (MSLPa), and wind stress anomaly (WSa)). Finally, we examined the effects of the high SST anomaly (SSTA) on surface chlorophyll-a (Chl-a) concentrations in the WMB and EMB between June and December 2019.




2 Materials and methods



2.1 Datasets

Daily SST data from January 1982 to December 2020 are from the National Oceanic and Atmospheric Administration Optimum Interpolation Sea Surface Temperature NOAA OISST (Reynolds et al., 2007). This dataset is an interpolation of SST remote sensing values from AVHRR imagery into a regular 0.25° x 0.25° grid with daily temporal resolution. Mediterranean Sea data were extracted from the global data.

The European Centre for Medium-Range Weather Forecasts (ECMWF) ERA5 was used to obtain atmospheric variables and heat flux components (Hersbach et al., 2020). Atmospheric variables used were winds at 10 m (U10 and V10), air temperature at 2 m, and pressure at mean sea level. The total net flux at the sea surface was calculated using net shortwave radiation, net longwave radiation, latent heat flux, and sensible heat flux. The data set has a spatial resolution of 0.25° x 0.25° and an hourly time step.

Daily MLD and potential temperature at different water depths are from the Copernicus Marine Service (CMEMS) Ocean Data product. The data used is a physical reanalysis product generated by a numerical system consisting of a hydrodynamic model from the Nucleus for European Modelling of the Ocean (NEMO) and a variational data assimilation procedure (OceanVAR) for vertical temperature profiles. The horizontal grid resolution of the model is 0.04° x 0.04° and it has a daily temporal resolution (Escudier et al., 2020).

Daily average chlorophyll-a concentrations were taken from the Copernicus Marine Service (CMEMS). The dataset is newly processed surface chlorophyll concentrations from multiple satellite observations and daily climatology from SeaWiFS. The dataset has a spatial resolution of 0.04° x 0.04° and a daily temporal resolution (Garnesson et al., 2022).

Finally, the normalized time series of the East Atlantic Pattern (EAP) and the East Atlantic/West Russian Pattern (EATL/WRUS) were obtained from the NOAA Climate Prediction Centre.




2.2 Methods of analysis



2.2.1 The SST variability and trends

Empirical orthogonal functions (EOFs) analysis (Thomson and Emery, 2014) was used to assess the predominant spatiotemporal characteristics of SST variability from 1982 to 2020, using the monthly de-seasonalized and detrended SST dataset to focus on non-seasonal variability. Thus, before decomposing EOF, the seasonal cycle and linear trends were removed from the monthly mean SST anomalies in each grid cell, and each point time series was divided by its standard deviation to normalize SST (Fenoglio-Marc et al., 2012; Mohamed et al., 2019b). The mean seasonal cycle was estimated by calculating the monthly mean values for each calendar month at each grid point.

The SST anomalies were calculated by removing the historical climatological mean (1982-2020) at each grid point from the SST values at the same location (grid). The strong seasonal signal was removed from the SSTA data in each grid cell to obtain a de-seasonalized maps and time series (Skliris et al., 2012). This was done by subtracting the climatological mean of each calendar month from the corresponding months in all years. The least squares method (Wilks, 2019) was used to estimate linear trends in the deseasonalized monthly SSTA. The Modified Mann–Kendall test (MMK) (Hamed and Ramachandra Rao, 1998; Wang et al., 2020) was used to test the statistical significance of the trends. In this study, the significance level was set at p ≤ 0.05 to ensure that all reported trends were statistically significant at least at the 95% confidence level.




2.2.2 MHWs calculations and relation with the other variables

In this work, we applied the standard MHW definition of Hobday et al. (2016) to daily SST data from January 1982 to December 2020 to identify MHWs at the surface throughout the study period (1982-2020) and below the surface between June and December 2019. As defined by Hobday et al. (2016) an MHW is an unusually warm water event that persists for at least five or more consecutive days and during which SST exceeds the seasonally variable 90th percentile threshold. The climatological mean and 90th percentile threshold are calculated in each grid cell for each calendar day of the year using daily SST data over a 39-year (1982-2020). Two consecutive MHW events with a gap of 2 days or less are considered a single event. Each MHW event is described by a set of metrics as follows: Duration (in days) is “the time between the start and end dates of an event”, Frequency (in events) is “the number of events that occurred each year”, Mean Intensity (°C) is “the average SSTA values during the duration of the event”, Maximum Intensity (°C) is “the highest SSTA during an event”, Cumulative Intensity (°C.days) is “the integrated SSTA over the duration of the event”, and total days (in days) is “the sum of MHW days in each year” (Hobday et al., 2016; Hobday et al., 2018).

We used the MATLAB toolbox M_MHW to determine all MHW metrics (Zhao and Marin, 2019). Annual statistics and time series for MHW frequency and duration were calculated from 1982 to 2020 for each region (whole Mediterranean, EMB, and WMB). Linear trends in SSTA and MHW characteristics are estimated using the least squares method (Wilks, 2019) and their statistical significance is determined using the Modified Mann-Kendall test (MMK) at the 95% confidence level, which takes autocorrelation into account when assessing the significance of the trend (Hamed and Ramachandra Rao, 1998; Wang et al., 2020).

The annual temporal variations in these MHW characteristics are correlated with teleconnection patterns such as EAP, EATL/WRUS, and NAO to better understand the relationship between MHW and atmospheric-oceanic connections.

We used ERA5 data (e.g., U10, V10, air temperature, mean sea level pressure, and heat flux components) to examine atmospheric conditions during the most intense MHW event that occurred between June and December 2019 in both the WMB and EMB. Daily mean values of atmospheric variables were calculated by averaging hourly data. Atmospheric variables and MLD anomalies were constructed in the same manner as for SST based on a daily climatology from 1982 to 2020.

We estimated the surface net heat flux QT in W/m2 from June to December 2019 according to Thomson and Emery (2014) and as described in Pinardi et al. (2003) and Nagy et al, (2017), Nagy et al, (2021) as follows:

	

Where Qs is the amount of heat absorbed by the ocean from incident solar radiation in W/m2, Qb is heat loss from back radiation in W/m2, Qc is sensible heat loss from convection and conduction in W/m2, and Qe is heat loss from evaporation (latent heat) from the ocean surface in W/m2.

The wind stress components in east and north directions (τwx, τwy) were calculated according to Hellerman and Rosenstein (1983) and described by Nagy et al. (2020) in N/m2,

	

where ρa = 1.2 (kg/m3) is the density of air, CD is the drag coefficient and computed according to Hellerman and Rosenstein (1983), and (W) is the wind speed component (m/s), which represents the magnitude of the wind vector and is calculated as the square root of the summation of the squares of the wind components. Daily averages of atmospheric parameters were obtained by averaging hourly data.

Finally, we examined the role of SSTA during MHW events in modulating surface productivity (Chl-a) by calculating their correlation and comparing their time series between June and December 2019.






3 Results



3.1 Mediterranean SST variability and trends (1982-2020)

The first three EOF modes of SSTA explain about 76.57% of the total deseasoned variance in the SST data, as shown in Figure 1 in the supplementary material. The first mode explains 55.42% of the total deseasoned SST variance (Supplementary Figure 1A). The spatial pattern shows positive values throughout the Mediterranean Sea, indicating an in-phase oscillation of the entire basin around the steady-state mean. The highest SSTA variability was observed over the WMB and the Adriatic Sea. The lowest SSTA variability was observed in the EMB, with minimal amplitude in the Aegean Sea and Levantine Basin. This SST variability is due to two reasons: the first reason is the presence of strong and persistent winds such as Tramontane and Mistral in the northwestern Mediterranean Sea and the Etesian winds in the Levantine Basin (Pastor et al., 2018; Pastor et al., 2020); the second reason is the input of external water masses, such as the cold water inflow from the Atlantic Ocean through the Strait of Gibraltar into the Alboran Sea and the cold water inflow from the Black Sea through the Strait of Dardanelles into the Aegean Sea (Skliris et al., 2011; Skliris et al., 2012; Mohamed et al., 2019a). In the corresponding PC1 time series, the highest positive peak of interannual variability was found in the summers of 2003 and 2017, which were the warmest summers during our period of record as shown in Figure 2. The highest negative peak was observed in the winters of 1984 and 1996, the coldest winter during the study period (Supplementary Figure 1B). These results are in good agreement with Skliris et al. (2012) and Mohamed et al. (2019a). The second mode of SSTA explains about 15.56% of the total deseasoned variance in the SST data (Supplementary Figure 1C). The spatial distribution is a dipole with opposite variations between the WMB and EMB sub-basins. Maximum variability was found in the WMB, while maximum variability of opposite sign was observed in the Levantine and Aegean basins in the EMB. The corresponding PC2 time series show an alternation of positive and negative trends during the 1982-2020 period (Supplementary Figure 1D). The highest positive peak of interannual variability was found in the summers of 1985 and 1988, while the highest negative peak was observed in December 1984 and 2020. The third SSTA mode explains about 5.59% of the total deseasoned variance (Supplementary Figure 1E). The spatial distribution of this mode shows an out-of-phase oscillation of the central and western/eastern parts of the Mediterranean Sea. The highest variability was observed in the WMB (i.e., Alboran Sea) and EMB, while the lowest variability was observed in the central Mediterranean in the Ionian and Adriatic Seas (Supplementary Figure 1F). These results are consistent with those of Mohamed et al. (2019a) who studied the interannual variability and trends of SST from 1993 to 2017 and found the same pattern of distribution of the first three SST EOFs with different magnitudes.




Figure 2 | The spatial and temporal trend of Mediterranean SST from 1982 to 2020. (A) The spatial trend map of deseasonalized SST in °C/decade and the temporal trend of monthly averaged SSTA for the whole Mediterranean Sea (B), WMB (C), and EMB (D). The SSTA trend is shown by the solid black line.



Figure 2A shows the spatial trend map of deseasonalized SST from 1982 to 2020 in the Mediterranean Sea. A statistically significant (p< 0.05) trend was observed throughout the region with a 95% confidence interval. The linear trend in the Mediterranean Sea is not uniform, ranging from 0.2 to 0.5°C/decade. The WMB basin off the Gulf of Lions and the EMB basin in the Levantine Basin showed the strongest SST trends (> 0.45°C/decade). The lowest SST trends were observed in the Alboran and Ionian Seas (< 0.25°C/decade). Figures 2B–D shows temporal trends in monthly SSTA in the Mediterranean Sea, WMB, and EMB from 1982 to 2020. The temporal SSTA trends in the entire Mediterranean Sea, WMB, and EMB were 0.32 ± 0.035°C/decade, 0.36 ± 0.053°C/decade, and 0.38 ± 0.037°C/decade, respectively. In the WMB, the highest SSTA vaues were observed in 2003, 2006, 2014, 2015, 2017, and 2018, while in the EMB, the highest SSTA vaues were recorded in 2016, 2017, 2018, and 2020.




3.2 Marine heatwaves in the Mediterranean Sea (1982 - 2020)

In this section, we discuss the interannual variability of MHWs in the Mediterranean Sea between 1982 and 2020 and compare their occurrence in the WMB and EMB. We also show all the mean characteristics of MHWs during the study period. Finally, this section also discusses the relationship between MHW frequency and the EAP and EATL/WRUS climate modes.



3.2.1 Mediterranean Sea marine heatwaves interannual variability (1982-2020)

The temporal variability of the frequency and duration of MHWs and their relationship to annual SST in the Mediterranean Sea, WMB, and EMB during the study period are shown in Figures 3A–D. The annual MHW frequency in the Mediterranean Sea and its sub-basins varied from 0 to 7 events/year (Figure 3A). It can also be observed that the annual MHW frequency doubled during the last ten years of the study period. In the WMB, the highest annual MHW frequency (> 5 events/year) was recorded in 2006, 2011, 2012, and from 2015 to 2020, while in the EMB it was observed only in 2010 and 2016. A difference is observed between the variability of annual MHW duration in the WMB and EMB during the study period (Figure 3C). In the WMB, the annual MHW duration varied between 5 and 35 days/year, while in the EMB it varied between 5 and 47 days/year. The longest MHW duration (> 20 days/year) was recorded in the WMB in 2003, 2014, 2016, 2018, and 2020, while it was observed in the EMB in 2013 and from 2015 to 2020. During the study period (1982-2020), 96 MHW events occurred throughout the Mediterranean Sea, with a total of 1495 MHW days. More than half (54%) of the MHW events with 65.9% of the total MHW days have occurred in the last decade (2011-2020).




Figure 3 | Interannual variability of MHW metrics, (A) annual mean MHW frequency (events/year), (B) scatterplots of annual mean SST versus annual mean MHW frequency, (C) annual mean MHW duration (days/year), and (D) scatterplots of annual mean SST versus annual mean MHW duration. The colors black, red, and green represent the entire Mediterranean Sea, the WMB, and the EMB, respectively.



Throughout the study period, the correlation between the regional annual mean SST and the annual mean MHW frequency and duration was calculated for Mediterranean Sea, WMB, and EMB and shown in Figures 3B, D, respectively. The strongest relationship was found between SST and MHW frequency, with correlation coefficients of 0.96, 0.92, and 0.94 for Mediterranean Sea, WMB, and EMB, respectively.




3.2.2 Mediterranean Sea marine heatwaves characteristics (1982-2020)

Figures 4A–F shows the spatial distribution of annual mean MHW characteristics across the Mediterranean Sea from 1982 to 2020. The Mediterranean Sea exhibits high spatial variability in MHW properties. The mean annual MHW frequency varied between 1.5 and 3.5 events, with the highest mean frequency values recorded in the northern part of the WMB, the Adriatic Sea, and the Aegean Sea (Figure 4A). The mean MHW duration ranged from 10 to more than 25 days (Figure 4B), with the longest MHW duration observed in the southeastern part of the EMB (Levantine Basin).




Figure 4 | Main characteristics of marine heatwaves in the Mediterranean Sea during the study period (1982-2020), (A) mean MHW frequency (events), (B) MHW duration (days), (C) mean MHW intensity Imean (°C), (D) maximum MHW intensity Imax (°C), (E) MHW cumulative intensity Icum (°C.days), and (F) MHW total days (days). The black rectangles on panel B and C is showing the selected study regions that represents the EMB and the WMB, respectively.



The mean and maximum annual MHW intensities (Imean and Imax) showed the same pattern of spatial distribution with slightly different magnitudes (Figures 4C, D). The most intense MHWs were observed in the northern part of the WMB and in the northern Adriatic Sea. Moreover, both the mean annual cumulative MHW intensity (Icum) and the total number of days showed the same pattern of spatial variability (Figures 4E, F). Figure 4E shows that the mean annual MHW Icum varied between 15 and 35 °C. days, with the highest values (> 30 °C. days) found in the northern WMB, Adriatic Sea, and eastern part of the EMB. Mean annual MHW total days ranged from 25 to more than 50 days, with the highest values observed in the eastern Ionian Sea (Figure 4F).

The linear trend of MHW metrics (frequency, duration, intensity, and total days) was calculated for the entire Mediterranean Sea from 1982 to 2020, and their significance was tested with a 95% confidence interval. A significant linear trend (p< 0.05) was found for all MHW metrics. The trend for the frequency of MHWs was 1.3 ± 0.246 events/decade and for the duration of MHWs the trend was estimated to be 3.6 ± 1.16 days/decade. For the mean and maximum intensity of MHWs, the trends were 0.06 ± 0.04 °C/decade and 0.12 ± 0.06°C/decade, respectively. Finally, the trend of the cumulative intensity of MHWs was 6.69 ± 2.18 °C. days/decade and it was 27.84 ± 6.33 days/decade for the total days of MHWs.




3.2.3 Relationship between MHW and climate indices

Below, we examine the possible relationship between the climate indices (EAP and EATL/WRUS) and the annual frequency of MHW for the entire study area. Spatial correlation maps and linear correlations between the two climate indices and MHW frequency throughout the study area were calculated and plotted (see Figures 5A–D). A statistically significant high (> 0.65) positive correlation was observed between the EAP and MHW frequency in the Mediterranean Sea with a linear correlation of 0.74 (Figures 5A, B). The highest correlation values were found in WMB, EMB, and the Adriatic Sea. The lowest spatial correlation was found in the Ionian Sea and Alboran Sea. The spatial correlation between EATL/WRUS and MHW frequency varied between -0.1 and -0.7 with a linear correlation of -0.44 (Figures 5C, D). The highest negative (~ -0.6) correlation was observed in the EMB (Levantine Basin and Aegean Sea).




Figure 5 | The relationship between annual MHW frequency and teleconnection patterns over the Mediterranean Sea from 1982 to 2020. The correlation map between MHW frequency and Eastern Atlantic pattern (A) and the scatter plot between them (B). The correlation map between the MHW frequency and the East Atlantic/West Russian pattern (C) and the scatter plot between them (D).



A comparison of the annual time series of MHW frequency (Figure 3A) and the annual time series of EAP (Figure 6A) also showed that both distributions were in very good agreement. Thus, between 1987 and 1994, the frequency of MHWs varied between 0 and 2 events/year, and this low frequency was related to low SSTA values (negative anomalies or close to zero; see Figure 2B) and the negative phase of the EAP. During the strong positive phase of the EAP (2012 - 2020), the frequency of MHWs was high, varying between 3 and 8 events/year, and the highest SSTA was observed during the study period in these years (Figure 2B). The negative correlation between the EATL/WRUS and MHW frequency was also observed when comparing their annual time series between 1982 and 2020 (Figures 3A, 6B).




Figure 6 | The annual time series from 1982 to 2020 of (A) the Eastern Atlantic Pattern (EAP), and (B) the East Atlantic/West Russian Pattern (EATL/WRUS). The red and blue bars refer to the positive and negative phases of the climate indices, respectively.







3.3 Marine heatwave events in the Mediterranean Sea (June – December 2019)

To evaluate MHW events that occurred between June and December 2019 at the surface and subsurface in both the WMB and EMB, we selected a region representing each basin. As shown in Figure 4B, Region 1 represents the EMB, and this region suffers from the longest MHWs in the entire Mediterranean basin. Region 2, on the other hand, represents the WMB (Figure 4C), and this region suffers from the strongest MHWs that occurred in the entire region. The vertical extent of the MHWs was calculated at different depth levels using the same method used to calculate the MHWs at the surface. The temperature threshold was calculated based on the climatological mean of the water temperature at each depth (at the surface and at different levels of the water column); the results are shown in Figures 7–9. The MHW events in each basin were categorized as moderate (when SST exceeds the threshold), strong (when SST exceeds the threshold by a factor of two), severe (when SST exceeds the threshold by a factor of three), or extreme (when SST exceeds the threshold by a factor of four) according to the categorization scheme of Hobday et al. (2018).




Figure 7 | MHW events between June and December 2019 in (A) WMB and (B) EMB. The yellow shaded area refers to the MHW event. The black solid line represents the SST, the black dotted line represents the climatology, the red solid line represents the threshold, and the red dotted lines define the MHW categories. The MHW categories are moderate (when SST exceeds the threshold), strong (when SST exceeds 2X threshold), severe (when SST exceeds 3X threshold), or extreme (when SST exceeds 4X threshold).



Figure 7A shows that six MHW events occurred in the WMB between June and December 2019. The Imean ranged from 1.81°C to 5.27°C, the Imax ranged from 2.25°C to 6.42°C, and the duration of the MHW events ranged from 5 to 20 days. Regarding the severity of the MHW events, three MHW events in the WMB were classified as strong (i.e., the SST exceeded twice the 90th percentile difference) and the remaining events were classified as moderate. The first strong event in the WMB basin lasted 15 days (26/06 to 10/07), and the Imean and Imax values associated with this event were the highest intensity values measured in the WMB basin during the study period. The second strong event in the WMB lasted 6 days (22/07 to 27/07) with an Imean and Imax of 4.14 and 4.8°C, respectively. Finally, the third strong MHW event in the WMB lasted 11 days (24/08 to 3/09) with an Imean and Imax of 4.18°C and 5.38°C, respectively. During the same period, there were only two MHW events in the EMB basin (Figure 7B). Comparing the EMB MHW events with the WMB events, these two events are characterized by low intensity (~ 2°C) and long duration (21 days for the first event and 159 days for the second), and both were classified as strong events in the EMB (Figure 7B).

To evaluate at what level the effect of the defined MHW events ended, subsurface MHW was calculated for both the WMB and EMB at the different depth levels from June to December 2019, see Figures 8 and 9. In the WMB, only the three strong categorized events extended to 15 m depth in the water column (Figures 8A–C), and the effect of these events ended at 20 m depth (Figure 8D). In the EMB, the effect of the MHW extended deeper than in the WMB, reaching to depths of 50 m. As in the WMB, the MHW in the EMB reached the subsurface only in the areas where the SST exceeded twice the threshold (Figure 9).




Figure 8 | The penetration of MHW events into the water column in the WMB at different depths (A) 5m, (B) 10m, (C) 15m, and (D) 20m. The red shaded area refers to the MHW event. The black solid line represents the water temperature, the black dotted line represents the climatology, and the red solid line represents the threshold.






Figure 9 | The penetration of MHW events into the water column in the EMB at different depths (A) 5m, (B) 15m, (C) 35m, and (D) 50m. The red shaded area refers to the MHW event. The black solid line represents the water temperature, the black dotted line represents the climatology, and the red solid line represents the threshold.





3.3.1 Atmospheric conditions associated with the 2019 marine heatwaves in the Mediterranean Sea

In this section, we examine the link between atmospheric conditions (e.g., heat flux, air temperature, mean sea level pressure, and wind stress) and MHW events that occurred in the WMB and EMB between June and December 2019. We focus here on those events that are classified as strong events (i.e., SST exceeded twice the threshold) and had the ability to penetrate deep into the water column (as discussed in Section 3.3). For both WMB and EMB, the atmospheric variable anomalies were compared to the SSTA during the duration of the MHW events (Figures 10, 11, and Supplementary Figures 2-4).




Figure 10 | The mean (A) SST anomaly [°C], (B) total heat flux anomaly [W/m2], (C) latent heat flux anomaly [W/m2], (D) air temperature anomaly [°C], (E) mean sea level pressure anomaly [hPa], and (F) wind stress anomaly [N/m2] during the MHW event (26 June-10 July 2019) in the WMB. Note that the anomalies were calculated based on 1982-2020 climatology from ERA5 hourly data.






Figure 11 | The mean (A) SST anomaly [°C], (B) total heat flux anomaly [W/m2], (C) latent heat flux anomaly [W/m2], (D) air temperature anomaly [°C], (E) mean sea level pressure anomaly [hPa], and (F) wind stress anomaly [N/m2] during the MHW event (23 June-13 July 2019) in the EMB. Note that the anomalies were calculated based on 1982-2020 climatology from ERA5 hourly data.



In the WMB, during the first MHW event (26/06/2019 to 10/07/2019), it was observed that the areas of the WMB that suffered from high SSTA (> 4°C) also suffered from high QT anomaly (> 50 W/m2), high positive anomaly (> 30 W/m2) of latent heat flux, high positive anomaly of air temperature (> 3.5°C), negative MSLP anomaly (< -50 hPa), and close to the mean value of wind stress (i.e., Wind stress anomaly ~ 0 N/m2), as shown in Figure 10. During the second strong event that occurred in the WMB between 22-27 July 2019, areas with high SSTA (> 4°C) had positive anomalies in total heat flux (> 20 W/m2), latent heat (> 20 W/m2), air temperature (> 2.5°C), and MSLP (~ 10 hPa), while the wind stress anomaly was below average (see Supplementary Figure 2). During the last strong MHW event (Aug. 24, 2019, to Sept. 03, 2019) that occurred in the WMB, the high SSTA was combined with the same atmospheric conditions as the second event, but on a larger scale (see Supplementary Figure 3).

Atmospheric conditions associated with the 2019 MHW events were different in the EMB than in the WMB. During the first event, which occurred between 23/06/2019 and 13/07/2019 in the EMB, the high SSTA was accompanied by a negative anomaly of the total heat flux (> 20 W/m2) and latent heat (> 15 W/m2), as well as a high temperature anomaly (> 1.5°C), a low MSLP system (~50 hPa below average), and slightly above average wind stress (Figure 11). In addition, during the second MHW event, which occurred in the EMB between July 22 and December 27, 2019, the same atmospheric conditions were associated with the high SSTA as during the first event, but with higher values (see Supplementary Figure 4).




3.3.2 The 2019 Mediterranean MHWs and the depth of the mixed layer

The temporal variability of the SSTA and MLD anomaly in Mediterranean Sea between June and December 2019 is shown in Figure 12. Here we aim to find out the relationship between MLD variability and the occurrence of MHWs. In both Mediterranean basins, a decrease in mixing layer thickness was observed during MHW events. In the WMB, MLD decreased by 2 to 10 m below average during high SSTA associated with MHW events (Figure 12A). In the EMB, MLD decreased 2 to 18 m below the mean during MHW events (Figure 12B). The time lag between MLDa and SSTA variability was calculated from June to December 2019 for the WMB and EMB. In the WMB, a time lag of 2 days was observed between the MLDa and the SSTA, meaning that the MLD shoaled 2 days before the SSTA increased, whereas in the EMB, the time lag between the MLDa and the SSTA was 1 day.




Figure 12 | Time series of SSTA (red line) and mixed layer depth anomaly (black line) for (A) the WMB and (B) the EMB between June and December 2019. The red shaded areas represent the MHW periods.






3.3.3 The role of 2019 MHWs in modulating surface productivity in Mediterranean Sea

Figures 13A–C shows the temporal variation of SSTA versus log Chl-a concentration in the WMB (Gulf of Lion) during the three strong MHW events that occurred between June and December 2019. During the first and second events (Figures 13A, B), an inverse relationship between SSTA and Chl-a concentration is observed, with a decrease in Chl-a concentration occurred during the MHW events. During the third event (Figure 13C), there is no clear evidence of the influence of the MHW event on the surface Chl-a variability. In the EMB (Levantine basin), the same comparison was made between the SSTA and log Chl-a concentrations (Figures 14A, B). During the first event, which occurred from late June to mid-July 2019, a decrease in Chl-a concentration was observed during the MHW event, while there was no clear relationship between SSTA and Chl-a concentration during the second event. In addition, the correlation between SSTA and Chl-a was calculated over the same period (June to December 2019) in both Mediterranean basins. A negative correlation (R = - 0.49) was found between the SSTA and the Chl-a in the WMB (Figure 15A). While the correlation between SSTA and Chl-a in the EMB was low and insignificant (Figure 15B).




Figure 13 | Time series of SSTA (red line) and log Chl-a concentration (green line) in the WMB during the three strong MHW events between June and September 2019. (A) shows the first event, (B) shows the second event, and (C) shows the third event. The red shaded areas are the duration of the MHW events.






Figure 14 | Time series of SSTA (red line) and log Chl-a concentration (green line) in the EMB during MHW events between June and December 2019. (A) shows the first event and (B) shows the second event. The red shaded areas are the duration of the MHW events.






Figure 15 | Scatter plots of daily mean SST versus log Chl-a concentration for (A) WMB and (B) EMB between June and December 2019, with the black line representing the best-fit linear curve.








4 Discussion

In the last decade, the number of MHW has increased in the Mediterranean Sea, especially off the Gulf of Lion and the Tyrrhenian Sea in the WMB and the Levantine Basin in the EMB. During the study period (1982-2020), 96 MHW events occurred throughout the Mediterranean Sea, with a total of 1495 MHW days. During the last decade (2011-2020), more than half (54%) of the events occurred with 65.9% of the total MHW days. Our results also revealed that MHWs were more frequent and intense in the WMB than in the EMB, while the duration of MHWs was longer in the EMB. The 2019 MHW events occurred in the WMB and EMB along with other extreme events such as atmospheric heatwave and a Medicane (Mediterranean Hurricane). Detailed descriptions of the main results are provided in the following discussion sections.



4.1 The trends of the SST and marine heatwaves (1982-2020)

The spatiotemporal variability of the monthly SSTA was estimated using the EOF analysis. The spatial EOF pattern of the first mode that explained 55.42% of the SSTA variance showed an in-phase oscillation of the whole Mediterranean Sea. This can indicate an in-phase heating or cooling (gain or loss of heat) of the whole Mediterranean water volume. The highest SSTA variability was observed over the western part of the Mediterranean Sea with maximum amplitude off the Gulf of Lion, the Tyrrhenian Sea, and the Adriatic Sea (Figure 1A). Our SSTA trend analysis for the period from 1982 to 2020 showed high spatial variability of the linear SSTA throughout the Mediterranean Sea (Figure 2A). The linear trend analysis showed a nonuniform SSTA trend of 0.2 to 0.5°C/decade throughout the Mediterranean Sea. The strongest trend was observed in the WMB basin off the Gulf of Lions and in the EMB basin in the Levantine Basin. The long-term trends of SST are in good agreement with what was observed from Skliris et al. (2012); Pastor et al. (2020); Ibrahim et al. (2021). From 1985 to 2008, Skliris et al. (2012) found an average warming rate of about 0.37 °C/decade for the Mediterranean Sea and 0.26 °C/decade and 0.42 °C/decade for the WMB and EMB, respectively. Recent studies that have conducted long SST trend analyses, such as Pastor et al. (2020), have estimated a warming of 0.35 °C/decade over the Mediterranean Sea from 1982 to 2019. Ibrahim et al. (2021) calculated that the average rate of warming of the EMB between 1982 and 2020 was 0.33 ± 0.04 °C/decade. The areas that recognized by high SSTA variability and trends were characterized by the presence of MHWs. In the WMB, MHWs were characterized by their high frequency and intensity, whereas in the EMB, MHWs were characterized by their long duration (Figures 3, 4). Furthermore, for the entire Mediterranean Sea, the increasing trend in SSTA (0.32 ± 0.035 °C/decade) from 1982 to 2020 was combined with a trend of 1.3 ± 0.246 events/decade for the frequency of MHWs and a trend of 3.6 ± 1.16 days/decade for the MHWs duration. The estimated MHW trends are consistent with the results of Juza et al. (2022), who estimated trends in MHW frequency and duration between 2012 and 2020 to be 1.1-1.8 events/decade and 1.23-3.82 days/decade, respectively.




4.2 Marine heatwaves frequency and climate indices (1982-2020)

To date, no study has compared the relative effects of large-scale climate modes variability on the occurrence of MHWs in the Mediterranean Sea. In the present work, we investigated the relationship between MHW frequency and the two climate indices EAP and EATL/WRUS in the Mediterranean during the study period (1982-2020). Our results showed a strong positive correlation between the EAP and MHW frequency in the Mediterranean region with a linear correlation of 0.74 (Figures 5A, B), and the spatial correlation maps between the EAP and MHW frequency showed high correlation values over the entire Mediterranean Sea. A comparison of the annual time series of MHW frequency (Figure 3A) and the annual time series of EAP (Figure 6A) also showed that both distributions were in very good agreement. Thus, between 1987 and 1994, the frequency of MHWs varied between 0 and 2 events/year, and this low frequency was related to low SSTA values (negative anomalies or close to zero; see Figure 2B) and the negative phase of the EAP. During the strong positive phase of the EAP (2012 - 2020), the frequency of MHWs was high, varying between 3 and 8 events/year, and the highest SSTA was observed during the study period in these years (Figure 2B). The above results agree well with those of Skliris et al. (2012), who found that the long-term warming trend in the Mediterranean was strongly correlated with the EAP between 1985 and 2008.

A negative correlation was found between EATL/WRUS and MHW frequency in the Mediterranean Sea with a linear correlation of -0.44 (Figures 5C, D), and the spatial correlation maps showed the highest negative correlation in the Levantine Basin and the Aegean Sea. This high correlation is due to the fact that the main surface temperature anomalies associated with the positive phase of the EATL/WRUS pattern reflect below-average temperatures over much of western Russia and northeastern Africa, so they mainly affect the EMB. The negative correlation between the EATL/WRUS and MHW frequency was also observed when comparing the annual time series of both values between 1982 and 2020 (Figures 3A, 6B).

The relationship between MHW frequency and the NAO (The North Atlantic Oscillation) was also studied for the entire Mediterranean region during the study period, but the correlation between them was low and insignificant.




4.3 2019 marine heatwaves in the Mediterranean Sea

As a case study for MHWs in the Mediterranean region, we focused on events that occurred between June and December 2019. After identifying the 2019 MHW events in both the WMB and EMB, we investigated their link with atmospheric forcings and MLD variability, as well as their impact on Chl-a concentrations. The characteristics of the MHW events (Imean, Imax, and duration) that occurred in each Mediterranean basin and their corresponding MHWonset, MHWpeak, and MHWend dates and category are shown in Table 1.


Table 1 | MHW events characteristics in the WMB and EMB between June and December 2019.



Between June and December 2019, six MHW events were detected in the WMB, three of which were classified as strong events, while only two events were detected in the EMB during the same period, both of which were classified as strong events (Figure 7). The vertical extent of these MHW events was calculated to know how deep they could propagate (Figures 8 , 9). The results showed that only the strong events (i.e., when SST exceeded twice the climatological threshold) extended deep into the water column. In the WMB, MHW events extended to a depth of 20 m, whereas in the EMB they extended deeper than 50 m. The extent of MHW in the Mediterranean Sea was also investigated by Juza et al. (2022), who studied subregional MHW in the Mediterranean Sea between 2012 and 2020. Juza et al. (2022) concluded that the potential temperature associated with MHWs reaches a deeper layer in the EMB than in the WMB, which is consistent with our results. However, they found that the 2012-2020 distributions of potential temperature were positive up to 50-150 m in the WMB and up to 400 m in the EMB. This difference between our results and theirs could be due to the fact that they used in situ data for their analysis and averaged them over the 2012-2020 period while looking for the extent of the positive potential temperature anomaly. We, on the other hand, used a physical reanalysis of potential temperature generated by NEMO, and we calculated MHWs at different depths using the definition of Hobday et al. (2016) and focused our analysis on MHW events that occurred between June and December 2019. Moreover, we noticed that the subsurface MHWs that occurred in the autumn months (October to December) penetrates to the deeper water (35m and 50m depth; Figures 9C, D) than the ones that occurred in the summer months (August and September) especially in the EMB. This could be attributed to the strong vertical mixing that occurs in the autumn and winter, which contributing to the higher propagation of the MHWs in these months while the strong stratification of the water column during the summer is decreasing the propagation of the surface MHWs to the deeper water layers. These results are consistent with Juza et al. (2022).

The link between atmospheric forcing anomalies (i.e., total heat flux, latent heat flux, air temperature, mean sea level pressure, and wind stress) and SSTA during MHW events at both WMB and EMB between June and December 2019 was examined (Figures 10 , 11, and Supplementary Figures 2-4). The relationship between atmospheric variable anomalies and SSTA during MHW events differed from the WMB and EMB, and the association of these MHW events with other extreme events (e.g., atmospheric heatwaves and medicanes) was also different in the two basins. In the WMB, during the events between June and December 2019, we found that the high anomaly of SST was associated with a high anomaly of total heat flux, latent heat flux, and air temperature, while the MSLP anomaly was below the climatological average during the first event and significantly higher during the other two events; moreover, the wind stress anomaly was close to zero during the three events. In the EMB, during the same period, the SSTA of the two MHW events that occurred during this period was associated with a negative anomaly in total heat flux, latent heat, and MSLP, while the air temperature anomaly was positive and wind stress was slightly above average. In both basins, the MHW events were associated with a shallow MLD (shallower than the average; Figure 12), and cross-correlation showed a 2-day lag between the MLDa and SSTA in the WMD and 1 day in the EMB. A shallower mixing layer is associated with a lower heat capacity, which could further enhance SST warming and contribute to the formation of MHWs. The lag of a day or two between the shallow MLD and the increase in SSTA cannot be alone the cause of an MHW event. However, in MHWs, there is a combination of factors that can interact to cause an MHW, such as high heat fluxes and low wind speeds. These factors, when combined with the shallow MLD, can lead to an increase in temperature in the surface layer of the ocean. And for such extreme events as MHWs, a one- or two-day change in a variable can lead to an anomalous increase in SST, and thus an MHW. In addition, the long-term reduction in mean mixed layer depth also has important implications for the magnitude of SST extremes (Amaya et al., 2020, Amaya et al, 2021).

We also investigated the possible interactions between the 2019 MHW events in both basins with other extreme events such as atmospheric heatwaves and medicanes. Our study found that the WMB MHW events that occurred between June and July 2019 coincided with the atmospheric heatwaves that hit Western Europe during the same period (Vautard et al., 2020). This observation is consistent with the results we obtained when studying the atmospheric conditions during the WMB MHW events. Therefore, it is believed that the MHW events that occurred in the WMB during the summer of 2019 were mainly due to the atmospheric heatwaves that struck Europe. The abrupt increase in air temperature during these heatwaves resulted in a strong heat transfer from the atmosphere to the ocean, which in turn led to an anomalous increase in SST and then MHW. On the other hand, a Medicane named Scott occurred in the EMB on October 25and 26, 2019. According to news reports, Medicane Scott hit the Sinai Peninsula, the Palestinian territories, and parts of Israel and Egypt, bringing rough seas, strong tropical winds, and up to 200 mm of rain to the affected regions. Such storms are unusual this far east in the Mediterranean, and the driving force reported is the exceptionally warm water temperatures at this location (2-4°C warmer than normal for this time of year; https://modis.gsfc.nasa.gov/gallery/individual.php?db_date=2019-10-26#). The occurrence of the longest MHW event in the EMB (July 22-December 27, 2019) coincided with the occurrence of Medicane Scott. The peak day of this MHW event was October 23, 2019, with an intensity of 2.69 °C (Table 1), and this event caused anomalously high heat loss from the ocean to the atmosphere and high latent heat flux (Supplementary Figure 3). According to our results on the EMB MHW event and the reports on Medicane Scott, the MHW event that occurred between July and December 2019 in the EMB might be contributed to the formation of Medicane Scott.

Finally, the role of MHWs in modulating the Chl-a concentrations in both basins was studied (Figures 13–15). The SSTA associated with MHW events is inversely proportional to Chl-a concentration in both the WMB and EMB basins only during the events with the highest MHW intensity (Figures 13–14). This suggests that the MHWs must be intense and long enough to cause a significant response in chlorophyll concentration. For example, the first two MHW events in the WMB resulted in a decrease in Chl-a concentration at the surface, while the last event did not have a clear significant effect on Chl-a, which could be because the intensity of this event was lower than the other two events. In addition, the first MHW event in the EMB had an impact on Chl-a, while the second event had no impact on Chl-a, which could be due to the very long duration (158 days) of this event and that it also occurred from late July to late December, so the impact of the MHW event on Chl-a could be mitigated by the SST drop in November and December, the beginning of the winter season in our study region.





5 Conclusions and suggestions for future studies

Our main objective was to identify the main spatiotemporal characteristics of MHWs in the Mediterranean Sea using a 39-year (1982–2020) analysis of high-resolution satellite-based SST data. Moreover, in this study we focused on the 2019 MHW events that occurred in the Mediterranean sub-basins (WMB and EMB), their vertical extent, interactions with atmospheric forcings and their impact on surface Chl-a concentrations.

Our main findings in this study are summarized as follows:

	The pattern of SSTA trend between 1982 and 2020 showed high spatial variability over the Mediterranean Sea with trend values between 0.2 and 0.5°C/decade and high values recorded in the WMB basin off the Gulf of Lions and in the EMB basin in the Levantine Basin, which are the same areas distinguished by frequent, intense, and prolonged MHWs during the study period.

	The spatial maps of MHW characteristics between 1982 and 2020 showed a high spatial variability of MHWs over the Mediterranean basins. Thus, the most frequent and intense MHWs were observed in the WMB and the longest MHWs were found in the EMB. The trend in the frequency and duration of MHWs between 1982 and 2020 was estimated to be 1.3 ± 0.246 events/decade and 3.6 ± 1.16 days/decade, respectively.

	More than half (54%) of the MHW events that occurred across the Mediterranean, with 66% of the total MHW days, occurred in the last decade (2011-2020).

	MHW frequency correlated with climate modes during the study period. A strong positive correlation (R = 0.74) was found between the EAP and MHW frequency throughout the Mediterranean, while MHW frequency was negatively correlated with the EATL/WRUS, with a correlation of -0.44.

	Between June and December 2019, six MHWs were detected in the WMB, three of which were classified as strong events, while two events occurred in the EMB, both of which fell into the strong MHWs category.

	The results showed that only the strong events (i.e., when SST exceeded twice the climatological threshold) extended deep into the water column. In the WMB, MHW events extended to a depth of 20 m, whereas in the EMB they extended deeper than 50 m.

	The propagation of the MHWs in the autumn and early winter months (October, November, and December) were higher than their propagation in the summer months (August and September) especially in the EMB.

	The WMB MHW events were associated with a large flux of heat from the atmosphere to the ocean and a decrease in MLD. Moreover, the first two events in the western Mediterranean were synchronized with the occurrence of a strong atmospheric heatwaves that hit Western Europe between June and July 2019. Therefore, we believe that these atmospheric heatwaves and the large heat flux absorbed by the ocean surface, along with the shallow MLD, were the driving forces behind the WMB MHW events between June and December 2019.

	The events of EMB MHW were associated with heat loss from the ocean to the atmosphere. Therefore, we assume that the air-sea flux did not cause the increase in SSTA, but that the high SSTA during the MHWs caused the anomalous upward net heat flux, consistent with the reports of Miyama et al. (2021). Moreover, this anomalously high heat flux absorbed by the atmosphere might be contributed to the formation of Medicane Scott, which occurred between October 25 and 26, 2019.

	Finally, a negative relationship was found between SSTA and surface Chl-a concentrations, and this negative influence of MHWs on Chl-a was more evident in the WMB than in the EMB.



To the best of our knowledge, this study attempted to determine the link between MHW and atmospheric forcings and their interactions with other extreme events during the study period. This could be considered as a first step to better understand that the severity of MHWs is not only directly caused by their occurrence, but also by their interactions with other atmospheric conditions that may lead to other catastrophic extreme events. Therefore, for future work, we propose to investigate the combination between MHWs and other extreme events in the region such as storms, atmospheric heatwaves, low chlorophyll-a events, and extreme nutrient and oxygen depletion events which is also suggested by (Leonard et al., 2014; Le Grix et al., 2021; Hamdeno et al., 2022). Due to the rapid increase in the frequency, days, and intensity of MHW, it is also necessary to quantify their potential impacts on the overall ecological components, structures, functioning, and overall health of the Mediterranean Sea. Therefore, for better regional ocean management, further studies should focus on ecosystem services and assess the socioeconomic impacts of MHWs.
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The dynamic characteristics of atmospheric rivers (ARs) have been researched over the western North Pacific and East Asia due to their close linkage to disastrous precipitation extremes, while very little attention has been paid to the AR features from the western Pacific to Southeast Asia. This study aims to quantify the climatology, long-term trends and variability of different AR properties from the western Pacific to Southeast Asia using an objective identification algorithm, the ERA5 reanalysis dataset and the APHRODITE precipitation dataset for the period 1951-2015. The results indicate a belt of frequent AR activities from the western Pacific to the Andaman Sea during the boreal autumn-winter season. The long-term trend analyses show a significantly increasing trend in AR frequency and an eastward shift of AR plumes. These dynamic changes contribute to the increasing trend of extreme precipitation amounts in the coastal areas surrounding the South China Sea. The intraseasonal variability of the AR associated with the Madden-Julian oscillation (MJO) shows a pronounced enhancement of AR activity in the MJO phase-2 to phase-3 due to the steeper gradient of low-level geopotential height between the Northwestern Pacific and the tropical Indian Ocean. The modulation is partly explained by the enhanced MJO convection and the adiabatic heating in the vicinity of the trough of the 200-500 hPa geopotential thickness of the region. This study shows that ARs are important mechanisms behind the climatology, trends and variability of the regional precipitation in Southeast Asia. This study implies that more attention is required toward the dynamics of these tropical weather systems, particularly for their interactions with other synoptic processes and their response to future climate warming.
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1 Introduction

Southeast Asia, including the populated areas within Myanmar, Thailand, the Indonesian islands and the Maritime Continent, is highly vulnerable to extreme precipitation (World Bank, 2013). Predictions of extreme precipitation in Southeast Asia are crucial for mitigating their impacts on the local communities. However, accurately predicting the spatial and temporal variations of extreme precipitation is highly difficult in this region due to the complex interactions between topography and different scales of atmospheric motion (Chang et al., 2005a; Wang and Chang, 2012; Raghavan et al., 2018; Liang et al., 2021). Therefore, a better understanding of the dynamic processes leading to precipitation and its modulation by different climate regimes is helpful to enhance the predictability of precipitation in this region. This includes quantitively assessing the historical changes in the precipitating weather systems and delivering its key message to the local policymakers associated with climate risk management and mitigation strategies.

The precipitation over the Southeast Asia region is strongly dependent on the monsoon flows of different seasons (Sengupta and Nigam, 2019; Wang et al., 2020) and their interaction with the complicated orography (Chang et al., 2005b; Lim et al., 2017). It is noted that, in contrast to South Asia and East Asia where the southwest monsoon flow can lead to the summer rainy season, the boreal summer is the relatively dry season of the year for Southeast Asia. The mechanism behind the summer dry season is associated with the northward shift of the intense southwest monsoon flow, which extends from the Indian Continent to Indochina Peninsula. This leads to a stationary and stable anti-cyclonic shear in summer, which acts to inhibit precipitating weather systems over most of Southeast Asia. On the other hand, the boreal winter is the relatively wet season of the region due to the domination of the relatively wet northeast monsoon flow from the western Pacific. Previous studies have investigated the long-term trend in precipitation extremes for this region (Manton et al., 2001; Yao et al., 2008; Yao et al., 2010; Cheong et al., 2018). Endo et al. (2009) revealed spatially incoherent trends in extreme rainfall over the region, even within individual Southeast Asian countries. Specifically a significant negative trend for the frequency of the 99th percentile extreme wet days has been observed in Peninsular Malaysia (Zin and Jemain, 2010). In contrast, Suhaila et al. (2010) reported a significant increase in the rainfall intensity trend during the Northeast Monsoon season for the same region. In addition, no pronounced trends in extreme precipitation events have been found over Southeast Asia (Kim et al., 2019). Overall, the above-mentioned studies suggested considerable complexity in the temporal and spatial variations of extreme precipitation across Southeast Asia, which requires more adequate investigations. One of the approaches to such studies is to diagnose the dynamic causes of the historical precipitation changes, particularly from the perspectives of the synoptic processes leading to extreme precipitations.

Atmospheric river (AR), as defined by Zhu and Newell (1994), features long and narrow mesoscale synoptic corridors of moisture transport in the lower troposphere. The dynamical characteristics of ARs and their associated extreme precipitation exhibit strong seasonality in the Asian monsoon region (Kamae et al., 2017a; Kamae et al., 2017b; Kamae et al., 2019; Liang and Yong, 2021). For regions such as western North America and South India, ARs exhibit strong orographical effects on the local precipitation (Smith et al., 2010; Dettinger, 2011; Yang et al., 2018) and linkages to disastrous weather extremes, including floodings, extreme winds, extreme snow (Guan et al., 2010; Gorodetskaya et al., 2014) and freezing precipitation (Liang and Sushama, 2019). Intense AR-related moisture transports are usually observed along the windward side of coastal mountains and weaken when they penetrate inland (Rutz et al., 2015). Such an environment can effectively convert the total-column water vapor to stratiform precipitation due to the topography-forced ascend (Dettinger, 2011; Neiman et al., 2013; Liang and Yong, 2022).

It is worth mentioning that when Zhu and Newell (1998) perform the first statistical analysis that quantifies AR activity globally, they found that the winter moisture transport by ARs (referred to as “river flux”) from the western Pacific to Southeast Asia exhibit similar magnitudes to those affecting western North America and North Atlantic (Figure 1). These systems are considered to be related to large-scale convergence, such as the intertropical convergence zone, instead of the baroclinic disturbances in the midlatitude storm tracks. The recent study by Liang and Yong (2021) revealed that these tropical ARs have a pronounced seasonality with relatively high frequency from October to January. So far, the impact of ARs has been extensively discussed across North America and North Atlantic, but very few studies have focused on the AR features from the western Pacific to Southeast Asia. The relatively high moisture flux within the tropical ARs affecting Southeast Asia implies a potential linkage between these systems and the local extreme precipitation events. This can be reflected by the AR cases detected in 1953 (Figure 2), which led to heavy rain events in the Philippines (Figure 2A) and Peninsular Malaysia (Figure 2B). The neglection of these tropical features by previous AR studies is possible due to two reasons: (1) ARs have been considered only related to poleward moisture transport; hence, a number (more than four-fifths, despite Sellars et al., 2015; Reid et al., 2020) of algorithms for detecting ARs automatically remove any equatorward transports and those without apparent poleward direction (also referred to as tropical moisture filaments Pan and Lu, 2019; Pan and Lu, 2020) according to the current ARTMIP (Atmospheric River Tracking Method Intercomparison Project) protocol (Liang et al., 2022), Guan and Waliser (2015) indicate that tropical AR IVTs typically have a stronger eastward component than poleward component. (2) as pointed out by Liang and Yong (2021), the moisture transport over the main Asian monsoon region is usually considered to be stationary, while typical ARs (like those affecting western North America) are considered to be transient transport of moisture. This hinders the motivation of understanding the climatology of ARs within the subtropical Asian monsoon region as ARs in the Asian monsoon region cannot be simply treated as transient or stationary moisture transport (Park et al., 2020). Such a research gap poses limitations in advancing the understanding and predictability of ARs and the associated precipitation extremes in Southeast Asia.




Figure 1 | The moisture fluxes within ARs (kg m−1 s−1) averaged during January 1992, 1995, and 1996 using data from the European Centre for Medium-Range Weather Forecasts (taken from Zhu and Newell (1998) © American Meteorological Society. Used with permission). The red box shows the study region of this research.






Figure 2 | Typical AR cases detected in the Northeast Monsoon season of 1953: (A) 12:00 UTC 19 Jan 1953; (B) 12:00 UTC 20 Nov 1953. Red lines illustrate AR axes. Blue stippling indicates locations of heavy rain events (Daily precipitation > 35 mm). Methods for AR feature detection are described in Section 2.2.



As quantitively assessing the historical changes in ARs and their associated precipitation extremes will be beneficial for enhancing the predictability of hydrological disasters, this study aims to quantify the climatology and long-term trends of different AR properties from the western Pacific to Southeast Asia using high-resolution climate reanalysis and observational datasets. The paper is structured as follows: Section 2 describes the data and methods used for the analyses of AR characteristics and the associated large-scale environmental factors. In Section 3, analyses of the climatological characteristics and long-term trends of ARs are performed and interpreted in the context of the associated large-scale environmental mechanisms. The findings of the research are summarized and discussed in Section 4.




2 Methodology



2.1 Physical quantity for indicating AR activity

The analyses of the characteristics of ARs are based on two datasets of historical climate reanalysis and observations. First, as the detection of ARs is based on 6-hourly fields of integrated water vapor transport (IVT), the pressure-level data of winds (meridional and zonal components) and specific humidity during the main AR season (from October to March, ONDJFM) of Southeast Asia for the period 1951-2015 is used. We first compute the historical IVT (100-1000 hPa) fields. The formula for the calculation of IVT is as Liang and Yong (2021). The data is from the ECMWF Reanalysis v5 of the European Centre for Medium-Range Weather Forecasts (ERA5, Hersbach et al., 2020), a climate reanalysis data produced by a 4D-Var data assimilation technique and a spectral model at a horizontal resolution of ~28 km and a vertical resolution of 137 atmospheric vertical levels. This dataset has been used in numerous studies on the climatology of ARs (Demirdjian et al., 2020; Lorente-Plazas et al., 2020; Pan and Lu, 2020; Rhoades et al., 2020). To thoroughly generalize the long-term climatology and trends of ARs, the present-day climate version (1979 to 2015) and the extended version (1951-1978) of ERA5 are combined (65 years in total) and used as the inputs of an AR detection algorithm and other AR-related diagnostic procedures. ERA5 is also used for analysing the environmental fields associated with ARs, such as the 850-hPa wind speeds and geopotential height (for indicating the lower-tropospheric circulation steering ARs) as well as the 200-hPa wind field and the 200-500 hPa geopotential thickness (for analyses of the high-level circulation).

For analyzing the AR-associated precipitation, we apply the gridded daily precipitation dataset from the Asia Precipitation—Highly Resolved Observational Data Integration Towards Evaluation of Water Resources (APHRODITE, Yatagai et al., 2014) v1101 & v1101 EX_R1 at a horizontal resolution of 0.25°×0.25°. This dataset is produced by the Research Institute for Humanity and Nature and the Meteorological Research Institute of the Japan Meteorological Agency. This dataset is developed through a spatial interpolation method based on the angular-distance-weighting technique that considers the topographical differences between the interpolation point and the weather station. The data is also based on quality control procedures that handle inhomogeneity and errors in the rain gauge records (Hamada et al., 2011).




2.2 Objective detection of ARs

A modified version of an objective identification algorithm for ARs within the Asian monsoon region is used to explicitly extract the information on AR characteristics over Southeast Asia from ERA5. Detailed configuration description of the algorithm and its comparison with other ARTMIP algorithms can be found in Liang et al. (2022). This algorithm has presented reliability in detecting AR features over East Asia using climate reanalysis and climate model data (Liang and Yong, 2022). However, for the regions of Southeast Asia, several modifications have been made to this algorithm for identifying ARs. First, the modules for filtering tropical moisture filaments are turned off as these can remove the important equatorward features. Second, for isolating AR plumes, relative magnitude thresholds, i. e. the local 85th percentile of IVT for the main AR season of Southeast Asia (Figure 3A), are used to consider the climatology of IVT varying with seasons and locations. Following Pan and Lu (2019), Pan and Lu (2020), the distribution of the relative thresholds is spatially filtered using a 2-D Gaussian filter with a geodesic bandwidth of six degrees (Figure 3B). This is to isolate the plume area more coherently by reducing the biases associated with the fine-scale spatial variation of the thresholds. Another potential benefit of using the relative thresholds is that they can facilitate the detection of the upstream AR features with relatively weak IVTs so that more information on the AR moisture source can be obtained. Similar relative thresholding methods have been commonly used by the current ARTMIP algorithms (Rutz et al., 2019; Collow et al., 2022), though some issues of such a thresholding method were noted and discussed by Shields et al. (2018) and Liang et al. (2022).




Figure 3 | Spatial distribution of the 85th percentile of IVT from October to March (ONDJFM) for the period 1951–2015: (A) Original distribution; (B) Filtered distribution used for the isolation of AR plumes.



Based on the detected AR plumes and the corresponding axes, several diagnostic fields are computed for indicating the characteristics of ARs. First, the detected AR plumes are used to diagnose the frequency of ARs (i.e. the fraction of timestep when AR plumes occur) for each grid point of ERA5. Second, as Mahoney et al. (2016) and Liang et al. (2022), AR-associated precipitation is defined as precipitation within ~250 km from the identified AR axis (i.e. 10 grid spaces for ERA5). Extreme precipitation events associated with ARs are defined as AR-associated precipitation greater than the 99th percentile of precipitation on wet days (daily precipitation > 0.1 mm).




2.3 Composite analyses of Madden–Julian oscillation

For the study region shown in Figure 1, the eastward propagation of the MJO convective envelope can lead to considerable sub-seasonal variability of deep convection and precipitation (e.g. Wu and Hsu, 2009; Oh et al., 2012; Peatman et al., 2014). Synoptic processes over this region such as the northeasterly cold surges and Borneo Vortices are also found to be enhanced by the convection-active phases of MJO (Lim et al., 2017; Saragih et al., 2018). AR frequencies in the Pacific were also found to be significantly modulated by MJO (approximately 25–50% during certain phases, Mundhenk et al., 2016; Bui and Maloney, 2018). To understand the potential modulation of ARs by MJO, we first determine the days corresponding to the eight different phases of the MJO during ONDJFM using the daily real-time multivariate MJO (RMM) index, which is a function of the daily outgoing longwave radiation (OLR) and zonal winds in the upper and lower troposphere (Wheeler and Hendon, 2004). The used RMM index data is based on the observation and reanalysis datasets from the National Centers for Environmental Prediction (NCEP) and the computation is performed by the Bureau of Meteorology of Australia. The modulation of AR characteristics related to the different phases of MJO will be analyzed by computing the mean composites of AR characteristics (including AR frequency, OLR, the 850-hPa wind fields and 200-500 hPa geopotential thickness) over the days corresponding to each MJO phase.





3 Results



3.1 Frequency of ARs

The precipitation peak over Southeast Asia usually occurs during the boreal autumn-winter season due to the domination of abundant moisture transported by the northeasterly monsoon flow and intermittent cold surges from the western Pacific to the South China Sea (Wu et al., 2007; Pullen et al., 2015; Basconcillo et al., 2016; Tangang et al., 2017). This coincides with the peak of the frequency of AR plumes affecting Southeast Asia according to the landfalling AR detection performed by Liang and Yong (2021). Here, our analyses of the AR features affecting Southeast Asia and those extended from the western Pacific upstream focus on the autumn-winter season from October to March of the next year (ONDJFM). The climatological distribution of ARs in terms of the fraction of time steps when AR plumes occur (i.e. AR frequency, Figure 4A) shows a belt of relatively frequent AR activity from the Andaman Sea to the western Pacific (across regions along 10°N and between 90°E and 135°E). The local maximum AR frequency (up to 15%) is spotted over the South China Sea and to the south of Vietnam. Some coastal regions of the South China Sea (e.g. southern Thailand and the Philippines) are also affected by frequent AR activities (up to 10%). The downstream of ARs is observed to affect Peninsular Malaysia and Indonesia with a frequency of up to 6%. The spatial pattern of AR frequency averaged in the autumn-winter season is similar to the AR analyses over Southeast Asia by Liang and Yong (2021), though their study was based on a reanalysis dataset at a lower horizontal resolution and focused on landfalling systems only.




Figure 4 | Distributions of AR frequency [(A), unit: %] and their trends [(B), unit: % per decade] for ONDJFM during the period 1951–2015. Red (black) stippling indicates statistically significant trends with confidence levels above 95% (90%).



For the long-term trend in ARs, Figure 4B shows a belt of pronounced increasing trends in AR frequency from the South China Sea to the western Pacific (10-20°N, 105-145°E). The trends are up to 0.5% per decade over the central Philippines (near 13.75°N, 123.5°E) and exhibit confidence levels of above 95% (p-value < 0.05), although the mean frequencies of ARs affecting this area is relatively low. The trends in the frequency of ARs affecting the central South China Sea are up to 0.4% per decade (p-value < 0.05). To the west of 105°E, significant decreasing trends are found over the Andaman Sea (near 11.75°N, 95°E) and Thailand (12°N, 100°E) by up to -0.3% per decade. Overall, the trends in AR frequency indicate a significant decreasing (increasing) trend to the west (east) of 105°E, implying an eastward shift of ARs within the study region.




3.2 AR-related precipitation

Figure 5A presents the climatology of AR-associated precipitation during ONDJFM for the period 1951–2015. Two local maximum accumulated precipitation amounts from ARs (up to above 360 mm per season) are spotted in the northeastern part of Peninsular Malaysia (near 5.5°N, 102.75°E) and the southeastern part of the Philippines (9.25°N, 125.75°E). The coastal region of Vietnam (near 16.25°N, 108°E) is also affected by the relatively great amount of AR precipitation (up to above 280 mm per season). These regions are located on the foreside of the area with relatively frequent ARs and their relatively great AR precipitation amounts are likely due to the local steep topography that interacts with the intense IVT within AR plumes and generates precipitation via orographic effects. Such an AR-topography interaction has been extensively discussed across western North America (e.g. Smith et al., 2010). ARs penetrating downstream also bring precipitation of up to 160 mm per season in South Borneo (near 5.25°N, 117°E) and the southern part of Sumatra Island (5°S, 105°E). It is worth noting that patterns in Peninsular Malaysia demonstrate a pronounced dipole of AR precipitation and this relates to the blocking effect of the Titiwangsa mountain range on the southwestward water vapor transport (Suhaila and Jemain, 2012).




Figure 5 | Analyses of the precipitation amount for autumn-winter seasons (ONDJFM) during the period 1951–2015: (A) AR-associated precipitation amount (unit: mm per year); (B) trends in AR-associated precipitation amount (mm per decade); (C) fraction (%) of the total precipitation amount contributed by ARs; (D) trends in the fraction (% per decade) of precipitation contributed by ARs.



The distributions of trends in AR precipitation (Figure 5B) present significant increasing tendencies by up to 8mm per decade (p-value < 0.05) over most of the coastal areas surrounding the southern South China Sea, including southern Indochina Peninsula (near 12°N, 107°E), eastern Peninsular Malaysia (5°N, 105°E), the west coast of Sumatra (3°S, 100°E), North Borneo (1°N, 110°E) and the Philippines (15°N, 120.5°E). These trends correspond well with the pattern of trends in AR frequency over the regions (Figure 5B). Given the long-term increasing trends in autumn-winter precipitation over Southeast Asia (Yao et al., 2010). The observed increasing trends in AR precipitation imply the important role of ARs in the local precipitation trends over the study region. In addition, regions with decreasing trends in AR precipitation (up to ~4 mm per decade) are spotted over the northern part of the Philippines (near 17°N, 121°E) and southern Thailand (12°N, 100°E), which can be explained by the local decreasing trends in AR frequency.

To understand the role of ARs in the local climate and water cycle, the fractional contribution of ARs to the total precipitation amounts is computed following Kim et al. (2020). The spatial distribution of AR precipitation fraction (Figure 5C) exhibits similarities to that for the total AR precipitation (Figure 5A), i.e. the windward coastal areas tend to receive a greater amount of AR precipitation. Specifically, ARs are responsible for up to 32% of the total precipitation in the northeastern part of Peninsular Malaysia (near 5°N, 105°E) and the eastern Philippines (12°N, 125.25°E); hence, ARs act as an important synoptic agent of precipitation. For other regions such as the coastal area of Vietnam (near 16.25°N, 108°E), North Borneo (6.75°N, 117.25°E) and South Sumatra (4.75°S, 105°E), ARs contribute up to 20% of the local total precipitation.

Trends in the fractional contribution of ARs to precipitation (Figure 5D) show some similarities of distribution to that of total AR precipitation (Figure 5B). The general increasing trend of up to 0.8% per decade in the fraction of precipitation that is AR-associated is found in most of the coastal areas surrounding the southern South China Sea. In southern Thailand (near 12°N, 100°E), trends in ARs’ fraction contribution are observed to decrease by up to 0.45% per decade. It is worth noting that, in Thailand, severe drought does not only affect crops and water resources but also provides a favorable condition for forest fires (Zhao et al., 2022). Given the drought busting effect of ARs (Dettinger, 2013), the local decreasing trends in AR precipitation and its contribution to the total precipitation amount may exacerbate water scarcity and related extreme events. In contrast, under the increasing trends in AR frequency over most of the study region (Figures 3B), the increasing trends in both total AR precipitation and the fraction of total precipitation that is AR-associated may lead to more precipitation over most of Southeast Asia during autumn-winter, particular over the windward coastal regions where the local topography strongly interacts with the warm moist air within AR plumes.

Extreme precipitation is one of the main extreme climate and weather events that severely threaten the local communities in Southeast Asia (Adhikari et al., 2010). As ARs are usually observed to closely relate to extreme precipitation causing devastating flooding (Lavers and Villarini, 2015; Ramos et al., 2016), it is of importance to investigate the role of ARs in the occurrence of hydrological extremes in Southeast Asia. Figure 6A shows that relatively large amounts of autumn-winter (ONDJFM) extreme precipitation coming from ARs (up to 65 mm) are located along the windward coastal mountain regions of Peninsular Malaysia, the Philippines and Indochina Peninsula. Similar to the total precipitation contributed by ARs, the orographical effects associated with ARs can also be manifested by the AR-related extreme precipitation amount across the above-mentioned regions. Figure 6B shows the spatial pattern of trends in the AR-related extreme precipitation over Southeast Asia. Significant increasing trends (p-value < 0.05) by up to 5 mm per decade are noted over the eastern part of Peninsular Malaysia (near 5°N, 103°E), the coastal areas of Borneo (2.5°N, 110.5°E and 3°N, 117.5°E) and the southern Philippines (7°N, 123°E). There are also significant decreasing trends by up to 2 mm per decade over southern Thailand, the west coast of Peninsular Malaysia (near 5°N, 100°E) and Southeast Sumatra (3°S, 105°E). Over northern Borneo (1°N, 110°E) and the northern Philippines (15°N, 122°E), consistencies between trends in extreme and total precipitation were noted. Besides, trends in AR-related extreme precipitation contradicting those in AR-related total precipitation (i.e. areas with no significant trend in AR-related total precipitation but with a significant increasing trend in extreme precipitation from ARs) are spotted in South Borneo.




Figure 6 | As for Figure 5, but for the contribution of ARs to the extreme precipitation amount.



Figure 6C shows the spatial pattern of the fractional contribution of ARs to the seasonal total extreme precipitation amount. It is seen that ARs are associated with the majority of extreme precipitation in northeastern Peninsular Malaysia (by up to 68%), eastern Vietnam and the southeastern Philippines (up to above 60%). The distribution of trends in the fractional contribution (Figure 6D) shows that ARs tend to contribute less to the accumulation of extreme precipitation in the southeastern part of Peninsular Malaysia, West Borneo and most of the Philippines. Decreasing trends are also observed on the southern coast of Thailand. These findings are generally consistent with the distribution of trends in AR-related precipitation shown in Figure 5. Consistent with the eastward shift in AR frequency observed from the eastern Indian Ocean to the western Pacific (Figure 4B), the trends in the extreme precipitation coming from ARs display increasing (decreasing) trends to the east (west) of 105°E, implying a general eastward shift of AR-related hydrological extremes affecting Southeast Asia.




3.3 Environmental controls of ARs

To understand the environmental mechanisms behind the long-term trends and variability of AR characteristics, this section analyzes the environmental fields averaged over AR Days for autumn-winter seasons and their trends and anomalies corresponding with each MJO phase using ERA5 during the period 1951–2015.

We first analyze the fields indicating the low-level circulation patterns that are closely associated with the main AR features in the lower troposphere. The seasonal-mean fields of winds (Figure 7A) and geopotential height (Figure 7B) at 850-hPa during AR Days show a northeasterly monsoon flow extending from the tropical western Pacific to the South China Sea. Such a large-scale steering flow is one of the decisive drivers of the southwestward moisture transport within AR plumes. This is mainly driven by the steep gradient in geopotential height between the continental high-pressure over East Asia and the low-pressure belt across the tropical Pacific. The trends in the wind speed at 850-hPa (Figure 7A) show generally increasing trends in the northeasterly wind speed over the South China Sea of 10-25°N and 105-135°E. We note that the northeasterly flow is strengthening but such a trend is restricted to the east of 105°E, the eastern part of the main AR region. This pattern of trends can lead to an eastward displacement of moisture transport from the western Pacific to the South China Sea, which corresponds well with the eastward shifts in AR features (Figures 4B, 5B–D, 6B–D).




Figure 7 | Seasonal mean (vectors and black contours) and climatic trends (shaded) for the AR-associated large-scale environments in AR Days for autumn-winter seasons during the period 1951–2015, including 850-hPa wind field (unit: m s-1) (A), 850-hPa geopotential height (contour, unit: gpm) (B). Red (black) stippling indicates statistically significant trends with confidence levels above 95% (90%). Grey-shaded areas in (A) and (B) mask out contours inside the Tibetan Plateau.



Figure 7B shows that the increasing trends in the northeasterly wind speed to the east of 105°E are driven by the increasing trends in the geopotential height at 850-hPa across the northern South China Sea, which can induce an increase in the horizontal gradient of geopotential height along the southern edge of the midlatitude high pressure. However, an increasing trend in geopotential height (up to 1.2 gpm per decade) is observed near the tropical western Pacific, which induces a decrease in the horizontal gradient of geopotential height over the upstream region of ARs. This partly explains that the areas with significant increases in AR frequency are confined to the downstream region (Figure 4B).

Considering the potential linkage between the modulation of extreme rainfall over Southeast Asia by MJO and that of the regional synoptic-scale processes (Lim et al., 2017), we now assess the physical mechanisms associated with the modulation of AR and their associated large-scale circulation patterns by the MJO. To achieve this, the anomaly distributions of AR frequency and AR-related environmental fields are analyzed during each MJO phase for the period 1951–2015. Figure 8 presents composites of AR frequency anomalies for eight RMM-based MJO phases with respect to the long-term mean AR frequency. An apparent transition of patterns from positive frequency anomalies to negative ones is observed when comparing the different MJO life cycles. Specifically, the geopotential height at 850-hPa for MJO phase 1 (Figure 8A) shows a zonally oriented high-pressure anomaly dominating over the western Pacific. Negative anomalies of AR frequency are observed over most of the study region. For phases 2 and 3 (Figures 8B, C), increases in AR frequency are observed over most of Southeast Asia. The more frequent ARs are possibly related to the enhanced northeasterly driven by the steeper gradient of geopotential height between the Northwestern Pacific and the tropical Indian Ocean. The region with increased AR frequency stretches from the western Pacific to the eastern Indian Ocean and affects most of Southeast Asia, which is corresponding with the anomalous convective activity when the MJO-related convection activation propagates eastward from the Indian Ocean to the Marine Continent.




Figure 8 | 850-hPa geopotential height anomaly (contour, unit: gpm) and anomalous AR frequency (color, unit: %) based on eight phases of MJO. (A–H) corresponding to phases 1 to 8. Red (black) stippling indicates statistically significant trends with confidence levels above 95% (90%).



From phase 5 to phase 6 (Figures 8E, F), decreases in AR frequency are observed over most of Southeast Asia. The inhibited AR activity is possibly due to the departure of the active convection propagating away from the Marine Continent into the western Pacific. Phase 8 (Figure 8H) shows an opposite pattern with smaller magnitudes of changes over the tropical upstream in comparison with phase 4 (Figure 8D). This is partly in agreement with the study of Xavier et al. (2014) suggesting that phases 6-8 of MJO tend to reduce the occurrence probability of extreme precipitation over Southeast Asia. Furthermore, for the study region, increases in the AR frequency are observed during about one-half of the MJO cycle. Overall, the composites for the convection-active phases and the transition from suppressed to active phases over most of the Maritime Continent demonstrate a pronounced relationship between the anomalous easterly winds and the enhancement of AR-related westward and southwestward IVT over Southeast Asia.

To understand the thermal environmental factors associated with the anomalous AR activity discussed above, the patterns of OLR and the geopotential thickness between 200-hPa and 500-hPa across the Indian Ocean and western Pacific are analyzed (Figure 9). Comparing the different MJO phases, an eastward propagation of the positive anomalies of geopotential thickness, i.e. increased thermal expansion, is observed across the Indian Ocean and western Pacific, which is possibly linked to the adiabatic heating by the MJO-activated convection. This can be manifested by the anomalies of OLR of the region as the ridge of geopotential thickness corresponds well with the positive OLR anomalies, and the trough tends to be accompanied by negative OLR anomalies. Specifically, composites for phases 2-3 (Figures 9B, C) show negative geopotential thickness anomalies dominating across 30°N and negative anomalies expanding from the western Indian Ocean to Southeast Asia. Such meridionally contrasting patterns of anomalous geopotential thickness can relate to the meridional differences in OLR. The positive (negative) geopotential thickness across the tropics (subtropics) sharpens the meridional thermal contrast and favor the tropical easterly from the Maritime Continent to the tropical Indian Ocean, which partly explains the increase in AR frequency during phases 2-3 (Figures 8B, C). Similar variations of geopotential height dependent on the MJO-related changes in adiabatic heating have also been presented by Franzke et al. (2019). For phase 6 (Figure 9F), an opposite pattern of geopotential thickness anomaly and OLR to phases 2-3 is shown, which is consistent with the significant decrease in AR frequency for this phase (Figure 8F). In summary, the meridional contrast of thermal expansion related to the adiabatic heating within the MJO-activated convection can modulate the AR-related circulation pattern and, consequently, lead to the sub-seasonal variability of ARs affecting Southeast Asia.




Figure 9 | The anomalous geopotential thickness between 200 and 500-hPa (contour, unit: gpm) and anomalous Outgoing Longwave Radiation (color, unit: W/m2) based on eight phases of MJO. (A–H) corresponding to phases 1 to 8.







4 Summary

ARs are high-impact weather systems contributing to regional precipitation and rainfall extremes in the Asian monsoon region. This study has presented the first overview of the climatology and historical changes in ARs over Southeast Asia. The key findings of the research are summarized as follows:

	(1) Climate reanalysis data during the autumn-winter season (ONDJFM) indicates a belt of frequent AR activities along 10°N from the western Pacific to the Andaman Sea. The most frequent AR activity within Southeast Asia is observed in the offshore region near southern Vietnam. The coastal regions of the South China Sea, particularly southern Thailand, the Philippines and Peninsular Malaysia, are also affected by frequent landfalling ARs. The analyses of the long-term trend in AR frequency during the period 1951–2015 show significant increasing trends over most of the AR active regions in Southeast Asia. The largest magnitude of such an increasing trend is located from the Philippines to the central South China Sea. In addition, the distribution of trends indicates an eastward shift of ARs from the eastern Indian Ocean to the western Pacific.

	(2) As ARs tend to become more active, significant increasing trends in AR-associated precipitation are commonly found in the coastal areas surrounding the South China Sea, though marginal decreasing trends are seen in the north of the Philippines and south of Thailand due to the local decreasing trends in AR frequency. On average, ARs are associated with the majority of the extreme precipitation amount in northeastern Peninsular Malaysia, southern Vietnam and the southeastern Philippines. Meanwhile, an increasing trend in the contribution of ARs to extreme precipitation amounts is noted on the east coast of Peninsular Malaysia, western Borneo and the Philippines.

	(3) Composite analyses for AR frequency during the different phases of MJO suggest a pronounced enhancement of AR activity by the MJO phase-2 to phase-3 due to the steeper gradient of low-level geopotential height between the Northwestern Pacific and the tropical Indian Ocean. This modulation can be partly explained by the enhanced convection and the adiabatic heating in the vicinity of the trough of the 200-500 hPa geopotential thickness of the region. Opposite modulations of ARs and the associated dynamical environments are seen for the MJO phase-5 and phase-6. Overall, the modulation of ARs by MJO suggests close spatial and temporal relationships between ARs and the tropical convection pattern in Southeast Asia.



This study has demonstrated that ARs are important mechanisms behind the climatology, trends and variability of the regional precipitation in Southeast Asia. However, one of the main limitations of the study is the lack of investigation of how the uncertainty in the choice of climate observation and reanalysis datasets affect the analyses of AR climatology and its long-term trend over the study region. Also, as ARs are usually correlated with mid-latitude synoptic systems (e.g. Zhu and Newell, 1994; Dacre et al., 2015), the interaction of ARs with other synoptic processes, such as the northeasterly cold surges and Borneo Vortices (Lim et al., 2017; Saragih et al., 2018) of the study region, remain unknown and should be focused in future studies. This paper is expected to be a call for more attention to the impact of ARs and their changes in Southeast Asia. Given the non-negligible effect of Southeast Asian ARs presented in this study, future research on such high-impact weather systems should be incorporated with climate model simulations to project their possible future changes under climate warming conditions and explore the in-depth hydrological impacts of the projected changes based on hydrological modelling techniques.
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Introduction

Sediment and nutrients flow into estuary with runoff, and then influence the estuary ecosystem. Much work has been done for investigating the response of water quality and species group (eg. phytoplankton or zooplankton) to the runoff from upstream, while few research has been taken to evaluate the response of the whole ecosystem.





Methods

Food webs of different seasons and regions were established based on stable isotope analysis and Bayesian mixing model. The influences of upstream runoff and sediment transport on the estuarine food webs were analyzed.





Results

Food web in estuary had highly spatial-temporal variability. The stable isotope values of organisms were higher on the northern shore than that on the southern shore. The area with high-turbidity freshwater inflow nurtured more terrestrial- organic- matter (TOM) relying species. And the contribution of TOM to food web was higher in flood season than that in non-flood season. The trophic levels of major consumers in the non-flood season were generally higher than that in the flood season. Significant differences in the average TP of species between two shores appeared during the non-flood season (P < 0.05). Expect for the C value, all of the topological indexes of food webs on the northern shore were higher than those on the southern shore, and they were higher in the flood period.





Discussion

The input and diffusion of sediment and nutrients carried by runoff led to the changes in the dietary structure of estuarine organisms and the decrease in trophic levels of major consumers. At the same time, flow pulse with high sediment also aggravated the spatial differences of the structure of food webs. The higher contribution of TOM to consumers increased the link density of food web on the southern shore, making it a more robust system. However, the high diversity of food sources and aquatic species made the food web more complex on the northern shore.





Keywords: food web, stable isotope, energy flow, flow regime, estuarine ecology




1 Introduction

The energy flow within a food web signifies the trophic structure of the community, the population dynamics and the nutrient cycling in the ecosystem (Yen et al., 2016). Due to the unique geographic location and dynamic characteristics of estuarine ecosystems, organic matter and organisms are highly mobile. So the energy flow in the food web of estuarine ecosystems exhibits complex spatial and temporal characteristics (Abrantes et al., 2013; Poiesz et al., 2020). Identifying the relative importance of different basal food sources and the main energy flow pathways are the prerequisites for predicting the response of estuarine ecosystems to external disturbances, and also significant for maintaining the biodiversity, stability and function of estuarine ecosystems (Thieltges et al., 2008; Pinkerton and Bradford-Grieve, 2014; Hui and Williams, 2020).

Temporal and spatial variations of the energy flow patterns are existed in the estuarine food web (Arcagni et al., 2015). In terms of space, different environmental conditions, such as water turbidity and the concentration of dissolved organic/inorganic nutrients, dominated the changes in the basal food sources supporting the food web (Roach, 2013). High suspended sediment concentration significantly limits the primary production by modifying light penetration and scattering, shifting the basal food sources towards terrestrial material (Lunt and Smee, 2020). In terms of time, changes in flow regime such as magnitude of discharge, seasonal subside of terrestrial material can affect the proportion of available autochthonous/allochthonous resources for consumers (Olin et al., 2013). Higher freshwater inflow will enhance the influence of continental organic matter on estuarine food webs (Marshall et al., 2021). Hydrological regulation contributed to temporal and spatial variations of estuarine food webs simultaneously. It affected the natural flow and thermal patterns of rivers as well as the diffusion path and sediment transport (Olden and Naiman, 2010), which lead to changes in the river physical mechanisms, estuarine ecological environment, and the terrestrial organic matter (TOM) availability (Wang et al., 2010). It changed the basal food sources available in time (Hladyz et al., 2012), ultimately exacerbating/mitigating spatial differences in trophic interactions and the energy flow of the estuarine food web. Therefore, it further affected the overall structure and function of the estuarine ecosystem (Abrantes et al., 2014). In artificially controlled rivers, some researches have been taken to evaluate the influence of longitudinal connectivity changing along river on the food web structure and function (Abrantes and Sheaves, 2010; Ru et al., 2019), while the spatial heterogeneity of the estuary region was less concerned (Garcia et al., 2017). Although previous researchers have made progress on the horizontal spatial differences in trophic structure characteristics of communities based on stable isotopes (Liu et al., 2020), the understanding of energy flow pattern of estuarine food webs is still limited. Incorporating the effects of hydrological and environmental conditions into estuarine food webs to quantify the energy transmission mechanisms is important to help further understanding how the spatial and temporal changes of food sources and trophic structure affect the ecosystem functions.

One of the main methods to reveal the structure and function of food webs is stable isotopic analysis (Middelburg, 2014). In calculating the trophic level and food source contributions, compared to traditional stomach content analysis methods, stable isotopic analysis methods are not limited by time and space, and can reflect information about organisms’ food absorption and long-term metabolism (Young et al., 2018). Consumers’ carbon isotopes which exhibit significant differences among primary producers with different photosynthetic pathways, are often used to determine the relative contribution of each basal food source to consumers (West et al., 2006; Layman et al., 2012). And nitrogen stable isotopes which are stepwise enrichment with trophic transfers, are powerful tool for determining the relative trophic position of species in the food web and the length of the food chain (Jennings and van der Molen, 2015).

The Yellow River Estuary (YRE), a typical weak tide estuary, the environment is highly influenced by the runoff from upstream Yellow River (YR). Due to the water-sediment regulation scheme, the YR carries a large quantity of water and sediment discharge into Bohai Sea during the flood season (Hou et al., 2020). The diffusion of water and sediment caused environmental disturbances in YRE (Liu et al., 2020), which might change the amount and distribution of organic matter and aquatic life. This study aimed to explore (1) whether YR downstream flow and sediment pulse would influence the estuarine ecosystem, (2) by what factors would runoff affect the YRE ecosystem, (3) how did structure and energy flow of food webs in YRE respond to different runoff and sediment processes.




2 Materials and methods



2.1 Study area

The Yellow River, which flows into the Bohai Sea, is the second largest river in China, with a length of more than 5,400 kilometers and a drainage area of 745,000 square kilometers (Figure 1). The average annual runoff of Lijin Station (the nearest hydrologic station to the mouth of Yellow River Estuary) is 28.86 billion m³, carrying 638 million tons of sediment into the Bohai sea. Among that, runoff and sediment discharge from May to October accounts for more than 80% and 95% of the year, respectively. The interaction between the ocean and the land in the YRE is obvious, the ecological environment factors change on a gradient, and the vegetations are distributed in patches (Jiang et al., 2013; Xie et al., 2020). The dominant species in the supratidal zone are Phragmites australis, Suaeda heteropteran, Tamarix chinensis and other halophytes, which are regarded as the main land source, representing the TOM in the YR. Spartina alterniflora dominates the intertidal zone, and the main producers of the subtidal zone are microphytobenthos (MPB), phytoplankton and other macroalgae (Xie et al., 2020). The clear community structure of producers makes the identification and sampling of food sources more feasible.




Figure 1 | Location of the study area and sampling sites. (NS) Northern shore; (SS)Southern shore. The distribution of suspended sediment in seawater (in bottle green) around YRE is shown in yellow.



According to the uneven annual distribution of water and sediment fluxes, the hydrological period in the YRE can be divided into flood season (From May to October) and non-flood season (From November to April) (Figure A1). Due to the influence of the spread of freshwater and the differing topography, environmental conditions showed differences between the northern and southern shores (Table A1). The variations in flow regimes and environmental characteristics contributed to the difference of energy flow dynamics in the food web at YRE (Maceda-Veiga et al., 2018; Liu et al., 2020; Marshall et al., 2021).




2.2 Sample collection and data analysis

Representative sampling areas with obvious environmental heterogeneity were set up on both the southern and northern shores of the YRE, and the sampling was repeated for three times at each sampling area. Because of the distinct hydrological characteristics in flood and non-flood seasons, the sampling was conducted in October 2018 and April 2019 in the YRE nature reserve. The main primary producers from subtidal zone, intertidal zone and land as well as major aquatic consumers in YRE were collected. Since it takes sufficient time for tissues of consumers to reflect the isotopic signatures of food sources (Phillips et al., 2014), consumers must live under each condition for two to three months before sampling (Tieszen et al., 1983; Thomas et al., 1997; McIntyre and Flecker, 2006). Therefore, the samples collected in October corresponded to the flood season, and samples in April reflected the food source contribution in non-flood season (Figure A1).

Sampling was strictly carried out in accordance with GB17378.3-2007 marine monitoring specifications. At each sampling point, water quality indicators were measured using ISI-550A water quality detector. Surface sediment samples including microphytobenthos community were collected by a clam grab bucket, sieved wet on a 500-μm mesh screen, then freeze-dried. Phytoplankton were trawled vertically from the bottom to the surface using No.25 plankton nets with 0.064-mm aperture, and zooplankton were collected using a No.13 plankton net with 0.112-mm. Benthic organisms were collected by 0.5mm-diameter benthic bottom trawls and to collect the fish, shrimp and crabs of were collected by a 3-meter-long single bottom boat trawl. (Parameters of the trawl: the circumference and width of the trawl mouth is 30.6m and 8m, and the mesh size is 20mm). Fourteen fish species were collected, including dominant and important species Synechogobius hasta, Engraulis japonicus and Sillago sihama. The macroinvertebrate community were represented by three dominant species, namely Oratosquilla oratoria, Portunus trituberculatus and Fenneropenaeus chinensis, and three general species: Eriocheir sinensis, Mactra veneriformis and Meretrix meretrix. In laboratory, entire individuals of low trophic level organisms (e.g. phytoplankton and benthic macroalgae) were evenly divided into two parts. One half was acidified with 1 mol/L HCl to remove the inorganic carbon for δ13C analysis, and the other half was prepared for δ15N analysis. High trophic level organisms (e.g. fish) were analyzed by dorsal muscle tissues, which defatted in a solution of methanol, chloroform, and water (2:1:0.8) to avoid isotopically lighter fatty tissues (Bligh and Dyer, 1959). These samples were dried to constant weight in oven at 60-80 degrees Celsius for 48-72 hours, ground in a mortar, passed through a 0.178mm-diameter sieve, and stored in dry tin foil. Detailed sampling and sample preparation methods have been described in Liu et al. (2020). The samples were first burned at high temperature in an EA-HT elemental analyzer to generate CO2 or N2, and the 13C/12C and 15N/14N ratios were detected using a DELTA V Advantage isotope ratio mass spectrometer (Thermo Fisher Scientific, Inc., Bremen, Germany) and compared with international standards (Vienna Pee Dee Belemnite or Atm-N2) to calculate the stable isotope ratio of the sample (Liu et al., 2020). Formulas for stable isotope ratio estimation are shown as Eq. A1 and Eq. A2 in Appendices. The stable isotope values of each species are shown in Table A2.




2.3 Trophic level estimation and mixing model calculation

The consumer’s trophic position (TP) was calculated as follows (Hussey et al., 2014):

 

 

 

where δ15NTP is the consumer’s nitrogen stable isotope value, δ15Nlim is the saturating isotope limit as TP increases, and δ15Nbase is the isotope value for a known baseline consumer in the food web. In this study, zooplankton was chosen as the known baseline consumer. k is the rate at which δ15NTP approaches δ15Nlim per TP step, and TPbase is the TP of the baseline organism, which is set to 2 in this study (Post, 2002; Hussey et al., 2014). β0 = 5.92[4.55, 7.33], β1 = −0.27[−0.41, −0.14],which are the 95% highest posterior median (HPM) uncertainty intervals (Reum et al., 2015; Qu et al., 2019). A paired two-sample t test was used to analyze the differences in TP of the same fish species in different hydrological periods and sampling areas, with P< 0.05 as the significance level. The above statistical analysis was performed in SPSS Statistics 24.0.

Prior to the analysis of the contribution of the basal food sources, according to previous study on the similarity of the isotopic values (Qu et al., 2019), P. australis, S. heteropteran and T. chinensis were formed a priori combinations of sources representing terrestrial sources, so the number of sources was small enough to provide a unique solution. While ranges of feasible contributions for each individual source can often be quite broad, contributions from functionally related groups of sources can be summed a posteriori, producing a range of solutions for the aggregate source that may be considerably narrower (Phillips et al., 2005; Moore and Semmens, 2008).

In this study, a script version of Bayesian mixing model, MixSIAR, run on the R language platform (version 3.6.3) (R Development Core Team, 2013), was used to calculate the relative contribution of each basal food source for the diets of the consumers in different hydrological periods and regions (Stock et al., 2018). This model takes into account in the uncertainty of source values, categorical and continuous covariates, as well as prior information (Semmens et al., 2009). In this study, basal food sources were classified into 5 types: phytoplankton, macroalgae, MPB, S. alterniflora and TOM. During the mixing model calculations, we assumed trophic enrichment of 0.5 ± 1.54‰ and 3.15 ± 1.31‰ for δ13C and δ15N, respectively (Kiljunen et al., 2020). The distribution of the food sources contributions to consumer diets were generated by the Markov chain Monte Carlo (MCMC) method (Semmens et al., 2009). To construct the full energy flow food webs for the different hydrological periods and regions, not only the contribution ratio of basal food sources, the relative contribution ratio of potential food sources for each consumer was also calculated. The analysis of the food sources contributions required to first define the potential food sources of each consumer. The benthic macroinvertebrates were divided into two categories according to functional feeding groups (Ru et al., 2019). The first category was collector-scrapers, which included oligochaetes and snails, such as Corbiculidae and Naticidae, and larvae of the orders Ephemeroptera, Trichoptera, and Diptera. The second category included predator-shredders, including shrimps and crabs (Liu and Wang, 2008). According to the results from MixSIAR model, if the average contribution of basal food sources to one consumer was ≥ 20%, or the average contribution of potential food sources to one consumer was ≥ 10%, there were effective links between food sources and this consumer (Blanchette et al., 2014). Based on the effective links, the food web was constructed in each period at each sample site.

Five indicators were used to describe the structural characteristics of the food web: the number of nodes (S), which is the number of elements in the food web, indicating the species diversity; the links (L), which indicates the number of effective links in the food web; the maximum links (Max. L), which is the maximum number of possible links in the food web, indicating the complexity; the link density (D), which is the number of links/the number of species; and the connectance (C), which is the number of effective links/the maximum number of possible links, representing the connectivity (Pimm et al., 1991).





3 Results



3.1 Carbon and nitrogen stable isotope in different species

In general, the signatures of the carbon stable isotopes between different food sources were significantly different, and these signatures had a consistent gradual increase from land to ocean. For the isotope ratios of the basal food sources, the δ13C value was low in TOM (-24.30 to -23.00‰), MPB (-23.95 to -21.63‰) and phytoplankton (-23.60 to -20.05‰), and high in S. alterniflora (-15.72 to -14.66‰) and macroalgae (-14.26 to -10.74‰) (Figure 2 and Table A2.). The δ13C value of omnivorous fish (-22.76 to -10.27‰) were relatively higher, while that of filter-feeding fish were the lowest (-25.27 to -16.40‰). In flood season, the average δ13C value of consumers on the southern shore was significantly lower than that of the northern shore (ANOVA, F = 8.948, p = 0.007, n = 25), while there were no significant differences during non-flood season (ANOVA, F = 0.056, p = 0.816, n = 22).




Figure 2 | δ13C and δ15N stable isotope values of primary sources and consumers (MPB, microphytobenthos; TOM, terrestrial organic matter) in different regions and season. (I) Flood season (II) Non-flood season; (NS) Northern shore; (SS) Southern shore.



For the isotope ratios related to the trophic fractionation, δ15N of the basal food sources were generally low, among which S. alterniflora had relatively high values (2.76 to 9.01‰), while those of phytoplankton were the lowest (2.03 to 6.00‰). Among the major consumers, δ15N of fish were generally higher, and those of piscivorous fish (8.63 to 16.19‰) were the highest, followed by omnivorous fish (7.91 to 13.31‰). In non-flood season, the average δ15N of consumers on the southern shore was slightly higher than that on the northern shore (ANOVA, F = 0.036, p = 0.816, n = 22). In flood season, the δ15N of fish and invertebrate on the southern shore significantly decreased (ANOVA, F = 10.825, p = 0.003, n = 25), lower than those on the northern shore.




3.2 Food source contribution to major consumers

When calculating the contribution of the basal food source to the major consumers, fish were classified into three functional feeding groups, including filter-feeding, omnivorous and piscivorous group, and all the invertebrates were collected as one group. The fish were divided into three feeding groups: filter-feeding, omnivorous and piscivorous fish (Shan et al., 2013). The food habits of each consumer and the corresponding potential food sources are shown in Table A3 and the contributions of the different food sources are shown in Table A4. It not only showed differences between fish and invertebrates, but also varied in different regions and hydrological periods.

In flood season, the main food sources of major consumers varied widely in different regions. S. alterniflora (18.9% to 31.1%) and MPB (7.3% to 51.9%) were the important food source to most species on the northern shore, while TOM (19.1% to 63.3%) contributed more on the southern shore (Figures 3-6, Table A4). Food sources for filter-feeding and omnivorous fish showed obviously spatial variations (Figures 3, 4), while that for piscivorous fish had not shown significant differences between two shores (Figure 5). For fish, the contribution of TOM to filter-feeding, omnivorous and piscivorous fish decreased in turn, while MPB exhibited an opposite trend. For invertebrates, the contribution of macroalgae and TOM was higher than fish, while S. alterniflora contributed less as a food source (Figure 6).




Figure 3 | Diet proportion of filter-feeding fish. (I) Flood season; (II) Non-flood season; (NS) Northern shore; (SS) Southern shore.






Figure 4 | Diet Proportion of omnivorous fish. (I) Flood season; (II) Non-flood season; (NS) Northern shore; (SS) Southern shore.






Figure 5 | Diet Proportion of piscivorous fish. (I) Flood season; (II) Non-flood season; (NS) Northern shore; (SS) Southern shore.






Figure 6 | Diet Proportion of invertebrates. (I) Flood season; (II) Non-flood season; (NS) Northern shore; (SS) Southern shore.



In the non-flood season, fish were more dependent on S. alterniflora (20.7% to 58.0%) than flood season, while the assimilation of MPB (5.5% to 11.4%) were lower. The invertebrates were more dependent on the input of TOM (42.2%) on southern shore, while macroalgae (32.4%) and S. alterniflora (28.9%) were main food sources on the northern shore (Figure 6).




3.3 Trophic positions of dominant species

TPs of the dominant species varied in different hydrological periods and sampling areas (Table 1). The trophic levels of major consumers in the non-flood season were generally higher than that in the flood season (Table 1; Figure 7). Significant differences in the average TP of species between two shores appeared during the non-flood season (P< 0.05) (Table A5).


Table 1 | Trophic positions of dominant species.






Figure 7 | Comparison of trophic positions of fish species at different sampling sites during different hydrological season: (I) Flood season; (II) Non-flood season; (NS) Northern shore; (SS) Southern shore.



Spatial changes in trophic levels varied among fish and invertebrates. For invertebrates, their TPs on the southern shore (3.06 to 3.07) were generally higher than those on the northern shore (2.51 to 2.56) (Table 2). For fish, the trophic levels gradually increased from filter-feeding fish (2.87 to 2.97) to piscivorous fish (3.30 to 4.10) (Table 2). On the northern shore, the average TP of fish in non-flood season was lower than that of flood season (ΔTP = 0.18), especially for the piscivorous fish (ΔTP = 0.48). On the southern shore, all function groups in fish assembles showed obvious increase in trophic levels from flood season to non-flood season, especially for omnivorous fish (ΔTP = 0.69).


Table 2 | Mean trophic positions of functional feeding groups.






3.4 Food web of different regions/periods 

Based on the analysis results of potential food sources of each consumer, and the relative contributions of which in YRE, the structure of the food web energy flow in different hydrological periods and sampling areas were established. The values of the number of nodes (S), the links (L), the maximum links (Max. L), the link density (D), and the connectance (C) varied from 14 to 23, 16 to 35, 91 to 253, 1.14 to 1.59, and 0.14to 0.20, respectively. Expect for the C value, all of these topological indexes of food webs on the northern shore were higher than those on the southern shore, and they were higher in the flood season (Figures 8, 9; Table 3)




Figure 8 | Energy flow of food webs for each sampling site during the flood and non-flood seasons. Arrow thickness represented the probability of the food source contributed to an upper consumer. (I)Flood season; (II)Non-flood season; (NS)Northern shore; (SS)Southern shore (abbreviation in Table 1).






Figure 9 | Five topological indexes of food webs in different regions/periods: (I)Flood season; (II)Non-flood season; (NS)Northern shore; (SS)Southern shore (S*, L*, Max.L*, D* and C* represented the vector normalization value of S, L, Max.L, D and C, respectively).




Table 3 | Metrics of the food web structure of different sampling sites during different hydrological periods.







4 Discussion



4.1 Influence of upstream input on basal food sources in YRE

Yellow river estuary ecosystem, affected by both runoff and ocean tides, relied on the combination of terrestrial, intertidal and subtidal (autochthonous producers) basal food sources (Qu et al., 2019). Stable isotope ratios of carbon (δ13C) and nitrogen (δ15N), which indicated an increase from land to sea (Figure 2), not only provided information on the bionomic and scenopoetic axes of the ecological niche (Newsome et al., 2007), but also clarified the division of food sources (Cucherousset and Villéger, 2015). In this study, the spatio-temporal variations in the carbon stable isotope values of the food web components could be related to the changes in hydrological environment induced by the artificial flood peak. Consequently, the relative contributions of basal food sources to consumers varied along with time and space (Figures 3-6).

In non-flood season, consumers were more dependent on intertidal carbon sources than terrestrial and subtidal sources (Figures 3-6). S. alterniflora with C4 characteristics inhabited in a unique position of intertidal zone with higher flooding frequency than the other terrestrial vegetation with C3 characteristics located in the higher tide zone. For this reason, suspended debris from S. alterniflora was considered to be the main external food source in the intertidal zone, and other C3 vegetation became the terrestrial source imported from rivers (Yu et al., 2009; Cui et al., 2011). Compared with autochthonous producers (such as MPB and phytoplankton), S. alterniflora with a long growth cycle and high reproductive capacity, have strong competitive ability and relatively easily become a more stable food source (Meng et al., 2020). Moreover, S. alterniflora contributed more to the diet of fishes than invertebrates. It might provide the fish better feeding opportunities and greater shelter for predation (Feng et al., 2015).

In flood season, the dominant basal food source shifted from S. alterniflora to autochthonous production sources and terrestrial organic matter carried with runoff from upstream. Autochthonous producers contributed more to consumers in response to greater nutrient inputs during high-flow pulse. High nutrients concentration (especially silicate) and low salinity provided viable habitat to microphytobenthos, promoting autochthonous productivity (Park et al., 2014). As a marine primary producer, MPB, rather than phytoplankton and macroalgae, had become the main autochthonous basal food source fueling the food web, contributing 10 ~ 40% more than the non-flood season (Table A4), which was consistent with previous research (Qu et al., 2019). That would be because that phytoplankton was very sensitive to environmental change, such as changes in turbidity, heavy metals, water temperature, and salinity (Zhou et al., 2008; Liu et al., 2012). In contrast, MPB hardly affected by light limitation and had higher productivity in high turbidity environment (Montani et al., 2003). By forming stable biofilms on the surface of macroalgae and sediment, MPB served as a more stable food source for estuary consumers (Middelburg et al., 2000; Hart and Lovvorn, 2003). Due to the increased turbid water outflow into the estuary, the higher incorporation of terrestrial-derived materials occurred. Consequently, the contribution of TOM improved significantly during the high-flow episode (Figures 3, 4 and 6; Table A4), which was inconsistent with the observation in the low turbidity estuary (Kundu et al., 2021). The contribution of TOM to invertebrate, filter-feeding, omnivorous and piscivorous fish decreased in turn, indicating that low-trophic-level consumers more tended to assimilate the allochthonous food (Figures 3-6). Terrestrial-derived materials were insufficient to percolate through the top level of food web in a short period (Garcia et al., 2019), and piscivorous fish might indirectly assimilated TOM by preying on secondary consumers.

In addition, the rapid increase in discharge and suspended sediment concentration exacerbated the spatial differences in the basal food sources supporting the food webs. TOM dominated the basal food sources to the consumers on the southern shore (Figures 3, 4 and 6), while MPB had considerable contribution to food web on the northern shore (Figures 3-5). Most of the suspended sediment diffused to southward associated with intensive mixing by river and currents, providing sufficient terrestrial food source to the southern shore, while only a small part of sediment expanded to the northern shore (Wang et al., 2014). However, the northern shore was mainly affected by dilute water with large amounts of nutrients diffusing in the northwest direction, inducing high primary production in subtidal zone.




4.2 Consumers trophic levels response to food sources variation

The shift in diet of consumers would induce the changes in trophic levels, ultimately affecting the trophic structure of food web. In flood season, seasonal pulse of autochthonous primary production and large amount of terrestrial-derived material transported by river greatly enriched the abundance and diversity of basal food sources in estuary. At the same time, environmental disturbances including surged flow and concentrated sediment, fish would not overeat and exterminate intermediate predators (Power et al., 1995; McHugh et al., 2010). (Table 2 and Figure 7). These factors accounted for the decline in the average trophic level of major consumers in the flood season.

In addition, the input of flow with high sediment would have impacts on feeding behaviors of consumers, aggravating the spatial variations in food web structure. Large amounts of sediment were transported to the southern shore for a short period of time, inducing the gap of turbidity between the two shores expanding to more than 50NTU (Table A1). The turbid water environment on the southern shore would severely limit the predation efficiency of the visual-hunting fish, whereas invertebrates that forage primarily through chemoreception were relatively less affected (Lunt and Smee, 2020; Szczepanek et al., 2021). Fish reduced their foraging on nekton species with high escape probability, relying more on plankton with slow-moving speed and terrestrial-derived detritus (Hecht and van der Lingen, 2015). Therefore, in flood season, the trophic positions of fish were much lower on southern shore, while that of invertebrate showed an opposite trend (Table 2).

The comparison of the trophic positions of the same species among different periods and regions indicated that TPs of some fish did not show significant change or changes to the trend (Table A5, Figure 7), indicating other energy pathways in the food web. The slight fluctuation of TPs, related to the changes in flow regimes and environmental conditions, had changed the feeding composition of fish to a certain extent, but did not cause extremely significant changes in the types of food consumed by the fish. These trends indicated that the food webs of stable ecosystems have complex structures and diverse food sources, and thus the trophic level does not easily produce large fluctuations.




4.3 Response of food web energy flow structure to environmental conditions

Individual species TP and overall food web structure provided powerful means for understanding effects of environmental disturbance to ecosystem. Based on the relative contribution rate of prey-predation relationship, the energy flow structure of the food web was constructed. Topological indicators of food webs varied with the changes in regional environmental characteristics and hydrological period, since the changes in dietary structure and trophic levels of consumers (Figure 9). Among five topological indices, the value of S and Max. L were relatively higher in the northern shore food web, while value of C performed differently. It indicated that the structure of food web on the northern shore was highly complex (Table 3). The complexity of the food web was positively related to the availability of food sources (Liew et al., 2018), implying that diet of consumers on the northern shore was more selective. Furthermore, the human activities and fishing had less impact on the northern shore than the southern shore, leading the former had higher species diversity (Liu et al., 2020). Corresponded with previous studies, robustness was linked strongly with connectance, which indicated negative relationship with species diversity in topological food webs (Yen et al., 2016). Therefore, the food web structure on the southern shore was more robust (Table 3). The upstream hydrological regulation contributed to the high input of TOM on the southern shore (Xu et al., 2013), increasing of links density among species. Despite of the low species abundance, the connectivity of food web was relatively higher. In the flood season, the spatial variations of topological food webs were exacerbated by the inflow and diffusion of freshwater and sediment. On the northern shore, the number of nodes(S), effective links(L) and links per unit of species abundance (D) were higher than that in non-flood season (Table 3, Figure 9). Affected by diluted water spreading and artificial freshwater fish enhancement and releasing, nekton communities had tendency of accumulations in estuary, increasing the diversity of fish species (Sun et al., 2014). At the same time, the number of energy pathways among species increased, and the contribution of various food sources tended to be homogenized, which made the structure of food web more complex. High interspecific competition intensity in the system with high species richness would lead to the decrease of species density and hence the system robustness (Kaneryd et al., 2012). Thus, food web on the southern shore with high connectance might be more robust, despite of the relatively lower species richness. Furthermore, shorter food chains and higher proportion of omnivorous species would also enhance the robustness of food web (Yen et al., 2016).

This finding further implied that hydrological regulation changed the flow regime and water turbidity conditions, leading to the changes in food source contribution and trophic levels of major species. This series of variations ultimately affected the energy flow and the structure of the entire food web (Power et al., 1995; Cross et al., 2013; Ru et al., 2019). Further studies will carry out fatty acid biomarkers analysis, which will provide detailed tracking of carbon substrates in food webs not available to stable isotopes. Biomass and production of organisms have not been taken into account in this study, which can also enhance the further understanding of spatio-temporal variations of dynamic trophic structure.





5 Conclusion

The influence of runoff on the estuarine ecosystem was quantified via stable isotope analysis and energy flow of the aquatic food web. The trophic structure and energy flow processes of the aquatic food web of a typical weak tide estuary, the Yellow River Estuary (YRE), was identified. The main causes effecting the food web of the YRE were analyzed. Different flow regime led to the spatio-temporal variations of the stable isotopic characteristics of aquatic life. The southern shore was highly affected by the high-flow events, resulting in a decrease in the stable isotope values of organisms. And the spatial variation of topological food webs was exacerbated by the inflow and diffusion of freshwater and sediment during the flood season. Due to the high turbid environment on the southern shore, fish reduced their foraging on nekton species with high escape probability relying more on TOM, leading to lower trophic levels. The higher contribution of TOM to consumers increased the link density of food web on the southern shore, making it a more robust system. The high diversity of food sources and aquatic species made the food web more complex on the northern shore.
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The frequency and duration of marine heat waves (MHWs) have recently increased. There is therefore an urgent need to understand the response of marine organisms to MHWs. However, most estimates of MHW impacts on abundances include the effects of environmental stochasticity other than the MHWs. In addition, although MHWs sometimes persist for year-round or occur repeatedly for shorter periods, the accumulative carryover effects (ACEs)— the effects of sequential events accumulating additively over time— of MHWs on organisms have never been evaluated. Furthermore, the relationship between species niche traits other than thermal niches and susceptibility to MHWs is unknown. We examined the impacts of MHWs in southeastern Hokkaido, northern Japan, in summer from 2010 to 2016 on rocky intertidal communities by distinguishing MHW effects from environmental stochasticity. We asked (1) Did MHWs have ACEs on four major functional groups: macroalgae, sessile invertebrates, herbivorous invertebrates, and carnivorous invertebrates? (2) Does ignoring ACEs lead to biased assessments? (3) How did the effects of the MHWs on functional groups and their subsequent recovery differ? And (4) How does the susceptibility to MHWs differ with species niche (thermal and vertical) traits? We detected ACEs of MHWs and found that if they are ignored, the effects of MHWs can be underestimated. Although MHWs are known to reduce the abundance of macroalgae and increase that of sessile invertebrates in rocky intertidal habitats, our results show that macroalgal abundance increased during and after MHWs, whereas sessile invertebrates showed no change during or after MHWs. The abundance of herbivorous mollusks decreased during and after MHWs. Carnivorous invertebrates declined during MHWs and in the first year after MHWs. During and after MHWs, abundances of species with low thermal niches decreased and those with high thermal niches increased. There were no differences in response to MHWs between vertical niches when accumulative carryover effects were ignored. These results emphasize the importance of considering ACEs when assessing the response of marine organisms to MHWs, and that more studies of these responses are needed for a variety of ecosystems, regions and organisms to predict the responses of marine organisms.
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1 Introduction

Marine heatwaves (MHWs) are anomalous, sea-surface-temperature warm events and are defined as when an upper determined threshold (the 90th percentile of temperature relative to the long-term climatology) is exceeded for five or more days (Hobday et al., 2016), in which multiples of the 90th percentile difference (2× twice, 3× three times, etc.) from the mean climatology value define each of the category I (Moderate), II (Strong), III (Severe), and IV (Extreme) MHW, respectively (Hobday et al., 2018). MHWs are known to sometimes persist for long periods (year-round) (Hobday et al., 2018) or to recur annually for short periods (e.g., every summer) (Miyama et al., 2021a; Miyama et al., 2021b). From 1925 to 2016, MHW frequency and duration increased by 34% and 17%, respectively, with a 54% increase globally in annual marine heatwave days (Oliver et al., 2018). Also, the number of MHW days is projected to further increase as a result of global warming (Frölicher et al., 2018). Therefore, there is an urgent need to understand the response of marine organisms to MHWs.

In elucidating the response of marine ecosystems to MHWs, it is important to focus on revealing the impacts of MHWs on functional groups and species niche traits for various habitats, organisms, and regions. This is because understanding the differences in responses to MHWs by functional group will lead to a better understanding of the effects of MHWs at the community and ecosystem level. In addition, the relationship between species niche traits such as thermal tolerance and species’ responses to MHWs is important because it will lead to an understanding of the physiological and ecological processes behind differences between species in MHW effects.

The effects of MHWs on marine ecosystems have been reported for various parts of the world such as the Mediterranean, Northeast Pacific, and western Australia (Hobday et al., 2018; Smale et al., 2019). These studies have shown that biological responses to MHWs are diverse (negative, positive, or neutral) across multiple trophic levels (i.e., lower to upper trophic levels) and taxonomic groups (e.g., plankton, algae, invertebrates, fishes, birds, and mammals) (Ruthrof et al., 2018; Sanford et al., 2019; Smale et al., 2019; Suryan et al., 2021). The effects of MHWs vary among species: the abundances of cold-affinity species decreased after one MHW (Smale et al., 2017) and those of warmer-water species increased (Smale et al., 2017; Sanford et al., 2019; Miner et al., 2021) for herbivorous invertebrates (sea urchins and gastropods), barnacles and Rhodophyta. Many studies have reported differences in the response of different functional groups to MHWs (Smale and Wernberg, 2013; Wernberg et al., 2013; Smale et al., 2019; Suryan et al., 2021; Weitzman et al., 2021), and there are also reported cases of indirect spillover of MHW effects to other functional groups (Smale and Wernberg, 2013; Wernberg et al., 2013; Smale et al., 2017). For example, the decline in abundance of herbivorous macroinvertebrates (sea urchins and gastropods) after the 2011 MHW in western Australia is possibly because, in addition to direct thermal stress, invertebrate populations were also likely affected by the indirect effects of loss of habitat and food resources (Smale et al., 2017). Responses to an MHW can vary regionally. For example, in the warm regions along the west coast of Australia, the community structures of algae (Smale and Wernberg, 2013; Wernberg et al., 2013), invertebrates (Wernberg et al., 2013) and fishes (Wernberg et al., 2013), and the abundances of herbivorous macroinvertebrates (Smale et al., 2017) were significantly different after the 2011 MHW, whereas no effects were detected in the cooler regions.

Despite the many studies that have been conducted in recent years, about how MHWs have impacted marine organisms and these studies are lacking from several perspectives. First, most previous studies have evaluated the impact of heat waves using comparisons of abundances from several surveys before and after an MHW (Smale and Wernberg, 2013; Wernberg et al., 2013; Smale et al., 2017; Sanford et al., 2019; Thomsen et al., 2019; Weitzman et al., 2021). Therefore, the estimated impacts of MHWs on abundances include not only the direct effects of MHWs, but also the effects of environmental stochasticity—that is, unpredictable spatiotemporal fluctuation in environmental conditions (Fujiwara and Takada, 2017)— other than the MHWs. Second, accumulative carryover effects—that is, those occurring when the effects of sequential events accumulate over time (Ryo et al., 2019)— of MHWs on organisms are largely unknown. Accumulative carryover effects can occur when the effects of successive events accumulate additively over time, because short intervals between events inhibit the system from recovering to its original state (Ryo et al., 2019). The concept of the accumulative carryover effect is important because it focuses on the cumulative effect of frequent small perturbations that can significantly affect the state of the system, even though the impact of each individual event is small or negligible. An urgent need is to understand the accumulative carryover effects of MHWs on marine ecosystems, because weak MHWs (such as category I and II) occur more frequently than strong ones (Hobday et al., 2018; Miyama et al., 2021a; Miyama et al., 2021b). Third, there has been little investigation of the relationship between species niche traits and susceptibility to MHWs, other than for the thermal niche traits of individual species (Smale et al., 2017; Sanford et al., 2019; Miner et al., 2021; Harvey et al., 2022). Identifying the species niche traits susceptible to MHWs can be useful for understanding and predicting the ecological processes of marine organism responses to MHWs (Smale et al., 2017; Sanford et al., 2019; Miner et al., 2021; Harvey et al., 2022).

The rocky intertidal zone is a habitat where the intensity of desiccation stress varies widely over a narrow vertical range (Noda, 2009). The rocky intertidal benthic assemblages are composed of organisms of various trophic levels, they are classified as algae, sessile animals (most species are suspension feeders), grazers and carnivores (Menge, 1976; Menge et al., 1986; Okuda et al., 2010; Iwasaki et al., 2016). In the rocky intertidal zone, each species inhabits a specific elevation range depending on its desiccation tolerance, with the more desiccation-tolerant species generally being found in the upper intertidal zone. Rocky intertidal communities are some of the best study systems for assessing the response of marine benthic communities to MHWs. First, the component species of rocky intertidal communities have a variety of trophic levels. Second, the abundance of most species can accurately be quantified in a non-destructive way. Therefore, it is relatively easy to continuously obtain highly accurate time-series data for the abundance of community component species before and after MHWs.

Relatively few previous studies have described the effects of MHWs on rocky intertidal communities, with one case in the South Island of New Zealand in 2017–2018 (Thomsen et al., 2019) and another in the northeast Pacific during 2014–2016 (Sanford et al., 2019; Miner et al., 2021; Suryan et al., 2021; Weitzman et al., 2021; Spiecker and Menge, 2022). The impact of MHWs on rocky intertidal organisms was relatively well documented in the latter series of studies, which have revealed that the effects of MHWs vary by functional group. For example, the abundance of macroalgae (Fucus) and that of predatory invertebrates (sea stars) declined precipitously after the onset of the MHW; in contrast, the abundance of sessile invertebrates (mussels) increased (Suryan et al., 2021). In addition, algae cover (Fucus and other fleshy macroalgae) declined during and after the MHW, whereas that of sessile animals (barnacles and mussels) increased (Weitzman et al., 2021). The effects of MHWs may also differ among species depending on their thermal niche, with the geographic distributions of southern species shifting northwards with striking increases in recruitment (Sanford et al., 2019). In these studies, however, the effects of MHWs on abundance are estimated by methods that cannot isolate the effects of MHWs from overall environmental stochasticity, so the estimates are not highly accurate.

Differences in response to an MHW by functional group have also been reported in rocky intertidal communities (Suryan et al., 2021; Weitzman et al., 2021), but so far the differences in response using the abundance of an entire functional group have not been evaluated. Also not yet evaluated are the presence and extent of accumulative carryover effects of MHWs. Furthermore, the relationship between the vertical niches of sessile organisms as a species niche trait and susceptibility to MHWs has never been investigated. In rocky intertidal community, sessile species live in a narrow elevation range of the rock surface, where various environmental stresses change acutely across vertical gradient. Each species lives in a suitable position that is caused by physiological characteristics and outcome of species interaction, which is the vertical niche. Among rocky intertidal sessile organisms, species with higher vertical niches (i.e., species living in the upper intertidal zone) may be less susceptible to the effects of anomalous sea surface warming due to MHWs. First, the upper intertidal zone has a shorter immersion period than the lower intertidal zone. Second, thermal extremes and variation increase from low to high elevations in intertidal habitats (Benedetti-Cecchi et al., 2006; Watt and Scrosati, 2013). Therefore, species with higher vertical niches may have acclimated to higher temperature environments.

In the summer (July–September) of all years from 2010 to 2016, MHWs classified as category I or II occurred in the Oyashio water off southeast Hokkaido, northern Japan (Miyama et al., 2021a; Miyama et al., 2021b). The sea surface temperature in summer of all of these years was continuously higher by more than 1°C than its climatology, 17.5°C, as defined for the period between 1993 and 2009, and the average summer sea surface temperature between 2010 and 2016 was 18.9°C (Figure 1; Miyama et al., 2021a). The MHW events have been attributed to a weakening of the influence from cold Oyashio water resulting from an increase in anticyclonic eddies from the warm Kuroshio Extension (Miyama et al., 2021a; Miyama et al., 2021b). After the end of this series of MHWs, sea surface temperatures declined to normal in 2017 and 2018 (Figure 1; Miyama et al., 2021a; Miyama et al., 2021b). Subsequently, anticyclonic eddies returned in 2019 and 2020, and sea surface temperatures again increased (Miyama et al., 2021b). In this study, we examined the impacts of the MHWs that occurred in southeastern Hokkaido from 2010 to 2016 on community abundance (i.e., the sum of the abundances of all species in the community) of the four main functional groups of rocky intertidal communities and on the abundances of individual species during the MHWs from 2010 to 2016 and for two years after the end of the MHWs (when sea surface temperatures were at normal levels). Although nearshore temperature dynamics vary at smaller spatial scales (Krumhansl et al., 2020; Krumhansl et al., 2021), we estimated the effect size of the MHWs at the regional scale, covering an entire metapopulation of most of rocky intertidal organisms (along shorelines at scales of several to tens of kilometers). This is because population persistence are generally maintained by persistence of metapopulation, a group of local populations connected each other with dispersal, not by persistence of individual local population. Therefore, if the spatial extent of a stressor encompasses an entire metapopulation, its impacts at the metapopulation scale is crucial to understand the ecological consequence of the stressor.




Figure 1 | Time series of the July–September mean sea surface temperature (°C) from 1982 to 2018 southeast of Hokkaido, Japan (143–147°E, 40–43°N). The blue line shows the 1993–2009 mean; the red line shows the 2010–2016 mean. (From Miyama et al., 2021a).



We included only two years after the MHWs (2017 and 2018) for evaluation; the marine conditions in the study area were far from normal in the three subsequent years because anticyclonic eddies again raised sea surface temperatures in 2019 and 2020 (Miyama et al., 2021b), and in 2021 there was an outbreak of harmful algae (Misaka and Ando, 2021; Iwataki et al., 2022). We specifically asked the following questions: (1) Did MHWs have accumulative carryover effects at the regional scale on the community abundance of the four functional groups and the abundance of individual species? (2) If accumulative carryover effects of MHW are found, we also examine how ignoring accumulative carryover effects leads to biased assessments. (3) How did the effects of the MHWs on these community abundances at the regional scale differ between the MHWs (2010–2016) and the subsequent recovery in the first two years afterward (2017 and 2018)? (4) How did the impacts of MHWs on the abundance of each species at the regional scale during the MHWs (2010–2016), and in the first (2017) and second (2018) years after the MHWs differ depending on species niches traits (thermal and vertical niches)? We assessed the effects of MHWs at the regional scale because the thermal environment is expected to have large spatial variation within the range encompassing the metapopulation scale of marine benthos (Helmuth et al., 2002; Helmuth et al., 2006).




2 Materials and methods



2.1 Study area

The study area is located on the coast along the Northwest Pacific Ocean in southeast Hokkaido, Japan (Figure 2). The area is within the cold temperate provinces (Spalding et al., 2007) and is impacted by the cold Oyashio current (Payne et al., 2012; Ishida et al., 2021; Miyama et al., 2021a; Miyama et al., 2021b). In the study area, the mid-tidal zone is dominated by the native barnacle Chthamalus dalli and perennial seaweeds such as the crustose coralline alga Corallina pilulifera, the red algae Gloiopeltis furcata and Chondrus yendoi, and the brown alga Analipus japonicus (Kanamori et al., 2017; Ishida et al., 2021). Invertebrate predators include the whelk Nucella lima and the starfish Leptasterias ochotensis (Noda and Ohira, 2020). The invasive barnacle Balanus glandula invaded this area in 2004, but it did not become a dominant species, with an average cover of less than 5% (Noda and Ohira, 2020). There was a massive harmful algal bloom in this region during September–November 2021 (Misaka and Ando, 2021; Iwataki et al., 2022). The dominant species of the bloom was identified as Karenia selliformis (Gymnodiniales, Dinophyceae) (Iwataki et al., 2022). Misaka and Ando (2021) have reported on the mortality of marine organisms such as salmon, sea urchins, whelks, octopuses, and Sipuncula caused, by the bloom.




Figure 2 | Location of five rocky shores chosen for a census of intertidal organisms along the coast in southeast Hokkaido, Japan, along the Northwest Pacific Ocean.






2.2 Census design

We used hierarchical nested sampling (Noda, 2004) for the layout of each site. Five rocky shores were chosen for the census of intertidal organisms along the coast in southeast Hokkaido, Japan, by the Northwest Pacific Ocean (Figure 2). Within each shore, we established four or five permanent census plots (the total number of plots was 21) on steep rock walls in semi-exposed locations. Each plot was 50 cm wide by 100 cm high, with the vertical midpoint corresponding to mean tidal level. Abundances of all sessile organisms (macroalgae and sessile invertebrates) were determined by placing 200 grid points at 5-cm intervals both vertically and horizontally on the rock surface within each census plot and identifying and recording the species occupying each grid point. The abundances of all mobile organisms (herbivorous and carnivorous invertebrates) were recorded as the number of individuals of each species that appeared within each census plot. The abundances of sessile and mobile organisms in each census plot just after summer (October or November) from 2004 to 2018 were used to calculate the total abundances summed over all plots at all shores for each species in each year.




2.3 Data analysis

To evaluate the impact of MHWs on community abundance and the abundance of each species at the regional scale, we calculated the total abundance over all plots for each species in each year. We used the data for the total abundance of all plots because the thermal environment is expected to have large spatial variation within the range encompassing the metapopulation scale of marine benthos (Helmuth et al., 2002; Helmuth et al., 2006). Because the differences in the number of plots at each shore was small (all shores had 4 or 5 plots), we ignored any differences in abundance between shores and used the same method to obtain the total abundance at the regional scale. We believe that this had little effect on the estimation of regional abundance.

When assessing the effect of MHWs on the abundance of individual species, we selected common species that occurred in more than seven records in surveys during the 15 years. The data for rare species that were recorded only a few times in the 15-year period could contain large observational errors, making it difficult to accurately estimate abundance and the traits of species’ niches. In the case of the invasive barnacle Balanus glandula, whose introduction to the study area occurred relatively recently, the population dynamics may not have reached equilibrium (Noda and Ohira, 2020), making it difficult to precisely assess the effects of MHWs on their population dynamics. They were therefore excluded from the analysis. On the basis of the above criteria, 25 rocky intertidal macro-benthic species were included in analysis of the effects of MHWs at the species level: 12 algae, 5 sessile invertebrates, 6 herbivorous mollusks, and 2 carnivorous invertebrates (Tables 1, 2).


Table 1 | Accumulative carryover effects of MHWs on the abundances of 17 sessile species.




Table 2 | Accumulative carryover effects on the abundances of eight mobile species.






2.4 Estimation of effect sizes

To evaluate the effects of MHWs on each functional group and each species, we calculated the effect sizes (Iwasaki et al., 2016; Noda et al., 2017; Iwasaki and Noda, 2018) of the abundance of each functional group and each species from before the MHWs (2004–2009) to during (2010–2016) and after (2017 and 2018) using the following formulas:

	

	

where Fduring or after represents sum of the log10(abundance) of each functional group for each year during or after the MHWs.   before and SD(Fbefore) are the mean and standard deviation, respectively, for the sum of log10(abundance) of each functional group for each year before the MHWs. Sduring or after represents the sum of log10(abundance) of each species for each year during or after the MHWs.   before and SD(Sbefore) are the mean and standard deviation, respectively, for the sum of log10(abundance + 0.5) of each species for each year before the MHWs. The ± 95% CIs are only available for the MHWs, as these events occurred in several consecutive years. Here, if the 95% confidence interval does not cross the zero line, or if the absolute value of the effect size is greater than 1.96 (where there is no confidence interval for the estimated effect size), then this fact indicates that an abundance is significantly different from that before the MHWs.

While many previous studies assessed effects of MHWs by comparing abundances from a single pre-MHW survey and several post-MHW surveys (Smale and Wernberg, 2013; Wernberg et al., 2013; Smale et al., 2017; Sanford et al., 2019; Thomsen et al., 2019; Weitzman et al., 2021), this study assessed MHW effects based on effect sizes calculated using abundance data from multiple pre- and post-MHW surveys. Thus, this study provides a more accurate assessment of the effects of MHW because the results are less influenced by environmental stochasticity other than MHW than most previous studies. Firstly, because the reference state abundance (abundance when not affected by heatwaves) in this study is determined as a multi-year average, the effect of environmental stochasticity other than heatwaves on the change in abundance before and after MHW is less than in previous studies. Secondly, because the effect of the MHW on abundance is assessed as the relative magnitude of the change in abundance before and after a MHW to the magnitude of the temporal variation of abundance in a normal year.




2.5 Species niche traits

We estimated the thermal niche for all species as a species niche trait. We also estimated the vertical niche for sessile species.



2.5.1 Thermal niches

The position of the thermal niche (i.e., the preferred temperature) for each species was estimated from information on sea surface temperatures in the ecoregion in which each species was distributed (Spalding et al., 2007) using the following formula:

	

where SSTs are mean annual sea surface temperatures. The mean annual sea surface temperatures for each ecoregion corresponding to the northern and southern range limits were obtained from Payne et al. (2012).

An ecoregion is part of a biogeographic schema, that is, a global hierarchical classification system based on marine coastal environments (Spalding et al., 2007). The biogeographic schema is a nested system of 12 realms, 62 provinces and 232 ecoregions (Spalding et al., 2007). Our study area is included within the Oyashio Current ecoregion within the temperate northern Pacific realm. In previous studies, thermal niches were estimated by defining northern (i.e., cold-affinity) species and southern (i.e., warmer-water) species using species occurrence reports (Smale et al., 2017; Sanford et al., 2019). Thus, we obtained occurrence reports for each species from Hayashi (1943; 1947); Toyokokujigyo Corporation (1980); Pasco Corporation (1988); Korn and Kulikova (1995); Yoshida (1998); Higo et al. (1999); Okutani (2000); Selivanova (2002); Kado (2003); Latypov and Kasyanov (2003); Nishi (2003); Okuda et al. (2010); Yamazaki (2011); Fukui and Kashiwao (2012); Cox et al. (2014); Kanamori et al. (2017); Association for the Research of Littoral Organisms in Osaka Bay (2018); Hanyuda et al. (2018); Ito et al. (2018; 2019); Marko and Zaslavskaya (2019); Klochkova et al. (2020; 2021); Noda and Ohira (2020), and Ishida et al. (2021). Here, we focused on the distribution of each species in four ecoregions along the coastal northwest Pacific within the temperate northern Pacific realm: Kamchatka Shelf and Coast, Oyashio Current, Northeastern Honshu, and Central Kuroshio Current. These four ecoregions with their distinct latitudinal gradients in sea surface temperatures (Payne et al., 2012) are suitable as indicators of biogeographic affinity for each species. For example, for species distributed in the Gulf of Alaska (51.0–64.8°N) and the Oyashio Current (39.6–52.8°N), the northern limit would be the Gulf of Alaska, but the mean annual surface seawater temperature in this ecoregion is higher than that in the Oyashio Current (Payne et al., 2012); this is contrary to the “expected” latitudinal gradient of the colder north and the warmer south. In addition, using these four ecoregions for defining ranges reflects the natural distribution of the area. For example, Ulva pertusa, which is distributed in tropical regions, may have been introduced from temperate regions as a non-indigenous species (Hanyuda et al., 2016). The number of reported occurrences of individual species was well described within these four ecoregions, and the occurrence reports in four ecoregions of many species were similar, so we can accurately determine cold-affinity species and warmer-water species.




2.5.2 Vertical niches

For each of the 17 sessile species, the mode of zonation was estimated as a measure of their vertical niche position. First, we estimated the vertical profile of the distribution of each species over the entire vertical extent of the intertidal zone. For this, in May 2017 we extended each survey plot in the 2004–2018 survey by 50 cm vertically above and below the original plot, placed 400 grid points at 5-cm intervals both vertically and horizontally on the rock surface within each extended survey plot as in the 2004–2018 survey, and recorded the species of sessile organisms occupying each grid point. The elevation of each grid point was estimated by using the slope of the rock walls measured at 25-cm vertical intervals on each rock. Thus, we obtained data for the occupancy within each 200 cm high by 50 cm wide census plot (400 grid points) in May 2017, data for the occupancy within each 100 cm high by 50 cm wide census plot (200 grid points) obtained from the surveys conducted in autumn from 2004 to 2018, and an estimated elevation for each grid point. From these data, we determined the mean abundance of each sessile species in the each of 20 elevation classes (100–90 cm, 90–80 cm… –80 to –90 cm, and –90 to –100 cm from mean tidal level), corresponding to the rock surface in each census plot divided into 10-cm elevation intervals. The vertical niche of each sessile species was calculated from the average abundance of all elevation classes obtained using the following formula:

	

where H is the elevation class defined as 1 at –90 to –100 cm from mean tidal level. SS,H represents the frequency of occurrence of species S in elevation class H. Values of vertical niches are larger in species that inhabit higher elevations.





2.6 Statistical analysis

If there are accumulative carryover effects from MHWs on population and community dynamics, then the difference in abundance during MHWs and under normal conditions (i.e., the absolute value of the effect size) should be small immediately after the MHW, but then increase with the elapsed time from the MHW event. Therefore, to detect whether there was a temporal trend in the changes in the community abundance of the four functional groups or the abundance of each species during the MHWs, we conducted linear regression analysis, with the number of years (1–7) since the onset of the MHWs as the explanatory variable and the effect sizes of the abundances of four functional groups and 25 species from 2010 to 2016 as response variables. Here, a significant slope and a non-significant intercept were considered evidence of accumulative carryover effects. This is because a significant slope indicates a linear increase or decrease, and a non-significant intercept (i.e., the intercept is not different from 0) indicates no change from before the MHWs.

To determine whether ignoring accumulative carryover effects would result in a biased assessment of the effects of MHWs on the abundance of each functional group and each species during the MHWs and for two years after they ended (when sea surface temperatures returned to normal), we calculated both the average effect sizes from 2010–2016 and the accumulative carryover effect sizes. For the latter measure, we used the effect size in the last year of the MHWs (2016) for species for which an accumulative carryover effect was detected, and the average effect size from 2010 to 2016 for species for which no accumulative carryover effect was found. We compared the average effect size from 2010 to 2016 and the effect size in the last year of the MHWs (2016) to determine whether it is important to consider the accumulative carryover effects.

We examined how the effects of MHWs on the abundance of each species of sessile organisms (macroalgae and sessile invertebrates) differed following during the onset of the MHWs (2010–2016) and during the first year (2017) and the second year (2018) after the MHWs, depending on species niche traits (thermal and vertical niches). We performed multiple regression analysis in which the effect size of the abundance of sessile species from 2010–2016, 2017, and 2018, or consideration of the accumulative carryover effect, were treated as response variables, and the species niche traits (standardized thermal niches and standardized vertical niches) were explanatory variables. The two functional groups of sessile species were combined because the number of sessile invertebrate species (5 species) was much smaller than that of macroalgae (12 species).

We examined how the effects of MHWs on the abundance of each species of mobile organism (herbivorous mollusks and carnivorous invertebrates) differed following during the onset (2010–2016) and during the first (2017) and second year (2018) after the MHWs, depending on thermal niche. We performed linear regression analysis, in which the effect size of the abundance of mobile species from 2010–2016, 2017, and 2018, or consideration of the accumulative carryover effects were treated as response variables, and the standardized thermal niches were explanatory variables. The two functional groups were combined as mobile species because the number of species of carnivorous invertebrates was low (2 species) compared to herbivorous mollusks (6 species). All linear and multiple regressions were performed after checking the data for normality by using the Shapiro-Wilk test. In addition, we have checked that the residuals are normally distributed using the Q-Q plot. All statistical analyses were executed using R version 4.1.2.





3 Results



3.1 Accumulative carryover effects

The accumulative carryover effects of the MHWs on community abundance at the regional scale varied among four functional groups of rocky intertidal organisms. There was a positive carryover effect for macroalgae and a negative one for carnivorous invertebrates (Table 3), whereas there were no apparent accumulative carryover effects for sessile invertebrates or herbivorous mollusks. The interpretation of the impact of MHWs on the community abundance of functional groups was the same with (the last year of the MHWs) or without (during the MHWs) consideration of accumulative carryover effects (Figure 3).


Table 3 | Accumulative carryover effects on community abundances of four functional groups of rocky intertidal organisms in southeast Hokkaido, Japan.






Figure 3 | Effect sizes of MHWs on the community abundance of four functional groups during the MHWs (2010–2016), in the last year of the MHWs (2016; shown only for functional groups where accumulative carryover effects were detected), and in the first (2017) and second (2018) years after the MHWs. The mean ( ± 95% CI) is only presented for effect sizes during the MHWs. An abundance is significantly different from that before the MHWs if the 95% confidence interval does not cross the zero line or if the absolute value of the effect size exceeds 1.96 (where there is no confidence interval for the estimated effect size). The dotted lines represent 0 and ±95% CI.



The accumulative carryover effects of the MHWs on regional population size varied among functional groups. Accumulative carryover effects were detected for 6 out of the 25 species (24%); i.e., these species increased or decreased in abundance with the number of years after the onset of the MHWs (Tables 1, 2). Negative accumulative carryover effects were detected for 2 out of 12 species of macroalgae (16.7%) and one of the two species of carnivorous invertebrates, whereas a positive accumulative carryover effect was detected for one out of six species of herbivorous mollusks (2%). In contrast, no accumulative carryover effects were detected for sessile invertebrate species. For three of the six species for which accumulative carryover effects were detected, the interpretation of MHW effects on individual species abundance differed when accumulative carryover effects were considered (the last year of the MHWs) or not considered (during the MHWs) (Figures 4, 5). Although the abundance of these species was not significantly affected by the MHW during the MHW period, the effect sizes calculated to account for accumulative carryover effects showed significant decreases for two species (Pterosiphonia bipinnata for large algae and Lottia cassis for herbivorous mollusks) and significant increases for one species (Littorina brevicula for herbivorous mollusks) (Figures 4, 5).




Figure 4 | Effect sizes of MHWs on the abundances of 17 sessile species during the MHWs (2010–2016), in the last year of the MHWs (2016; shown only for species where accumulative carryover effects were detected), and in the first (2017) and second (2018) years after the MHWs. The mean ( ± 95% CI) is only presented for effect sizes during the MHWs. An abundance is significantly different from that before the MHWs if the 95% confidence interval does not cross the zero line or if the absolute value of the effect size exceeds 1.96 (where there is no confidence interval for the estimated effect size). The dotted lines represent 0 and ±95% CI.






Figure 5 | Effect sizes of MHWs on the abundances of eight mobile species during the MHWs (2010–2016), in the last year of the MHWs (2016; shown only for species where accumulative carryover effects were detected), and in the first (2017) and second (2018) years after the MHWs. The mean ( ± 95% CI) is only presented for effect sizes during the MHWs. An abundance is significantly different from that before the MHWs if the 95% confidence interval does not cross the zero line or if the absolute value of the effect size exceeds 1.96 (where there is no confidence interval for the estimated effect size). The dotted lines represent 0 and ±95% CI.






3.2 Effect size of community abundance for each functional group during and after MHWs

The effect of the MHWs on community abundance at the regional scale varied among the four functional groups of the rocky intertidal community. There were significant positive effects on macroalgae during the MHWs (2010–2016), in the last year of the MHWs (considering accumulative carryover effects), and in the first and second years after the MHWs (Figure 3). The MHWs did not have any significant impact on sessile invertebrates. MHWs had significant negative effects on herbivorous mollusks during the MHWs (2010–2016), and in the first and second years after the MHWs (Figure 3). MHWs had significant negative effects on carnivorous invertebrates during the MHWs, in the last year of the MHWs (considering accumulative carryover effects), and in the first year after the MHWs.




3.3 Effect size of abundance of each species during and after MHWs

The effect of the MHWs on regional population size varied among functional groups. For macroalgae, MHWs had significant positive effects on 50% of the species during the MHWs (50.0%), whereas there were no significant effects on the majority of species in 2017 and 2018 (both 66.7%) (Figure 4). MHWs had a significant positive effect on Corallina pilulifera and Hildenbrandia spp. during the MHWs (2010–2016), and in the first and second years after the MHWs. MHWs had positive effects on the majority of species of macroalgae during the MHWs (2010–2016), and in the first and the second year after the MHWs. The effects of the MHWs on regional population size in the last year of the MHWs (considering accumulative carryover effects) differed between two species for which there were negative accumulative carryover effects: the population size of Pterosiphonia bipinnata decreased significantly, but that of Cladophora opaca did not.

For sessile invertebrates, most species (80–100%) were unaffected by MHWs during the MHWs (2010–2016), or in the first or second years after the MHWs (Figure 4).

For herbivorous mollusks, MHWs had significant negative effects on 50% or more of the species during the MHWs (50.0%), and in the first and second years after the MHWs (66.7% and 50.0%, respectively) (Figure 5). The MHWs had a significant negative impact on Littorina sitkana and Stenotis uchidai during the MHWs (2010–2016), and in the first and second years after the MHWs. MHWs had negative effects on the majority of species of herbivorous mollusks during the MHWs (2010–2016), and in the first and second years after the MHWs. MHWs had a positive effect on Littorina brevicula in the last year of the MHWs (considering accumulative carryover effects), and in the first and second years after the MHWs, in which positive accumulative carryover effects were detected. MHWs had a significant negative impact in the last year of the MHWs (considering accumulative carryover effects) for both species for which negative accumulative carryover effects were found.

For the two carnivorous invertebrate species, MHWs had significant negative effects on both during the MHWs (2010–2016) and in the first year after the MHWs (Figure 5). The MHWs also had a significant negative impact on Leptasterias ochotensis similispinis during the second year after the MHWs. MHWs had a significant negative impact in the last year of the MHWs (considering accumulative carryover effects) for Nucella lima, for which there were also negative accumulative carryover effects.




3.4 Effects of MHWs by species niche traits

The results of multiple regression analysis for sessile organisms showed significant effects only for thermal niches, regardless of the response variables. That is, the MHWs caused changes in composition of sessile assemblages at a regional scale by reducing the abundances of species with low thermal niches (i.e., cold-affinity species) and increasing those of species with high thermal niches (i.e., warmer-water species) (Table 4 and Figure 6).


Table 4 | Results of multiple regression analysis testing how the effects of MHWs on the abundance of each sessile species of rocky intertidal organism (macroalgae and sessile invertebrates) for each period differ depending on thermal and vertical niches.






Figure 6 | Relationship between the effect size of MHWs on species abundances of sessile and mobile organisms during the MHWs, and in the first two years after the MHWs, and standardized thermal niches. Each plot includes the regression line for each model. (A) Sessile organisms during the MHWs, (B) sessile organisms in 2017, (C) sessile organisms in 2018, (D) mobile organisms during the MHWs, (E) mobile organisms in 2017, and (F) mobile organisms in 2018. The open circles in (A–C) indicate macroalgae and the filled circles indicate sessile invertebrates. The open circles in (D–F) indicate herbivorous mollusks, and the filled circles indicate carnivorous invertebrates.



The results of linear regression analysis for mobile organisms showed significant effects for thermal niches regardless of the response variables. That is, the MHWs caused changes in the composition of mobile assemblages at a regional scale by reducing the abundances of species with low thermal niches (i.e., cold-affinity species) and increasing those of species with high thermal niches (i.e., warmer-water species) (Table 5 and Figure 6).


Table 5 | Results of linear regression analysis testing how the effects of MHWs on the abundance of each mobile species of rocky intertidal organism (herbivorous mollusks and carnivorous invertebrates) for each period differ depending on thermal niche.



The results of multiple regression analysis for each species of sessile organisms when considering accumulative carryover effects showed a significant interaction between thermal and vertical niches (Table 6). This indicates that the increase in abundance due to MHWs in warmer-water species is more pronounced for species with higher vertical niches.


Table 6 | Results of multiple regression analysis testing how the effects of MHWs on the abundance of each sessile species of rocky intertidal organism (macroalgae and sessile invertebrates) in 2016 (i.e., considering the accumulative carryover effect) differ depending on thermal and vertical niches.



The results of linear regression analysis for each species of mobile animal when considering the accumulative carryover effects showed no effect by thermal niche (Table 7).


Table 7 | Results of linear regression analysis testing how the effects of MHWs on the abundance of each mobile species (herbivorous mollusks and carnivorous invertebrates) in 2016 (i.e., considering the accumulative carryover effect) differ depending on thermal niche.







4 Discussion

In this study, we evaluated the impacts of the MHWs in southeastern Hokkaido in summer (July–September) from 2010 to 2016 on the abundances and by species niche traits of rocky intertidal communities (macroalgae, sessile invertebrates, herbivorous mollusks and carnivorous invertebrates) by separating the effects of MHWs from those of other environmental stochasticity. We found positive and negative accumulative carryover effects of MHWs (i.e., a continued increase or decrease in abundance with the number of years elapsed since the onset of the MHWs) in the community abundance of macroalgae and carnivorous invertebrates, respectively (Table 3). At the species level, accumulative carryover effects were detected in 6 out of 25 species (Tables 1, 2). The interpretation of the effect of MHWs on the community abundance of functional groups did not change with or without consideration of accumulative carryover effects (Figure 3). However, it is important to consider the accumulative carryover effects. Because, abundance of some species was underestimated when ignored accumulative carryover effects (Figures 4, 5). In addition, we found differences in the response to MHWs in terms of community abundance among four functional groups. Macroalgae increased during and after the MHWs, whereas sessile invertebrates showed no response (Figure 3). Herbivorous mollusks decreased in abundance during and after the MHWs. Carnivorous invertebrates decreased in abundance during the MHWs and in the first year afterward. Finally, we found reduced abundances of species with low thermal niches (i.e., cold-affinity species) and increased abundances of those with high thermal niches (i.e., warmer-water species) (Tables 4, 5, and Figure 6). The increase in abundance of warmer-water species due to MHWs is more pronounced for species with higher vertical niches, but this became evident only when accumulative carryover effects were considered (Table 6).



4.1 Detection of accumulative carryover effect by MHWs

The frequency of MHWs has increased in recent years (Hobday et al., 2018; Oliver et al., 2018). Therefore, it is important to clarify whether MHWs have an accumulative carryover effect when they occur continuously or persist over multiple years. In this study, accumulative carryover effects caused by consecutive MHWs were detected in both the community abundance of some functional groups and the abundance of some individual species. These results indicate that repeated weak MHWs, such as category I and II, had cumulative effects on marine communities and populations.

The 5 species out of 25 for which negative accumulative carryover effects were found included four species for which significant negative effects were detected in the last year of the MHWs (2016)—the macroalga Pterosiphonia bipinnata, herbivorous mollusks Lottia cassis and Stenotis uchidai, and the predatory invertebrate Nucella lima—as well as one species for which no MHW effects were detected in 2016: the macroalga Cladophora opaca (Figures 4, 5). This suggests that these five species are particularly susceptible when MHWs occur continuously or persist for a period of time. In Cladophora opaca, the mechanism by which negative accumulative carryover effects were observed but without significant negative effects in 2016 is unknown, but perhaps this species had a higher thermal niche (Table 8) than the other four species for which negative accumulative carryover effects were found, and it was not affected in 2016 because it is less sensitive to MHWs.


Table 8 | Species niche traits of 17 sessile species.






4.2 Evaluation considering accumulative carryover effects

The interpretation of the impact of MHWs on the community abundance of functional groups was the same with or without consideration of accumulative carryover effects, with a significant increase in macroalgae and a significant decrease in carnivorous invertebrates (Figure 3). In contrast, the interpretation of the impact of MHWs on the abundance of individual species for which accumulative carryover effects were found differed when those effects were considered. There were no significant effects during the MHWs, but for the effect size calculated considering accumulative carryover effects two of the six species (Pterosiphonia bipinnata in macroalgae and Lottia cassis in herbivorous mollusks) showed a significant decrease and one species (Littorina brevicula in herbivorous mollusks) showed a significant increase (Figures 4, 5). These results emphasize that the response of organisms to MHWs should be evaluated even when accumulative carryover effects are considered.

Our results show that sequential MHWs caused an accumulative carryover effect on some marine community abundance and population size. In some species, the effects of the MHWs could be underestimated if the accumulative carryover effects were not considered. However, there are still outstanding questions regarding the accumulative carryover effects of MHWs on marine organisms. First, it is not clear how the tendency to cause accumulative carryover effects depends on species niche traits. For example, species with longer life histories and smaller dispersal ability are more likely to show accumulative carryover effects on population size when sequential MHWs occur. Unfortunately, we were unable to test this hypothesis in this study because there were fewer annual and non-planktonic species (7 and 4 species, respectively) than perennial and planktonic species. Second, it is not clear which functional groups and species niche traits of the organisms affected are particularly susceptible to the accumulative carryover effects of MHWs. In this study, four of the five species for which negative accumulative carryover effects were found (Tables 1, 2) had significant negative effects detected in the last year of the MHWs (2016), whereas one species showed no significant negative effects in 2016 (Figures 4, 5). This suggests that there are functional groups or species niche traits that are particularly susceptible among those that show accumulative carryover effects. However, this hypothesis could not be tested in this study because of the small number of species showing an accumulative carryover effect.




4.3 Effect size of community abundance for each functional group during and after MHWs

The response of rocky intertidal communities to MHWs has been mainly investigated for relatively strong MHWs (categories I–III) (Hobday et al., 2018) in the northeast Pacific (Sanford et al., 2019; Miner et al., 2021; Suryan et al., 2021; Weitzman et al., 2021; Spiecker and Menge, 2022). Little is known, therefore, about how relatively weak MHWs (categories I and II) affect rocky intertidal communities. We examined the effects of category I and II MHWs (Miyama et al., 2021a; Miyama et al., 2021b) that occur every summer (July–September) at our study site, thus filling this gap in our knowledge. Despite the relatively weak category I or II MHWs that occurred in southeastern Hokkaido, Japan, from 2010 to 2016, there were few signs of community abundance recovery in the major functional groups by the second year after the MHWs. Of the functional groups that increased or decreased in abundance during and after MHWs (macroalgae, herbivorous mollusks and carnivorous invertebrates), both macroalgae and herbivorous mollusks remained higher and lower in abundance, respectively, in the second year after the MHWs (2018) (Figure 3).

There are two possible reasons for the increase in macroalgal community abundance during the MHWs in southeastern Hokkaido. First, the increase in overall abundance of macroalgae may have been caused by an increase in warmer-water species due to the increase in sea surface temperatures caused by MHWs. This is because the species that comprise the macroalgae are relatively dominated by warmer-water species with thermal niches greater than 10 (Tables 8, 9). Four of these species, which include the dominant crustose coralline algae Corallina pilulifera and the red alga Gloiopeltis furcata (Kanamori et al., 2017; Ishida et al., 2021), showed increases in both the mean effect size during the MHWs, and in the effect size in the first and second years after the MHWs (Figure 4). Second, the increase in community abundance of macroalgae may have been caused by a trophic cascade resulting from a decline in herbivorous invertebrate abundance due to MHWs. This is supported by the fact that the abundance of algal communities in rocky intertidal zones is restricted by grazing pressure (Cubit, 1984; Guerry et al., 2009; Poore et al., 2012). The community abundances of herbivorous mollusks and carnivorous invertebrates showed a negative response to MHWs (Figure 3). Compared to macroalgae and sessile invertebrates, many species of herbivorous mollusks and carnivorous invertebrates have lower thermal niches (Tables 8, 9); also, the higher trophic levels are regulated by environmental stress (Menge and Sutherland, 1987; Menge and Olson, 1990), which may have caused a decline in community abundance.


Table 9 | Species niche trait of eight mobile species.



Our results show a significant positive effect of MHWs for the community abundance of macroalgae in all periods (during and after the MHWs), whereas MHWs had no effect on the community abundance of sessile invertebrates in any period (Figure 3). In contrast, previous studies showed a decrease in algae after the 2014–2016 northeast Pacific MHW in the Gulf of Alaska, but an increase in sessile animals (Suryan et al., 2021; Weitzman et al., 2021). Despite being in the same ecosystem (i.e., rocky intertidal zones), there are a variety of factors that might have caused the differences in responses between this study and those in the Northeast Pacific region. There were differences in MHW intensity (categories I and II, Miyama et al., 2021a; Miyama et al., 2021b vs. categories I–III, Hobday et al., 2018), species composition (Fucus and mussels are not dominant species in our study area; Kanamori et al., 2017; Ishida et al., 2021) and in thermal niches of the component species. More reports on the responses of marine organisms to MHWs are needed for various ecosystems, regions, and organisms, including information on the intensity of MHWs, in order to identify factors that result in differences in responses to MHWs in the same ecosystem. Identification of these factors would facilitate our understanding of the areas and functional groups that are susceptible to MHWs and would thus help in the conservation of marine ecosystems.




4.4 Effects of MHWs by species niche traits

Identifying the species niche traits susceptible to MHWs will improve the predictability the responses of marine organisms to MHWs. Our results show that the abundances of species with low thermal niches decreased during and after MHWs, whereas those of species with high thermal niches increased (Tables 4, 5, and Figure 6). Previous studies have suggested a decrease in abundance of cold-affinity species (Smale et al., 2017) and an increase in warmer-water species (Smale et al., 2017; Sanford et al., 2019; Miner et al., 2021). These studies suggest that focusing on thermal niches can be useful for understanding and predicting the ecological processes behind the responses of marine organisms to MHWs. When we considered accumulative carryover effects for mobile animals, there were no differences in the response to MHWs by thermal niche (Table 7), possibly because the abundance of Lottia cassis, which has a relatively high thermal niche among mobile animals (Table 9), was drastically reduced by accumulative carryover effects (Figure 5).

Our examination of the effects of thermal and vertical niches on species-specific responses to MHWs did not support our prediction that sessile rocky intertidal species with higher vertical distributions (i.e., higher vertical niches) would likely be less affected by MHWs. One possible reason why our prediction was not supported by our results is that the MHWs might affect regional-scale population sizes of rocky intertidal sessile species through complex mechanisms, including direct and indirect effects of changes in seawater temperature, which to date have been rarely examined in empirical studies. To deepen our understanding of the influence of MHWs on rocky intertidal communities, studies focusing on the underlying mechanisms that cause interspecific differences in MHW responses are eagerly awaited. As a cause of interspecific differences in responses to MHWs, both this and previous studies emphasize the importance of thermal niches. However, the influence and importance of vertical niches are still unknown. Although the present study demonstrates that the increase in abundance of warmer-water species due to MHWs is more pronounced for species with higher vertical niches, a previous study suggested that vertical niches may not be an important factor for explaining interspecific differences in response to MHWs; in the Northeast Pacific, changes in the percent cover of each rocky intertidal taxon during and after marine heat waves were similar in both the middle and lower strata of the intertidal zone (Weitzman et al., 2021).





5 Conclusions

In this study, we examined the response of rocky intertidal communities to relatively weak (categories I and II) MHWs that occurred southeast of Hokkaido, northern Japan, in summer (July–September) from 2010 to 2016. The specific questions addressed were (1) Did MHWs have an accumulative carryover effect on the community abundance of the four main functional groups or on the abundance of each species? (2) How did the effects of MHWs on the community abundance of the four functional groups during the MHWs (2010–2016) and subsequent recovery in the first (2017) and second (2018) years after the MHWs differ? (3) How did the susceptibility to MHWs differ depending on two species niche traits, i.e., thermal and vertical niches?

We found that (1) the continuous MHWs had an accumulative carryover effect on both functional group abundance and the abundance of individual species. In addition, some species for which accumulative carryover effects were detected were underestimated when those effects were not considered.

(2) The community abundance of macroalgae and herbivorous mollusks increased and decreased, respectively, during the MHWs (2010–2016), and in the first and second years after the MHWs, and the community abundance of carnivorous invertebrates decreased during the MHWs and in the first year after. The increase in community abundance of macroalgae may have occurred because the macroalgal communities are composed of a relatively large number of warmer-water species, and/or by a trophic cascade resulting from a decrease in the community of herbivorous invertebrates. The decline in community abundance of herbivorous mollusks and carnivorous invertebrates may have been caused by the fact that these communities are composed of a relatively large number of species with more cold-affinity.

(3) The abundance of species distributed in colder water (i.e., lower thermal niches) decreased and those distributed in warmer water (i.e., higher thermal niches) increased. There were no detectable differences in response to MHWs between species distributed at higher vertical positions (i.e., higher vertical niches) and those at lower vertical positions (i.e., lower vertical niches) when accumulative carryover effects were not considered. On the other hand, the increase in abundance due to MHWs in warmer-water species is more pronounced for species with higher vertical niches when accumulative carryover effects are considered.

The results of this study agree with those of a previous study conducted on subtidal communities (Smale et al., 2017) in that the susceptibility to MHWs is related to the thermal niche traits of the species. On the other hand, for the response of functional groups to MHWs, our results are not consistent with those of previous study (Weitzman et al., 2021), despite being in the same intertidal ecosystem (i.e., rocky intertidal). Thus the findings from studies to date are insufficient to predict the effects of MHWs on marine ecosystems, and further studies are needed to elucidate the response of marine organisms to MHW events of various intensities and durations for a variety of ecosystems, regions, and organisms.
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The Inner Sea of Chiloé (ISC) in northwestern Patagonia has experienced large harmful algal blooms in the past decade, impacting human health and affecting the large aquaculture industry of the region. Thus, the investigation of factors favouring regional phytoplankton growth are of particular interest. Analysing the synoptic-to-intraseasonal variability, we explore changes in phytoplankton biomass in southern ISC (S-ISC, 42.5°-43.5°S, 72.5°-74°W) and their concurrent mesoscale and large-scale meteorological and oceanographic conditions. We use high-resolution satellite normalized fluorescence line height (nFLH) and chlorophyll-a (CHL-A) from the MODIS-Aqua sensor as proxies for phytoplankton biomass, besides oceanic and atmospheric variables derived from various remote-sensing sources and atmospheric fields from the ERA5 reanalysis. Specifically, we focus on high phytoplankton biomass events HBEs, which are defined as those cases when intraseasonal nFLH anomaly (nFLH’) exceeds the 95th percentile threshold. Each event was characterised by its first date of occurrence (called day 0). We detected 16 HBE between 2003 and 2019 in S-ISC. HBEs tend to occur under the influence of a mid-latitude migratory anticyclone that induce persistent cloudless conditions preceding day 0, leading to enhanced photosynthetically active radiation (PAR) starting around day -8, and positive sea surface temperature (SST) anomalies between days -4 and +4. We hypothesise that HBEs are mainly modulated by i) mixing and advection that could contribute to a greater availability of nutrients in the upper sea layers before the onset of the anticyclonic anomalies; and ii) increased thermal stratification related to positive PAR and SST anomalies that would promote phytoplankton growth during the anticyclonic regime. Furthermore, we show that the Madden-Julian Oscillation modulates the frequency of nFLH’ and thus of HBEs, a result that suggests an enhanced predictability of these cases.
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1 Introduction

Phytoplankton plays an important role in marine ecosystems, producing almost half of the global primary production in the oceans (Field et al., 1998). Phytoplankton dynamics at global and seasonal scales are relatively well known; at mid-latitudes, blooms are mainly driven by abiotic factors such as solar irradiance, water column stratification, nutrient availability, winds, column stratification (Winder and Cloern, 2010; Demarcq et al., 2012; Sapiano et al., 2012). Yet, the characteristics of their spatio-temporal variability at timescales shorter than seasons, especially in coastal areas, remains a challenging issue for science. Coastal areas, which provide 22-43% of the estimated value of the ecosystem services worldwide (Costanza et al., 1997), support a substantial part of the primary production by phytoplankton blooms (Carstensen et al., 2015). In open coastal areas, phytoplanktonic blooms are driven mainly by episodic upwelling events that transport deep water nutrients into the surface layer, with variable intensities at synoptic timescales [i.e., up to ~10 days (Orlanski, 1975)].

When phytoplankton blooms occur, there is a marked increase in algal biomass in response to the rapid transformation and incorporation of reactive inorganic elements into organic forms that leads to measurable biogeochemical changes. As described by Cloern (1996), these processes include the depletion of inorganic nutrients (N, P, Si), shifts in the isotopic composition of reactive elements (C, N), changes in dissolved oxygen and carbon dioxide removal, production of climatically active gases, changes in the biochemical composition and reactivity of the suspended particulate matter, and synthesis of organic matter required for the reproduction and growth of heterotrophs, including bacteria, zooplankton, and benthic consumer animals. For some phytoplankton species, blooms are simply part of their seasonal or interannual natural variability, whereas for others they occur as episodic events, and thus generalisations concerning their triggering mechanisms are not adequate. Therefore, in the latter cases, blooms are still difficult (or even impossible) to predict (Davidson et al., 2016).

Along eastern boundary upwelling systems at mid-latitudes, the intensification of the equatorward alongshore winds during spring and summer promotes seasonal upwelling (Aguirre et al., 2019). Compared to other marine systems, these systems are dominated by short trophic webs where phytoplankton blooms are among the key base processes. However, monospecific phytoplankton blooms involving toxic algae species might induce harmful effects on other species, including humans (Landsberg, 2002; Young et al., 2020; Neves et al., 2021). These events are denominated Harmful Algal Blooms (HABs) and are of particular scientific and societal interest due to their impacts. HABs produce damage to the aquaculture, tourism, and overall economy of local communities and countries. Globally, three different types of HABs can be distinguished (Hallegraeff, 1992). Considering their monospecific nature, they are differentiated by the involved species. First, blooms that cause harmless discoloration of water, which, however, under exceptional conditions in shallow waters and sheltered bays, can be dense enough to cause indiscriminate death of fish and invertebrates through oxygen depletion. Second, blooms that are not toxic to humans but are harmful to fish and invertebrates by damaging or plugging their gills, physically or chemically. They particularly affect animals in intensive aquaculture systems, which cannot escape from danger. Third, the category which most concerns human society corresponds to those algae species that produce potent toxins that can reach human consumers through the food chain, causing a variety of gastrointestinal and neurological diseases, such as paralytic shellfish poisoning, diarrheal shellfish poisoning, amnesic shellfish poisoning and neurotoxic shellfish poisoning, among others. Due to these well-established and further emerging impacts, HAB monitoring has intensified and suggested an increase in HAB frequency (Hallegraeff et al., 2021). Eutrophication, climatic variability, human introduction of alien harmful species, and aquaculture developments have all been put forward as main drivers of HABs. In Chilean Patagonia, all these factors have been suggested as possible precursors of a positive trend in HAB frequency (Cabello and Godfrey, 2016; Mardones et al., 2017; León-Muñoz et al., 2018; Crawford et al., 2021; Soto et al., 2021). However, due to geographic and hydroclimatic complexity, the mechanisms within different spatio-temporal scales that trigger these exceptional phytoplanktonic blooms remain unclear.

Chilean Patagonia is one of the largest estuarine systems worldwide. In the North, one of its major features is the Inner Sea of Chiloé (ISC), which is 230 km long in the meridional direction and comprises a system of complex topography and bathymetry, encompassing islands, peninsulas, channels, and fjords. It sustains a major biological hotspot, with a pelagic trophic web that spans from phytoplankton to blue whales (Buchan and Quiñones, 2016). In recent decades, salmon and shellfish aquaculture has become a major industry and one of Chile’s main economic activities, concentrating particularly in the ISC and the southern fjords and channels to the South, in the Aysén Administrative District. Different aspects of such ecosystems and their economic activities have been studied in depth (e.g., Buschmann et al., 2009; Iriarte et al., 2010; Anbleyth-Evans et al., 2020). Although historical and ongoing research efforts have strongly contributed to the understanding of physical and biogeochemical processes within the ISC, in situ observations are still scarce and limited to fully characterise the diversity of regional phenomena. The differences in the phytoplankton community structure in the ISC is closely linked to environmental heterogeneity that determines the composition and availability of nutrients, particularly the nitrate/silicate ratio (Martínez et al., 2015). While in high silicate environments the larger fraction (>20 µm) predominates, nitrate-rich environments are dominated by smaller phytoplankton (<11 µm). Studies throughout the ISC have highlighted the influence of freshwater inputs from Patagonian rivers with a pluvio-nival regime on coastal circulation, the stratification of the water column and the spatiotemporal variability of nutrient load to the system, in particularly silicate (e.g., León-Muñoz et al., 2013; Iriarte et al., 2017; Vásquez et al., 2021; Flores et al., 2022). In addition, the connection of the ISC with the outer waters of the Pacific Ocean through the Chacao Channel and Boca del Guafo promotes the intrusion of Sub-Antarctic Waters (SAAW) richer in nitrates and phosphates (Silva and Palma, 2006; Vargas et al., 2011). Seasonally, the largest freshwater inputs occur during winter and spring in the northeastern ISC, when several species of the microphytoplankton size-fraction (>20 μm) is dominated by chain-forming freshwater related diatoms of the genera Skeletonema, Chaetoceros, Thalassiosira and Rhizosolenia (Iriarte et al., 2017). On the other hand, marine species such as Rhizosolenia setigera and Thalassiosira subtilis, and genera Coscinodiscus and Leptocylindrus, dominate during autumn months under low levels of freshwater inputs (Iriarte et al., 2017). On a larger scale, sedimentary records have revealed that both marine and freshwater diatoms are abundant in the ISC, however a decreasing trend in the relative abundance of freshwater diatoms during the 20th century has been linked to decreased precipitation and streamflows. of rivers and the occurrence of global El Niño events (Rebolledo et al., 2011; Rebolledo et al., 2015; Iriarte et al., 2017). Recent evidence has shown that the intensity of spring–summer phytoplankton blooms may vary strongly on inter-annual scales in association with variability in remote signals that promote environmental changes along the ISC associated with the thermal regime and freshwater supply to the system (e.g., PDO, ENSO, SAM; Lara et al., 2016). Regarding harmful algal blooms in ISC, where only a few species have been reported as significant contributors to HABs (Lembeye, 2006), an increase in HAB frequency has been observed in recent years, possibly associated in part with eutrophication processes (Folke et al., 1994; Soto et al., 2021). This has raised a special focus from public institutions and the scientific community to identify the main forcings of HABs and strengthen the predictability of these phenomena.

Although the environmental factors that trigger exceptional phytoplankton blooms in northern Patagonia, including HABs, are not totally understood, atmospheric and oceanic circulation along with solar irradiance and freshwater input have been recognized as primary drivers (e.g., Díaz et al., 2021). These drivers are strongly controlled by synoptic and mesoscale atmospheric forcing [in this paper, “mesoscale” refers to the definition used for atmospheric phenomena within the range of a few hundred kilometers (Orlanski, 1975)]. Therefore, the dynamics of certain phytoplankton blooms might be partly driven by ocean-atmosphere interaction within the synoptic-to-intraseasonal (SY-IS) timescale, which spans from a few days to several weeks. Hence, establishing the link between atmospheric forcing and phytoplankton dynamics might improve the predictability of blooms. Consequently, this task might support risk mitigation actions, benefitting particularly the local ecosystems and human communities. In addition, salient anomalies in the atmospheric circulation, particularly teleconnections linking tropical and mid-latitudes phenomena, occur in the intraseasonal time scale (10-60 days). These might exhibit a certain degree of predictability, providing an opportunity for a potential guidance towards risk management. In this sense, the Madden-Julian Oscillation (MJO) is particularly relevant, as its evolution might be predicted up to ~4 weeks in advance (Lu et al., 2020). The MJO is the leading mode of tropical climate variability, mainly depicted by a large-scale convective centre in the tropical band that progresses eastwards with a characteristic period of 30-90 days (e.g., Zhang, 2005). Despite being rooted in the tropics, through its teleconnections, the MJO might also partly modulate mid-latitude climate variability (e.g., Matsueda and Takaya, 2015; Cavalcanti et al., 2021). For instance, the MJO has been associated with oceanographic features such as coastal trapped waves along the southeastern Pacific coast (Rutllant et al., 2004; Oliver & Thompson, 2010). The MJO is also of particular relevance for atmospheric and oceanographic processes in Patagonia, such as atmospheric heat waves (Jacques-Coper et al., 2015; Jacques-Coper et al., 2016) and intraseasonal variability in water temperature (Ross et al., 2015; Narváez et al., 2019), respectively. The MJO can be monitored and quantified by several indices; one of them is the Real-time Multivariate MJO index (RMM; Wheeler and Hendon, 2004), which measures the location and activity of the convective centre through phase and intensity values, respectively. The tropical band is divided in 8 regions and one phase is assigned to each of them; a certain phase is said to be active if the corresponding intensity of the RMM is above 1. As previously mentioned, the MJO has been found to modulate the frequency of heat waves in southeastern Patagonia and central Chile during austral summer (from December to February) through the influence of migratory anticyclonic systems, which tend to be regionally more frequent during active phases 8, and 6 and 8, respectively (Jacques-Coper et al., 2016; Jacques-Coper et al., 2021). As an indication, the reader invited to recall that the geostrophic balance implies that cyclonic (anticyclonic) systems are associated with clockwise (anti-clockwise) rotation in mid-latitudes of the Southern Hemisphere. Considering that active MJO phases tend to occur in progressive sequence and exhibit some persistence, the active MJO phase 4 was suggested, among a novel mid-latitude index, as a precursor for heat waves in central Chile in the timescale of up to 2 weeks (Jacques-Coper et al., 2021). Interestingly, case studies therein show that certain summer heat waves might propagate southward, reaching Patagonia. Moreover, during this process, anomalies in atmospheric circulation and solar radiation might peak over the ISC. Thus, the question on whether such regional anomalies over ISC and their potential impacts (e.g., phytoplankton blooms) can be associated with the MJO arises naturally. In particular, to our best knowledge, the possible biological response within the ISC to the MJO activity has not been previously studied.

Therefore, in this work we explore the potential effect of SY-IS atmospheric variability on the events of high concentration of phytoplankton biomass, or simply high biomass events (HBEs), in the southern part of ISC (S-ISC; 42.5°-43.5°S, 72.5°-74°W). We focus on the austral summer season (DJF; December 1st to February 28th), during which a relatively higher frequency of migratory anticyclones (Aguirre et al., 2021) and HABs occur in southern Chile (Sandoval et al., 2018). Our work is structured as follows: section 2 introduces the study area, data, and methods used; results are shown in section 3: sub-section 3.1 shows the spatio-temporal evolution of atmospheric and oceanic variables centred on the occurrence of HBEs, with a focus on the regional (ISC) and large scales (South Pacific basin); sub-section 3.2 expands such analysis into the mesoscale, focusing on S-ISC; sub-section 3.3 presents the potential modulation of phytoplankton biomass and HBEs by the MJO; and sub-section 3.4 is devoted to two case studies of HBEs occurring during active MJO. Finally, the discussions and conclusions of our findings are presented in section 4.




2 Study area, data, and methods

The study area encompasses the ISC (41.5°-44.5°S, 72°-75.5°W), in particular its southern part, S-ISC (42.5°-43.5°S, 72.5°-74°W), located in the coastal region of western South America (Figure 1A). S-ISC comprises a relatively semi-enclosed and shallow system with depths less than 300 metres. This system is influenced by oceanic waters (higher salinity and nitrate-richer than the local waters) that enter the ISC from the Southwest through the Boca del Guafo passage, along with freshwater (low salinity, silicate-rich) received from precipitation and discharges from various rivers, such as Puelo, Yelcho, and Palena (app. 670, 360, and 800 m3 s-1 mean annual flows, respectively). This region, which represents an essential part in the national productive and economic system, has paradoxically suffered from a lack of continuous monitoring and therefore a scarcity of data. Although satellite remote sensing of the sea surface has led to the generation of important datasets related to the state of the sea in recent decades, today there are still limitations that pose restrictions to continuous measurements. The ISC is characterised by high spatial variability in oceanographic conditions as well as a great variety of environments, such as inlets, fjords, channels, straits, and estuaries (Narváez et al., 2019). In fact, previous studies have found contrasting hydrographic conditions between the north and the south sections in the ISC, with the Desertores Islands being the geographical divide (Lara et al., 2016; Vásquez et al., 2021). Due to limited in-situ data and the lack of continuous monitoring, most of the research on phytoplankton variability (comprising different species of microalgae) in the fjords and channels of southern Chile has relied on the use of satellite chlorophyll-a as a proxy (e.g., Lara et al., 2016; Iriarte et al., 2017). Chlorophyll-a (CHLA), a green pigment involved in oxygenic photosynthesis, can be measured in situ and also retrieved from remote sensing techniques such as satellite observations. North of the Desertores Islands, both CHLA estimates correlate poorly, because of the high concentrations of suspended sediments and dissolved organic matter associated with river discharge, which negatively influence the satellite readings (Vásquez et al., 2021). In these optically complex waters (called Case II waters), recent studies suggest the use of satellite fluorescence instead of satellite CHLA (Lara et al., 2017; Vásquez et al., 2021). On the other hand, south of the Desertores Islands, phytoplankton is the main driver of water optical properties (Case I waters); therefore, there is a good agreement between the satellite measurements and the in-situ CHLA (Vásquez et al., 2021). In order to be certain that satellite measurements correspond to a proxy for phytoplankton biomass, we focus on the variability of satellite fluorescence (namely normalized fluorescence line height, hereafter nFLH) in a restricted subregion that encompasses S-ISC (blue rectangle in Figure 1A). The climatological fields showing the mean and standard deviation values for nFLH during DJF confirm indeed a meridional gradient with lower (higher) mean but higher (lower) standard deviation values the south (north) of the Desertores Islands (Figures 1B, C).




Figure 1 | (A) Bathymetry around the Great Chiloé Island, including the Inner Sea of Chiloé (ISC) and the study region, the southern part of ISC (S-ISC, enclosed by a blue square); source: ETOPO1 (https://www.ngdc.noaa.gov/mgg/global/); the inlet at the upper-left corner shows the location of ISC within South America. B, C) Climatological mean and standard deviation fields of normalized fluorescence line height (nFLH) [W m-2 µm-1 sr-1] for summer (DJF 2003-2019), respectively. The main geographical features mentioned in this study are indicated.



In order to comprehensively describe the atmospheric and oceanographic environment that promote HBEs, we analyse several databases at daily resolution (Table 1), including satellite-derived variables and atmospheric fields from ERA5 reanalysis (Hersbach et al., 2020). To incorporate subsurface observations during specific events of high phytoplankton biomass, we use in-situ observations of currents, temperature and salinity from a mooring located at Boca del Guafo (43.7217°S, 73.85481°W; location indicated in Figure 1A), available from November 15, 2018 to January 31, 2019. The mooring consisted in an array of an Acoustic Doppler Current Profile (ADCP) moored face-up at 70m depth, covering up to 15m depth. Temperature was recorded at depths of 20m, 50m, 70m (using a HOBO U24 sensor), 105m (using a miniDOT sensor) and at 140m (using a RBR concerto), salinity (conductivity) was recorded at depths of 20m, 50m, 70m (HOBO U24) and at 140m (RBR).


Table 1 | Satellite products and reanalysis variables used in this study.



We focus on processes within the timescale spanning from days to weeks. For this analysis, we calculate the SY-IS anomalies following the method proposed by Cerne and Vera (2011) and adapted in subsequent studies (e.g., Jacques-Coper et al., 2021). The corresponding equation reads:

	

Specifically, for each gridded variable, the SY-IS anomaly for a certain gridpoint of coordinates (i, j) for a certain day d and year y corresponds to the residual resulting as the difference between the raw value minus the long-term DJF daily climatological mean (which accounts for the expected annual cycle), minus the corresponding DJF departure of the specific DJF season from the DJF long-term mean (a difference which accounts for the inter-annual variability). For computing daily mean climatological values, the long-term period of each dataset was used (Table 1). However, the analysis and results were restricted to the period covered by the nFLH dataset (DJF 2003-2019, where the year corresponds to the JF months). For each variable, the resulting SY-IS anomalies are denoted with a prime (i.e., nFLH’).

Blooms indicate events of extremely high phytoplanktonic biomass. Therefore, they might be identified as extremely high levels in nFLH. Hence, with the aforementioned consideration, we focus on events of high phytoplankton biomass (HBEs), defined as those events for which nFLH surpasses its long-term 95th percentile (nFLH’>p95). In addition, we also explore the conditions leading to low nFLH’ events, i.e., below the 5th percentile (nFLH’<p05); for consistency, they are termed low biomass events (LBEs). In this way, we aim at following a procedure to explore the atmospheric patterns associated with opposite nFLH’ extreme events. Due to nFLH data availability issues (in most cases due to considerable cloud cover), for the calculation of said nFLH’ thresholds, and hence the corresponding extreme events, we only considered those days that exhibited data availability greater than 50% of the gridpoints within S-ISC considering satellite products at 1km (an area equivalent to ~3000 km2). Above such availability level, we consider spatial average values to be representative of the characteristics within the study area. Moreover, to avoid autocorrelation due to averaging consecutive days that fulfil the intensity condition, each event was characterised by the corresponding first day (of a sequence of days) during which the corresponding threshold was surpassed. The characterization of the development of the S-ISC environment and the regional and synoptic conditions around HBEs was achieved through composite analysis of the aforementioned variables. That is, we compute the daily mean anomaly fields (i.e., composites) for the sequence of days centred on day 0, extending from day -7 to day +7. We first focus on the atmospheric forcing, then on the oceanic response, and finally integrate both to interpret their interaction and suggest a possible mechanism promoting HBEs. All in all, the goal of the aforementioned procedure is to describe the main synoptic pattern related to HBEs and the potential ocean-atmospheric coupling it might reveal.

Furthermore, to explore a possible modulation of HBEs by the MJO, we identify all days within our analysis period that exhibit active phases, i.e., intensity of the MJO RMM index above 1, and select the first day of each group of consecutive days. Then, for each phase, we construct mean fields of mean sea level pressure anomaly (MSLP’), a key variable defining weather patterns, and nFLH’, as the main biological response variable in S-ISC. In this way, we investigate the frequency distribution of active MJO phases and construct a MSLP’/nFLH’ composite for each of them. In parallel, all HBEs are classified according to their corresponding MJO condition (phase and intensity) and qualitatively compared against the expected distribution derived from the MJO climatology. In this way, we contrast the composites obtained from the MJO modulation perspective and those obtained by focusing on HBEs. Finally, we select two case studies: January 23rd, 2013, and January 17th, 2019. Both correspond to HBEs of particular interest, as they occurred during active MJO phases and are also related to HABs. We describe them thoroughly, centering our analysis on the main similarities and differences with respect to the previously exposed composites.




3 Results



3.1 Regional and large-scale conditions leading to HBEs

We identify a set of 16 HBEs, the focus of this paper (Table 2), and 18 LBEs (the corresponding figures will be shown in the Supplementary Material). The duration of each HBE is computed as the amount of consecutive days above the corresponding threshold. So defined, these events last for 1.8 days on average. Figure 2 exhibits the 15-day sequence of anomaly composites of MSLP’ and nFLH’ obtained from the 16 HBEs. These are centred on their onset, i.e., on day 0, and span from day -7 to day +7. First, we explore the evolution of these fields at the regional scale around the ISC (Figure 2A). Between days -7 and -4, we observe mostly negative nFLH’ values (i.e., lower-than-normal values, blue shading) in S-ISC. From day -5 on, we observe the characteristic pattern of intensifying migratory anticyclonic anomalies (depicted by the red contours) over the ISC. As will be shown in Figure 4A (upper panel), the mean signal of such anomalies corresponds to high SLP values. Therefore, for simplicity, in the rest of the paper we will refer to the corresponding pattern directly as “anticyclone”, i.e., an anticyclonic regime. Specifically, the NW-SW MSLP’ gradient increases towards day 0, when it reaches its maximum strength. As will be shown below, the eastern flank of this high pressure system induces southerly wind, which reaches S-ISC during this progression. On day -3, the culmination of a coastal low (negative MSLP’ contours) is evident to the north of Chiloé Island. Progressively, positive nFLH’ values (red shading) populate the ISC from day -3 to day 0, when they reach their highest values, exceeding 0.2 W m-2 µm-1 sr-1 within S-ISC. In S-ISC, the positive nFLH’ anomalies decay towards day +5, returning to negative values that persist at least until day +7. Concomitantly, nFLH’ anomalies in open waters comparable to those within S-ISC also decrease along the Pacific coast around the Coronados gulf (41.6°S, 73.9°W). Figure 2B provides a large-scale perspective of the evolution of the same sequence of days. From day -5 to day 0, we observe the intensification of a mid-latitude anticyclone and its meridional MSLP’ gradient over the southern tip of South America. The influence of this anticyclone over the study area persists clearly until day +5. In turn, Supplementary Figure 1 provides similar figures for the LBEs. In that case, we observe that the anticyclone affects the dynamics of the study area for a shorter period (days -3 to 0) and a strong MSLP’ gradient over S-ISC is observed just on day 0, but not before (as for HBEs). In summary, HBEs are associated with a much more persistent and intense migratory anticyclone than LBEs.


Table 2 | Events of high phytoplankton biomass (HBEs): dates of the corresponding day 0, duration (days with spatially averaged nFLH’ above the 95th percentile), correspondence and lag/lead of HBE with respect to CHLA’ events (i.e., days with spatially averaged CHLA’ above its own 95th percentile), corresponding active MJO phase, tidal phase for S-ISC.






Figure 2 | (A) Composites of nFLH’ (shaded, see colour scale [W m-2 µm-1 sr-1]) and MSLP’ (contours every 0.5 hPa, blue/red for negative/positive anomalies) computed for a sequence of days around the 16 HBEs. The sequence is centred on the HBE onset, i.e., on day 0, and spans from day -7 to day +7. (B) MSLP’ fields as in a) (shaded, see colour scale), but extended to a larger-scale covering the southeast Pacific ocean. The box in the upper-left panel indicates the area covered by panel A).



Now, we explore the modulation of the coastal environment by the migratory anticyclone, with a focus on atmospheric and oceanographic processes that occur during HBEs. For this, Figure 3 shows time-latitude Hovmöller diagrams that depict the 15-day mean evolution of the anomalies of key variables over the ISC longitude band (72.5°-74°W), i.e., a broader region than just S-ISC. Again, the diagrams are centred on day 0, which is marked by a dashed vertical white line. In agreement with Figures 2A, 3A exhibits positive nFLH’ values ​​from day -2 to +5, with maximum values around 0.2 W m-2 µm-1 sr-1 over S-ISC on day 0. Recalling the nFLH pattern (absolute values) shown in Figure 1B, a distinction between S-ISC and the northern part of ISC (i.e., north of 42.5°S, N-ISC) is evident. In fact, S-ISC constitutes a region geographically limited to the north by the Desertores Islands and dynamically to the south by the incoming circulation from oceanic waters. The CHLA’ evolution (Figure 3B) shows maximum values around 5 mg m-3 over S-ISC on day +1. In N-ISC, we also find positive values of CHLA’ on days -1, as well as -4 and -6, all of them more marked than the corresponding nFLH’ signals. PAR’ (Figure 3C) shows local maxima exceeding 10 einstein m-2 day-1 over S-ISC on days -5 and 0, embedded in persistent positive anomalies ​​during the 15-days period. Indeed, the persistence of clear sky conditions around the occurrence of HBEs is reflected in the relatively high nFLH/CHLA data availability during these days (Table 3). The SST’ field (Figure 3D) exhibits positive anomalies up to 0.4°C over S-ISC; these extend from day -3 to day +3, maximising around 43°S on day 0. PAR’ and SST’ values seem to co-evolve, such that an increase in radiation produces an increase in temperature. Figure 3E reveals negative anomalies in the depth of the euphotic zone (ZEU’, see Table 1) across most of the ISC extending from day -5 to day +3, revealing a shallower mixed layer. In S-ISC, the minimum ZEU’ reaches around -15 m between days -1 and +3. In summary, the SST’ signal precedes the ZEU’ signal by ~1 day, which, in turn, seems to fairly co-evolve with the NFLH’ and CHLA’ signals. Moreover, the Hovmöller diagrams associated with LBEs (Supplementary Figure 2) exhibit short-lived positive PAR’ pulses, which are not accompanied by a positive but a negative SST’ disturbance and do not exhibit ZEU’ shoaling but a slight deepening instead, signals that are in strong contrast with the HBEs diagrams (Figure 2).




Figure 3 | Hovmöller diagrams averaged from the 16 HBE over the longitude band 72.5°-74°W, and centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. The variables correspond to (A) nFLH’ [W m-2 µm-1 sr-1], (B) CHLA’ [mg m-3], (C) PAR’ [einstein m-2 day-1], (D) SST’ [°C] and (E) ZEU’ [m]. Day 0 (white dashed line) denotes the day when the p95 threshold is surpassed on nFLH’. Note that the latitudinal range cover the whole ISC, while HBE are defined within the S-ISC subregion (42.5°-43.5° S; see Figure 1A).




Table 3 | Mean spatial availability of sea surface satellite data at 1km horizontal resolution within the southern part of the Inner Sea of Chiloé (S-ISC, i.e. % of gridpoints with valid data) around high biomass events (HBE, i.e., days for which the mean spatial nFLH’ signal is above the p95 threshold) and low biomass events (LBE, i.e., days for which the mean spatial nFLH’ signal is blow the p05 threshold).






3.2 Mesoscale conditions leading to HBEs

Focusing on the mesoscale, Figure 4A shows the temporal evolution of the spatial average of atmospheric fields within S-ISC along the period between days -7 and +7 (anomalies/absolute values on the left/right y-axis), whereas Figure 4B exhibits the corresponding maps of the analysed fields, including MSLP’, a field already shown in Figure 2B. To facilitate the interpretation of this figure, Supplementary Figure 3 provides the absolute values of this sequence of fields: around S-ISC, the MSLP field fluctuates around 1016 hPa according to the transit of the migratory anticyclone; the 10m wind tends to have easterly and southerly components (positive values); PAR is in general higher to the Northeast and exhibits a strong inter-daily variability; and Tx is higher over land than over sea. As shown in Figure 4A, first panel, the positive SLP’ peaks in S-ISC reach between 1 and 2 hPa, interrupted by slightly negative disturbances ​​on days -3 and +3 (the corresponding DJF absolute mean value of ~1016 hPa is denoted by a horizontal black line). Figure 4A, second panel, shows that Tx’ increases gradually, reaching its peak of ~2°C on day -3. Thereafter, Tx’ remains relatively constant until day +7 with values spanning between 1 and 2°C. This translates into absolute values of Tx above 14°C, peaking at ~16°C on day -3 (absolute values on the right-hand side y-axis scale). As revealed by the black contours in Figure 4B, the area over land surrounding S-ISC exhibits a similar temporal Tx’ pattern as that of S-ISC, but showing higher values. Indeed, Chiloé Island (the main island shown) ​​reaches a Tx’ peak of ~3°C on day -3. In Figure 4A, third panel, PAR’ shows in general positive values, with a local maximum exceeding 11.7 einstein m-2 day-1 on day 0. Mimicking MSLP’ (Figure 4A, first panel) and as already described for Figure 3C, PAR’ exhibits three pulses of positive anomalies around 10 einstein m-2 day-1, separated by local minima lasting ~1 day on days -2 and +3. In absolute values, PAR values around 53 einstein m-2 day-1 dominate during the 15-days sequence, with peaks reaching ~60 einstein m-2 day-1. As shown in Figure 4B, in general, these conditions do not seem to be confined to ISC, except on day 0 when maximum PAR values are restricted to the 72°-74° W band, extending from the Moraleda channel (around 44°S) northward. Concerning wind at 10m, an increase in both the zonal and meridional components (U10’ and V10’ shown in Figure 4A, fourth and fifth panels, respectively) is evident towards day 0. Negative U10’ indicates anomalous easterly flow that peaks at nearly -0.7 m s-1 on day -4, decelerating and changing sign towards ~0.4 m s-1 on day 0. The DJF average for absolute U10 in S-ISC is positive and slightly lower than 2 m s-1; hence, this result implies that westerlies are subtly enhanced on day 0. On the other hand, the DJF average for absolute V10 in S-ISC is ~0 m s-1, so any deviation represents an increase in wind magnitude. In this case, V10’ peaks slightly above 3 m s-1 on day 0. Therefore, while absolute wind –embedded within the mid-latitude westerlies– blows from the SW, we infer that the anomalous wind blows from the SE between days -7 and -2, and from the SW between days -1 and +1. This is confirmed in Figure 4B. Beyond S-ISC, the magnitude of U10’ is about a quarter of V10’, so that anomalous wind is mostly southerly, a pattern that is clearly observed between days -4 and +2 in Figure 4B. All in all, these atmospheric conditions seem to contribute to the positive nFLH’ values in S-ISC that define the HBEs and were described in Figure 2A. In order to highlight the spatial correspondence between the anomalous atmospheric conditions and high nFLH’ values, green dots were plotted where nFLH’>0.1 W m-2 µm-1 sr-1. Low nFLH’ values (nFLH’<-0.1 W m-2 µm-1 sr-1) are indicated by blue dots in Figure 4B. Here, the positive nFLH’ peak within S-ISC on day 0 is unambiguous. The corresponding time series is shown in Figure 5A, first panel.




Figure 4 | (A) Composite time series averaged from the 16 HBE within the S-ISC subregion (42.5°-43.5° S; see Figure 1A) for a sequence centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. Variables correspond to MSLP [hPa], Tx [°C], PAR [einstein m-2 day-1], and U and V components of wind at 10m [m s-1]. The right-hand y-axis of each panel shows the absolute values on solid black lines centred around the mean DJF value (central horizontal line), while the left y-axis shows the positive (negative) SY-IS anomalies on red (blue) bars centred around 0. (B) As Figure 2A, but showing PAR’ (shaded, see colour scale), MSLP’ (reddish contours every 0.5 hPa), Tx’ (black contours every 1°C), 10m wind (black vectors, reference vector below the figure), and nFLH’ (green [blue] dots depict gridpoints with nFLH’>0.1 [nFLH’<-0.1] W m-2 µm-1 sr-1).






Figure 5 | (A) Composite time series averaged from the 16 HBE within the S-ISC subregion (42.5°-43.5° S; see Figure 1A) for a sequence centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. Variables correspond to nFLH [W m-2 µm-1 sr-1], CHLA’ [mg m-3], SST’ [°C], SLA [cm] and ZEU [m]. The right-hand y-axis of each panel shows the absolute values on solid black lines centred around the mean DJF value (central horizontal line), while the left y-axis shows the positive (negative) SY-IS anomalies on red (blue) bars centred around 0. (B) As Figure 4B, but showing SST’ (filled contours, see colour scale), ZEU (for graphical convenience with respect to the SST’ pattern, crosses (dots) depict shoaling (deepening) anomalies below -14m (above 14m)).



Similarly to Figure 4, time series of spatial averages along with regional composite fields are shown in Figures 5A, B, respectively, but in this case for oceanic variables. As in the previous figure, to facilitate the interpretation, Supplementary Figure 4 provides the absolute values of this sequence of fields. Therein, we observe that S-ISC shows in general lower SST than the surrounding ocean (shaded colours), but this condition weakens around day 0; and that the ZEU’ shoals considerably from day -6 towards day 0, reaching -10 m. In Figure 5A, the first and second panels exhibit the evolution for nFLH’ and CHLA’ within S-ISC, already summarised in the description of the Hovmöller diagrams of Figures 3A, B. Specifically, nFLH’ and CHLA’ time series of SY-IS anomalies (absolute values) peak at ~0.15 (~0.5) W m-2 µm-1 sr-1 and ~5 (~11) mg m-3 on day 0 and +1, respectively, as read at the y-axis on the left-hand (right-hand) side. In Figure 5B, the SST’ sequence exhibits a “warm pool” within S-ISC, while negative values dominate throughout the analysed period beyond ISC, except for Boca del Guafo, where a warm anomaly is also observed between days 0 and +2. In fact, as shown in Figure 5A, third panel, the temporal envelope of positive SST’ within S-ISC lasts for ~1 week and is symmetric with respect to day 0. In particular, the SY-IS peak reaches ~0.4°C (absolute SST: 13.5°C) on day +2. During the analysed time window, the absolute SST mean is ~3°C colder than the mean of maximum air temperature (Tx). It is noteworthy that the warming pattern in S-ISC is different in Tx’ and SST’ (Figure 5A), namely that Tx’ remains nearly constant, whereas SST’ increases and decreases around day 0, reaching its DJF average value on day +5. Figure 5A, fourth panel, shows that the anomalies of sea level altitude (SLA’, see Table 1) within S-ISC increases towards day 0, with slight positive values ​​between days -1 and +1, which correspond to absolute values ​​close to the DJF average of 4.5 cm. The anomalies of surface oceanic currents derived from SLA (not shown) confirm that anticyclonic (cyclonic) anomalies are related to positive (negative) SLA anomalies. While offshore Chiloé Island the anomalies are relatively small, the strongest current anomalies are observed in S-ISC. These indicate slight circulation changes that we interpret as a reduction in the magnitude of the surface ocean current that, in absolute terms, flows towards S-ISC. However, due to the restricted representativeness of actual currents by geostrophic currents within ISC and the small magnitude of the anomalies therein, these fields are not further analysed. Figure 5A, lower panel, reveals a shallower-than-normal ZEU in S-ISC, with ZEU’ values down to -10 m, between days -1 and +3. This period corresponds to the most negative anomalies within the 15-days sequence, preceded by a subtler one between days -5 and -3. In absolute values, ZEU reaches a depth of ~16 m on day 0, while it deepens towards day +5 reaching ~32 m, thus approaching the DJF average of ~35 m. In Figure 5B, the crosses mark gridpoints where ZEU<14 m. A remarkable result is that the shallow ZEU’ pattern is restricted to S-ISC, where it seems to spatially agree with the SST’ pattern.




3.3 Modulation by the MJO

After examining the characteristic field patterns associated with HBE, this subsection shows the modulation of the MSLP’ and nFLH’ fields by the MJO. Figure 6A depicts the composites for each MJO phase computed from all days classified as MJO-active within the analysed period. Red colours denote areas where nFLH’ is positive, indicative of increased phytoplankton biomass. In S-ISC, active MJO phases 4, 6, and 7 are related to the highest nFLH’ values. In the case of active MJO phases 4 and 6, a NE-SW MSLP’ gradient is apparent, resembling the synoptic configuration described for the HBEs on their day 0 (Figure 2). Hence, the association between high nFLH’ values and a migratory anticyclone to the southwest is reinforced by this complementary approach, which is not based on nFLH’ thresholds but on teleconnected tropical-extratropical climate variability. In the case of active MJO phase 7, a subtle MSLP’ NW-SE gradient is suggested. Therefore, the associated high nFLH’ values in this phase seem to be rather a consequence of the persistence of the pattern associated with the preceding active MJO phase 6.




Figure 6 | (A) Composite of nFLH’ (SY-IS anomalies, red/blue shaded for positive/negative values [W m-2 µm-1 sr-1]; see colour scale) and MSLP’ (SY-IS anomalies, red/blue contours for positive/negative anomalies every 0.1 hPa) for active MJO phases (RMM index amplitude greater than 1; reference period: DJF 2003-2019); the box in the lower right corner of each panel indicates the respective MJO phase and the number of days used in the composite. (B) red bars: Histogram of the 11 observed HBEs for which the corresponding day 0 coincides with an active MJO phase, grouped by MJO phases. The empty circles show the expected frequency of 11 events if they followed the climatological distribution of active MJO phases for DJF 1975-2020. (C) Trajectories in the MJO RMM diagram for each HBE whose day 0 occurred on active MJO phases 4 and 7 (green and brown curves, respectively); day 0 and day -14 are identified by a red and blue circle, respectively. The bold curves indicate the trajectories of the two case studies culminating respectively on January 19, 2019 (MJO active phase 4, green curve) and January 23, 2013 (MJO active phase 7, brown curve).



In total, 11 out of the 16 identified HBEs (~69%) occur during active MJO phases (considering their respective days 0). The corresponding histogram (Figure 6B) reveals that 4 of those 11 events (~36%) concentrate on phase 7, followed by 2 (~18%) on both phases 4 and 2. Such distribution is remarkably different from that expected from the climatology of MJO active phases for 11 events (shown by circles). Due to the restricted number of cases, a chi-squared test can not be applied to these distributions to explore the significance of such difference. Complementing our previous analysis, Figure 6C shows the 15-day-long trajectories in the MJO phase-diagram for those HBEs that culminate on active MJO phases 7 and 4 (brown and green lines, respectively; blue circles: day -14, red circles: day 0). While the two cases occurring on MJO 4 exhibit rather erratic trajectories, most HBEs that culminate on MJO phase 7 exhibit a persistence of well-established active MJO conditions that evolve and intensify from their start on MJO phases 4-5 14 days before. This is a key aspect when aiming at enhanced forecasting opportunities regarding HBEs. As shown in Supplementary Figure 5 and Table SMT1, a further result that reinforces the possible connection of phytoplankton dynamic within S-ISC with the MJO is that, in contrast to the distribution obtained for HBE, LBE occurring during active MJO (14/18, ~78%) tend to concentrate on MJO phase 5 (4/14, ~29%). Again, this result is in agreement with the predominating negative nFLH’ values observed over S-ISC for the composites computed over MJO active phases (Figure 5).




3.4 Case studies

The analysis of two case studies builds upon similar figures as the ones produced for the composites, in which case the average fields (composites) of all HBEs were computed (Figures 4, 5). In this section, the anomaly fields corresponding to the 15-days sequence for two single events are described. The selected HBEs correspond to January 17, 2019 and January 23, 2013. As shown in Table 2, these events culminated during active MJO phases 7 and 4, respectively. Moreover, beyond the pattern of increased phytoplankton biomass that both cases reveal, in-situ evidence indicates that both events were related to HAB in S-ISC.



3.4.1 Case study: January 17, 2019

The HBE identified on January 17, 2019 is presented in a similar way as the previous composites, i.e., through spatially-averaged time series for S-ISC (Figures 7A, 8A) along with maps of atmospheric and oceanic variables, using both anomalies and absolute values (Figures 7, 8 and Supplementary Figures 6, 7, respectively). Figure 7A depicts a similar evolution of the time series of the studied atmospheric variables for S-ISC as that of the composite, but in this case short disturbances are observed in-between, so that positive anomalies are less persistent than in the composite sequence. Here, the MSLP’ peak is reached on day 0 (instead of day -1, as in the composite), showing absolute values ​of almost 1028 hPa and anomalies surpassing twice the values observed in the composite. This signal corresponds to the migratory anticyclone crossing the study area, which is well depicted in the map sequence that shows absolute values (Supplementary Figure 6). However, as in the composite, the map sequences on Figure 7B and Supplementary Figure 6 show that the MSLP’ gradient towards the Southwest maximises on day 0. The negative MSLP’ values, with local minima on days -2 and +3, correspond to a short-lived cyclonic (frontal) system restricted to the western flank of the migratory anticyclone (Figure 7). The disturbances associated with that cyclonic system led to precipitation over ISC. In particular, on day -2 (January 15, 2019), a coastal station within S-ISC (Quellón, 43.1086°S, 73.6119°W) registered 4.4 mm liquid precipitation (not shown). Regarding Tx’, beyond the local maximum during days -4 and -3, the global peak occurs during days +1 and +2, reaching anomalies of ~3°C and absolute values ​​of almost 18°C (Figure 7A). The Tx’ peak within the S-ISC is around 3°C, of greater magnitude than that of the composite signal, and occurs on days +1 and +2, in synchrony with the signal over land encompassing the whole ISC (Figure 7B). In Figure 7A, S-ISC exhibits PAR maxima up to 67 einstein m-2 day-1; positive PAR’ anomalies are interrupted by synoptic intermittencies that lead to negative anomalies ​​lasting 1-2 days. In general, the anomalies are twice those observed in the composite. In this case, evident negative PAR’ anomalies over ISC on days -6, -2, +3, +4, and +7 (Figure 7B) correspond also roughly to local minima in the composite (Figure 4B). As mentioned above, such local minima are caused by brief synoptic instabilities. With respect to 10m wind, its components exhibit co-variability, with V10’ doubling U10’ in magnitude (Figure 7A). This proportion does not hold for absolute values, because –as we could observe for the composite– the DJF averages for the zonal and meridional components are different. To correctly interpret these signals, a comparison between Figure 7 and Supplementary Figure 6 is suggested. For U10, both the decrease in negative anomalies and the increase in positive anomalies translate into an increase in the absolute magnitude of westerly wind. However, for V10, the decrease in negative anomalies results in a weakening of actual northerly wind, whereas the increase in positive anomalies results in a strengthening of actual southerly wind. Thus, each of the three pulses observed during days -6/-2, -2/+3, and +3/+5 represent veering and backing cycles (i.e., increase in the zonal component along with decrease, direction change, and increase in the meridional component, followed by the reverse process). Again, this wind pattern is directly related to the cyclonic disturbances that interrupt the prevailing southerly wind (Figure 7B).




Figure 7 | As Figure 4, but referred to the case study around the HBE of January 17, 2019 (day 0). (A) Time series calculated as field averages within the S-ISC subregion (42.5°-43.5° S; see Figures 1A) for a sequence of days centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. Variables correspond to MSLP [hPa], Tx [°C], PAR [einstein m-2 day-1], and U and V components of wind at 10m [m s-1]. The right-hand y-axis of each panel shows the absolute values on solid black lines centred around the mean DJF value (central horizontal line), while the left y-axis shows the positive (negative) SY-IS anomalies on red (blue) bars centred around 0. (B) Maps centred on day 0, spanning from day -7 to day +7, showing PAR’ (shaded, see colour scale), MSLP’ (reddish contours every 1 hPa), Tx’ (black contours every 2°C), 10m wind (black vectors, reference vector below the figure), and nFLH’ (green [blue] dots depict gridpoints with nFLH’>0.1 [nFLH’<-0.1] W m-2 µm-1 sr-1).






Figure 8 | As Figure 5, but referred to the case study around the HBE of January 17, 2019 (day 0). (A) Time series calculated as field averages within the S-ISC subregion (42.5°-43.5° S; see Figures 1A) for a sequence of days centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. Variables correspond to nFLH [W m-2 µm-1 sr-1], CHLA [mg m-3], SST [°C], SLA [cm] and ZEU [m]. The right-hand y-axis of each panel shows the absolute values on solid black lines centred around the mean DJF value (central horizontal line), while the left y-axis shows the positive (negative) SY-IS anomalies on red (blue) bars centred around 0. (B) Maps centred on day 0, spanning from day -7 to day +7, showing SST’ (filled contours, see colour scale), ZEU' [for graphical convenience with respect to the SST’ pattern, crosses (dots) depict shoaling (deepening) anomalies below -14m (above 14m)].



Regarding the time series of oceanic variables (Figure 8A), nFLH within S-ISC (first panel) maximises between days -1 and +2, with anomalies and absolute values around 0.16 and 0.46 W m-2 µm-1 sr-1, respectively. This temporal evolution is also shown by CHLA (second panel), where the absolute values ​​reach almost 20 mg m-3 on days 0 and +1. Therefore, in this event, the nFLH and CHLA signals are coupled. We can notice that data unavailability might be presumably linked to the cyclonic disturbances mentioned above, which lead to enhanced cloudiness. Warming in S-ISC is evident from day -2 to day +5, reaching anomalies and absolute values of ~0.5°C and ~13.5°C, respectively (third panel). The overall SST’ maximum is observed on day +2, contrasting with the composite signal that shows the peak on day +1 (Figure 5A). The map sequence of anomalies (Figure 8B) clearly shows that this warming is restricted to S-ISC. However, in absolute values, SST over S-ISC remains colder than in the surrounding ocean during the 15 days analysed (Supplementary Figure 7). Regarding SLA time series (Figure 8A, fourth panel), positive anomalies persist during this period, reaching absolute values higher than 10.4 cm. In this context, ZEU (Figure 8A, fifth panel) reveals a shallower-than-normal euphotic layer (denoted by black crosses) that reaches absolute values ​​of ~10 m on day 0 (Figure 8A, lower panel). While a shallowing ZEU is restricted to S-ISC and coincides in space and time with the peak in nFLH and CHLA, a deepening ZEU (black dots) is apparent outside S-ISC, particularly on day +3 around 43.5°S in the adjacent coastal ocean (Figure 8B).

From November 2018 to January 2019, in-situ observations of marine currents and hydrographic variables from a mooring deployed at the Boca del Guafo (43.7217°S, 73.85481°W; see Figure 1A) are available (Figure 9). These observations allow us to inspect in depth the water column variability related with particular HBE and LBE identified within this period. Previous to the HBE of January 17, 2019 (green vertical line in Figure 9), northwest currents (indicating outflow from the ISC towards the Pacific ocean) dominate the 15-40m layer, while northeast currents (inflows) are observed in the deeper 40-60m layer. After the HBE, mostly outflows were observed in the 20-60m water column. The thermal structure of the water column confirms the persistent regional surface warming pattern during the ~10 days preceding the HBE. Meanwhile, salinity and oxygen shows a negative anomaly suggesting a decrease before the HBE. These results are consistent with southerly winds producing offshore transport in the surface, which can push fresher surface water out of the ISC. During the days preceding the LBE (i.e., an event that corresponds to nFLH’ values below the p05 percentile, marked by a yellow vertical line in Figure 9) on December 7, 2018, contrasting surface conditions prevailed, in particular an enhanced southern current and relatively low SST, along with relatively high oxygen values. Thus, for both HBE and LBE, these observations reinforce the co-variability of nFLH’ and the studied variables.




Figure 9 | Time series of in-situ ocean variables recorded between November 15, 2018 and January 31, 2019. From top to bottom: (A) zonal component U of the ocean current, (B) meridional component V of the ocean current, (C) temperature anomaly, (D) salinity anomaly, (E) oxygen anomaly.



In terms of the MJO teleconnection, on January 17, 2019, i.e., the day 0 of this HBE, an active MJO phase 4 was recorded (Figure 6C; dimensionless RMM index intensity: 1.1). Hence, the observed high nFLH’ values in S-ISC confirm the expected signal from the MJO composite pattern (Figure 6A). Moreover, 14 days before this date, the MJO exhibited an active phase 6 that developed quickly towards an active MJO phase 4. Such MJO trajectory suggests that the monitoring of this evolution could have been possible in operational terms, with focus on the biological response within S-ISC. Besides, in-situ monitoring within ISC, recorded that the relative abundance of Alexandrium catenella increased between January 15 and 17, 2019 (i.e., days -2 to 0; IFOP, 2019b). Accordingly, and as reported on public press releases (SalmonExpert, 2019; Terram, 2019), the corresponding alert state changed from “moderate precaution/yellow traffic light” (associated with low-to-moderate abundance, as issued on the previous report corresponding to January 2-5, 2019; IFOP, 2019a) to “early warning/orange traffic light”. Therefore, the evidence presented here suggests that, in this case, increased biomass in S-ISC could have been related to a developing HAB.




3.4.2 Case study: January 23, 2013

The HBE identified on January 23, 2013 was also characterised by the evolution of salient atmospheric and oceanic variables (Figures 10, 11, respectively; for absolute values, Supplementary Figures 8, 9, respectively). The first panel of Figure 10A shows absolute MSLP values ​​mostly above 1016 hPa over S-ISC, with positive anomalies throughout the analyzed period, except on days -3 and -2 which exhibit slightly negative anomalies (-1 to -2 hPa). This high MSLP’ signal arises from the migratory anticyclone crossing eastward and resembles the composite pattern (cf. Figures 10B, 4B, respectively). Over S-ISC, Tx’ peaks on day -4 (Figure 10A, second panel), slightly surpassing 8°C, which corresponds to 23.5°C in absolute values. Despite the generally warm conditions during the 15-days sequence, a slight cooling is observed between days +1 and +3, reaching ~14.2°C, i.e., nearly the average DJF value. Over the land surrounding ISC, the Tx signal is in agreement with S-ISC (Figure 10B) and maximizes on day -4 (January 19, 2013), when in fact 32.7°C were recorded at “El Tepual Puerto Montt” weather station (41.4350°S, 73.0978°W; northern edge of Figure 10). This value exceeds by >9°C the value of 23.6°C, reported by the National Weather Directorate (DMC) as a threshold for that station to define extreme Tx events (in particular heat waves, in case of persistence longer than 3 days). Specifically, such threshold corresponds to the smoothed daily 90th percentile for that particular day considering the period 1981-2010. In fact, January 19 corresponds to the peak of a heat wave spanning January 18-21, 2013. These extremely warm conditions affected a wide region extending to the north and south of the study area. Regarding PAR, high values prevail throughout the analysed period, with anomalies and absolute values of ~20 and ~60 einstein m-2 day-1, respectively. These values are of similar magnitude as those of the composite (cf. Figures 10A, 4A, respectively). Similar PAR conditions to those found over S-ISC extend over a larger area (Figure 10B and Supplementary Figure 8) except for day +4, when some negative anomalies are shown west of 74°W, in concomitance with northerly wind. The wind pattern sequence behaves similarly to that observed in the companion case study (January 2019) and the composite of all HBEs (Figure 4). Three wind pulses are observed (Figure 10A, fourth and fifth panels); during the second one, U10 increases from day -4 to day 0, while V10 increases from day -2 to day +1. Later, both wind components decrease towards day 4. Throughout almost the whole 15-days sequence, southerly anomalies persist, as also observed in the entire region (Figure 10B and Supplementary Figure 8).




Figure 10 | As Figure 4, but referred to the case study around the HBE of January 23, 2013 (day 0). (A) Time series calculated as field averages within the S-ISC subregion (42.5°-43.5° S; see Figures 1A) for a sequence of days centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. Variables correspond to MSLP [hPa], Tx [°C], PAR [einstein m-2 day-1], and U and V components of wind at 10m [m s-1]. The right-hand y-axis of each panel shows the absolute values on solid black lines centred around the mean DJF value (central horizontal line), while the left y-axis shows the positive (negative) SY-IS anomalies on red (blue) bars centred around 0. (B) Maps centred on day 0, spanning from day -7 to day +7, showing PAR’ (shaded, see colour scale), MSLP’ (reddish contours every 2 hPa), Tx’ (black contours every 3°C), 10m wind (black vectors, reference vector below the figure), and nFLH’ (green [blue] dots depict gridpoints with nFLH’>0.1 [nFLH’<-0.1] W m-2 μm-1 sr-1).






Figure 11 | As Figure 5, but referred to the case study around the HBE of January 23, 2013 (day 0). (A) Time series calculated as field averages within the S-ISC subregion (42.5°-43.5° S; see Figures 1A) for a sequence of days centred on the HBE onset, i.e., on day 0, spanning from day -7 to day +7. Variables correspond to nFLH [W m-2 μm-1 sr-1], CHLA [mg m-3], SST [°C], SLA [cm] and ZEU [m]. The right-hand y-axis of each panel shows the absolute values on solid black lines centred around the mean DJF value (central horizontalline), while the left y-axis shows the positive (negative) SY-IS anomalies on red (blue) bars centred around 0. (B) Maps centred on day 0, spanning from day -7 to day +7, showing SST’ (filledcontours, see colour scale), ZEU' [for graphical convenience with respect to the SST’ pattern, crosses (dots) depict shoaling (deepening) anomalies below -14m (above 14m)].



As in the 2019 case, the 2013 HBE is evident in both the nFLH and CHLA signals (Figure 11A, first and second panels). On one hand, nFLH’ exhibits one peak exceeding 0.2 W m-2 µm-1 sr-1 on day 0, while high values persist at least until day +3. On the other hand, CHLA exhibits positive anomalies throughout the sequence; absolute values remain ​​above the DJF average of ~3.3 mg m-3, and two peaks of CHLA’ of ~5 mg m-3 are observed on days -1 and +4. The warming signal revealed by SST’ over S-ISC (Figure 11A, third panel) is more temporally restricted than in the composite of Figure 5, spanning from days -3 to +1 and reaching absolute values ​​of almost 14°C. Nevertheless, the warming signal covers a larger area than in the composite, extending to the whole ISC (Figure 11B). After day +5, S-ISC exhibits negative anomalies, whereas N-ISC and open waters show positive anomalies exceeding 1.2°C (Figure 11B and Supplementary Figure 9). However, in absolute terms, S-ISC remains above the DJF average of ~12.7°C (Figures 11A, third panel). Throughout the period, SLA shows negative anomalies within S-ISC (Figure 11A, fourth panel), reaching absolute values ​of ~3.3 cm on day -2, below the DJF average of ~4.4 cm. A similar signal is shown by ZEU’ over S-ISC (Figure 11A, fifth panel), with negative values reaching down to ~10m except for day +4. In contrast to the pattern observed for the composite (Figure 5), this ZEU signal over S-ISC does not seem to be temporally coupled with the regional oceanic warming signal (Figure 11B).

All in all, this HBE occurred under persisting clear sky conditions, as revealed by the absolute PAR sequence (Supplementary Figure 8). The corresponding day 0 on January 23, 2013, was classified as an active MJO phase 7 (dimensionless RMM index intensity: 2.16). As in the previous case study, this event exhibits the enhanced MSLP’ gradient promoting high nFLH’ values expected from the composite for active MJO phase 7 (Figure 6), suggesting the (at least partial) role of an atmospheric teleconnection behind such atmospheric pattern. After January 22, 2013, in-situ monitoring around 43°15’S, 73°35’W revealed notorious increases in relative abundance of Dinophysis acuminata, Dinophysis acuta, Protoceratium reticulatum, which along with Alexandrium ostenfeldii also exhibited increased cell numbers within the 10-20m layer (IFOP, 2013). All this observational evidence suggests that the conditions reported here might have been linked with developing HABs.






4 Summary, discussions, and conclusions

In this study, we examine the link between atmospheric variability and events of high phytoplankton biomass (HBEs) in the southern Inner Sea of Chiloé in NW Patagonia (S-ISC, Figure 1). In our approach, the seasonal and inter-annual departures of each variable are removed to focus on synoptic-intraseasonal (SY-IS) variability. These events are defined as those events during which the anomalies of normalized fluorescence line height (nFLH’) averaged within S-ISC exceeds its 95th percentile (p95). The nFLH has been reported as a more robust proxy than chlorophyll-a (CHLA) for phytoplanktonic biomass concentration in this area (Lara et al., 2017; Vásquez et al., 2021). A total of 16 HBEs were identified for the austral summer from 2003 to 2019; some of which might have led to harmful algal blooms (HABs).

Some phytoplankton species are particularly sensitive to environmental factors such as nutrient availability or solar irradiance conditions for their multiplication (e.g., Sapiano et al., 2012). Human activities might contribute to modifying nutrients, e.g., due to eutrophication associated with fertilisation processes stemming from the aquaculture industries (Iriarte et al., 2013; Mayr et al., 2014; Olsen et al., 2014; Olsen et al., 2017). Different conditions of light availability mostly modulated by natural processes can cause changes in phytoplankton biomass. In ISC, it is known that the annual cycle of solar irradiance is a key factor for phytoplankton activity (e.g., González et al., 2010). In particular, Pizarro et al. (2000) found that phytoplankton assemblages within the ISC, unlike those found in the fjords towards southernmost Patagonia, are not habituated to low light conditions; thus, a reduction in CHLA is observed in ISC during the winter months. In this context, it is relevant to highlight that environmental characteristics such as atmospheric and oceanic circulation and stability as well as solar irradiance are strongly controlled by large-scale and regional atmospheric forcing. Thus, interannual climate variability (a phenomenon that lies beyond the scope of this paper) has been proposed as a relevant driver of blooms in the ISC. The most salient climate modes that have been studied in this respect are El Niño-Southern Oscillation (ENSO) and the Southern Annular Mode (SAM). In this regard, summer 2016 was recorded as an exceptional season: ENSO and SAM exhibited their positive phases, leading to sustained very dry conditions and enhanced solar radiation in Western Patagonia, which in turn caused a HAB of Pseudochattonela cf. verruculosa and a major socio-environmental crisis (Garreaud, 2018; León-Muñoz et al., 2018). On top of this interannual variability, synoptic-scale disruptions (i.e., in the timescale up to ~10 days) might induce changes to these characteristics and favour conditions for biologic activity, particularly by increasing limiting growth factors. Such a mechanism has been proposed for winter blooms in a Patagonian fjord (Montero et al., 2017), specifically due to a cyclonic system causing vertical mixing in the water column that, in turn, increases nutrient availability in the surface layer. Hence, the question whether HBE are related to such synoptic-to-intraseasonal (SY-IS) atmospheric patterns, arises naturally.

Therefore, in this work, we focus on transient SY-IS disturbances that exhibit abnormally high CHLA or nFLH levels, taken as proxies for enhanced phytoplanktonic biomass. We base our research upon the exploration of reanalyses and satellite data. The mean atmospheric and oceanic patterns (composite) that develop along a sequence of 15 days (days -7 to +7) centred at the beginning of HBEs (day 0) reveal, as their most salient feature, a migratory anticyclone that progresses eastwards south of the study area. In general terms, migratory anticyclones are an atmospheric forcing over southern South America that modulates the environment on the synoptic scale. Several studies have addressed migratory anticyclones over subtropical and mid-latitudes of South America, particularly addressing their dynamics and impacts on the atmospheric conditions. In summer, the South Pacific subtropical anticyclone (a climatological feature) is displaced a few degrees further south of its climatological position (Rahn and Garreaud, 2014). Therefore, migratory anticyclones (transient systems) tend to be more frequent and persistent, possibly exceeding the synoptic timescale and eventually leading to intraseasonal, longer-lasting blocking patterns, such as the observed pattern in this study. Mid-latitude migratory anticyclones have been related to the formation of coastal lows along the coast of central and south Chile (Garreaud et al., 2002; Garreaud and Rutllant, 2003), stable atmospheric conditions, enhanced solar radiation, and the intensification of easterly downslope winds over the Andes (Montecinos et al., 2017). These conditions promote the occurrence of heat waves in central and south Chile (Demortier et al., 2021) and lead, therefore, to further impacts, such as large wildfires (McWethy et al., 2021). Moreover, migratory anticyclones have been particularly studied in connection with their promotion of upwelling-favorable winds along oceanic eastern boundaries, particularly in south-central Chile, where they are projected to become more (less) frequent in higher (lower) latitudes by the end of the 21st century (Aguirre et al., 2019).

In this study, we show some impacts of migratory anticyclones over the mid-latitude of West Patagonia, especially those related to ocean-atmosphere interactions. The analysis of the atmospheric composite based on all HBEs (Figures 3, 4) reveals that the eastward progression of migratory anticyclones enhances the gradient of mean sea level pressure anomalies (MSLP’) towards the day of occurrence of HBE (day 0), with a marked NE-SW direction. Consistently, southerly wind intensifies, reaching a maximum on day -1, while a subtle easterly anomaly also intensifies on day -5, turning later into a westerly anomaly that peaks on day 0. These conditions lead to cloudless skies and enhanced solar photosynthetically-active solar radiation (PAR), whose anomalies maximise over S-ISC on day 0. On days -3 and +4, negative PAR’ values might be associated with enhanced cloudiness that prevents the full penetration of radiation, thus leading to gaps in the nFLH data. As revealed by Figure 2, such a mean signal of enhanced cloudiness would be associated with a coastal low propagating southward and culminating on day -3, and a frontal system migrating eastwards on day +4, respectively. Nevertheless, throughout the 15-days sequence, the environmental evolution is embedded within persistent positive anomalies of maximum air temperature (Tx).

In the ocean (Figures 3, 5), the described atmospheric evolution results in the development of a positive envelope of sea surface temperature anomalies (SST’) and the shoaling of the euphotic layer (ZEU). These conditions are consistent with an increased atmospheric stability, enhanced PAR, and higher Tx, and also suggest relatively more stratified and thus more stagnant oceanic conditions in S-ISC, which could induce longer residence times in the area. In other words, this configuration might lead to a weakened oceanic circulation, promoting a warm water pool in S-ISC. In summary, as schematized in Figure 12, we hypothesise that biological activity is promoted within a shallower-than-normal mixed layer embedded in a warmer and more stratified water column due to increased solar irradiance. Specifically, the local PAR’ maximum around day -5 seems to initiate the heating of the ocean surface, which the local PAR’ maximum on day 0 further intensifies (Figures 2, 5). Thereafter, positive SST’ values persist until day +3, suggesting the characteristic timescale for the oceanic response to such enhanced solar radiation. Altogether, the evolution of the variables shown in this study reveal the general conditions that seem to promote high concentrations of phytoplankton biomass. Moreover, HBEs (defined on nFLH’) tend to exhibit CHLA’ exceeding its own p95. As shown in Table 2, both kinds of events tend to have a correspondence in time with a lead/lag within the range of -3 to +3 days. As mentioned above, both variables serve as a proxy to quantify the abundance of phytoplankton biomass at the ocean surface in S-ISC, a condition that depends on complex space-time interactions between physical, chemical, and biological processes.




Figure 12 | Schematic mechanism proposed for the average signal of the occurrence of HBE in association with the atmospheric forcing imposed by a migratory anticyclone over the study area. For complementary spatio-temporal information, please refer to the Hovmöller diagrams of Figure 3.



Throughout our analysis, we present the mean conditions calculated from a collection of events. Thus, they might represent “idealized situations”. To deliver insights into the particularities of single events, we included two case studies. On the one hand, the sequence around January 17th, 2019 (case study 1) exhibits transient disturbances related to frontal systems on days -6, -2, +3 (Figure 7B), which are not evident on the composite sequence (Figure 4B). Furthermore, it does not show its maximum PAR’ signal around day 0. For this reason, precipitation and its impacts should be considered as further drivers of this particular HBE. This aspect is discussed below. Despite this discrepancy, the warming SST’ pattern for this case study (Figure 8B) is similar to that observed in the composite (Figure 5B). On the other hand, the sequence around January 23rd, 2013 (case study 2; Figure 10B) follows the mean SLP’ evolution of the composite sequence, although it does not exhibit the strongest SLP’ gradient on day 0. Additionally, the corresponding evolution of SST’ for this particular case (Figure 11B) shows a scattered pattern that is more persistent than the composite sequence. All in all, these exercises underscore that a diversity of specific characteristics might be expected for each event.

Although not evident from our analysis, we speculate in Figure 12 that these conditions could be further favoured by a nutrient-rich environment promoted during the previous days by nutrient inflow induced by enhanced currents towards S-ISC either from the Moraleda Channel (to the south of S-ISC) or from the upwelling area off the Pacific coast (to the west of S-ISC). While the effect of the southerly wind on the ocean surface of the ISC has not been thoroughly addressed in this study, in the coastal open zone west of Chiloé Island, it favours the coastal upwelling of deep, nutrient-rich waters. During summer, upwelling-favorable winds extend polewards, reaching the latitude of the study area (Aguirre et al., 2019; Narváez et al., 2019). Furthermore, southerly wind seems to establish ocean currents entering the Boca del Guafo towards S-ISC, as observed for the 2019 case study in the 40-60m layer in Figures 9A, B. Such currents can produce a nutrient transport into the study area, as proposed by Pérez-Santos et al. (2019), and therefore could be linked to increases in the local phytoplankton biomass (Vásquez et al., 2021). Indeed, Supplementary Figure 10 shows mean Ekman suction/pumping anomalies (i.e., anomalous upward/downward vertical motion, respectively) for the 15-days sequence centred on the 16 HBEs. On days -5 and -3, we observe a well-defined dipole of SW-NW positive-negative anomalies: Ekman suction (i.e., upwelling) in open ocean waters just west of Boca del Guafo and Ekman pumping (i.e., downwelling) over S-ISC. Although caution must be kept when interpreting this process in an area with such complex bathymetry and topography, this pattern supports the upwelling of nutrients in the open sea and their transport by the subsurface current towards S-ISC. However, the mechanism shown here in the SY-IS timescale is possibly complementary to that shown by Pérez-Santos et al. (2019), which was described for a longer timescale. Pérez-Santos et al. (2019), in their Figure 11, show some summer events of persistent high CHLA levels along the west coast of Chiloé and within the ISC which occur embedded in colder-than-normal conditions (i.e., negative SST’), and relate them to strong and long-lasting total coastal upwelling which would transport nutrients to the surface and phytoplanktonic organisms to the fjords and channels of Patagonia from the waters west of Chiloé Island.

Indeed, over areas where phytoplankton activity might be limited by sunlight but not by nutrient availability, physical processes such as vertical mixing promoted by atmospheric instability (e.g., related to migratory cyclones) tend to prevent blooms as enhanced cloud cover leads to insufficient PAR and, moreover, the algal cells are moved to deeper ocean layers where sunlight is insufficient for their growth (Sverdrup, 1953; Venables & Moore, 2010). On the contrary, if sunlight is not a primary limiting factor, phytoplankton activity might be limited by nutrients that might be available deeper in the water column (e.g., Le et al., 2022). In the present study, active mixing in the upper ocean occurring some days before a migratory anticyclone establishes could homogenise properties within the upper layer of the ocean, preceding periods of high atmospheric stability (weak mixing). Water column mixing would make nutrients (nitrogen, phosphorus and silicate) available in the ocean upper layer. In S-ISC, as the water supply from the subsurface ocean is richer in nitrate and phosphate (less in silicates), dinoflagellates tend to dominate (Martínez et al., 2015, and references therein). If subsequent stable periods are long enough, bio-optical structures could form within a well-mixed ocean upper layer (Carranza et al., 2018). Indeed, such stabilisation of the ocean surface after strong mixing constitutes one of the common mechanisms for blooms in temperate coastal zones of high latitudes (Mann and Lazier, 2013). However, it is this stratification that eventually causes a separation between the algae and their main source of nutrients in deeper waters, leading to short-lived blooms lasting for some days (Iriarte et al., 2007). In this sense, the proposed mechanism is analogous to the “critical depth hypothesis” (Behrenfeld and Boss, 2014 and references therein) which states that under enhanced light conditions and below a critical mixing depth (in this case quantified by a shoaling ZEU’), phytoplankton cell division might outpace losses, and thus lead to a bloom. While this hypothesis was proposed as an explanation for the annual cycle of blooms, here we suggest this mechanism for the SY-IS timescale as well.

Further physical processes might be considered drivers of HBEs. The possible role of precipitation is at least twofold. On the one hand, we speculate that precipitation events within the SY-IS timescale that increase the runoff of surrounding rivers can lead to more terrestrial nutrients (primarily silicates) in the upper ocean, which, in turn, might increase the phytoplankton biomass. Indeed, at the inter-annual timescale, the opposite case –i.e., limited nutrient availability due to an extended megadrought leading to decreases in phytoplankton biomass– was observed along the coastal waters off Central Chile (33°-37°S; Masotti et al., 2018). On the other hand, decreasing freshwater from precipitation in the upper ocean might weaken the vertical stratification of the water column. Indeed, León-Muñoz et al. (2018), focusing on north ISC, showed that reduced freshwater input and increased SST due to very dry conditions, along with increased solar radiation reduced the vertical stratification, favouring the advection of oceanic, nutrient-rich waters that eventually led to major HABs and the 2016 socio-environmental crisis in the region. Regarding the SY-IS timescale within our conceptual framework, we speculate that an increased vertical stratification due to transient precipitation events might also promote HBEs in the case that nutrients are already available due to previous mixing. In any case, further research is needed to address these speculations and their combined effect. In this sense, another physical process is worth discussing. Spring tides could induce water column mixing, hence playing a role in the process leading to HBE. However, as shown in Table 2, there is no concordance among the tidal phases recorded for each HBE. A similar result was found for LBE (Table SMT1). This point suggests that tides might not be a primary factor controlling HBE occurrence.

A factor that strongly influences satellite observations is cloud cover, thus posing great challenges for their use in S-ISC and southern Chile in general. Here, rapid transitions from clear to cloudy skies are common year-round due to the high frequency of frontal systems, a fact that usually leads to measurement noise and interruptions. Therefore, better availability and quality of satellite observations during clear sky conditions are expected, and these tend to occur under an anticyclonic weather pattern. This fact imposes a restriction to our analysis, and it is expected to induce a bias on the analysed SY-IS conditions within S-ISC. By construction, days with sufficient satellite data availability tend to correspond to clear sky conditions and thus to their associated synoptic patterns, mainly related to anticyclonic configurations. However, as documented in the Supplementary Material, not just HBE but also low biomass events (LBE, events exhibiting nFLH below p05 in S-ISC) are detected under these conditions. This is evidence for the fact that intermittent atmospheric forcing related to migratory anticyclones do not necessarily lead to extremely high biomass concentrations. To highlight this, we quantified the migratory anticyclones impacting this area and the fraction that was actually related to HBE (not shown). As shown in Figure 2B, the centres of the migratory anticyclones related to HBE are located to the south of S-ISC. Therefore, we focused on SLP’ anomalies above 1 standard deviation in a domain within 47°-53°S and 70°-76°W, southward of S-ISC. We found 187 sequences of days with anticyclonic anomalies, of which 11 correspond directly to HBEs presented here (i.e., 69% of the total). The other 5 HBEs occurred during positive but weak SLP’ values or close to such sequences. Furthermore, phytoplanktonic activity that might be promoted by stable anticyclonic periods will depend on the species and the biological timescales of restratification necessary for its multiplication. In this sense, we found that the anticyclonic conditions leading to HBEs in S-ISC are spatially broader, more intense, and more persistent than those associated with LBE (cf. Figure 1 and Supplementary Figure 1). Such contrast between HBE and LBE was already commented on for the corresponding Hovmöller diagrams (cf. Figures 3 and Supplementary Figure 2). These contrasting characteristics might give advice concerning predictability applications of the results presented in this study.

The study of the superposition of climate signals stemming from the interannual and SY-IS timescales has not been addressed in this study and is a topic to be developed in further works. However, as previous studies point to key roles played by ENSO and SAM in the interannual modulation of blooms in ISC (e.g., Lara et al., 2016), we evaluated whether the 16 HBEs presented here exhibited a preference for a particular phase of these modes (not shown). On the one hand, using the monthly standardized Southern Oscillation Index [SOI, Ropelewski and Jones (1987)] and a threshold of 1 standard deviation, we found that the frequency of HBEs corresponded to 2/16, i.e., 12.5% (7/16, i.e. 43.8%) during clear El Niño (La Niña) conditions. On the other hand, using the monthly Marshal SAM index (Marshall, 2003), the frequency of HBEs was found to be 12/16, i.e., 75% (1/16, i.e. 6.3%) during the positive (negative) phase of SAM. We do not extract particular conclusions from these results, since caution has to be kept with their interpretation, as interannual signals were explicitly removed for our analysis. However, it is important to note that other studies have addressed the interannual timescale. In this context, as stated above, a remarkable season for north ISC was summer 2016, when both ENSO and SAM exhibited positive phases, enhancing their respective signals and leading to a socio-environmental crisis (Garreaud, 2018).

The SY-IS evolution of migratory anticyclones through the southern hemisphere has been studied previously to explore related teleconnections. In particular, remote precursors have been suggested for migratory anticyclones impinging South America in connection with heat waves in central Chile. These precursors, which might anticipate the occurrence of such events by ~2 weeks, are related to the Madden-Julian Oscillation (MJO) in the tropics and atmospheric variability in the SW Indian ocean, quantified by a novel ad-hoc extra-tropical index (ETI) (Jacques-Coper et al., 2021). Similarly, in the case of present study, the persistence of the environmental anomalies induced by migratory anticyclones justifies the association of this phenomenon with climate variability modes that operate in the intraseasonal band, notably the MJO. In fact, following an independent approach as the one focused on HBE, namely computing mean fields for MSLP’ and nFLH’ according to each active MJO phase, we learn that phases 4, 6, and 7 are associated with high nFLH’ levels in S-ISC along with the characteristic MSLP’ gradient induced by migratory anticyclones to the southwest (Figure 6A). Hence, more favourable atmospheric and oceanographic conditions for HBE should be expected during these active MJO phases than in neutral or opposite MJO conditions, i.e., when the MSLP’ gradient points in the contrary direction, namely during MJO phases 1 and 3. Indeed, just one HBE was recorded during an active MJO phase 3 and none during phase 1. Furthermore, due to the predictability range of the MJO phase and amplitude of ~32 and ~16 days (Lu et al., 2020), respectively, the evidence raised by the present study highlights potential applications related to the enhanced predictability of HBEs. Among crucial aspects to be further examined are the identification and description of events that reinforce the link between HBEs and HABs (beyond non-toxic blooms), and corresponding case studies that evaluate potential precursors and assess predictability.
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Functional group

Species niche traits

Thermal niche

Herbivorous mollusks

Mollusca Lacuna (Epheria) decorata 96
Littorina brevicula 13.7
Littorina sitkana 8.6
Lottia cassis 9.6
Lottia radiata 9.6
Stenotis uchidai 5.8
Carnivorous invertebrates
Nucella lima 8.6
Echinodermata
Leptasterias ochotensis similispinis 5.8

Columns show species’ thermal niche. Values of thermal niche are larger in species that inhabit warmer regions.
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Functional group Phylum Species niche traits

Thermal niche Vertical niche
Macroalgae
Rhodophyta Chondrus yendoi 9.6 53
Corallina pilulifera 12.7 55!
Gloiopeltis furcata 12.7 11.9
Hildenbrandia spp. 137 5.3
Neorhodomela oregona 48 4.6
Neosiphonia yendoi 137 10.9
Pterosiphonia bipinnata 48 9.7
Chlorophyta | Cladophora opaca 13.7 6.1
Ulva pertusa 13.7 25
Ochrophyta Alaria praelonga 58 55
Analipus japonicus 8.6 10.9
Fucus evanescens 8.6 6.5
Sessile invertebrates
Porifera Halichondria panicea 12.7 23
Annelida Neodexiospira spirillum 137 53
Arthropoda Chthamalus dalli 8.6 11.2
Corophium sp. 9.6 7.6
| Semibalanus cariosus 8.6 9.0

Columns show species’ thermal and vertical niches. Values of thermal and vertical niches are larger in species that inhabit warmer regions and higher elevations, respectively.
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Response variable Explanatory variable value P
Effect size of the abundance of mobile species during MHW's Intercept -1.463 0.291 -5.029 0.002
Thermal niche 1424 0.311 4.578 0.004
Effect size of the abundance of mobile species in 2017 Intercept -2.448 0773 | -3.168 I 0.019
Thermal niche 2215 0.826 2.682 0.036
Effect size of the abundance of mobile species in 2018 Intercept -1.338 0.366 -3.651 0.011
Thermal niche 2.750 0.392 7.022 <0.001

The response variables are the mean effect size during the MHW (2010-2016), and the effect sizes in the first (2017) and second (2018) years after the MHW. Explanatory variables include
estimated coefficients, standard errors, t-values and P-values. Bold indicates p < 0.05.
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Estimate Std. error

Effect size of the abundance of sessile species during MHWs Intercept 0.356 0.192 1.852 0.087
Thermal niche 0.432 0.198 2.179 0.048
Vertical niche 0.057 0.203 0.280 0.784
Thermal niche x Vertical niche 0.262 0.223 1175 0.261
Effect size of the abundance of sessile species in 2017 Intercept 0.322 0.256 1.259 0.230
Thermal niche 0.784 0.264 2974 0.011
Vertical niche -0.097 0.270 -0.358 0.726
Thermal niche x Vertical niche 0.403 0.297 1.358 0.198
Effect size of the abundance of sessile species in 2018 Intercept 0.607 0.382 1.588 0.136
Thermal niche 0.867 0.395 2.198 0.047
Vertical niche -0.242 0.404 -0.598 0.560
Thermal niche x Vertical niche 0.469 0.444 1.057 0310

The response variables are the mean effect size during the MHW' (2010-2016), and the effect sizes in the first (2017) and second (2018) years after the MHWs. Explanatory variables include the
estimated coefficients, standard errors, t-values, and P-values. Bold indicates p < 0.05.
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Functional group Intercept Slope

Estimate Estimate
Macroalgae 0.92 0.07 0.30 0.02
Sessile invertebrates [ -1.60 021 023 0.40
Herbivorous mollusks 0.51 0.60 -0.49 0.06
Carnivorous invertebrates 0.85 0.38 -0.69 0.02

For linear regression analysis, the effect size of community abundance was treated as the response variable and the number of years (1-7) since the onset of MHWs was the explanatory variable.
Shown are estimated coefficients for the intercept and slope (Estimate), and p-values (P). An accumulative carryover effect was considered present if the slope was significant and the intercept was

not. Bold indicates p < 0.05.
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Functional group Intercept Slope

Estimate Estimate

Herbivorous mollusks

Mollusca Lacuna (Epheria) decorata -0.83 0.20 0.08 0.57

Littorina brevicula =239 0.18 0.98 0.03
Littorina sitkana 055 0.59 -0.51 0.07
Lottia cassis 3.73 0.19 -149 0.04
Lottia radiata -0.77 0.46 -0.06 0.81
Stenotis uchidai 028 077 -0.58 0.03
Camivorous invertebrates

| Nucella lima 0.86 033 -0.67 0.01

Echinodermata
Leptasterias ochotensis similispinis -1.50 0.33 -0.66 0.09

For linear regression analysis the effect size of species abundance was treated as the response variable and the number of years (1-7) since the onset of MHWSs was the explanatory variable. Shown
are estimated coefficients for the intercept and slope (Estimate), and p-values (P). An accumulative carryover effect was considered present if the slope was significant and the intercept was not.
Bold indicates p < 0.05.
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Functional group Intercept Slope

Estimate Estimate
Macroalgae
Rhodophyta Chondrus yendoi 1.86 0.07 -0.13 049
Corallina pilulifera -0.83 0.49 0.52 0.09
Gloiopeltis furcata -0.21 079 0.32 0.12
Hildenbrandia spp. 135 <0.001 0.07 0.28
Neorhodomela oregona -1.53 0.19 0.18 047
Neosiphonia yendoi -0.03 0.96 027 0.10
Pterosiphonia bipinnata 1.65 0.07 -049 0.03
Chlorophyta Cladophora opaca 0.40 0.11 -0.13 0.04
Ulva pertusa -0.61 0.38 0.00 1.00
Ochrophyta Alaria praelonga 0.33 077 -0.06 0.81
Analipus japonicus 0.83 0.31 -0.05 0.77
Fucus evanescens 147 0.07 -0.16 030
Sessile invertebrates
Porifera Halichondria panicea -0.20 0.80 0.01 0.95
Annelida Neodexiospira spirillum 0.55 044 0.11 048
Arthropoda Chthamalus dalli -2.57 0.07 0.38 0.19
Corophium sp. -0.15 0.88 -0.04 0.84
Semibalanus cariosus 216 0.04 -0.60 0.02

Linear regression analysis treated the effect size of species abundance a response variable and the number of years (1-7) since the onset of MHW:s as the explanatory variable. Shown are estimated
coefficients for the intercept and slope (Estimate), and p-values (P). An accumulative carryover effect was considered present if the slope was significant and the intercept was not. Bold indicates
P <0.05.
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Explanat Estimate Std. en value P
Effect size of the abundance of mobile species Intercept -2.240 ‘ 0.852 -2630 0.039
Thermal niche 1.882 ‘ 0911 2.066 0.084

‘The response variable is the effect size obtained by considering accumulative carryover effects. Explanatory variables include estimated coefficients, standard errors, t-values, and P-values.
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ble

Response va

Effect size of the abundance of sessile species

Explanatory variable Estimate P
Intercept 0266 0207 1.288 0220
Thermal niche 0.661 0213 3.101 0.008
Vertical niche -0.083 0218 -0.381 0.709
Thermal niche x Vertical niche 0561 0240 2340 0.036

The response variable is the effect size obtained by considering accumulative carryover effects. Explanatory variables include estimated coefficients, standard errors, t-values, and P-values. Bold

indicates p < 0.05.
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Instrument Distance above bed (m) Burst duration/Burst interval Deployment periods

Nortek 6 MHz ADV 08 600 5/120 min

Nortek 600 kHz AWAC 0.6 1,024 5/60 min November 4-December 4, 2021
0BS 04 /

Nortek 600 KHz AWAC 06 1,024 /60 min January 14 -April 19, 2020

OBS was not measured in burst mode and was measured for 1 min at 10 min intervals. Their average values were recorded to reflect water turbidity.
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HBE (>p95) 47 28 51 51 50 36 36 73 41 46 36 33 31 42 45

LBE (<p05) 23 25 18 19 30 32 32 71 47 30 43 33 24 39 26

For each category, the first day of those fulfilling the corresponding condition is marked as day 0 (see text).
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0-30°S 30-60°S

Spring 6.43% 9.53%
Summer 37.26% 35.71%
Autumn 15.09% 8.22%
Winter 25.09%

2117
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Event (date) (days) CHLA correspo active phase tidal phase
2005-02-05 match Spring tide: +4d
2008-01-19 Not related Spring tide: +3d
2008-01-31 +2d Neap tide
2008-12-04 +1d Neap tide: +1d
2009-01-07 Not related Spring tide: +4d
2011-12-06 +1d Spring tide: +4d
2012-01-05 match Spring tide: +4d
2013-01-23 +3d Spring tide: +4d
2014-02-11 match Spring tide: +3d
2014-02-22 -3d and + 2d Neap tide
2014-12-17 Not related Spring tide: +4d
2016-02-04 Not related Spring tide: +4d
2016-12-08 match Spring tide: +5d
2018-01-14 -1d Spring tide: +2d
2018-02-27 Not related Spring tide: +2d
2019-01-17 match Spring tide: +4d
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Datasets

Resolution

Coverage

time

Source

Download link

Uso

SWH

Water depth

SST

88§

PCOS . pCOsT

CRYOSAT-2

ETOPO1

AMSR

NCEP-GODAS

Global monthly

gridded sea surface
pCO; product

1/4°

10

1/60°

1/4°

0.333°x1.0°

1°

1979-present

2010-present

2002-present

1980-present

1985-present

European Centre for Medium-
Range Weather Forecasts

Australian Ocean Data Network

National Geophysical Data
Center

NASA AMSR-E Science Team
and NASA Earth Science
MEaSUREs Program

NOAA Physical Sciences
Laboratory

NOAA National Centers for
Environmental Information

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-
datasets/era5

https://thredds.aodn.org.au/thredds/catalogue/IMOS/
SRS/Surface-Waves/Wave-Wind- Altimetry-DM00/
CRYOSAT-2/catalogue.html

https://www.ngdc.noaa.gov/mgg/global/

https://www.remss.com/missions/amsr

https://psl.noaa.gov/data/gridded/data.godas.html

https://www.ncei.noaa.gov/data/oceans/ncei/ocads/data/
0160558/
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Variable

Acronym

Horizontal
resolution

Long-
term
period

Reference

Sensor/Product

Processing
level

Source

Normalized nFLH 1 km 2002- Behrenfeld | Moderate Resolution level 2 NASA Ocean NASA Ocean Color
fluorescence line 2019 etal, 2009 | Imaging Biology website
height (proxy for Spectroradiometer Processing https://
phytoplanktonic (MODIS-Aqua) Group (OBPG oceancolor.gsfc.nasa.gov/
biomass) 2014)
Chlorophyll-a (proxy CHLA 1 km 2002- Huetal, MODIS-Aqua level 2 OBPG 2014 NASA Ocean Color
for phytoplanktonic 2019 2012 website
biomass) https://
oceancolor.gsfc.nasa.gov/
Photosynthetically PAR 4 km 2002- Frouin MODIS-Aqua level 3 OBPG 2014 NOAA ERDDAP
active radiation 2019 et al., 1989 https://
coastwatch.pfeg.noaa.gov/
Depth of the bottom ZEU 4 km 1997- | Morel MODIS-Aqua level 3 GlobColour Hermes Globcolour
of the euphotic layer 2019 et al., 2007 daily merged https://hermes.acri.fr/
MODIS/
VIIRSN/OLCIA/
OLCIB
Sea surface SST 0.05°x0.05° | 2007- Good satellite data level 4 Operational Sea Copernicus Marine
temperature 2020 et al,, 2020 (GHRSST), in-situ Surface Service
observations Temperature http://
and Ice Analysis | marine.copernicus.eu
(OSTIA), UK
MetOffice
Sea level anomaly SLA 0.25°x0.25 1993- CMEMS, Archiving, Validation level 4 European Copernicus Marine
2020 2019 and Interpretation of Copernicus Service
Satellites Marine http://
Oceanographic Data Environment marine.copernicus.eu
(AVISO) 2014 Monitoring
Delayed Time (DT14) Service
(CMEMS)
Zonal and meridional Ucand Ve, | 0.25°%0.25° 1993- Strub et al, | Derived from SLA - - -
components of surface | respectively 2020 1997
geostrophic currents
mean sea level MSLP, Tx, | 0.25%0.25° | 1979- Hersbach = 2 ERAS reanalysis, | Copernicus Climate
pressure, maximum u,v, 2019 | etal, 2020 European Change Service (C35)
temperature at 2 respectively Centre for Climate Data Store
meters, zonal and Medium-Range https://
meridional wind Weather cds.climate.copernicus.eu/
components at 10 Forecasts

metres

(ECMWF)
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Types of sediment

Median sediment grain diameter (mm) 0.015 0.025 0.150 ‘
Sediment grain density (kg/m?) 2,750 2,700 2,450 ‘
Particle settling velocity (mm/s) ‘ 0.15 0.25 ‘ 0.50 ‘
Surface erosion rate (kg/m*/s) 50 x10° 5.0x 107 1.0 x 10° ‘
Critical shear for erosion (N/m?) 0.20 0.20 0.25 ‘

|

Critical shear for deposition (N/m?) 0.05 0.10 0.15
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Descrip

Case 0 Forced by tidal currents, salinity, wind, air pressure, heat flux, real river discharge, and sediment load from July to September 2009

Case 1 Identical to case 0 but with constant river discharge (1,000 m?/s) and fixed suspended sediment concentration load (constant with 10 kg/s)
Case 2 Identical to case 1 but with constant river discharge (2,000 m’/s)

Case 3 Identical to case 1 but with constant river discharge (4,000 m’/s)

Case 4 Identical to case 1 but with constant river discharge (6,000 m’/s)

Case 5 Identical to case 1 but with real river discharge during flooding events

Case 6 Identical to case 5 but with real suspended sediment concentration load during flooding events





OPS/images/fmars.2023.1131543/fmars-10-1131543-g004.jpg
WD20.8mm 15.0kV x1.0k 50um






OPS/images/fmars.2022.1112494/table2.jpg
Model parameters Method/value

Model external time step 05s

Settling velocity 125 x 10" m/s
Critical bottom stress for erosion 0.08 N/m”
Critical bottom stress for deposition 0.08 N/m*

Number of mesh nodes and elements 28,537 (nodes), 55,527 (elements)
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Types of year

Runoff (m%/s)

Dry year 1,000 P< -20%

Normal year 2,000 —-20%< P< 20%

Wet year 4,000 P>20%
6,000 P> 100%

Flooding events
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current climate 2100 (SSP5-8.5)

tide- 10-year 100-year 1000-year tide- 10-year 100-year 1000-year
only pressure pressure pressure only pressure pressure pressure

Tong’an Bay 12 21 24 22 1.6 26 24 25

west Xiamen 1.3 19 19 25 17 18 24 38

‘water

Jiulong River 12 23 32 4.0 14 29 3.8 4.6

Estuary

south Xiamen 1.3 22 27 32 15 27 32 38

water

east Xiamen 1.2 19 23 26 15 24 28 31

‘water

Dadeng water 1.4 24 27 3.1 1.9 28 32 36

Xiamen Bay 13 23 2.8 34 16 27 33 4.0
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urrent Climate 2100 (SSP5

Return Period (year) ‘ 1000 100 10 1000 100 ‘ 10
Central pressure (hPa) ‘ 887 918 950 881 913 ‘ 947
Maximum wind speed (m/s) ‘ 82 67 49 87 70 ‘ 51
‘Wind Speed Radius (km) ‘ Equation (10) Equation (10) x 1.1
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Translation speed Un

The local Coriolis parameter f

Radius to maximum wind By
Density change across the thermocline Ap
Reduced gravity g
Maximum sustained wind Vioax

The gravest mode internal wave phase speed c
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ms’

Kyarr

85
31
4.4x107
49

0.03
69

Maha

80
3.6
4.1x107°
32

0.03
54

‘The radius of maximum wind and the maximum sustained wind are provided by JTWC. The local Coriolis parameters are calculated according to the mean latitude of TC location centers
recorded by JTWC. The thermocline defined in this paper takes the depth of the 20°C isotherm as a reference (Busalacchi and Murtugudde, 1999).
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Experiments ‘Wind variables ‘Wave conditions Duration of exceed 8 m/s at the wind site (h)

No. Control variables Tracks D, (km) Vi V' Wind wave Swell
(km/h)  (m/s)

Exp.l  Benchmark L-A 500 20 40 x x 52
Exp.2  Path R 500 20 40 x x 10
Exp.3  Distance L-B 300 20 40 x x 62
Exp.4  Translation velocity L-A 500 40 40 x x 36
Exp.5  Wind velocity L-A 500 20 25 x x 27
Exp6  Waves Exp01 v v /
Exp.7  Path with waves Exp02 v v /
Exp8  Swell Exp01 4 * /
Exp.9  Path with swell Exp02 v * f
Exp.10  Wind direction Southeasterly wind 20 v 4 /
Exp.11 Wind direction Northwesterly wind 20 v o /

*The “v” and “%” represent with/without the wave conditions, respectively.





OPS/images/fmars.2023.1139591/fmars-10-1139591-g004.jpg
SPCO2 (12 atm) 2002 - 2021 Summer

Xy

80°E  100°E  120°E 40°E 60°E 80°E  100°E 120°E

400

350

300

80°E  100°E 120°E 40°E 60°E 80°E 100°E 120°E





OPS/images/fmars.2022.1061159/crossmark.jpg
©

2

i

|





OPS/images/fmars.2023.1139591/fmars-10-1139591-g003.jpg
A Total (m) 2002 - 2021 Summer OBWindsea m) 2002 - 2021 Summer OC Swell (m) 2002 - 2021 Summer
0°s N AN 0°s R, s

-15°8

-30°S

-45°S

-60° S -60° S
30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E

. D Total (m) 2002-2021 Autumn  E windsea (m)2002-2021 Autumn  F Swell (m) 2002 - 2021 Autumn
) \ ~=2 3 0°s 3 . £ R 0°s N Ty

-15°S -15°S -15°S
30°s -30°S -30°S
45°S -45° S 45°S
-60° s -60°S -60°S
30° 60°E 90°E 120°E 30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E
°g To al (m) 2002 - 021 Winter 0°HS Windsea (m) 2002 - 2021 Winter O°IS Swell (m) 2002 - 2Q21 Winter
A5°S ‘ A5°S A5°S
30°S ' -30°8 30°S
-45°S -45° s | 453-,‘ .3‘
-60° S -60°S -60° S m
30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E
i éj Totalv. m) 2002 - 2021 Sprln 0‘!(5 Windsea (m) 20022021, Spring o°|§ Swell (m) 2002 - 2021 _Spring
15°S 15°S .
30°s [’ -30°s 6
45°S 45°S
-60°S -60°S 0

30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E 30°E 60°E 90°E 120°E





OPS/images/fmars.2023.1139591/fmars-10-1139591-g002.jpg
10

T T T T I T
Simulation
e Simulation

L * Altimeter ||

1 1 1 1 1 1 1 1 1 1 1

0
2021-01 2021-03 2021-05 2021-07 2021-09 2021-11

To TS T T T
A 100.8" E, 19.1° S Corr:0.83 Bias: 0.21

SWH (m)

10 18 5025 €, 35.3° S Corr0.80 Bigs: 0.17 | ' ' ' ' ‘ '
E
I 5r —
=
o

0 L 1 1 1 1 1 L 1 1 1 1
2021-01 2021-03 2021-05 2021-07 2021-09 2021-11
10 d b T N | T T T T T T T
C 60.771E, 50.6” S Corr:0.84 Biag: 0.18

E | : \
Ir 5 | l b | ) -
= ' '
o

| 1 | | 1 1 | 1 1

0
2021-01 2021-03 2021-05 2021-07 2021-09 2021-11
10

T T T T T

P o T T T
D 120.2° E, 48.9° S Corr{0.76 Bias: 0.32

SWH (m)

L 1 1 1 | | 1 1 1 1 1

0
2021-01 2021-03 2021-05 2021-07 2021-09 2021-11






OPS/images/fmars.2023.1139591/fmars-10-1139591-g001.jpg
Latitude

75°E 90°E
Longitude

105° E

°
120.2° E,48.9° S

120°E

135°E





OPS/images/fmars.2022.1010523/M5.jpg
©






OPS/images/fmars.2023.1139591/im1.jpg
pCO;™"





OPS/images/fmars.2022.1010523/M6.jpg





OPS/images/fmars.2023.1139591/fmars-10-1139591-g010.jpg
¥ ’
dqeaagaanin

)
3

—— Spr-no wave
Sum-no wave
Aut-no wave
Win-no wave

6/02 6/04 6/06 6/08 6/10 6/12 6/14 6/16 6/18 6/20

6/02 6/04 6/06 6/08 6/10 6/12 6/14 6/16 6/18 6/20
Time: from 2002 to 2021





OPS/images/fmars.2022.1010523/M7.jpg
@





OPS/images/fmars.2022.1010523/table1.jpg
Site Date

Water level T 12 March, 2017 08:00 to 13 March, 2017 10:00
(spring tide)
Current Cl1 12 March, 2017 08:00 to 13 March, 2017 10:00

C2and C3  (spring tide)
Wave w 29 August, 2020 18:00 to 21 September, 2020 08:00
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7 (N/m?)

Control run Series 1 Series 2 Series 3
a 0.375 0.046 0.156 0358
b 0.273 0.06 0.122 0.067
c ‘ 0.044 0.035 0.016 0011

d 0.084 0.102 0.011 0.02
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Time Regiol D
Flood season Northern shore 23 35 253 1.52
Southern shore 17 27 136 159 0.20
Mean 20 31 194.5 155 0.17
Non-flood season Northern shore 19 26 171 137 0.15
» Southern shore 14 16 91 114 0.18
Mean 16.5 21 131 1.26 0.16

§ is the number of nodes, L is the effective links, Max. L is the maximum links, D the link density(L/S), and C is the connectance (L/Max. L).
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Tide (m) 0.1231 0.9823
Velocity 0.0263 09192
Wave 0.1023 0.9764
Temperature 0.1673 0.9335
Salinity 0.1187 0.9404
Sediment 0.0101 0.9818
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Trophic Position

Species Abbreviation
Mean Range
Fenneropenaeus chinensis FC 229 2.14-2.45
Portunus trituberculatus PT 2.14 1.92-2.38
Eriocheir sinensis ES 2.34 2.12-2.57
Oratosquilla oratoria 00 3.26 2.95-3.59
Liza haematocheila LH 2.38 2.17-2.61
Lateolabrax japonicus Ly 2.96 2.73-3.21
Synechogobius hasta SH 5.12 4.68-5.62
Flood season Northern shore Silurus asotus SA 3.80 3.63-3.98
Cynoglossus semilaevis cs 3.82 3.66-3.98
Epinephelus bruneus EB 3.88 3.67-4.10
Paralichthys olivaceus PO 4.20 4.13-4.27
Hypophthalmichthys molitrix HM 3.05 | 02308
Engraulis japonicus EJ 2.84 2.81-2.86
Cyprinus carpio cyC 3.83 3.80-3.85
Sillago sihama SiS 2.72 2.69-2.75
Carassius carassius CaC 327 3.26-3.27
Mactra veneriformis MV 242 233-2.51
Portunus trituberculatus PT 2.66 2.63-2.68
Fenneropenaeus chinensis FC 2.70 2.64-2.76
Eriocheir sinensis ES 246 2.40-2.53
Liza haematocheila LH 2.60 2.40-2.80
Southern shore Carassius carassius CaC 2.85 2.61-3.10
Cyprinus carpio cyC 318 3.03-335
Hypophthalmichthys molitrix HM 2.87 266-3.11
Silurus asotus SA 3.37 3.28-3.47
Synechogobius hasta SH 4.34 431-4.36
Lateolabrax japonicus L 3.02 2.94-3.09
Fenneropenaeus chinensis FC 2.94 292-2.96
Oratosquilla oratoria 00 4.19 4.09-4.30
Portunus trituberculatus PT 3.25 3.14-3.36
Mactra veneriformis MV 227 222-2.31
Meretrix meretrix MM 2.66 2.50-2.81
Cyprinus carpio cyC 3.89 3.62-4.18
Lateolabrax japonicus 9] 393 3.73-4.15
Northern shore
Carassius carassius CaC 3.24 275-3.80
Liza haematocheila LH 293 275-3.12
Synechogobius hasta SH 3.50 3.49-3.52
Pelteobagrus fulvidraco PE: 3.50 3.06-4.02
Non-flood season Hypophthalmichthys molitrix HM 297 2.96-2.99
Channa argus CA 2.74 2.50-3.00
Silurus asotus SA 3.03 2.51-3.66
Eriocheir sinensis ES 3.25 3.11-3.39
Mactra veneriformis MV 2385 2.72-2.99
Meretrix meretrix MM 3.11 2.98-3.25
Paralichthys olivaceus PO 3.67 3.34-4.04
Southern shore Cynoglossus semilaevis Cs 4.83 4.52-5.17
Liza haematocheila LH 3.56 3.33-3.82
Lateolabrax japonicus Ly 4.10 3.78-4.45
Epinephelus bruneus EB 3.89 3.89-4.26

Synechogobius hasta SH 3.99 3.99-4.29
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