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Cartoonish virion representation of various animal RNA viruses in this Research Topic. Virion-morphology of lentivirus, orthomyxovirus, paramyxovirus, flavivirus, rhabdovirus, calicivirus, picornavirus, and picobirnavirus is illustrated against its natural hosts (silhouettes from Clipart free-images). Virions are enlarged proportionally to their real sizes.

Image drawn by Masako Nomaguchi (Tokushima University, Tokushima, Japan), a host-editor of this Research Topic.

Viruses are widely present in nature, and numerous viral species with a variety of unique characteristics have been identified so far. Even now, new emerging or re-emerging viruses are being found or re-found as novel viral classes or as quasi-species. Indeed, viruses are everywhere. Of note, viruses are pivotal as targets and tools of basic and applied sciences. On one hand, portions of the viruses are infectious for animals including humans, and cause various diseases in infected hosts by distinct mechanisms and at a different level of severity. While many of viruses are known to co-exist quietly with their hosts, pathogenic viruses certainly affect and threaten our society as well as individuals to provoke serious medical or economic attention. We should act against certain dreadful and highly infectious viruses as a global problem.

Animal RNA viruses can readily mutate to adapt themselves in their hostile environments for their survival. Resultant viruses may sometimes show essentially altered phenotypes from the original parental strains. This fundamental and general property of animal RNA viruses represents major extensive issues of scientific, medical, and/or economic importance. In this Research Topic, we have focused on the high mutability of animal RNA viruses, and selected relevant articles on animal viruses of broad-ranges such as primate lentiviruses, influenza viruses, paramyxoviruses, flaviviruses, rabies virus, norovirus, picornaviruses, and picobirnavirus. Each article has taken up intriguing aspects of the subject viruses. We are sure that readers acquire important information on virus mutation, adaptation, diversification, and evolution, and hope that researchers in the field related to virology gain some solid hints from the reported articles for further virological and /or medical studies. Finally, we thank all the contributing researchers in this Research Topic, entitled “Highly Mutable Animal RNA Viruses: Adaptation and Evolution”, for their elegant and interesting works.
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Editorial on the Research Topic
 Highly Mutable Animal RNA Viruses: Adaptation and Evolution



One of the most conspicuous and fundamental characteristics of animal RNA viruses is their high mutability under various circumstances. This property is a major cause for viral adaptation to changing environments, and also for medical problems/issues associated with viruses. In this Research Topic, numerous researchers have described and discussed the latest and/or momentous results on animal RNA viruses as original (27 papers), methods (1 paper), review (3 papers), mini-review (3 papers), perspective (1 paper), and general commentary (1 paper) articles. Given that each virus has its own strategy for its replication, transmission, and survival, we are justified to categorize individual articles into 8 groups by the target virus in question: (I) Retroviridae-lentivirinae (human and simian immunodeficiency viruses, 10 articles), (II) Orthomyxoviridae (influenza virus, 10 articles), (III) Paramyxoviridae (avian Newcastle disease virus, human metapneumovirus, and human respiratory syncytial virus, 5 articles), (IV) Flaviviridae (classical swine virus, hepatitis C virus, and Zika virus, 4 articles), (V) Rhabdoviridae (rabies virus, 2 articles), (VI) Caliciviridae (norovirus, 2 articles), (VII) Picornaviridae (enterovirus species C, and rhinovirus, 2 articles), and (VIII) Picobirnaviridae (picobirnavirus, 1 article).

In group (I) articles, researchers have summarized, reviewed, discussed and/or studied the (i) multiple ways of human and simian immunodeficiency viruses (HIV/SIVs) for modulation of viral/cellular gene expression, (ii) diversification (quasispecies) of Env caused by drug/immune pressure, (iii) anti-viral cellular factors against HIV/SIVs that greatly affect their biological properties, and (iv) the potential link between accessory Vpx/Vpr proteins and phylogenetic clusters of HIV/SIVs. Heusinger and Kirchhoff have described the viral/molecular mechanisms by which HIV/SIVs regulate anti-viral as well as viral gene expression in a viral replication cycle. Viral Tat protein controls the transcriptional activity of HIV/SIVs, and thus highly influences viral replication rates. Indeed, it has been demonstrated that naturally occurring Tat variations affect HIV type 1 (HIV-1) replication stage in vivo (Kamori and Ueno; Ronsard et al.). Also, Langer and Sauter have described various HIV-1 proteins including non-canonical ones expressed from its genome. As unique properties of HIV-1, Harada and Yoshimura, and Fujita have summarized and discussed the works on Env and on anti-viral factors in macrophages, respectively. Okada and Iwatani have described and discussed the molecular action mechanism of APOBEC3G, a major restriction factor against HIV-1. Finally, it has been reasonably postulated that adaptive mutations/variations may have contributed to the diversifications of HIV/SIVs (Sakai et al.; Sakai et al.). Miyazaki et al. has described distinct in vitro properties of HIV-1 and HIV-2 capsid proteins.

Needless to say, the emergence of new influenza viruses (IFVs) that are highly pathogenic to humans represents a major medical issue of great urgency. In group (II) articles, researchers have studied IFVs (mainly of the avian origin) with a special reference to their biological properties (pathogenicity for host individuals, host responses, intra- and inter-species transmission, genetic re-assortment, etc.). The variable nature of the influenza virus has been well documented, and solid anti-viral strategies based on the reported results are immediately required. The pathogenicity of H5N1, H5N6, H7N1, and H9N2 IFVs have been studied, and the results obtained have been discussed about the future direction (Jiao et al.; Gao et al.; Jin et al.; Liu et al.). While Meng et al. have studied the production of cytokines/chemokines in infected cells, Gao et al. have analyzed the host immune-related response and viral transmission efficiency in chickens. Karnbunchob et al. have focused on tracking viral avian-swine transmission, and found that most amino acid substitutions in the polymerase genes were acquired after interspecies transmission. Studies of Song et al., Yuan et al., and Zhao et al. have revealed that new viruses such as H1N2, H5N6, and H7N2, respectively, are generated by genomic reassortments. Finally, Yokoyama et al. have demonstrated, by molecular dynamics simulations, the structural basis for adaptive mutations of H3N2 IFV, a major cause for seasonal influenza in humans.

In group (III) articles, researchers have performed comprehensive genome analyses of avian or human paramyxoviruses coupled with pathogenicity studies. Satharasinghe et al. sequenced the full genome of a large number of Newcastle disease virus (NDV), showing the diversity of this virus in Malaysia. Different tissue tropisms/host ranges and pathogenicity-related host responses have been observed for various NDV strains in China (Kang et al.; Xu et al.). Saikusa et al. have systematically determined G genes of human metapneumovirus (HMPV) isolates in Japan, major causative viruses for acute respiratory diseases in humans, and have found a unique 180-nucleotide duplication in the corresponding sites of major epidemic HMPV strains. Zou et al. have determined numerous G genes of numerous respiratory syncytical virus (RSV) isolates in China, and have shown that a particular RSV genotype spreads rapidly and causes epidemics.

Flaviviruses are extraordinarily variable from biological and molecular biological points of view and are the topic of group (IV) articles. Hu et al. have determined E2 genes derived from numerous classical swine fever virus (CSFV) isolates from C-strain-vaccinated pigs to know the etiological reason for sporadic CSF outbreaks in the area. The results have shown that circulating CSFVs in those pigs mostly belong to a specific sub-genotype. Kim et al. have examined a retinoid-interferon-induced cell-mortality factor designated GRIM-19 for its effect on hepatitis C virus (HCV) replication, and suggested that GRIM-19 acts as an anti-viral host factor by reducing intracellular lipid accumulation. A virus designated Zika (ZIKV) has recently become the focus of public attention due to a remarkable number of microcephaly cases in Brazil. As for ZIKV, Saiz et al. have extensively reviewed and summarized the present knowledge, from basic information on biology and molecular biology, medical issues, and through to public health matters. Koide et al. have reported that the cynomolgus macaque can serve as an infection model for ZIKV.

In group (V) to (VIII) articles, rabies virus (RABV), noroviruses of murine (MuNoV) or human (NoV) origin, picornaviruses (enterovirus species C (EV-C) and human rhinovirus C (HRV-C)), and picobirnaviruses (PBVs) have been studied. Jamalkandi et al. have started the systems biology to identify a network of proteins significant in the RABV infection. The importance of RABV P protein for viral replication and pathogenicity has been shown by genetic manipulation as expected (Mei et al.). Kitamoto et al. have focused on the laboratory adaptation of MuNoV, and have suggested that the interplay between variants is necessary for the virus to better adapt for growth in cell culture. Sato et al. have performed an integrated analysis on NoV GII.4, a major cause of viral gastroenteritis in humans. They have examined the pandemic lineage for its molecular evolution by using viral full-length genome and VP1 sequences from a large number of samples collected in Japan. The results are important to understand the biology of NoV and to control NoV infection. Bessaud et al. have successfully developed a method to sequence rapidly the entire EV-C genome. It is useful to identify the type of EV-C strain and also to distinguish it from closely related viruses. Khaw et al. have determined the complete genome sequence of seven Malaysian HRV-C isolates, and found unique and conserved sequences relative to that of HRV-Cs from the other countries. Finally, Woo et al. have determined partial sequences of PBVs isolated from numerous animal species, and performed a phylogenetic analysis. PBVs have been recently discovered in a wide variety of mammals and birds. The results obtained have demonstrated a highly divergent nature of PBV.

As mentioned in the first part of this article, there are 36 papers in this Research Topic covering a wide variety of animal RNA viruses. Each work has its own scientific impact, and highlights virological significance and interest of the virus diversification. Animal RNA viruses readily mutate in response to certain biological and/or chemical stimuli rendered by the surrounding environments. To precisely know or understand the biological processes and the underlying molecular mechanisms remains a mission for virologists, requiring both applied as well as basic virology.
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The transcription factor nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB) plays a complex role during the replication of primate lentiviruses. On the one hand, NF-κB is essential for induction of efficient proviral gene expression. On the other hand, this transcription factor contributes to the innate immune response and induces expression of numerous cellular antiviral genes. Recent data suggest that primate lentiviruses cope with this challenge by boosting NF-κB activity early during the replication cycle to initiate Tat-driven viral transcription and suppressing it at later stages to minimize antiviral gene expression. Human and simian immunodeficiency viruses (HIV and SIV, respectively) initially exploit their accessory Nef protein to increase the responsiveness of infected CD4+ T cells to stimulation. Increased NF-κB activity initiates Tat expression and productive replication. These events happen quickly after infection since Nef is rapidly expressed at high levels. Later during infection, Nef proteins of HIV-2 and most SIVs exert a very different effect: by down-modulating the CD3 receptor, an essential factor for T cell receptor (TCR) signaling, they prevent stimulation of CD4+ T cells via antigen-presenting cells and hence suppress further induction of NF-κB and an effective antiviral immune response. Efficient LTR-driven viral transcription is maintained because it is largely independent of NF-κB in the presence of Tat. In contrast, human immunodeficiency virus type 1 (HIV-1) and its simian precursors have lost the CD3 down-modulation function of Nef and use the late viral protein U (Vpu) to inhibit NF-κB activity by suppressing its nuclear translocation. In this review, we discuss how HIV-1 and other primate lentiviruses might balance viral and antiviral gene expression through a tight temporal regulation of NF-κB activity throughout their replication cycle.

Keywords: HIV, SIV, NF-κB, Nef, Vpu, Tat, LTR

INTRODUCTION

To allow efficient viral gene expression, replication, and spread, viral pathogens need to exploit the cellular transcriptional machinery. In some cases, they hijack exactly those transcription factors that are activated by the host response to infection to initiate antiviral immune responses. The interaction of human immunodeficiency virus type 1 (HIV-1) and related simian immunodeficiency viruses (SIVs) with the NF-κB (nuclear factor kappa-light-chain-enhancer of activated B cells) family of transcription factors provides a prime example for the hostile takeover of a key mediator of the immune response by viral pathogens (Hiscott et al., 2001; Chan and Greene, 2012). NF-κB is ubiquitously expressed and its dysregulation is associated with many pathologies including cancer, cardiovascular, pulmonary, and inflammatory diseases (Panday et al., 2016). NF-κB can be induced by multiple stimuli and regulates the expression of cellular genes involved in numerous processes, such as cell proliferation, DNA repair and cell differentiation or survival (Ghosh and Hayden, 2012; Napetschnig and Wu, 2013). Furthermore, NF-κB plays a key role in inflammation and the induction of innate and adaptive immune responses, including expression of interferon-stimulated genes (ISGs) representing a first line of defense against viral pathogens (Hayden et al., 2006; Vallabhapurapu and Karin, 2009; Pfeffer, 2011).

NF-κB has a complex role in HIV-1 replication and pathogenesis. ISGs exert numerous effector functions and may target almost every step of the retroviral replication cycle (Kluge et al., 2015; Colomer-Lluch et al., 2016). Thus, their induction by NF-κB transcription factors might have beneficial effects for the host by suppressing HIV-1 replication. However, induction of interferon and other cytokines also contributes to HIV-1-induced chronic and systemic inflammation that drives progression to AIDS. Thus, whether induction of interferon responses is beneficial or harmful in HIV-1 infection is a matter of debate (Doyle et al., 2015; Utay and Douek, 2016). Importantly, NF-κB is also critical for potent viral gene expression from the HIV-1 long terminal repeat (LTR) promoter that typically contains two adjacent NF-κB binding sites in its main enhancer region (Chan and Greene, 2012). Combinations of stimulatory drugs including NF-κB inducing agents, such as prostratin, are currently examined for their ability to activate the latent reservoirs of HIV-1 to render them susceptible for elimination (Jiang and Dandekar, 2015; Cary et al., 2016). Thus, NF-κB presents a target for therapeutic intervention both by suppressing its activation to prevent harmful inflammation (Chan and Greene, 2012) or by activating this transcription factor to stimulate the latent reservoirs of HIV-1 (Jiang and Dandekar, 2015).

Numerous studies have examined the effects of HIV-1 infection on NF-κB activity (reviewed in Chan and Greene, 2012). Altogether, the results were puzzling and frequently controversial. Recent evidence suggests that HIV-1 and other primate lentiviruses may have differential effects during the early and late stages of their replication cycle and tightly regulate NF-κB activity (Sauter et al., 2015). In the present review, we first briefly describe some basic aspects of NF-κB signaling and its interaction with the LTR promoter of HIV-1 and other primate lentiviruses. Subsequently, we discuss how these viruses might modulate NF-κB activity throughout their replication cycle to ensure efficient viral gene expression while minimizing the expression of antiviral genes.

BASIC MECHANISMS OF NF-κB SIGNALING

NF-κB was initially discovered in the laboratory of David Baltimore because of its ability to bind the enhancer region of the immunoglobulin κ light-chain- in B cells (Sen and Baltimore, 1986). Since then, five mammalian NF-κB members, i.e., NF-κB1 (p50/p105), NF-κB2 (p52/p100), RelA (p65), RelB and c-Rel, have been identified (Nabel and Verma, 1993). All of them share a highly conserved N-terminal Rel homology domain that is critical for dimerization and DNA binding, while three of them (p65, RelB, and c-Rel) contain an additional C-terminal transactivation domain. The remaining two factors (NF-κB1 and NF-κB2) are synthesized as large inactive precursors (p105 and p100) that need to undergo proteasomal degradation of their ankyrin repeat containing C-terminal region to generate the mature p50 and p52 NF-κB subunits, respectively (Karin and Ben-Neriah, 2000). DNA binding and transcriptional regulation requires dimerization of two subunits, with p50/p65 dimers being the most abundant active form. Many other dimer combinations were observed but not all of them act as transcriptional activators; e.g., p50/p50 and p52/p52 homodimers were reported to suppress NF-κB mediated transcription as they lack a transactivation domain (Zhong et al., 2002).

In unstimulated cells, NF-κB dimers are bound to so-called inhibitors of κB (IκBs) containing ankyrin repeats that mask nuclear localization signals (NLS) and thereby keep the NF-κB proteins sequestered in the cytoplasm. The p105 and p100 precursors also contain ankyrin repeats in their C-terminal parts. Thus, they inhibit NF-κB activity and may also be classified as IκB proteins. A multitude of stimuli including viral antigens, immune cells, mitogens and cytokines, specific cell surface receptors, such as the T cell receptor (TCR)-CD3 complex, IFN receptors, the interleukin 1 receptor (IL-1R), Toll-like receptors (TLRs), or tumor necrosis factor (TNF) receptors induce degradation of IκB proteins (Vallabhapurapu and Karin, 2009). The main mechanism (canonical pathway) involves activation of IκB kinase (IKK), a heterodimer composed of the catalytic IKKα and IKKβ subunits and a regulatory factor termed NEMO (NF-κB essential modulator), and subsequent phosphorylation of serine residues in IκB regulatory domains allowing its ubiquitination and proteasomal degradation (Figure 1). Degradation of IκB allows exposure of the NLS and thus entry of the NF-κB complex into the nucleus for DNA binding and transcriptional induction of genes containing the appropriate binding sites within their promoter regions. As outlined below, NF-κB activation induces immune responses as well as HIV-1 proviral gene expression. Notably, NF-κB also induces expression of IκBα, resulting in a negative autoregulatory feedback loop and thus oscillating levels of NF-κB activity (Nelson et al., 2004). More in depth reviews of NF-κB signaling and its regulation are provided by Oeckinghaus and Ghosh (2009), Skaug et al. (2009) and Vallabhapurapu and Karin (2009).
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FIGURE 1. Activation of the canonical NF-κB pathway. Simplified schematic presentation of NF-κB activation by different cellular receptors. Binding of the TCR-CD3 complex to antigens presented by MHC molecules induces LCK-dependent phosphorylation of ITAMs in the cytoplasmic tail of CD3. This in turn recruits ZAP70, which induces a signal cascade involving activation of PLCγ1 and PKC𝜃. Alternatively, PKC𝜃 can also be activated via a signal cascade including PI3K following binding of the TCR costimulatory factor CD28 to a B7 ligand. PKC𝜃 subsequently activates the CBM complex consisting of CARD11, BCL10 and MALT1, which activates TAK1 in a TRAF6 dependent manner. Ligand binding to TLRs or TNF receptors also induces TAK1 activation in a TRAF6- or TRAF2-dependent manner, respectively. In humans (and to a much lesser extent in chimpanzees), the cellular restriction factor tetherin also acquired the ability to activate NF-κB. Upon tethering of newly formed viral particles and clustering of tetherin dimers, the cytoplasmic tail of tetherin becomes phosphorylated at a conserved YxY motif by a Scr-family kinase in a RICH2-dependent manner, recruiting SYK, which initiates a signaling cascade involving TRAF2 and/or TRAF6 resulting in the activation of TAK1. TAK1 subsequently phosphorylates IKKβ at two serine residues in the activation loop to activate IKK. Furthermore, TRAFs activate NEMO by poly-ubiquitination, followed by activation of the catalytic subunits IKKα and IKKβ. Subsequently, IκB is phosphorylated and poly-ubiquitinated by the SCF/β-TrCP complex, which results in its proteasomal degradation, thereby releasing p50/p65 heterodimers, which translocate to the nucleus where they bind to specific κB binding sites and initiate NF-κB-dependent gene expression.



ROLE OF NF-κB IN IMMUNITY AND INFLAMMATION

It is well established that NF-κB transcription factors regulate many genes involved in immune and inflammatory responses (reviewed in Vallabhapurapu and Karin, 2009). Upon pathogen recognition, a variety of cellular pattern recognition receptors (PRRs), including cGAS [Cyclic-GMP-AMP (cGAMP) synthase], STING (stimulator of interferon genes), IFI16 (interferon γ-inducible protein 16), RIG-I-like helicases, NOD-like receptors (NLRs) and TLRs may activate the NF-κB pathway. Thus, NF-κB signaling is induced by multiple stimuli, including pathogen associated molecular patterns (PAMPs) as well as proinflammatory cytokines, e.g., tumor necrosis factor-α (TNF-α) and interleukin-1. Ligand binding to TLRs induces several downstream effectors and results in the formation of signaling complexes activating the IKK complex (Figure 1). Ubiquitination of TNF-receptor-associated factors (TRAF) and NEMO facilitates activation of the catalytic IKKβ subunit resulting in the phosphorylation and proteasomal degradation of IκB and consequently nuclear translocation of active NF-κB dimers (Skaug et al., 2009). Similarly, signaling via members of the TNF receptor superfamily ultimately leads to activation of the IKK complex, following recruitment of various adaptor proteins and stimulation of TGF-β-activated kinase 1 (TAK1; Wang and Baldwin, 1998). Furthermore, some activated TNFR superfamily members may induce accumulation of mitogen-activated protein kinase 14 (MAP3K14 or NF-κB-inducing kinase, NIK) that activates IKKα to induce processing of p100 and thus activation of e.g., RelB/p52 heterodimers to mediate expression of NF-κB-responsive genes via the non-canonical pathway. This pathway is slower than the canonical NF-κB signaling pathway and can also be activated via the CD40 ligand (CD40L), receptor activator of NF-κB ligand (RANKL) or lymphotoxin β (Cildir et al., 2016). Following activation, RelB/p52 heterodimers translocate to the nucleus for target gene activation.

NF-κB is not only a key factor in the induction of effective innate immune responses but also plays an important role in adaptive immunity. For example, ligand binding to the TCR complex induces recruitment of LCK tyrosine kinase that phosphorylates the ITAMs of the CD3 ζ chains (Figure 1). Subsequent recruitment of ZAP70 mediates activation of a signaling pathway involving PLCγ, protein kinase C (PKC) family members, the CARD11-BCL10-MALT1 (CBM) complex, TRAF6, and ultimately TAK1, inducing NF-κB activity by phosphorylation and activation of IKKs (Cheng et al., 2011; Paul and Schaefer, 2013). NF-κB activation is further enhanced by costimulation via CD28, which triggers distinct signaling cascades involving PI3K and PDK1 (Boomer and Green, 2010). Thus, the signaling pathways induced by CD3/CD28-mediated stimulation of T cells upon interaction with antigen-presenting cells (APCs) allow NF-κB to enter the nucleus to upregulate expression of cytokines and antimicrobial effectors as well as genes involved in T cell survival, proliferation, and differentiation. Consequently, regulation of NF-κB activity plays a key role in innate and adaptive immune function and the defense against bacterial and viral pathogens. In agreement with this important role in inflammatory gene expression, chronic activation of NF-κB signaling is observed in a variety of inflammatory diseases including arthritis, sepsis, gastritis, asthma, atherosclerosis, and inflammatory bowel disease (Panday et al., 2016).

ROLE OF NF-κB IN PRIMATE LENTIVIRAL TRANSCRIPTION

It is long known that HIV-1 transcription can be stimulated by activation of the canonical NF-κB pathway (Nabel and Baltimore, 1987; Tong-Starksen et al., 1987). NF-κB binding sites are found in the enhancer region of all primate lentiviral LTRs, although their numbers may vary between different subtypes of HIV-1 group M and various groups of SIV and HIV. Most subtypes of pandemic HIV-1 group M strains (A, B, D, F, G, H, J, and K) and some SIVs contain two NF-κB binding sites located –104 to –80 bp upstream of the transcriptional start site within the 5′LTR (Figure 2). In contrast, the second human immunodeficiency virus (HIV-2), subtype A/E recombinants of HIV-1 group M and several SIV lineages contain just a single NF-κB binding site. Finally, subtype C strains, which account for almost 50% of HIV-1 infections worldwide, typically contain three binding sites for NF-κB in their enhancer region (Bachu et al., 2012). LTR-mediated transcription is initiated by binding of p50/p65 heterodimers or other members of the NF-κB transcription factor family that recruit p300 to promote acetylation of LTR chromatin and allow access for RNA polymerase II (RNAPII; Figure 2A). NF-κB binding also promotes transcriptional elongation by recruiting the positive transcription elongation factor b (P-TEFb) complex and the transcription factor TFIIH to the carboxyl domain (CTD) of RNAPII, allowing its phosphorylation that results in increased processivity of this enzyme (Barboric et al., 2001). However, this effect is transient since an okadaic acid (OA)-sensitive phosphatase dephosphorylates the CTD of RNAPII to prevent P-TEFb interaction. Thus, short transcripts terminated shortly after the trans-activation response (TAR) RNA element predominate at the early stage. Accumulation of the viral Tat protein that binds to TAR and recruits P-TEFb allows the virus to overcome this bottleneck by allowing hyper-phosphorylation of RNAPII and potent transcriptional elongation and the generation of full-length viral transcripts (Williams et al., 2007) (Figure 2B).
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FIGURE 2. Role of κB binding sites in primate lentiviral LTR-mediated transcription. (A) Localization of κB binding sites in primate lentiviral LTRs. NF-κB binding allows recruitment of p300 to initiate chromatin acetylation and to render the LTR better accessible for RNAPII. NF-κB also recruits P-TEFb, which binds to the CTD of RNAPII and strongly enhances its processivity. De-phosphorylation of the CTD by an OA-sensitive phosphatase terminates the elongation, resulting in the production of short TAR-containing transcripts. (B) In the presence of the viral Tat protein, transcription of proviral DNA is maintained independently of NF-κB. Tat binds to the short hairpin loop of TAR and recruits P-TEFb to the RNAPII, thereby allowing efficient elongation and generation of full-length viral transcripts.



Typically, mutation of the NF-κB binding sites in HIV-1 LTRs will prevent efficient proviral transcription. However, one case of a replication-competent pathogenic HIV-1 strain lacking NF-κB binding sites has been reported (Zhang et al., 1997). This unusual HIV-1 strain contained duplications in the TCF-1alpha region that may have compensatory effects. Thus, NF-κB binding sites are important but not essential for HIV-1 replication or pathogenicity in vivo. Since NF-κB activation stimulates HIV-1 transcription, it is also targeted in approaches aiming to eliminate the latent viral reservoirs. Induction of NF-κB activity by T cell activation or treatment with phorbol esters, such as prostratin, potently enhance viral gene expression (Coudronniere et al., 2000; Williams et al., 2004). However, since NF-κB transcription factors are involved in numerous physiological and pathological processes, their induction is prone to adverse effects. Notably, some members of the NF-κB transcription factor family may also promote HIV-1 latency, i.e., it has been reported that in unstimulated T cells, p50 homodimers occupy the NF-κB sites in the proviral LTR to recruit HDAC1, thereby promoting histone hypo-acetylation and hence chromatin condensation rendering the viral LTR poorly accessible to RNAPII binding (Williams et al., 2006).

INDUCTION OF NF-κB SIGNALING BY VIRAL IMMUNE SENSING AND DNA DAMAGE RESPONSES

HIV-1 infection modulates NF-κB signaling by multiple mechanisms. As outlined above, sensing of viral PAMPs by PRRs activates NF-κB to induce an antiviral immune response. HIV-1 sensing is not fully understood as the virus has evolved effective evasion mechanisms. For example, recent evidence suggests that the viral capsid stays largely intact until it docks to the nucleopore (Arhel et al., 2007; Lelek et al., 2012; Dharan et al., 2016) and that it recruits cellular factors, such as PSF6 and cyclophilins, to prevent innate immune activation (Rasaiyaah et al., 2013). Nonetheless, it has become clear that a variety of viral components may trigger immune responses. Viral RNA or DNA intermediates of the reverse transcription (RT) process can be sensed by cytosolic receptors, such as cGAS, IFI16, PQBP1 and RIG-I, particularly under suboptimal conditions for efficient RT (Jakobsen et al., 2015; Sauter and Kirchhoff, 2016). Moreover, antiretroviral restriction factors may also act as immune sensors (Hotter et al., 2013). For example, TRIM5α induces untimely uncoating of the viral capsid and may also act as an activator of the TAK1 kinase complex to stimulate AP-1 and NF-κB signaling (Pertel et al., 2011). Similarly, trapping of HIV-1 particles by the host restriction factor tetherin induces phosphorylation of tyrosine residues in its cytoplasmic tail to mediate recruitment of SYK tyrosine kinase and TRAF2 and/or 6 to activate TAK1 and consequently NF-κB-dependent immune responses (Galão et al., 2012, 2014; Tokarev et al., 2013) (Figure 1). Interestingly, this sensing function of tetherin seems to have an evolutionary recent origin and is only observed for the human and (to a much lesser extent) chimpanzee orthologs (Galão et al., 2012), whereas the ability of tetherin to block virion release has a very ancient origin (Heusinger et al., 2015; Blanco-Melo et al., 2016). Finally, HIV-1 infection induces DNA damage responses since the generation of linear viral RNA/DNA and DNA species, non-integrated circular forms of viral DNA and a double-stand break in the host-genome are inevitable concomitants of the viral replication cycle. DNA damage signaling may activate ATM and mediate phosphorylation and ubiquitination of NEMO to induce IKK and consequently NF-κB activation (Miyamoto, 2011; McCool and Miyamoto, 2012).

ACTIVATION OF NF-κB TO INITIATE EARLY VIRAL GENE TRANSCRIPTION

HIV-1 not only affects NF-κB activation by triggering immune sensors and inducing DNA damage responses but may also use some of its gene products to manipulate this transcription factor to promote efficient viral gene expression. Many studies investigated the effect of HIV-1 on NF-κB activation but the initial results were often contradictory. One possible reason for this is that NF-κB signaling plays a complex role in the viral replication cycle and that effects may depend on the cell type and state of activation, as well as the stimuli and HIV-1 strains or proteins used in the respective studies. Furthermore, accumulating evidence suggests that the HIV-1 Nef and Tat proteins that are expressed at high levels immediately after initiation of proviral transcription enhance and late viral gene products, such as Vpu, suppress NF-κB activation (Roux et al., 2000; Akari et al., 2001; Bour et al., 2001; Varin et al., 2005; Herbein et al., 2008; Mangino et al., 2011; Fiume et al., 2012; Liu et al., 2013). It has been reported that Tat interacts with IκBα and the p65 subunit of NF-κB to prevent binding of the repressor to the NF-κB complex while promoting p65 binding to DNA (Fiume et al., 2012). It has also been shown that the cytoplasmic domain of the HIV-1 envelope glycoprotein (Env) gp41 interacts with TAK1 to induce NF-κB activation (Postler and Desrosiers, 2012). Whether this mechanism is effective during the earliest stage of infection, i.e., induced by virion fusion with the plasma cell membrane of the target cell, or requires higher quantities of Env achieved during later stages of the replication cycle remains to be determined. Finally, a variety of studies reported that Vpr modulates NF-κB signaling in various cell types. However, the effects are controversial and both stimulatory and inhibitory effects of Vpr have been described (Kogan et al., 2013; Liu et al., 2013, 2014; Liang et al., 2015). Thus, the effects of virion-associated and de novo synthesized Vpr in primary HIV-1 infected T cells need to be further investigated.

The accessory viral Nef protein does not induce NF-κB activity on its own but boosts the responsiveness of HIV-1 infected cells to stimulation (Alexander et al., 1997; Simmons et al., 2001; Fenard et al., 2005) (Figure 3A). Nef-mediated activation of NF-κB, nuclear factor of activated T cells (NFAT), IL-2 and LTR stimulation following TCR-CD3/CD28 costimulation seems to require association with lipid rafts (Schrager and Marsh, 1999; Fortin et al., 2004; Kumar et al., 2016) and may depend on the state of activation of infected T cells (Baur et al., 1994). Interactions of HIV-1 Nef with the CD3 ζ chain (Xu et al., 1999) and downstream effectors of TCR signaling, such as the tyrosine kinase LCK (Baur et al., 1997), serine/threonine p21-activating kinases (Sawai et al., 1994), the DOCK2-ELMO1 complex (Janardhan et al., 2004) and ERK/MAP kinases (Schrager et al., 2002) have been reported. Thus, Nef might affect the catalytic activity of different kinases, induce cytoskeletal changes, and activate a variety of signaling pathways. The relative contribution of these activities and interactions to Nef-mediated enhancement of T cell activation is largely unclear. In either case, Nef promotes nuclear translocation of NF-κB and other transcription factors, such as AP1 and NFAT and activates the viral promoter to induce Tat expression and hence productive viral replication (Kinoshita et al., 1998). Notably, Nef may exert its multiple functions rapidly after viral entry since it is expressed at high levels early during the viral replication cycle and possibly even before proviral integration (Sloan et al., 2011).
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FIGURE 3. Modulation of NF-κB activity by HIV and SIV Nef and Vpu proteins. (A) To initiate early viral gene expression, the viral accessory protein Nef promotes NF-κB activation by boosting TCR-CD3 mediated T cell activation and other yet to be determined mechanisms. (B) HIV-1 and its closest SIV counterparts use their Vpu protein to inhibit NF-κB and thus antiviral gene expression during late stages of the replication cycle. Vpu interferes with IκB degradation by sequestration of β-TrCP and other as-yet-unknown mechanisms. Furthermore, HIV-1 group M and (less effectively) N Vpu proteins counteract the cellular restriction factor tetherin, which traps budding virions at the cell surface and also acts as NF-κB activating immune sensor in the case of the human ortholog. In the presence of the viral transactivator Tat, viral transcription is maintained independently of NF-κB activity. (C) HIV-2 and most SIV strains do not contain a vpu gene but express Nef proteins that efficiently down-modulate CD3 from the cell surface to prevent T cell activation and hence to suppress the induction of NF-κB and other transcription factors. SIV Nefs also counteract tetherin in their respective host. However, although monkey tetherins restrict virus release they are not known to act as NF-κB activating immune sensors.



LATE INHIBITION OF NF-κB SIGNALING BY HIV-1 AND ITS VPU CONTAINING SIV COUNTERPARTS

While Nef-mediated enhancement of NF-κB activity may be important to initiate proviral transcription, it is less critical after accumulation of the viral Tat protein and may even become detrimental to HIV-1 replication because of the induction of antiviral gene expression. Thus, HIV-1 and other primate lentiviruses might tightly regulate NF-κB activity throughout their replication cycle to allow proviral transcription while minimizing antiviral gene expression. Recent studies show that the accessory viral protein U (Vpu) potently suppresses NF-κB activity during later stages of the viral replication cycle (Figure 3B) (Akari et al., 2001; Bour et al., 2001; Sauter et al., 2015). A vpu gene was most likely acquired by the precursor of SIVs infecting Cercopithecus monkeys with subsequent cross-species transmissions and recombination events giving rise to other vpu containing primate lentiviruses (Bailes et al., 2003; Takeuchi et al., 2015). Thus, vpu is found in HIV-1, its chimpanzee and gorilla precursors, SIVcpz and SIVgor, and in SIVgsn, SIVmus, SIVmon, and SIVden, infecting greater spot-nosed, mustached, mona, and Dent’s mona monkeys, respectively (Kirchhoff, 2009). The Vpu proteins of pandemic HIV-1 group M strains counteract tetherin-mediated activation of NF-κB-dependent antiviral immune responses (Cocka and Bates, 2012; Galão et al., 2012, 2014; Tokarev et al., 2013). This is expected since the Vpus of HIV-1 group M and SIVs infecting several Cercopithecus species are potent antagonists of tetherin-mediated inhibition of virion release. More surprisingly, Vpus derived from SIVs infecting chimpanzees and gorillas or HIV-1 group O strains that use their Nef protein to counteract tetherin are also potent inhibitors of NF-κB (Sauter et al., 2015). Indeed, early studies suggested that HIV-1 Vpu prevents NF-κB activation by inhibiting degradation of IκB through sequestration of the adaptor protein β-TrCP (Akari et al., 2001; Bour et al., 2001). More recent data show that the ability of Vpu to prevent NF-κB activation independently of the stimulus is conserved between all lineages of SIV and HIV-1 (except group N) containing this accessory gene and does not correlate with β-TrCP interaction or tetherin antagonism (Sauter et al., 2015). In agreement with the results of early studies (Bour et al., 2001), an intact β-TrCP binding motif and interaction of Vpu with β-TrCP are essential for highly effective inhibition of p65 nuclear translocation by primary Vpu proteins. However, some Vpus failing to recruit β-TrCP still suppressed NF-κB-dependent gene expression (Sauter et al., 2015). Thus, the action of Vpu involves stabilization of IκB and reduced nuclear translocation of p65 but also additional yet-to-be-defined mechanisms. Importantly, the ability of Vpu to inhibit NF-κB is dominant over the stimulatory effect of Nef and associated with reduced induction of IFN and ISGs in HIV-1 infected T cells (Sauter et al., 2015). Accordingly, HIV-1 and its closest simian counterparts seem to utilize Nef to boost NF-κB activation to initiate LTR-driven proviral transcription. At later stages, when viral gene expression is ensured by the presence of Tat, Vpu inhibits NF-κB activity to limit expression of antiviral genes and to attenuate the immune response.

POTENTIAL SUPPRESSION OF NF-κB ACTIVATION BY NEF-MEDIATED DOWN-MODULATION OF TCR-CD3

The ability to inhibit NF-κB activity is highly conserved among primate lentiviral Vpu proteins (Sauter et al., 2015) suggesting an important role for viral immune evasion in vivo. As outlined above, however, vpu genes are only found in HIV-1 and its closest simian counterparts, raising the question whether the majority of primate lentiviruses use another mechanism to inhibit NF-κB during late stages of the replication cycle. It is tempting to speculate that originally essentially all primate lentiviruses used the CD3 down-modulation function of Nef to suppress the activity of NF-κB and other transcription factors. This Nef function is conserved among HIV-2 and most lineages of SIVs but was entirely lost in the great majority of vpu containing primate lentiviruses (Schindler et al., 2006). This was most likely not just coincidence. In fact, phylogenetic and functional analyses suggest that the CD3 down-modulation function of Nef may have been lost twice during primate lentiviral evolution when the virus acquired a vpu gene. The first time after acquisition of vpu by a precursor of SIVs nowadays found in various Cercopithecus monkeys and a second time when this virus recombined with the precursor of SIVrcm from Red-capped mangabeys in chimpanzees to give rise to SIVcpz, the precursor of HIV-1 (Kirchhoff, 2010).

It has been suggested that Vpu might diminish the selective advantage of Nef-mediated CD3 down-modulation because it counteracts tetherin and potentially other antiviral factors induced in an inflammatory environment. In fact, lack of CD3 down-modulation by Nef is associated with higher expression levels of early (CD69) and late (CD25) activation markers as well as increased levels of apoptosis, induction of Fas, Fas-L, PD-1, and CTLA-4 cell surface expression and secretion of interferon gamma (IFN-γ) in virally infected cultures of peripheral blood mononuclear cells (Schindler et al., 2006; Schmökel et al., 2011; Yu et al., 2015). The consequences of the presence of vpu and the inability of Nef to block TCR-mediated T cell activation, that distinguish HIV-1 and its simian precursors from other primate lentiviruses, for viral pathogenicity largely remain a matter of speculation. While it is evident that host properties play an important role in the clinical outcome of primate lentiviral infections (Chahroudi et al., 2012), it is conceivable that potent inhibition of T cell activation should help to prevent damagingly high levels of immune activation that drive CD4+ T cell depletion and progression to immunodeficiency (Sodora et al., 2009). Indeed, inefficient Nef-mediated down-modulation of CD3 correlates with low numbers of CD4+ T cells in SIVsmm infected sooty mangabeys (Schindler et al., 2008) and viremic HIV-2 infected individuals (Khalid et al., 2012). Furthermore, HIV-1 is more pathogenic than HIV-2 (Nyamweya et al., 2013) and many SIVs do not cause disease in their natural host species (Chahroudi et al., 2012), whereas SIVcpz causes AIDS in chimpanzees (Keele et al., 2009). It is unknown whether other vpu containing viruses cause disease in the wild. However, the prevalence of SIVgsn/mus/mon in their natural simian hosts seems to be much lower (∼1–4%) than of SIVs capable of CD3 down-modulation (often >40%; Heigele et al., 2016). It will be interesting to further examine whether this is due to differences in the pathogenic outcome of these infections.

Vpu may allow primate lentiviruses to better cope with the antiviral immune response not only by antagonizing innate antiviral factors but also by downregulation of various receptors involved in the activation of natural killer cells (Sugden et al., 2016). However, the recent finding that Vpu suppresses NF-κB activity also suggests a more direct link with the CD3 down-modulation function of Nef. As described above, signaling via the TCR-CD3 complex induces a cascade of events ultimately leading to IKK activation and translocation of NF-κB into the nucleus for target gene expression (Figure 1). It has been established that Nef-mediated down-modulation of CD3 potently blocks the responsiveness of virally infected T cells to TCR-mediated stimulation (Iafrate et al., 1997; Bell et al., 1998; Khalid et al., 2012) and prevents the formation of the immunological synapse between virally infected primary CD4+ T cells and dendritic cells or macrophages (Arhel et al., 2009). It has been shown that CD3 down-modulation potently inhibits the induction of NFAT (Khalid et al., 2012), which also plays an important role in the immune response (Müller and Rao, 2010). While the effect on NF-κB activity is less well investigated, preliminary data clearly indicate that Nef-mediated down-modulation of CD3 would also block activation of this transcription factor (Figure 3C). Thus, our current knowledge suggests that most primate lentiviruses may prevent NF-κB activation by Nef-mediated down-modulation of CD3, whereas HIV-1 and its simian precursors utilize Vpu to inhibit NF-κB signaling further downstream in the cascade. The former mechanism is associated with a more “resting” phenotype of virally infected T cells and disrupts their interaction with and responsiveness to other immune cells (Arhel et al., 2009). The latter may still allow activation of the infected T cells e.g., by APCs but prevent NF-κB-dependent antiviral gene expression during later stages of the viral replication cycle. Notably, most SIVs use their Nef protein to counteract tetherin (Jia et al., 2009; Sauter et al., 2009; Zhang et al., 2009). However, this does most likely not affect NF-κB activity since only the human but not monkey orthologs of tetherin are known to activate this transcription factor (Galão et al., 2012). Finally, HIV-2 uses Env to counteract restriction by human tetherin (Le Tortorec and Neil, 2009) but it has not been reported whether this mechanism also suppresses induction of NF-κB activity.

Importantly, the effects of all primate lentiviral Nefs on T cell activation may differ during the early and late stages of the viral replication cycle. Perhaps most notably, Nef proteins from HIV-2 and SIVs that down-modulate CD3 enhance IKKβ-induced NF-κB activation as efficiently as HIV-1 or SIV Nefs lacking the CD3 down-modulation function entirely (Sauter et al., 2015). Thus, primate lentiviral Nef proteins may generally boost the responsiveness to stimulation during the earliest stage of infection. While down-modulation of CD3 from the cell surface by Nef proteins possessing this function is highly effective, it may take more time than providing an initial boost to NF-κB activity to initiate viral gene expression and productive replication. Consequently, early stimulation and late inhibition of NF-κB may both be achieved by most primate lentiviruses and be mediated by cooperative Nef and Vpu functions in HIV-1 and its precursors. Finally, it is noteworthy that even HIV-1 Nef might have differential effects depending on the stage of infection. It is puzzling that for HIV-1 Nef enhancing (Herbein et al., 2008; Mangino et al., 2011), inhibitory (Niederman et al., 1992; Bandres and Ratner, 1994), and no (Yoon and Kim, 1999; Witte et al., 2008) effects on NF-κB activity have been reported. In part, these differences may depend on the state of activation of infected T cells. However, it will also be interesting to further examine whether the effect of HIV-1 Nef might differ at different stages of the viral replication cycle. In agreement with this possibility, it is known that HIV-1 Nefs down-modulate CD28, an important costimulatory factor of T cell activation, albeit substantially less effectively than HIV-2 and most SIV Nefs (Bell et al., 2001; Swigut et al., 2001). Timing adds another degree of complexity to the already complex role of the multi-functional Nef protein throughout the viral life cycle and clearly warrants further examination.

CONCLUSION AND PERSPECTIVES

Numerous studies have investigated how accessory proteins of HIV and SIV, i.e., Vif, Vpr, Nef, Vpu and/or Vpx, counteract antiviral restriction factors, such as APOBEC proteins, tetherin, SAMHD1 and SERINC3/5. Expression of most of these and other antiviral factors is induced by a very limited number of transcription factors that are activated upon viral immune sensing including NF-κB and IRFs. Modulation of the induction and activity of these key regulators of innate and adaptive immunity may have a major benefit for viral replication but has only recently gained significant scientific attention. Specifically, recent data provide evidence that primate lentiviruses tightly regulate the activity of NF-κB to initiate efficient viral transcription while minimizing the expression of antiviral genes. As outlined above, the most common mechanism amongst primate lentiviruses may be initial boosting of NF-κB activity by Nef and prevention of further stimulation of T cell activation by potent down-modulation of TCR-CD3. This strategy seems to be highly successful considering the high prevalence of these viruses and the benign relationship with their natural simian hosts. In contrast, HIV-1 and its SIV precursors seem to use Nef to initially boost and Vpu to later on suppress NF-κB activation. A variety of Vpu functions that might provide a selective advance for viral immune evasion and replication have been reported (Sandberg et al., 2012; Sugden et al., 2016). Nonetheless, the emergence of a vpu containing subset of primate lentiviruses is somewhat surprising as they seem to be less prevalent and potentially more virulent in their natural hosts than other SIVs. Perhaps they have advantages in specific hosts as supported by the more efficient spread of HIV-1 in the human population compared to HIV-2 despite higher virulence. Notably, a few primate lentiviruses lack both vpu and the CD3 down-modulation function of Nef (Schmökel et al., 2011) and our preliminary data suggest that they might use yet another accessory protein (i.e., Vpr) to suppress NF-κB activity during the late stages of infection.

Altogether, recent evidence suggests that primate lentiviruses have evolved several sophisticated mechanisms to tightly regulate the activity of NF-κB and possibly other transcription factors throughout their replication cycle. The conservation of these functions supports an important role for viral replication and immune evasion. Furthermore, modulation of NF-κB activity is most likely also relevant for viral latency and inflammatory responses. NF-κB is targeted for the treatment of inflammatory and proliferative diseases as well as cancer and activation of the latent reservoirs of HIV-1 (Jiang and Dandekar, 2015; Panday et al., 2016). Because of its important role in many physiological processes, however, therapeutic modulation of NF-κB activity is prone to undesired adverse effects. Nevertheless, further studies on the mechanisms used by HIV-1 and other primate lentiviruses to manipulate this central transcription factor may provide important information on how these viruses establish latency and induce inflammation and perhaps even on how to prevent this.
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Despite the effective use of antiretroviral therapy, the remainder of a latently HIV-1-infected reservoir mainly in the resting memory CD4+ T lymphocyte subset has provided a great setback toward viral eradication. While host transcriptional silencing machinery is thought to play a dominant role in HIV-1 latency, HIV-1 protein such as Tat, may affect both the establishment and the reversal of latency. Indeed, mutational studies have demonstrated that insufficient Tat transactivation activity can result in impaired transcription of viral genes and the establishment of latency in cell culture experiments. Because Tat protein is one of highly variable proteins within HIV-1 proteome, it is conceivable that naturally occurring Tat mutations may differentially modulate Tat functions, thereby influencing the establishment and/or the reversal of viral latency in vivo. In this mini review, we summarize the recent findings of Tat naturally occurring polymorphisms associating with host immune responses and we highlight the implication of Tat sequence variations in relation to HIV latency.
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INTRODUCTION

Viral latency is a reversible state whereby a pathogenic virus becomes dormant (latent) during the viral life cycle in individual cells. HIV-1 may either actively replicate to rapidly produce progeny virions or can enter a long-lived quiescent state (viral latency), from which it may later be subsequently reactivated. The mechanisms for establishment and maintenance of HIV-1 latency mainly operate at the transcriptional level by both viral (Yukl et al., 2009; Donahue et al., 2012; Donahue and Wainberg, 2013; Ranasinghe et al., 2013) and host (Coiras et al., 2009, 2010; Donahue and Wainberg, 2013) machineries and occur at the levels of transcription, chromatin modification, and epigenetic regulations (Coiras et al., 2009; Donahue and Wainberg, 2013; Archin et al., 2014; Cary et al., 2016).

HIV-1 latency is primarily found within resting memory CD4+ T cells (Chun et al., 1995, 1997; Dahabieh et al., 2015), microglia cells (Chakrabarti et al., 1991; Davis et al., 1992), monocytes/macrophages (Battistini and Sgarbanti, 2014; Kumar et al., 2014; Abbas et al., 2015), and others (Canki et al., 2001; MacDougall et al., 2002; Valentin et al., 2002) which intrinsically have a long half-life in vivo. Because the expression level of the viral proteins is absent or poorly expressed and also the existence of immune escape mutations (Deng et al., 2015), the latently infected cells are much less susceptible to be recognized and cleared by the host immune system, viral cytopathic effects or currently available antiretroviral drugs. Thus to date, latently infected viral reservoir is one of the fundamental limitations toward HIV cure (Marsden and Zack, 2015).

Among the viral proteins, HIV-1 Tat has attracted more attention in viral latency because it potently plays a role in viral transcription regulation. Structurally, Tat is a small nuclear protein with amino acid length ranging from 86 to 101 and the molecular weight ranging from 14 to 16 kDa (Ruben et al., 1989). Functionally, Tat is divided by six domains and plays a role in nuclear translocation (Efthymiadis et al., 1998; Rana and Jeang, 1999), binding for viral RNA (Roy et al., 1990), several host factors and co-factors (Jeang et al., 1993; Garber et al., 1998; Marzio et al., 1998), and the transactivation of 5′ long terminal repeat (LTR) (Ruben et al., 1989; Roy et al., 1990; Jeang et al., 1993; Tong-Starksen et al., 1993; Neuveut and Jeang, 1996). Despite such fundamental functions in the virus life cycle, Tat is a highly polymorphic protein comparable to other HIV-1 polymorphic proteins such as Env, Vpu, and Nef (Yusim et al., 2002; Rossenkhan et al., 2012). Recent studies indicate that a substantial part of viral polymorphisms including in Tat is caused by viral mutational escape from cellular immune responses (Allen et al., 2000; Mason et al., 2009; John et al., 2010; Carlson et al., 2012). It is conceivable that naturally occurring mutations in Tat may modulate transactivation or other Tat functions, and that consequently affect the establishment and reversal of HIV-1 latency in vivo. In this mini review, we will describe the role of HIV-1 Tat toward HIV-1 latency establishment and reactivation, and discuss the possibility that naturally occurring Tat mutations may influence viral latency. The details of host machinery in relation to HIV-1 latency have been well described in recent reviews (Ruelas and Greene, 2013; Dahabieh et al., 2015; Cary et al., 2016) and are not discussed here.

The Role of HIV-1 Tat in Establishment of Viral Latency

Tat ensures high levels of viral transcription during the virus life cycle (Das et al., 2011). The protein stimulates transcription from the viral 5′ LTR promoter and controls RNA polymerase II (RNAP II) elongation. This is achieved by Tat binding to the TAR hairpin in the nascent RNA transcript and the complex of positive transcription elongation factor b (P-TEFb) composed of Cyclin T1 (CycT1) and cyclin-dependent kinase 9 (CDK9) which phosphorylates the C-terminal domain of the RNAP II that consequently promote transcriptional elongation from the viral promoter (Figure 1) (Dahmus, 1996; Parada and Roeder, 1996; Das et al., 2011; Peterlin et al., 2012). Importantly, the absence or inactivation of Tat in HIV-1 infection has been observed to predominantly generate short non-polyadenylated transcripts of less than 100 nucleotides in length that forms the TAR stem-loop structure, and resulted in reduction of viral transcription and replication (Feng and Holland, 1988; Roy et al., 1990; Yedavalli et al., 2003; Pagans et al., 2005; Das et al., 2011) (Figure 1).
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FIGURE 1. Tat role in establishment and reversion of viral latency. The schematic figures illustrate how HIV-1 Tat may contribute to establishment of viral latency and latency reversal in resting memory CD4+ T cells in HIV-1 infection.



It could be therapeutically beneficial if we could prevent or at least reduce to a large extent the size of the established latent reservoir. Evidence indicates that Tat, when present in sufficient quantities, may counteract the establishment of HIV-1 latency by promoting transcriptional initiation or elongation (Pearson et al., 2008; Donahue et al., 2012). One study demonstrated that fewer latently infected cells were established in Jurkat cells that stably express Tat compared to cells that did not express Tat (Donahue et al., 2012). These findings highlight the contribution of Tat and its abundance on prevention of establishment of viral latency. In contrast, a complete block of Tat activity may induce permanent latency as observed with use the of Tat dependent transcription inhibitors such as didehydro-cortistatin A (dCA). The agent has been shown to induce permanently the inactivation of the viral transcription in primary latently infected CD4+ T cells isolated from aviremic ART-treated subjects; and also when tested in several cell line models of latency (HeLa-CD4, promyelocytic OM-10.1 and J-Lat T-lymphocytic cell lines) (Mousseau et al., 2015). In addition, in the same study both in primary cells and latently infected cell line models, the dCA established a state of latency with an extremely impaired ability to reactivate even in the presence of conventional latency-reversing agents (such as TNF-α and prostratin). Therefore, the concomitant treatment of dCA and antiretroviral drugs may reduce the size of reactivation of latently infected cells in vivo and eventually attain a functional HIV cure. However, to date, most experiments done for dCA are limited to in vitro models of latently infected cell lines and primary CD4+ T cells. Therefore, further studies are needed to test the efficacy and safety of dCA as a viral transcription inhibitor agent in advanced experimental systems such as using humanized mice and non-human primates.

Role of Tat Protein on Reversion of Viral Latency

Tat can also contribute to reactivation of latently infected cells. For example, previous studies demonstrated that Tat is responsible for directly activating viral transcription in the patient-derived latently infected resting memory CD4+ T cells without requiring cellular activation (Lin et al., 2003; Lassen et al., 2006). This is also supported by the Jurkat model of latency showing that the introduction of exogenous Tat was sufficient to reactivate most of the latently infected population (Donahue et al., 2012). Similarly, HIV-1 latently infected cells, at least in Jurkat cells, can be reactivated by cellular superinfection in a Tat-dependent manner (Donahue et al., 2013). Moreover, both experimental and computational methods have revealed that Tat is more effective than cellular activation approaches in reactivation of full-length transcription of latent HIV. In a recent study, Razooky et al. (2015) showed that removal of cell activation stimuli in HIV-infected primary CD4+ T cells resulted in a drastic decline in cellular activation, but viral transcription activity as measured by GFP expression of productively infected cells remained relatively unchanged. Furthermore, the same study revealed by a computational method of HIV transcriptional modulation that Tat in abundance alone is sufficient for reactivation of the latently infected cells (Razooky et al., 2015). In addition, the depletion of some host factors or molecules that inhibit Tat transactivation activities, such as the long non-coding RNAs (NRON) that degrades Tat protein, in combination with a histone deacetylase (HDAC) inhibitor, has also been shown to significantly reactivate HIV-1 latency in CD4+ T lymphocytes (Li et al., 2016). Furthermore, in a recent mutational study, a Tat mutant, Tat-R5M4 that comprises of V36A, Q66A, V67A, S66A, and S77A mutations, exhibited a potent ability to reactivate latently infected CD4+ T lymphocytes (Geng et al., 2016). Taken together, these findings provide a potential alternative approach toward reactivation of the latently infected cells with Tat protein.

Effects of Tat Variability on Latency

Sequence analysis of plasma viral RNA isolated from cross-sectional and longitudinal collection of HIV-infected individuals exhibited that HIV-1 Tat is a highly variable protein even among the rapidly mutating HIV-1 proteins such as Env, Vpu, and Nef (Yusim et al., 2002; Li et al., 2015). The high genetic variability of HIV-1 Tat is observed across the subtypes, such as subtypes B and C, in the major HIV-1 group M, and also across HIV-1 groups O and N as well as HIV-2 (Yusim et al., 2002; Rossenkhan et al., 2012; Li et al., 2015; Roy et al., 2015b). Interestingly, Bayesian evolutionary analysis model demonstrated that subtype B Tat has evolved relatively faster than other subtypes (Roy et al., 2015a). The extent of amino acid variability in Tat as estimated by the Shannon entropy score in subtype B sequences published in Los Alamos sequence database is illustrated in Figure 2.
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FIGURE 2. Amino acid variability, immunogenic sites for CTL, and functionally important sites for transactivation activity of HIV-1 Tat. The figure depicts the amino acid variability of Tat as measured by the Shannon entropy score for subtype B Tat sequences (n = 378) obtained from a public database (Los Alamos Sequence Database). The immune reactive sites are shown with location of CTL epitopes and the amino acid residues that are associated with CTL escape as determined by statistical association with host HLA class I allele (red). TatHXB2 is used as reference. The domains associated with the transactivation activity are also indicated.



Mutational studies of HIV-1 Tat revealed that Tat is divided into six functional domains (Kuppuswamy et al., 1989) (Figure 2). The first three domains are responsible for Tat transactivation activity and binding with the transcription cofactors (Feng and Holland, 1988; Feinberg et al., 1991; Garber et al., 1998; Wei et al., 1998; Rusnati et al., 1999); while the fourth domain is a TAR binding domain (Dingwall et al., 1989; Roy et al., 1990; Weeks and Crothers, 1991). The fourth and fifth domains are important for Tat nuclear localization (Ruben et al., 1989), the sixth domain binds to DNA PK and also contribute to viral infectivity (Smith et al., 2003). Importantly in regard to viral latency the functional domains II and III, spanning amino acid positions 22 to 48, are shown to be responsible for transactivation activity (Figure 2). The several mutations at positions 22 to 40 amino acid residues (including highly conserved cysteine residues) have been shown to be deleterious with respect to Tat transactivation activity; whereas those at positions 1 to 21 amino acid residues are relatively functionally tolerated (Kuppuswamy et al., 1989; Ruben et al., 1989). Tat plays active role in productive viral replication mainly through enhancement of transcription at viral LTR promoter. Mutational studies have shown there is a strong correlation between Tat transactivation activity and viral replication capacity, whereby the functionally defective Tat has ability to severely inhibit viral replication in vitro (Verhoef et al., 1997; Das et al., 2011). This suggests that provirus with functionally defective Tat influences the viral replication and size of the latent reservoir in vivo. In respect to the naturally occurring mutations from HIV-1-infected individuals, the Cys-22 to Ser mutation (C22S) in HIV-1 Oyi strain resulted in loss of transactivation activity and was enriched in long-term non-progressive patients (Huet et al., 1989; Peloponese et al., 1999; Watkins et al., 2006). Moreover, several naturally occurring polymorphisms, including P10S, W11R, K19R, A42V, and Y47H, that were observed in 5 HIV-infected subjects at acute or early infection stage, demonstrated impaired transactivation activity and were statistically significantly enriched in the latently infected CD4+ T cells (Yukl et al., 2009). These findings suggest that certain naturally occurring mutations can influence Tat transactivation activity and the establishment of viral latency or reactivation of latent reservoirs during the course of HIV-1 infection in vivo. Therefore, this issue warrants for more comprehensive study using a large number of HIV-infected subjects.

Genetic Variability of Tat Driven by Immune-Mediated Selection Forces

It is becoming evident that mutational escape from CD8+ cytotoxic T lymphocyte (CTL) responses represents a potent ongoing driver of global HIV-1 diversification (Price et al., 1997; Goulder et al., 2001; Brumme et al., 2009; Carlson et al., 2012). Tat has also been shown to be frequently targeted by the host HLA-restricted CTL responses (Addo et al., 2001, 2002; Westrop et al., 2009). A number of CTL epitopes have been identified, including PW9 (3PVDPRLEPW11) and EW10 (2EPVDPNLEPW11) restricted by the protective HLA-I alleles, HLA-B∗57 and HLA-B∗5801, respectively (Schellens et al., 2008; Zhai et al., 2008; Chopera et al., 2011). Additional epitopes are well summarized at the web site, http://www.hiv.lanl.gov/content/immunology/maps/ctl/Tat.html. CTL epitopes are distributed in both highly conserved and polymorphic regions in Tat; however, more number of CTL epitopes are reported at the relatively conserved regions to date (Figure 2). A number of Tat mutations in both conserved and variable regions have been reported to be associated with host cellular immune responses in various viral subtypes and host populations (Figure 2) (Allen et al., 2000; Guillon et al., 2006; Mason et al., 2009; John et al., 2010; Carlson et al., 2012). Importantly, some of the CTL escape mutations in Tat such as F32L and V36S observed in a frequently recognized (or immunodominant) Tat epitope, CC8 (30CCFHCQVC37) restricted by HLA-C∗12:03 (Cao et al., 2003; Liu et al., 2007, 2011), are located at sites that are important for transactivation and co-factor binding (Figure 2). Some other CTL escape mutations are located at functionally important regions; N24K, N24T, K29R, and K29S in NF9 (24NCYCKRCCF32) epitope restricted by HLA-A∗29:02 (Jones et al., 2004), K40T in FY10 (38FQKKGLGISY47) restricted by HLA-B∗15:03 (Liu et al., 2013), and R7S, R7K, and E9D in PW9 (3PVDPRLEPW11) restricted by HLA-A∗25:01 (Liu et al., 2007). These data suggest that CTL escape mutations in Tat, especially those located at functionally important conserved regions, have a potential to differentially influence Tat activity. However, it remains elusive as to what extent CTL responses to Tat or CTL escape mutations in Tat may influence viral latency kinetics both at establishment and reversal stages. Also, it is intriguing to ask whether Tat mutations may influence immune recognition of latently infected cells after reactivation. It is also worth to mention that despite the predominant effect of CTL selection pressure on Tat sequence polymorphism, other host immune responses such as those mediated by CD4+ T cells (Lichterfeld et al., 2012; Ranasinghe et al., 2013) and B cells (Goldstein et al., 2001; Moreau et al., 2004) also target Tat; and may therefore potentially impose selection pressure leading to escape mutations which may differentially affect Tat activity.

CONCLUSION AND FUTURE PERSPECTIVES

To date, the highly genetic viral variability and the existence of latently infected resting CD4+ T lymphocytes and other cells in vivo are among the setbacks toward achievement of complete HIV control and eradication. It is generally thought that virus can acquire mutations and evade host immune responses while maintain their fitness effects as minimal as possible. However, similar to the cases in the other HIV-1 proteins such as Gag (Goulder et al., 2001; Troyer et al., 2009) and Nef (Mwimanzi et al., 2013; Kuang et al., 2014), certain naturally occurring immune-associated mutations in Tat may impose fitness cost to the virus. However, it remains poorly described how immune-mediated Tat polymorphisms affect either establishment of viral latency or reactivation of the latently infected cells and also the consequence of such viral polymorphisms on immune recognition. These points could open a new venue to modulate HIV latency and reversal of latency in vivo for future therapeutic application toward cure.
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HIV-1 evades host defense through mutations and recombination events, generating numerous variants in an infected patient. These variants with an undiminished virulence can multiply rapidly in order to progress to AIDS. One of the targets to intervene in HIV-1 replication is the trans-activator of transcription (Tat), a major regulatory protein that transactivates the long terminal repeat promoter through its interaction with trans-activation response (TAR) RNA. In this study, HIV-1 infected patients (n = 120) from North India revealed Ser46Phe (20%) and Ser61Arg (2%) mutations in the Tat variants with a strong interaction toward TAR leading to enhanced transactivation activities. Molecular dynamics simulation data verified that the variants with this mutation had a higher binding affinity for TAR than both the wild-type Tat and other variants that lacked Ser46Phe and Ser61Arg. Other mutations in Tat conferred varying affinities for TAR interaction leading to differential transactivation abilities. This is the first report from North India with a clinical validation of CD4 counts to demonstrate the influence of Tat genetic variations affecting the stability of Tat and its interaction with TAR. This study highlights the co-evolution pattern of Tat and predominant nucleotides for Tat activity, facilitating the identification of genetic determinants for the attenuation of viral gene expression.
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INTRODUCTION

Human immunodeficiency virus type 1 (HIV-1) overcomes the host immune defense by rapid evolution and genetic diversification (Dougherty and Temin, 1988; Jetzt et al., 2000). Rapid replication without the benefit of proof-reading leads to the generation of a large number of mutations and recombination events (Wolinsky et al., 1996; Jetzt et al., 2000). This vigorous recombination allows HIV-1 to produce multiple groups, subtypes, sub-subtypes and recombinants in an infected patient (Wolinsky et al., 1996; Buonaguro et al., 2007). Of these, only highly virulent variants and recombinants are likely to adapt and spread in a population (Ho et al., 1995; Buonaguro et al., 2007). It is known that genetic and functional changes in HIV-1 genes accomplished with an emergence of recombination events (Blackard et al., 2002), could affect the virulence of HIV-1 resulting in vulnerability to AIDS despite antiretroviral therapy (ART) (Geretti, 2006; Kirchhoff, 2009; Sharp and Hahn, 2011; Santoro and Perno, 2013).

Among HIV-1 proteins, trans-activator of transcription (Tat) plays an important role in mediating the viral transcription (Okamoto et al., 1996; Zhu et al., 1997). Tat is expressed during the early stages of infection, which is encoded by two exons (exons 1 and 2) in a multiple spliced mRNA (Arya et al., 1985). Tat strongly activates transcription (Muesing et al., 1987) from long terminal repeat (LTR) promoter through a strong interaction with trans-activation response element (TAR) sequence at the 5′ end of the LTR (+1 to +59) (Dingwall et al., 1989; Buonaguro et al., 1994). During the binding to TAR and host factors Cdk9 and cyclin T1, Tat alters the transcription complex, recruiting a positive transcription elongation complex (P-TEFb), an elongation factor composed of cyclin T1 (CycT1) and Cdk9 that phosphorylates the C-terminal domain of RNA polymerase II leading to the increased production of viral RNA (Zhou and Rana, 2002). Tat contributes to the pathogenesis of HIV-1 through its pivotal role in replication, T-cell apoptosis, co-receptor regulation, cytokine induction, and other viral activities in the host cells (Fulcher and Jans, 2003; Romani et al., 2010).

HIV-1 produces highly divergent variants within a single patient, thereby overcoming the host immune responses, antiretroviral restriction factors, and other selection mechanisms (Konings et al., 2006; Coffin and Swanstrom, 2013). In India, the dominant HIV-1 type is subtype C (>95%), with the emergence of recombinants like A/C, A/E, and B/C (<2%) (Neogi et al., 2011; Ronsard et al., 2015), indicating that HIV-1 is under the stress toward the positive selection in the Indian population. Therefore, it is important to understand the nature of HIV-1 evolution in the population. Previous data showed that the genetic variations in Tat could lead to varying levels of LTR-driven transcription (Ronsard et al., 2014); however, how Tat variants differ in their transactivation abilities have not been explored. Tat is also known for its interaction with various cellular proteins and for its effect on modulating the viral gene expression, which in turn enhances the virulence (Bucci, 2015; Mediouni et al., 2015; Yuan et al., 2015) indicating one of the suitable targets against HIV-1 infection (Hamy et al., 2000; Burton et al., 2004; Nunnari et al., 2008; Sun et al., 2012; Ensoli et al., 2014). We earlier reported that Tat is a highly conserved protein with only a few genetic variations in the functional domains. However, a novel Ser46Phe mutation is prevalent among North Indian population (Ronsard et al., 2014). More than 20% of HIV-1 infected patients carry this mutation along with other mutations; therefore it is important to understand the role of these variants from the population.

Here, we report the differential ability of Tat variants with Ser46Phe mutation to significantly enhanced LTR transactivation (P < 0.05) compared to wild-type and other Tat variants that lack this mutation. We observed that variants with this mutation exhibited a strong interaction with TAR by in vitro and in silico studies, whereas other Tat variants exhibited varying levels of Tat–TAR mediated transactivation. Molecular dynamics (MDs) simulation data confirmed that Ser46Phe mutation exhibits a strong binding with TAR. Here, we illustrate how HIV-1 virus has evolved during selection pressure in the North Indian population with various mutations to adapt and survive in the host cells by enhancing its functional activity.

RESULTS

Selection of Tat Variants for Functional Characterization

HIV-1 specimens from 120 patients were collected, and the Tat gene was amplified by polymerase chain reaction (PCR) and sequenced as described in Section “Materials and Methods.” From 120 variants, 15 variants were chosen based on mutations in the Tat gene and these variants were segregated into three groups (selected at least 3 variants in each group from total 120 variants which consisted of similar nucleotide changes) for LTR transactivation study (Figure 1A). Next, three Tat variants (TatN12, TatD60, and TatVT6) were selected based on their similarity in inducing LTR transactivation and carrying similar mutations (similar pattern of nucleotide changes) in the Tat gene (selected a variant from each group as a representative variant) for the TAR RNA interaction study which included TatN12, a subtype C variant (that lacked Ser46Phe) with Leu35Pro and Gly44Ser; TatD60, also a subtype C variant (with Ser46Phe) with Glu9Lys and Ser61Arg; and TatVT6, a B/C recombinant (that lacked Ser46Phe) (Figure 1B). Three groups were chosen based on the similarities in their genetic and functional activities of Tat (variants with similar nucleotide changes resulting in similar levels of LTR transactivation). It is worth mentioning that Ser46Phe mutation is also reported from neighboring countries like Myanmar and China (HIV database)1; however, the functional implication of this mutation on Tat–TAR mediated transactivation has not been studied. The phylogenetic tree was constructed with Tat variants to explain the Tat genetic variations occurring in the North Indian population (Supplementary Figure S1). Notably, the three variants (TatD60, TatE59, and TatE64 were used for transactivation study) and other variants (TatVT1, TatVT3, TatA7, TatN14, TatN17, TatCSW1, TatS5, TatS6) with Ser46Phe were clustered together in the phylogenetic tree indicating the proper classification of Tat variants into three different groups for the functional characterization. Further, the recombination event was confirmed in the Tat variants (TatVT6) using RIP (Recombinant Identification Program) with a confidence threshold 90% and a window size of 100 (Supplementary Figure S2).
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FIGURE 1. HIV-1 LTR transactivation by Tat variants. (A) Tat variants from HIV-1 infected individuals (n = 15) were aligned with wild-type Tat C (C.IN.93.93IN905). (B) Representative data of Tat variants[TatN12 (lack Ser46Phe) with Leu35Pro and Gly44Ser, TatVT6 (lack Ser46Phe) with B/C recombination and TatD60 (with Ser46Phe)] were aligned with wild-type Tat C. (C) HEK293 cells were co-transfected with pCMV-myc Tat variants and pGL3-Luc subtype C LTR. After 24 h of transfection, cells were harvested and lysed and luciferase activity was measured. The relative transactivation was expressed as mean luciferase units. Wild-type TatC was used as a reference Tat for comparison. Empty myc vector was used as a control. Subtype C LTR was used as a loading control. Luciferase activity of 15 Tat variants and wild-type Tat C normalized to empty pCMV-myc vector. (D) Luciferase activity of unique Tat variants and wild-type TatC normalized to empty pCMV-myc vector. Expression of Tat variants in HEK293 cells. HEK293 cells were transfected with pCMV-myc Tat variants and wild-type TatC. After 24 h, cells were harvested and immunoblotted with anti-myc antibody. The relative Tat protein expression was measured using ImageJ software. Wild-type TatC was used as a reference Tat for comparison. Empty myc vector was used as a control. GAPDH was used as a loading control. (E) Relative protein expression of Tat variants and wild-type TatC. (F) Quantification of Tat protein expression normalized to GAPDH. Error bar represents the standard deviation in triplicates. Statistical comparison of each Tat variant to Tat C was calculated by one-way ANOVA with the Tukey’s test (∗ denotes P < 0.05 and NS denotes not significant).



Role of Tat Mutations on Viral Transcription

To determine the transactivation activity of Tat variants, a luciferase assay was performed in HEK293 cells with 15 selected Tat variants of three groups. Wild-type TatC was used as a reference for baseline transactivation levels of Tat variants. Tat variants with similar nucleotide changes from all three groups (n = 15) showed similar levels of LTR transactivation suggesting that Tat-induced transactivation is dependent on the genetic determinants of Tat variants (Figure 1C). We observed that the levels of transactivation induced by TatN12 were similar or slightly lower than the wild-type TatC but not significantly; TatVT6-induced LTR transactivation was a slightly higher than wild-type TatC (P < 0.05). TatD60 carrying Ser46Phe showed a significantly higher level of transactivation (P < 0.05) than wild-type Tat C as well as other variants. In summary, the order of transactivation induced by variants TatD60 > TatV6 > TatN12 (Figure 1D) indicating Ser46Phe mutation play a significant role in transactivation, whereas, other natural mutations did not have a significant role on LTR transactivation. Similar pattern of transactivation was observed with the Tat variants along with the subtype B LTR (Supplementary Figure S3).

Tat Mutations Affect Tat Protein Expression

To examine the effect of Tat variants on intracellular protein expression, Tat variants (TatN12, TatVT6, and TatD60) and wild-type Tat C were cloned into a pCMV-myc vector and were expressed and detected by immunoblotting with anti-myc antibody. Wild-type Tat C was used as a reference for comparison of protein expression. TatN12 and TatVT6 were expressed at similar levels of protein expression when compared to wild-type Tat C; while TatD60 (Ser46Phe) resulted in an elevated level of expression (Figures 1E,F) suggesting that Ser46Phe and Ser61Arg mutations in TatD60 could affect Tat protein expression.

Tat Mutations Alter TAR Interaction

To examine the ability of Tat variants to interact with TAR, Tat variants were over-expressed and purified from Escherichia coli BL21 strain (Supplementary Figure S4). These proteins were incubated with TAR (synthesized by in vitro transcription) and Tat–TAR binding affinity was measured by Non-denaturing PAGE. Wild-type TatC–TAR complex formation was used as a reference. The binding affinity of TatN12 to TAR was less than wild-type TatC–TAR complex but not significantly; whereas the TatD60 variant carrying Ser46Phe showed significantly higher (P < 0.05) binding affinity with TAR RNA (Figures 2A,B). The binding affinity of the TatVT6–TAR complex was slightly higher than wild-type TatC–TAR complex but did not reach statistical significance.
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FIGURE 2. Tat–TAR interaction by EMSA. Tat variants and wild-type Tat cloned in pGEX-4T2 vector were expressed in BL21 (DE3) pLysS cells. Expressed Tat proteins were isolated and verified by immunoblotting with anti-Tat antibody. Increasing concentrations of purified Tat proteins were subjected to interact with subtype B TAR and these Tat ± TAR complexes were detected by autoradiography. The relative intensity of Tat variants–TAR complexes were measured using ImageJ software. Wild-type TatC–TAR complex was used as a reference Tat for comparison. GST was used as a control. Free TAR was used as a loading control. (A) Relative intensity of Tat variants–TAR complexes and wild-type TatC–TAR complex. (B) Quantification of Tat variants–TAR complexes normalized to empty vector. Error bar represents the standard deviation in triplicates. Statistical comparison of each Tat variant to Tat C was calculated by one-way ANOVA with the Tukey’s test (∗ denotes P < 0.05 and NS denotes not significant).



Tat Genetic Variations Determine the Protein Stability

To determine whether Ser46Phe and other mutations play a role on Tat protein stability, a cycloheximide chase assay was performed. Briefly, HEK293 cells were transfected with Tat variants and incubated with cycloheximide for different time intervals, and the amount of Tat in cell lysates was quantified by western blotting. Wild-type Tat C protein stability was treated as baseline. After 3 h of cycloheximide treatment, the level of TatN12 was found to be reduced. In contrast, the protein levels of TatD60 and TatVT6 were detectable even after 3 h of treatment (Figures 3A,B) indicating that Ser46Phe and recombination events in TatD60 and TatVT6 respectively could possibly stabilize Tat protein.
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FIGURE 3. Intracellular stability of Tat variants. HEK293 cells were transfected with pCMV-Myc Tat variants and wild-type TatC, cycloheximide (100 μg/ml) was added after 24 h and cells were harvested at different time intervals and immunoblotted with anti-Tat antibody. The relative percentage of Tat protein degradation was measured using ImageJ software. Wild-type TatC was used as a reference Tat for comparison. Tat proteins expressed after 24 h of transfection (before adding cycloheximide) were used as controls. GAPDH was used as a loading control. (A) Relative protein expression of Tat variants and wild-type TatC at different time intervals. (B) Quantification of Tat protein degradation normalized to GAPDH. Error bar represents the standard deviation in triplicates. Statistical comparison of each Tat variant to Tat C was calculated by one-way ANOVA with the Tukey’s test (∗ denotes P < 0.05 and NS denotes not significant).



Influence of Genetic Variability on Tat Ubiquitination

To understand whether ubiquitination determines the differential stability of Tat proteins, we measured the level of ubiquitination of Tat variants in HEK293 cells. Wild-type Tat C ubiquitination was treated as baseline. TatN12 resulted in slightly higher or similar level of ubiquitination compared to wild-type Tat indicating less stability of this protein than TatD60 and TatVT6 proteins. TatVT6 showed a slightly lower ubiquitination than wild-type TatC while TatD60 showed less ubiquitination indicating that Ser46Phe and Ser61Arg could stabilize Tat protein (Figures 4A,B), though it is not known if Ser46 and Ser61 are targets for ubiquitination (Wang et al., 2007). The differential levels of ubiquitination of Tat variants appear to be dependent on the intracellular level of Tat protein expression.
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FIGURE 4. Ubiquitination of Tat variants. HEK293 cells were co-transfected with His6-Ubiquitin protein, and pCMV-myc Tat variants and wild-type TatC. After 24 h, cells were treated with MG132 (25 μM) for 8 h. Cell lysates were incubated with Ni-NTA beads and immunoblotted with anti-myc antibody. The relative intensity of Tat protein ubiquitination was measured using ImageJ software. Wild-type TatC was used as a reference Tat for comparison. Empty vector was used as a control. (A) Relative intensity of Tat proteins and wild-type Tat protein ubiquitination. (B) Quantification of Tat ubiquitination normalized to empty myc vector. Error bar represents the standard deviation in triplicates. Statistical comparison of each Tat variant to Tat C was calculated by one-way ANOVA with the Tukey’s test (∗ denotes P < 0.05 and NS denotes not significant).



Tat Mutations Govern Stable Interaction with TAR

Next, we performed MD simulation to estimate the stability of TatD60–TAR and TatC–TAR complexes. We have made homology models of wild-type Tat and TatD60, and then docked with TAR RNA. TatC–TAR complex was treated as a baseline stability of the complex. MD simulation recorded the trajectories of Tat protein backbones and TAR in the docked complex for 20 nanoseconds (ns) in an aqueous environment. Root mean square deviation (RMSD) of Tat protein backbone and TAR ribonucleotides at t = 0 ns and t = 20 ns were compared to predict the stability of the complexes.

Root mean square deviation of TatD60 backbone was observed at around 5 Å and remained stable throughout the simulation, except for a brief period of higher shift between 8 and 10 ns (Figure 5A). In contrast, RMSD for TatC backbone showed more fluctuations. In particular, the upward movement observed after 8 ns was not completely stabilized at the end of the simulation. The average length of protein backbone RMSD for the final 5 ns of simulation, 5.2 Å for TatD60 and 5.7 Å for wild-type TatC, indicated that TatD60–TAR complex had higher stability at equilibrium than wild-type TatC–TAR complex.
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FIGURE 5. Molecular dynamic (MD) simulation of Tat protein with TAR. MD simulation for Tat–TAR was carried out for 20 ns to predict root mean square deviation (RMSD) of Tat variants. (A) RMSD of Tat residues in wild-type TatC–TAR (Red line) and TatD60–TAR (Blue line). (B) RMSD of TAR ribonucleotides in wild-type TatC–TAR (Red line) and TatD60–TAR (Blue line). (C) Root mean square fluctuation (RMSF) of Tat individual residues in wild-type TatC–TAR (red line) and TatD60–TAR (blue line). (D) RMSF of TAR individual ribonucleotides in wild-type TatC–TAR (red line) and TatD60–TAR (blue line). Hydrogen bonds in Tat–TAR complex. Number of H-bonds formed between Tat variants and TAR per time frame was measured; (E) number of H-bonds in wild-type TatC–TAR complex (red line) and TatD60–TAR complex (blue line). (F) Number of H-bonds formed at Ser46th position in wild-type TatC–TAR complex (red line) and at Phe46 in TatD60–TAR complex (blue line). (G) Number of H-bonds formed by TAR ribonucleotides of A22 (black line), U23 (red line), C24 (green line), and U25 (blue line) in wild-type TatC–TAR complex. (H) Number of H-bonds formed by TAR ribonucleotides of A22 (black line), U23 (red line), C24 (green line) and U25 (blue line) in TatD60–TAR complex. Tat variants interaction with TAR during simulation. Tat protein (blue) and TAR (green) interaction in the bulge region at the end of 20 ns simulation was captured. H-bonds represented in dotted blue lines. (I) Structure of wild-type TatC–TAR complex during 20 ns simulation. (J) Structure of TatD60–TAR complex during 20 ns simulation. Binding free energy of Tat–TAR complex. (K) Relative residue-wise energy contribution for binding wild-type TatC–TAR and TatD60–TAR complexes. Only selected residues with important contribution are shown. Comparison of crystal structure and modeled structure of Tat–TAR complex. Comparison of docked structure of Tat–TAR complex with homology modeled Tat structure and with the crystal structure (PDB ID: 5L1Z) of Tat. (L) Crystal structure complex of TatD60–TAR. (M) Homology modeled structure complex of TatD60–TAR.



Root mean square deviation of TAR ribonucleotides in TatD60–TAR complex showed more drift when compared to TatC–TAR complex (Figure 5B), particularly from 8 to 10 ns. The comparison of extracted TAR structure alone at different time frames showed that RMSD was reduced by 19.3 Å in TatD60–TAR complex and by 7.8 Å in wild-type TatC–TAR complex. This reduction could be due to Ser46Phe mutation in TatD60 which created a conformational change in order to bind strongly with TAR ribonucleotides and produced a more stable TatD60–TAR complex.

Next, root mean square fluctuation (RMSF) of each amino acid in Tat proteins differed between TatD60 and TatC. For TatC, maximum fluctuations were observed for five residues at Ser31, Tyr32, His33, Lys41, and Gly42 in addition to the N-terminal and the C-terminal residues (Figure 5C). For TatD60, maximum fluctuations were observed for only three residues at Gly15, Ser16, and Lys19 in addition to the N-terminal residues (Figure 5C). RMSF was lower for Ser70 and Lys71 in TatD60 when compared to wild-type TatC.

In the case of TAR, ribonucleotides in the bulge region (U23, C24, and U25) involved in Tat interaction, have similar RMSF when interacting with TatC or TatD60, however the loop ribonucleotide G32 appeared to be more flexible in TatC–TAR complex (Figure 5D). RMSF of each TAR ribonucleotides in TatD60–TAR complex showed less drift when compared to TatC–TAR complex (Figure 5D).

Hydrogen Bonds in Tat–TAR Complexes

In wild-type TatC, Ser46 resulted in a single H-bond with TAR (occupancy ∼71%) (Figure 5E), while the corresponding position was Phe46 in TatD60 resulting in one H-bond with TAR only transiently (occupancy below 1%); evidently, the single Ser46Phe mutation had a considerable effect on the H-bond profile of the TatD60–TAR complex (Figure 5F). In case of ribonucleotides in TAR, the wild-type Tat had less interaction (Figure 5G) than compared to TatD60 (Figure 5H) indicating strong H-interaction of TatD60 toward TAR.

Further, analysis of simulated structures at 20 ns revealed potentially critical differences in Tat–TAR interaction at bulge ribonucleotides A22, U23, C24, and U25. TatD60–TAR complex showed stacking interaction between U23 and A22, and standard base-pairing between coplanar bases A22 and U40 (Figure 5I) whereas both these features were missing in the TatC–TAR complex (Figure 5J). Overall, the number of hydrogen bonds formed between Tat variants and TAR represented in the order of TatD60 > TatVT6 > TatN12.

Binding Free Energy and its Residue Wise Decomposition Analysis of Tat–TAR Interaction

To understand the changes in free energy during formation of Tat variants–TAR, complexes were computed using residue-wise energy decomposition analysis by MM/GBSA method. TatC–TAR was used as a reference for Tat–TAR complex free energy decomposition. ΔGbind of TatD60–TAR was estimated to be -80.49 kcal/mol, whereas in TatC–TAR ΔGbind was -67.14 kcal/mol (Supplementary Table S1). The main forces contributing to the difference between ΔGbind for TatD60–TAR and TatC–TAR were van der Waals and electrostatic interactions.

Residue-wise binding energy decomposition (Figure 5K and Supplementary Table S2) showed significant contributions by the following residues in TatD60: Leu35 (-6.447 ± 9.452), Arg49 (-12.070 ± 15.687), Lys51 (-5.266 ± 18.739), Arg53 (-13.688 ± 12.174), Gln54 (-8.058 ± 9.557), and Asn67 (-8.708 ± 6.229), and the following residues in TatC: Arg49 (-16.524 ± 17.477), Lys51 (-7.876 ± 14.652), Arg52 (-10.619 ± 16.843), and Arg53 (-6.192 ± 24.679). In contrast, both TatC and TatD60, Gln54 (0.065 ± 7.828) and Asn67 (0.181 ± 7.948) disfavored the binding ability. These findings further support evidence for a higher affinity of TatD60 for TAR.

Comparison of Crystal Structure and Modeled Structure of Tat–TAR Complex

Further, we have analyzed the Tat crystal structure (PDB ID: 5L1Z) with TAR RNA (Figure 5L) and then the complex was compared to the Tat homology modeled complex with TAR RNA (Figure 5M). In spite of having few differences in the Tat modeled protein and in the Tat crystal structure, their binding pattern with TAR RNA were found to be similar and also both the complexes were following the same trend in making the hydrogen bonds. The residues Lys50, Lys 51, Arg52, Arg55, Ser57, Asn67, and Ser70 are the major residues contributing more toward the Tat and TAR binding were the same in corresponding residues in the crystal structure (PDB ID: 5L1Z). The additional hydrogen bonds formed in the crystal structure were Thr40 and Tyr46. Those additional hydrogen bonds with hydrogen bond distance 2.5 and 2.8 Å were distinct from the Tat modeled structure as it was modeled as extended loop and it was away from the C19 and U22 respectively.

Clinical Status of HIV-1 Infected Patients with Tat Variants

In this study, CD4 counts were follow-up for 6 months for HIV-1 infected patients (n = 15) which included: group 1 was consisted of HIV-1 infected patients (n = 9) lacking Ser46Phe in Tat C; group 2 was consisted of HIV-1 infected patients (n = 3) lacking Ser46Phe in Tat B/C recombinant; and group 3 was consisted of HIV-1 infected patients (n = 3) with Ser46Phe and Ser61Arg in Tat C.

Of these 15 patients, the mean CD4 count in group 1 patients (n = 9) was 470, and after 6 months of ART, the mean value of CD4 count increased to 557 with ±87 standard deviation of the mean value. This showed that the patients in group 1 benefited from ART and indicated that there was no effect of Tat mutations on CD4 counts. However, two patients (TatE4 and TatD58) had almost constant CD4 counts while the other seven patients had increased CD4 counts. Next, the mean CD4 count in group 2 patients (n = 3) was 613, and after 6 months of ART, the mean value of CD4 count decreased to 578 with ±35 standard deviation of the mean value. This showed that the CD4 counts of the patients in group 2 could be affected by B/C Tat; however, the changes were not significant. In group 3 patients (n = 3), the mean CD4 count was 493. After 6 months of ART, the mean value of CD4 count decreased to 359 with ±134 standard deviation of the mean value. This showed that the patients in this mutation group 3 could be affected due to Ser46Phe and other mutations in this group (Supplementary Table S3).

In the total of 15 patients, the mean viral load after ART in group 1 patients (n = 9) was less than 50 copies/ml. This showed that the patients did not affected by the transactivation level induced by Tat mutations in this group (particularly TatN12 is <50 copies/ml). However, two patients (TatE4 and TatD61) had slightly detectable viral loads but not significantly. Next, the mean viral load in group 2 patients (n = 3) was slightly increased to 158 copies/ml. This showed that the viral load of the patients could be affected by the transactivation level induced by B/C Tat in this group (particularly TatVT6 is 182 copies/ml). In group 3 patients (n = 3), the mean viral loads was 265 copies/ml indicating that the patients in this mutation group 3 could be affected by the transactivation level caused due to Ser46Phe and other mutations in this group (particularly TatD60 is 346 copies/ml), however, there could be also multiple other factors might affect both the CD4 count and the viral load indicating the need for the further study in a large sample size (Supplementary Table S3).

DISCUSSION

A rate-limiting factor in the management of HIV infections, is the plethora of genetic variations leading to failure of clinical trials (Santoro and Perno, 2013). Each geographical region has its own profile of HIV-1 types, subtypes, recombinants and mutations, and these genetic variations lead to differential potential in inducing HIV-1 pathogenesis (Rodriguez et al., 2009). We previously reported the differential expression of certain viral genes of subtypes B and C with respect to their functions (Sood et al., 2008; Gupta and Banerjea, 2009). The viral or cellular components responsible for these differences have not been studied in details and in most cases, the molecular details of these genetic determinants have not been well-explored. Our previous reports showed that the functional role of viral proteins is mediated by the genetic determinants present in the viral genes (Siu et al., 2013; Zhu et al., 2013). It is known that Tat subtype-specific variations exhibit widely differing viral activities including their ability to activate the HIV-1 LTR promoter (Li et al., 2012); however, the functional and clinical consequences of the substantial genetic variations of Tat occurring in North India have not been studied. The growing number of studies on Tat-based inhibitors against HIV-1 replication (Hamy et al., 1997; Lalonde et al., 2011) indicates the importance of this study.

In this regard, we attempted to understand the differential ability of Tat variants to activate LTR transactivation through their ability to interact with TAR using in vitro and in silica approaches. Tat protein is highly conserved protein among North Indians. For viral replication, it is important that Tat retains its functional activity because any changes in the genetic makeup of Tat could lead to drastic modulation in transcription-coupled pathogenicity. In our survey of 120 Tat sequences from 120 HIV-1 infected patients, we found certain point mutants and B/C recombinants commonly occurring among North Indians. In order to understand the role of these natural mutations, we carried out genetic and functional analyses in correlation with clinical CD4 counts. Both in silico and in vitro studies show that the Ser46Phe mutation in Tat results in enhanced transactivation. Next, to demonstrate how Ser46Phe contributed toward high transactivation activity. Wild-type TatC (that lacked Ser46Phe) was used as a reference Tat to compare their differential abilities to interact with TAR and their intracellular protein stability. We also used two other subtype C variants, TatN12 and TatVT6 (that lacked Ser46Phe) found in the studied population. These variants showed less transactivation than TatD60 (with Ser46Phe).

Tat transactivates HIV-1 LTR by binding to TAR, which is a critical step in the process of transcription (Huq et al., 1997; Rana and Jeang, 1999). Residues vital for Tat function include Lys28, Lys41, Lys50, Lys51, and Lys71 (for acetylation); Arg57 and Arg56 (for TAR interaction); and Tyr47, Cys22, Cys31, and Cys34 (for LTR transactivation) (Huo et al., 2011). Most of these residues were highly conserved among North Indians; however, we found that variants with Ser46Phe showed higher transactivation of LTR than TatC indicating the importance of this mutation. We studied 15 Tat variants for their ability to induce transactivation and found that variants with similar mutations resulted in similar levels of transactivation indicating the vital role of genetic variations in modulating functions. From 15 variants, we selected three variants namely TatN12 (Leu35Pro; Gly44Ser), TatD60 (Ser46Phe), and TatVT6 (B/C recombinant) as representative variants to understand the role of genetic determinants on transactivation, TAR interaction and stability. TatVT6 showed increased transactivation, which may be due to subtype C specific changes in the N-terminus and subtype B specific changes in the C-terminus. TatN12 showed less transactivation (not significant) than wild-type TatC which could possibly be due to unique mutations in TatN12 leading to weak interaction with TAR. However, the biological and clinical relevance of the reported Tat mutations remains to be established with reference to TAR sequence variations from patients.

MD simulation is a useful technique to determine the stability of biological complexes (Hornak et al., 2006; Deng et al., 2011; Johnson et al., 2012; Venken et al., 2012; Zhao et al., 2013; Vijayan et al., 2014), here, we utilized this technique to calculate the fluctuations and the binding free energy of Tat–TAR complex (Nifosi et al., 2000). Data generated from MD simulation substantiate our in vitro studies and provide further insights into a stronger interaction of TatD60 with TAR. The TatD60–TAR complex was more stable during the simulation with a stronger interaction between Tat and TAR. As predicted in the electrophoretic mobility shift assay (EMSA) experiment, the interaction between TatD60 (with Ser46Phe) and TAR were different in the simulation experiment. This difference has led to additional H-bond interactions between the residues namely Tyr26, Tyr29, Cys30, Ser31, Tyr47, and Ser70 in TatD60 to TAR interaction, whereas wild-type TatC lacks these residue interactions toward TAR. In case of TAR, ribonucleotide U23 and A22 led to additional H-bonds interaction with TatD60, resulting in strong TAR interactions. Further, binding free energy calculation and residue-wise energy decomposition analyses clearly suggested that TatD60–TAR complex interacted more stably when compared to wild-type TatC–TAR complex. Particularly, the residues Gln54 and Asn67 in TatD60, but not in TatC, contributed to the binding.

TatD60 appeared to have a more stable half-life than other TatC variants within the host cells, possibly due to lower level of ubiquitination, it is clear from the fact that it has enhanced transactivation. Given its enhanced potency for transactivation and its higher stability in the cells, TatD60 has the potential to be more virulent than other TatC variants studied here. This hypothesis was supported by our observation of CD4 counts in the patients that were the source of these variants (Supplementary Table S3). However, these predictions need to be tested in a large sample population. Correlating Tat variants, especially variants with Ser46Phe, with the course of the disease, as well as response to ART, would provide molecular and clinical insights to managing HIV-1 patients in North India.

There could be other factors involved in the decline of CD4 counts in HIV-1 infected patients, however, we believe that this study with the control groups (that lacked Ser46Phe) showcase the genetic variations of Tat that could be one of the reasons for the decline. At present, it was difficult to draw a conclusion on CD4 counts and viral loads with the small sample size and warrant further need for monitoring the genetic evolution of HIV-1 strains among North Indians.

Future studies to evaluate the binding efficiency of Tat variants during complex with P-TEFb (Schulze-Gahmen et al., 2014) should further support this relationship. Taken together, this study illustrates the importance of point mutations for modulating the specific functional activities of Tat, which include increasing transactivation levels. These variants have the ability to emerge as a virulent HIV-1 strains in North India. Retrospective studies on Tat–TAR complex show that inhibition of this complex is an attractive target for developing novel antiviral drugs (Yang, 2005; Mousseau et al., 2015) and Tat could be also used as a vaccine candidate (Ensoli et al., 2016); therefore, manipulation of Tat–TAR interaction by silencing important residues is critical in forming the Tat–TAR complex as this would provide a strategy for suppressing viral gene expression. Continued studies are needed to elucidate how Tat variants manipulate the host immune cells in this population. Further, our results suggest that the nucleotides of Tat and their functions should be routinely investigated as a correlation of transactivation levels. Thus, this study provides valuable insights into the evolving events underlying the ability of the virus to adapt and enhance its replication by generating mutations and recombination events.

MATERIALS AND METHODS

Ethics Statement and Collection of Samples

This study design was approved by Research Project Advisory Committee, Institutional Biosafety Committee, and Institutional Ethical Committee for Human Research of University College of Medical Sciences (UCMS) and Guru Teg Bahadur (GTB) Hospital, Delhi, India, and from Post Graduate Institute of Medical Education and Research (PGIMER), Chandigarh, India. These institutes are mentored by the National AIDS Control Organization (NACO), Ministry of Health and Family Welfare, Government of India that provides free ART to HIV-1 seropositive patients under a structured HIV/AIDS Control Program. Written informed consent was obtained from HIV-1 infected adult patients (n = 105) and from the guardians of HIV-1 infected children participants (n = 15) in this study. Blood samples were collected from HIV-1 infected patients (n = 120; males = 68, females = 52) registered and monitored at immunodeficiency clinics in GTB Hospital and PGIMER during the period from 2004 to 2010.

Estimation of CD4 Counts and Viral Loads

HIV-1 infects CD4+ T cells and reduces these cells to a minimum level which is an indicator for the early risk of acquired immunodeficiency syndrome (AIDS) than viral load. People living with HIV AIDS (PLHA) patients under ART have shown improved CD4 counts and longer life span. ART was started in HIV-1 infected patients having CD4 count below 350/ml and children with varying counts. In this view, our study was undertaken to evaluate the correlation between Tat genetic variations on CD4 counts after 6 months on ART. From ART patients, blood was collected (CD4 counts were measured at this stage) and Tat gene was amplified, after 6 months on ART, once again CD4 counts and viral loads were measured and analyzed statistically. The CD4 count was estimated by flow cytometry using manufacturer’s directions (BD Biosciences) and viral load was measured using Real Time PCR (Taqman). The viral load of less than 50 copies/ml was defined as a viral suppression or undetectable viral load.

DNA Isolation and Polymerase Chain Reaction (PCR)

Genomic DNA was extracted from PBMCs of HIV-1 infected patients by QIAamp DNA Blood Mini Kit (Qiagen) and HIV-1 subtype C (Indian isolate 93IN905 GenBank accession number AF067158 obtained from AIDS Research and Reference Reagent Program, Division of AIDS, NIAID, NIH) were used for amplification by PCR using the following primers:




	Forward primer:
	5′-ATGGAGCCAGTAGATCCTAACCTA-3′



	Reverse primer:
	5′-TTGCTTTGATATAAGATTTTGATGA



	
	TCCT-3′





PCR was carried out in a 15 μl reaction volume. The reaction mixture contained 500 ng genomic DNA (2 μl), 10× PCR Buffer (1.5 μl), 10 mM dNTP mix (0.37 μl), 1 μL of each primer (25 pmol), 0.25 μl of Takara Taq DNA polymerase and 8.88 μl of DNase/RNase free water. PCR conditions for the above primer sets were as follow: initial denaturation at 94°C for 5 min (1 cycle), 30 cycles of denaturation at 94°C for 15 s, annealing at 63°C for 30 s and extension at 72°C for 40 s, and a final extension at 72°C for 5 min (1 cycle). PCR amplified products were analyzed on 1.5% agarose gel. Tat amplified from Indian HIV-1 subtype C (C.IN.93.93IN905) was used as wild-type TatC for comparison study with Tat variants. The Tat sequences were amplified both from the PBMCs viral DNA and also from the plasma viral RNA to find the exact genetic variations. The nucleotide sequences of Tat from both the source were similar in the pattern.

Cloning, Sequencing, and HIV-1 Sub-typing

The gel purified PCR products were cloned into pGEM-T easy vector (Promega). The ligation reaction was incubated at 4°C for 10 h then the ligation mix was added to LB ampicillin plates with E. coli DH5α strain. The plates were incubated overnight at 37°C. The positive clones were selected by picking a single colony and grown in 5 ml LB Broth with ampicillin (100 μg/ml) and incubated overnight at 37°C. Plasmid DNA was isolated from the culture by QIAprep Spin Mini Kit (Qiagen). The positive clones were screened by restriction digestion of plasmid DNA with EcoRI in a 10 μl reaction volume at 37°C for 2 h. The digested products were analyzed on a 1.5% agarose gel. The positive clones were commercially sequenced from LabIndia and SciGenom laboratories. The nucleotide sequences were assembled and error was checked by using BLAST to search for sequence similarities to previously reported sequences in the databases and to eliminate potential laboratory errors. HIV-1 sub-typing, recombination, phylogenetic tree and mutational analyses have been carried out as described (Ronsard et al., 2014, 2015).

Plasmids and Antibodies

TatC (lack Ser46Phe) and Tat variants (TatN12, TatD60, TatVT6) were cloned into: (a) mammalian expression vector pCMV-myc vector (Clonetech) under the CMV promoter for functional studies, and (b) prokaryotic expression vector pGEX-4T-2 (Invitrogen) to obtain GST-tagged proteins. HIV-1 subtype B TAR was cloned in pcDNA3.1 (Invitrogen) for TAR synthesis to determine Tat–TAR binding activity. Anti-Tat antibody (NIH AIDS Reagent Programme), Anti-myc antibody (Clontech), Anti-GAPDH antibody (Cell Signaling Technology), Anti-rabbit IgG conjugated to HRP (Jackson Immunoresearch), and Anti-Mouse IgG conjugated to HRP (Jackson Immunoresearch) were used in western blotting.

Cell Culture and Transfection

Human embryonic kidney (HEK) 293 cells (NIH AIDS Reagent Programme) were maintained in Dulbecco’s modified Eagle’s medium (DMEM) (Himedia Laboratories) supplemented with L-glutamine and sodium pyruvate, fetal calf serum (10%), penicillin (100 U/ml), streptomycin (0.1 mg/ml), and amphotericin B (0.25 μg/ml) at 37°C in the presence of 5% CO2. Cells were transfected with lipofectamine 2000 (Invitrogen) in serum free DMEM media.

Western Blotting

HEK293 cells were transfected with 1 μg of pCMV-myc Tat variants (TatN12, TatVT6, and TatD60) and wild-type TatC. After 24 h, cells were harvested and total protein was extracted using RIPA lysis buffer (Invitrogen). The amount of protein was estimated by BCA Assay (Pierce). Tat proteins were run on 12% SDS-PAGE and transferred to the nitrocellulose membrane (BIORAD) using standard methods (Chaudhuri et al., 2015; Mohankumar et al., 2015; Sridharan et al., 2015). The membrane was incubated with anti-myc antibody followed by Anti-rabbit IgG conjugated to HRP. The membrane was developed using ECL reagent (Amersham). GAPDH was used as a loading control and the expression of proteins was normalized with the amount of GAPDH. 1 μg of the empty pCMV-myc vector was used as a control in all the experiments and the experiment was repeated three times for confirmation of the result.

Luciferase Reporter Assay

HEK293 cells were co-transfected with 200 ng of pCMV-myc Tat variants and wild-type TatC in each well of 6 well plate along with 50 ng of pGL3-Luc vector containing subtype C LTR. Cells were transfected only with subtype C. LTR construct was used as a control. After 24 h of transfection, cells were harvested and lysed with reporter lysis buffer (Promega) and luciferase activity was measured in the luminometer. 200 ng of the empty pCMV-myc vector was used as a control and the luciferase activity was normalized to the empty vector; the experiment was performed in triplicate.

Purification of Tat Proteins

Tat variants and wild-type Tat were cloned into pGEX-4T-2 vector. E. coli BL21 (DE3) PlysS cells were transformed with recombinant plasmids and grown at 37°C overnight. Recombinant protein expression was induced by IPTG for 3 h at 37°C. Cells were harvested, disrupted and recombinant proteins were purified using Glutathione-agarose (Pierce) using manufacturer’s directions.

Electrophoretic Mobility Shift Assay (EMSA)

Subtype B TAR was cloned between HindIII and BamHI site in pCDNA3 vector (Promega). 32P-labeled TAR was transcribed in vitro using T7 RNA polymerase. TAR was incubated with increasing amounts of purified Tat protein (0.1–2 μg) for 10 min on ice, followed by 10 min at 37°C with binding buffer (Promega). The reaction was stopped by adding 4X gel loading buffer and Tat variants with TAR complexes were analyzed on 4% Non-denaturing polyacrylamide gels and autoradiography was done. 1 μg of the empty pCMV-myc empty vector was used as a control and the expression of Tat–TAR binding was normalized with interaction with empty vector; the experiment was repeated three times.

Cycloheximide Chase Assay

HEK293 cells were transfected with 1 μg of pCMV-myc Tat variants. After 24 h, cycloheximide was added (final concentration 100 μg/mL). Cells were harvested at different time intervals (0, 1, 2, and 3 h). Cell lysates were made with 1X RIPA lysis buffer and resolved by 12% SDS-PAGE. Anti-Tat antibody was used for detection by immunoblotting. GAPDH was used as a loading control and the expression of proteins was normalized with the amount of GAPDH. Tat proteins expressed after 24 h of transfection (before adding cycloheximide) were used as controls; the experiment was repeated three times.

In Vitro Ubiquitination Assay

HEK293 cells were co-transfected with 1 μg of pCMV-myc Tat variants and 1 μg of His6-Ubiquitin Protein for 24 h and processed as previously described (Verma et al., 2011). The expression of proteins was normalized with the amount of empty vector. 1 μg of the empty pCMV-myc vector was used as a control; the experiment was repeated three times.

Homology Models and MD Simulations

Homology models of Tat protein variants were generated using the solution structure of Tat protein as a template (PDB ID: 1TAC) and a crystal structure (PDB ID: 5L1Z) using Modeller 9v8 (Eswar et al., 2007) and then docked using HADDOCK web server (Guru Interface) (Eisenberg et al., 1997). Models were validated using PROCHECK (Laskowski et al., 1996) and the 3D-1D score of Verify3D (Bowie et al., 1991; Luthy et al., 1992). MD simulations were performed using GROMACS v4.5.6 (Van Der Spoel et al., 2005; Pronk et al., 2013) with AMBER99SB-ILDN force field (Lindorff-Larsen et al., 2010). Tat–TAR complex was solvated in a cubic box using TIP3P water model. The solvated systems were subjected to energy minimization using steepest descent and conjugate gradient algorithms keeping energy gradient convergence cut off of 10 kJ mol-1 nm-1. LINCS algorithm was used to calculate all the covalent bonds with hydrogen. The time step was kept at 2 femtoseconds (fs) for the simulation. The cut-off distance of 10 Å was used for all short-range non-bonded interactions and 12 Å Fourier grid spacing in PME was used for long-range electrostatics. NVT and NPT steps were run for 250 picoseconds (ps) and the final production run was done for 20 nanoseconds (ns).

Binding Free Energy Calculations

The binding free energy of Tat–TAR complex was estimated by using MM/GBSA python scripts implemented in Amber11 package (Kollman et al., 2000; Campanera and Pouplana, 2010). Energy calculations were done over 5000 frames of 5 ns trajectory. Residue-wise energy decomposition studies were performed over the same trajectory using Amber decomposition script, which highlights important interactions between Tat proteins and TAR, and to identify the crucial residues in Tat proteins.

Statistical Analysis

Data were analyzed using the SPSS 7.5-Windows student version software (SPSS, Inc., Chicago, IL, USA). One-way ANOVA followed by Tukey’s test was used to assess statistical significance between groups (P < 0.05 represents significance and P < 0.01 represents high significance) (Mohankumar et al., 2014a,b).

Accession Numbers

Sequences of 120 Tat variants are available at – (GenBank: FJ432068-FJ432079, FJ210870-FJ210875, EU583126-EU583128, EU551665, FJ429357, FJ429358, HQ110624-HQ110630, HQ110608-HQ110623, JQ918787-JQ918788, GU451679-GU451681, and HQ011384-HQ011385). Sequences of unique Tat variants are available at (GenBank: TatN12 – HQ110625, TatVT6 – FJ432073, TatD60 – HQ110614).
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Despite its small genome size, the Human Immunodeficiency Virus 1 (HIV-1) is one of the most successful pathogens and has infected more than 70 million people worldwide within the last decades. In total, HIV-1 expresses 16 canonical proteins from only nine genes within its 10 kb genome. Expression of the structural genes gag, pol, and env, the regulatory genes rev and tat and the accessory genes vpu, nef, vpr, and vif enables assembly of the viral particle, regulates viral gene transcription, and equips the virus to evade or counteract host immune responses. In addition to the canonically expressed proteins, a growing number of publications describe the existence of non-canonical fusion proteins in HIV-1 infected cells. Most of them are encoded by the tat-env-rev locus. While the majority of these fusion proteins (e.g., TNV/p28tev, p186Drev, Tat1-Rev2, Tat^8c, p17tev, or Ref) are the result of alternative splicing events, Tat-T/Vpt is produced upon programmed ribosomal frameshifting, and a Rev1-Vpu fusion protein is expressed due to a nucleotide polymorphism that is unique to certain HIV-1 clade A and C strains. A better understanding of the expression and activity of these non-canonical viral proteins will help to dissect their potential role in viral replication and reveal how HIV-1 optimized the coding potential of its genes. The goal of this review is to provide an overview of previously described HIV-1 fusion proteins and to summarize our current knowledge of their expression patterns and putative functions.

Keywords: HIV-1, fusion protein, gene fusion, alternative splicing, polymorphism, ribosomal frameshift

INTRODUCTION

The genome of the Human Immunodeficiency Virus type 1 (HIV-1), the major causative agent of the current AIDS pandemic, is relatively small, comprising <10,000 bases in total. Arranged in three different reading frames, it contains only nine canonical genes (Figure 1). Nevertheless, the virus replicates and spreads efficiently in its human host, which expresses about 2500 times more protein-coding genes from a three billion base pair genome. How does a retrovirus with its limited genome size manage to keep pace in this David vs. Goliath struggle? How can such a tiny genome encode all the tools that are required for efficient replication and immune evasion in such a hostile environment? One major advantage of HIV-1 and related retroviruses compared to their host species is certainly their high mutation rate that allows them to quickly adapt to an ever-changing environment. Furthermore, viral proteins are often multifunctional and exert a multitude of immune evasion activities. The paragon of such a multitasking or moonlighting protein is HIV-1 Nef, which has been described to downmodulate a variety of surface receptors including CD4, MHC class I, CD28, and CXCR4, counteracts the host restriction factors SERINC3/5, and upregulates the invariant chain/CD74 to suppress antigen presentation (Pereira and daSilva, 2016). Finally, viral genomes are often very compact, containing overlapping genes that encode for bi- and multi-cistronic mRNAs. As a result, viruses frequently utilize non-canonical translation mechanisms such as internal ribosomal entry, leaky scanning, ribosomal frameshifting, shunting, or reinitiation (Firth and Brierley, 2012). Another important mechanism increasing the coding capacity of viral genomes is alternative splicing. HIV-1 and related lentiviruses contain dozens of splice donor and acceptor sites that allow the generation of more than 100 different mRNA species (Ocwieja et al., 2012; Figure 1). Generation and translation of these mRNAs are tightly regulated throughout the viral replication cycle and enable the coordinated synthesis of structural, regulatory and accessory proteins in an optimized ratio. For example, expression of the HIV-1 regulatory proteins Tat and Rev requires the joining of two exons (tat1/2 or rev1/2) via splicing at donor D4 and acceptor A7, whereas all four accessory proteins (Vif, Vpr, Vpu, and Nef) are encoded by mono-exonic genes. Notably, vpu overlaps with the viral envelope (env) gene and both are expressed from bicistronic mRNA species (Figure 1). Translation of downstream env is enabled by a weak Kozak sequence of vpu (leaky scanning) and/or ribosomal shunting mechanisms that allow to bypass upstream AUG codons (Anderson et al., 2007). While expression of Env as well as all accessory and regulatory proteins requires splicing, Gag and Pol are encoded by the 5′ half of the viral genome and expressed by unspliced viral mRNA. Gag can either be expressed alone or, upon ribosomal frameshifting, as a Gag-Pol poly-protein. The three precursor proteins Gag, Gag-Pol, and Env are proteolytically processed into mature proteins: Gag is cleaved by the viral protease into matrix, capsid, nucleocapsid, and the p6 protein. Similarly, the viral protease generates the mature viral enzymes reverse transcriptase (p51 and p66), protease and integrase from the Pol precursor protein. Finally, the Envelope protein is cleaved by the cellular protease furin into its mature subunits gp120 and gp41.
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FIGURE 1. Genome and major mRNA transcripts of HIV-1. The HIV-1 genome comprises nine canonical genes that are arranged in three different reading frames. These genes encode for structural/enzymatic (orange), regulatory (green), and accessory (blue) proteins and are flanked by two long terminal repeats (LTR). The viral mRNA is spliced into more than 100 different mono- or multi-cistronic mRNA transcripts (Ocwieja et al., 2012), encoding different viral proteins. Splice donor (D) and acceptor (A) sites are indicted by dotted and dashed vertical lines, respectively.



Considering the multitude of modulatory processes underlying the expression of viral proteins, it is not surprising that several studies have reported the expression of non-canonical fusion proteins by HIV-1. While the majority of these fusion proteins are the result of alternative splicing events joining regular or cryptic open reading frames, two of them are expressed only upon ribosomal frameshifting or gene rearrangements, respectively. The aim of this review article is to provide an overview of previously described fusion proteins of HIV-1. We will summarize our current knowledge on their expression and generation by different HIV-1 strains, discuss possible roles during the retroviral life cycle and critically review a potential relevance for viral replication.

HIV-1 FUSION PROTEINS GENERATED BY ALTERNATIVE SPLICING

TNV/p28tev

In addition to the canonical splice sites, several studies have reported the presence of alternative or cryptic splice sites in different clades of HIV-1 group M (Purcell and Martin, 1993; Ocwieja et al., 2012; Vega et al., 2016). While some of these sites are conserved among diverse HIV-1 isolates and seem to be used regularly, others have only been identified in single clones of HIV-1 and/or become only active upon mutation of canonical splice sites. Two well-described examples for cryptic sites are splice acceptor 6 (A6) and donor 5 (D5), which have been identified in the genomes of HXB2 and closely related subtype B strains (Figure 2). Utilization of these sites results in the generation of a small exon (116 bases) derived from the env open reading frame (ORF). cDNA analyses revealed that this exon (designated 6D) may be fused to tat1 and rev2 encoding exons via splice donor 4 (D4) and acceptor 7 (A7), respectively (Feinberg et al., 1986; Wright et al., 1986; Benko et al., 1990; Salfeld et al., 1990; Schwartz et al., 1990a).
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FIGURE 2. HIV-1 fusion proteins generated by alternative splicing. Several HIV-1 strains encode cryptic (red) and/or alternative splice sites. Splicing at these sites may result in the generation of mRNA species expressing unusual fusion proteins. For example, TNV, Tat1-Rev2, Tat1-Env, Rev1-Env, p186Drev, Tat-Env-Env, p17tev, and Ref comprise (parts of) Tat1, Env, Rev2, and/or Nef that are fused together in frame. In case of Tat^8c, a few amino acids encoded by the nef/LTR overlap (that are not in frame with the nef ORF) are fused to the C-terminus of Tat1.



Two groups demonstrated that the respective mRNA can be translated into an unusual tripartite fusion protein comprising Tat1, 38 amino acids of Env including its V1 loop, and Rev2 (Benko et al., 1990; Salfeld et al., 1990). Salfeld and colleagues found that this protein migrates at an apparent size of 26 kDa and was probably identical to the Tat-related protein p26 described in earlier studies (Feinberg et al., 1986; Wright et al., 1986). In reference to its parental proteins Tat, Env, and Rev, the fusion protein was named TNV (Salfeld et al., 1990). The group of Barbara Felber identified the same protein independently and termed it p28tev as it migrated slightly slower in their experiments (Benko et al., 1990). Both studies analyzed the closely related HIV-1 M clade B HXB2 and/or HXB3 clones. While Salfeld et al. analyzed the expression of the fusion protein only in transfected COS-7 cells, Benko and colleagues demonstrated that TNV/p28tev is also expressed in various human T cell lines infected with HIV-1 HXB2 (Table 1). In agreement with the finding that the N-terminus of Tat, encoded by tat1, is sufficient to transactivate viral transcription (Sodroski et al., 1985; Cullen, 1990; Vives et al., 1994), TNV/p28tev also enhances LTR-mediated gene expression and may thus represent a bona fide regulatory protein. Reporter assays revealed that the transactivating activity of TNV/p28tev is only about 30% lower than that of its parental Tat protein (Benko et al., 1990; Salfeld et al., 1990). In contrast, the fusion protein exerts no (Salfeld et al., 1990) or only weak (Benko et al., 1990) Rev activity. Due to its chimeric structure, TNV/p28tev possesses two stretches of basic amino acids in its Tat1 and Rev2 domains that mediate nucleolar localization (Benko et al., 1990). The nuclear localization and absence of a signal peptide probably also prevents glycosylation despite the presence of four N-linked glycosylation sites in the Env-derived fragment (Salfeld et al., 1990). Radiolabeling revealed that TNV/p28tev is weakly phosphorylated, probably at two phosphate acceptors near its C-terminus (Benko et al., 1990). This finding is in agreement with the observation that the fusion protein migrates as a doublet of closely spaced bands in SDS gels (Göttlinger et al., 1992).


Table 1. HIV-1 fusion proteins.
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To investigate the importance of TNV/p28tev for viral replication, Göttlinger and colleagues mutated the A6 and D5 splice sites in env without altering its primary amino acid sequences. Experiments in Jurkat T cells and PBMCs revealed that the A6 mutant of HIV-1 HXBc2 replicated as efficiently as the respective wild type control (Göttlinger et al., 1992). These findings demonstrate that expression of TNV/p28tev has no significant effect on viral replication, at least in vitro. Interestingly, the D5 mutant was replication-defective. However, this phenotype could be ascribed to the utilization of another cryptic splice donor that resulted in detrimental intron removal and possibly reduced Tat and Rev expression levels (Göttlinger et al., 1992). These results are in agreement with the observation that most HIV-1 strains lack the cryptic splice sites generating exon 6D (Göttlinger et al., 1992). In fact, mutations that increase the amount of TNV/p28tev encoding mRNAs may be detrimental for viral replication as the expression of functional Rev is reduced (Göttlinger et al., 1992; Wentz et al., 1997).

Tat1-Rev2 (p21, p24) and Rev1-Tat2 Chimeras

Besides the TNV/p28tev fusion protein, Salfeld and colleagues observed the expression of two additional proteins (p21, p24) that are detected by both Rev- and Tat-specific antisera (Salfeld et al., 1990). They hypothesized that at least one of these two proteins may represent an alternative Tat-Rev fusion product that is expressed if tat1 is fused in frame to rev2, without any additional env sequences. Notably, comprehensive analyses of mRNA species in HIV-1 infected cells identified several neighboring splice acceptor sites at the 5′ end of rev2/tat2 that introduce a frameshift and may result in the expression of various chimeric Rev1-Tat2 or Tat1-Rev2 proteins (Figure 2, Table 1) (Schwartz et al., 1990a; Purcell and Martin, 1993; Ocwieja et al., 2012; Vega et al., 2016). Although at least some of these splice sites can be found in diverse subtypes of (primary) HIV-1 group M isolates (Vega et al., 2016), the expression of chimeric Tat/Rev proteins and their possible role in viral replication has never been investigated.

Tat1-Env and Rev1-Env Chimeras

Alternative splicing at the Rev1-Rev2/Tat1-Tat2 junction may not only result in the production of Tat-Rev chimeras, but also entail the expression of unusual Rev-Env or Tat-Env fusion proteins (Figure 2, Table 1). For example, usage of acceptors A7g and h in conjunction with donor D4 results in a +2 frameshift that enables the expression of a Tat1-Env protein (Vega et al., 2016). Conversely, splicing at A7e induces a +1 frameshift and the resulting RNA species have the potential to express a Rev1-Env fusion protein (Ocwieja et al., 2012). Due to preferential usage of acceptor A5, however, the majority of mRNA species using alternative splice sites of A7 may lack the rev1 and tat1 initiation codons and express Nef instead (Ocwieja et al., 2012; Vega et al., 2016).

p186Drev/p19/p20

Depending on the specific splice acceptor used, the cryptic env exon 6D can be fused to different exons at its 5′ end. Notably, a TNV/p28tev fusion protein can only be synthesized upon usage of splice acceptor 3 (A3) since alternative utilization of A4 and A5 results in a loss of the tat1 initiation codon (Figure 2). In the latter case, two methionine residues in exon 6D may serve as alternative start codons and result in the expression of a 6D/Env-Rev2 fusion protein (Göttlinger et al., 1992; Neumann et al., 1994). Experiments in transfected HeLa and COS-7 cells as well as chronically infected H9 and CEM cells revealed that at least the HIV-1 M HXB2 clone and HIV-1 pm213 L1, a closely related strain, are able to express this fusion protein. According to its apparent size in the gel, this unusual viral protein has been termed p186Drev (Benko et al., 1990; Schwartz et al., 1990a; Wentz et al., 1997), p19 (Göttlinger et al., 1992), or p20 (Salfeld et al., 1990). In contrast to TNV/p28tev, which is exclusively localized in nucleoli, p186Drev can be found in both nucleoli and the cytoplasm (Benko et al., 1990). Thus, the Env domain seems to affect the otherwise nuclear localization of Rev2. Furthermore, p186Drev did not display any significant Rev activity (Benko et al., 1990). This is in agreement with the finding that both the N- and C-terminal parts of Rev are required for nuclear targeting and functional activity of this regulatory protein (Malim et al., 1989).

Tat-Env-Env

Analyzing the HIV-1 clone 89.6, Ocwieja and colleagues identified another cryptic splice acceptor site (named A6a) that lies 52 bp downstream of A6 (Ocwieja et al., 2012). RNAs generated via splicing at this site are predicted to encode a tripartite Tat-Env-Env fusion protein comprising the N-terminus of Tat and two stretches (aa 145–169 and 716–853) of Env (Figure 2, Table 1). Similar to A6, however, acceptor A6a is not well conserved among different strains of HIV-1. This is also true for splice donor D5, which is required for the generation of both, TNV/p28tev and Tat-Env-Env encoding RNA (Ocwieja et al., 2012).

p17tev

In 1991, Furtado and colleagues identified a novel splice acceptor site (SA8671) in env, located 240 bases downstream of the canonical tat/rev splice acceptor A7 (Figure 2). As a result, the tat1 encoding exon may be fused in frame to an exon encoding the C-terminal 58 amino acids of Env gp41 (Furtado et al., 1991). Experiments in transfected COS cells and rabbit reticulocyte extracts demonstrated that the respective mRNA indeed expressed a 17 kDa protein (named p17tev) that can be detected by both Tat- and gp41-specific antibodies. RNase protection experiments, however, showed that p17tev encoding mRNA is only expressed at very low levels, which may explain why the authors failed to detect this fusion protein in infected H9 cells or primary lymphocytes. Reporter assays revealed that p17tev exerts only weak transactivating activity although it comprises the whole N-terminus of Tat, encoded by tat1. Unlike other mutated Tat proteins (Pearson et al., 1990), p17tev did not exert any dominant negative effect on wild type Tat (Furtado et al., 1991).

Tat^8c/Tat1.4.8b

In contrast to splice acceptors A6 and SA8671, which have only been detected in few lab-adapted clones of HIV-1, several groups reported the presence of additional splice acceptor sites (A8a–e) in the nef genes of both laboratory-adapted and primary isolates of HIV-1 (Smith et al., 1992; Carrera et al., 2010; Ocwieja et al., 2012) (Figure 2). These sites result in the generation of a previously unappreciated class of 1 kb transcripts. Intriguingly, A8c may be used as frequently as acceptor A7, which is required for expression of regular Rev and Tat proteins (Ocwieja et al., 2012). Splice events joining donor D5 to acceptors A8a–e result in mRNA species that have the potential to encode Tat1-Nef fusion proteins. For example, Carrera and colleagues predicted the expression of a Tat1.4.8b protein upon splicing of D4 to A8b. This fusion protein consists of the N-terminus of Tat and 18 amino acids encoded by the nef /LTR region (Carrera et al., 2010). Notably, however, the 18 C-terminal amino acids do not contain any functional motifs of Nef, as tat1.4.8b and nef are not translated in the same reading frame. More recently, Ocwieja and colleagues identified mRNA species in infected primary CD4+ T cells, which resulted from splicing of D4 to A8c (Ocwieja et al., 2012). These mRNAs express a Tat^8c fusion protein consisting of Tat1 and 25 novel amino acids encoded by the nef /LTR locus. In transfected TZM-bl cells, this protein exerted only weak transactivating activity. Notably, analyses of PBMCs from HIV-1 infected individuals demonstrated that acceptors A8 may also be fused to donor D1, resulting in RNA species that have the potential to encode a truncated protein, consisting of the C-terminal 34 amino acids of Nef (Smith et al., 1992; Carrera et al., 2010). Although the initiation codon of this protein, named C-Nef-34, is conserved among most clades of HIV-1 group M (Carrera et al., 2010) and although the majority of HIV-1 and HIV-2 strains contain at least one A8 site (Ocwieja et al., 2012), the importance of C-Nef-34 and/or Tat^8c for viral replication has remained unclear.

Ref

Tat^8c/Tat1.4.8b is not the only fusion protein containing amino acid sequences encoded by the nef /LTR locus of HIV-1. cDNA sequence analyses of cells infected with HIV-1 M 89.6 revealed the expression of mRNA species, in which an rev1 encoding exon is joined to an exon containing the 3′ part of the nef ORF (Figure 2) (Ocwieja et al., 2012). These transcripts are the result of splicing events involving acceptors A4a–c and A8c, and encode a fusion of Rev1 and the C-terminal 80 amino acids of Nef. In reference to its parental proteins Rev and Nef, this fusion protein was named Ref. Although the amount of Ref encoding transcripts exceeded 20% of all completely spliced 1 kb mRNA species, a fusion protein was hardly detectable. A 12.5 kDa protein representing Ref became only detectable in transfected HEK293T cells treated with the proteasome inhibitor MG132. These findings suggest that the fusion protein is very unstable and are in agreement with the observation that Ref neither exerts Rev activity nor interferes with regular Rev function or HIV-1 particle production (Ocwieja et al., 2012).

EXPRESSION OF A Tat-T FUSION PROTEIN (Vpt) UPON RIBOSOMAL FRAMESHIFTING

In addition to alternative splicing, ribosomal frameshifting represents another mechanism that may result in the expression of fusion proteins. The most prominent example in HIV-1 and related primate lentiviruses is the Gag/Pol polyprotein, which is the result of a −1 frameshift event in the gag ORF (Figure 3). The frameshift in pol depends on a stem-loop structure stalling the translocating ribosome and an upstream heptameric “slippery site” where ribosomal frameshifting occurs (Dinman et al., 2002). While the slippage heptamer (5′-UUUUUUA-3′) itself results in frameshifting, its frequency is increased to about 5% by the adjacent stem-loop structure (Kobayashi et al., 2010; Mouzakis et al., 2013). Interestingly, a similar combination of slippage sequence and RNA secondary structure can be found within the first exon of tat (Cohen et al., 1990). This second sequence (5′-UAAAAAG-3′) is highly conserved among HIV-1 strains (Steffy and Wong-Staal, 1991) and has been shown to result in the expression of a cryptic reading frame called T that overlaps with rev1 and vpu (Figure 3) (Sonigo et al., 1985; Cohen et al., 1990). Due to a −1 frameshift, this T open reading frame (which does not harbor an initiation codon) is fused to the N-terminus of Tat1, resulting in the expression of a 17 kDa protein called Tat-T or Vpt. Although the frameshift signal is evolutionarily conserved, expression of this fusion protein in primary HIV-1 target cells is questionable. So far, this protein has only been detected upon in vitro translation using reticulocyte extract (Cohen et al., 1990). In fact, expression in infected T cells may be prevented by several splice sites disrupting the T open reading frame. In agreement with this, Tat-T/Vpt was not detectable in Jurkat and COS cells transfected with proviral HXBc2 DNA, and 50 different patient sera failed to detect expression of this fusion protein from an expression plasmid (Cohen et al., 1990). Finally, Tat-T does not exert any detectable Tat or Rev activity (Cohen et al., 1990). Nevertheless, even if Tat-T/Vpt is not expressed in vivo, it remains to be determined whether or how the frameshift sequence in tat1 affects translation of regular Tat.
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FIGURE 3. Generation of Gag-Pol and Tat-T/Vpt by ribosomal frameshifting. Unspliced viral mRNA contains a slippery sequence and a downstream RNA secondary structure in gag resulting in a frameshift event in about 5% of all translation events. This ribosomal frameshift signal (highlighted by an asterisk) enables the synthesis of the Gag/Pol polyprotein instead of Gag only. A similar frameshift signal in Tat1-encoding mRNA species has been suggested to result in the expression of an unusual protein, in which the N-terminus of Tat1 is fused to the T open reading frame (yellow) encoded by the tat1/rev1/vpu locus.



GENE REARRANGEMENTS ENABLE THE EXPRESSION OF A Rev1-Vpu FUSION PROTEIN

In the majority of HIV-1 strains, the rev1 and vpu genes lie in different reading frames and/or are separated by an intervening stop codon (Figure 4). However, about 3% of clade A and 20% of clade C viruses as well as some circulating recombinants thereof encode an unusual rev1-vpu fusion gene (Kraus et al., 2010). Analysis of primary HIV-1 isolates harboring this ORF revealed that infected PBMCs express a Rev1-Vpu fusion protein of about 14 kDa (Langer et al., 2015). Although prevalence rates may be skewed by sampling biases, it is tempting to speculate that more than 10% of all circulating HIV-1 strains encode this unusual fusion protein, as subtype C viruses are responsible for about 50% of all infections worldwide (Osmanov et al., 2002; Hemelaar et al., 2006, 2011). Cells infected with rev1-vpu containing viruses, however, still express regular Vpu at much higher levels than Rev1-Vpu as most vpu encoding transcripts lack the initiation codon of rev1 (Kraus et al., 2010; Ocwieja et al., 2012; Langer et al., 2015): in about 75-90% of all vpu/env mRNAs, an intron containing the start codon of Rev1 has been removed due to the usage of splice acceptor A5 (Purcell and Martin, 1993; Ocwieja et al., 2012). Only in 10–25% of the cases, A4 splice acceptors are used and the complete rev1 ORF is retained. The expression of Rev1-Vpu may be further lowered by leaky scanning, in which the Rev1 initiation codon is skipped due to a weak Kozak sequence.
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FIGURE 4. Expression of a rev1-vpu fusion gene by certain HIV-1 strains. In some HIV-1 M clade A and C strains, rev1 and vpu are located in the same reading frame and not separated by an intervening stop codon. This unusual gene arrangement results in the expression of a Rev1-Vpu fusion protein from vpu/env encoding mRNA species. However, as the majority of vpu/env encoding mRNAs lack the rev1 initiation codon, regular Vpu is expressed at much higher levels than Rev1-Vpu.



The characterization of virus pairs differing solely in their ability to express Rev1-Vpu revealed that the presence of this unusual fusion gene does not affect Rev-dependent nuclear export of incompletely spliced viral mRNAs. In agreement with the low Rev1-Vpu:Vpu ratio, downmodulation of CD4, tetherin counteraction and inhibition of NF-κB activation by Vpu were not affected either (Langer et al., 2015). Since the presence of rev1-vpu did not enhance viral replication in PBMCs or ex vivo infected tonsillar tissue, this gene arrangement does not seem to confer a selection advantage to HIV-1 per-se. Interestingly, however, mutations in the rev1-vpu intervening region strongly affected Env expression in some viruses (Langer et al., 2015), and the presence of the fusion gene in rev/vpu/env expression cassettes impeded pseudotyping of env-deficient viruses (Kraus et al., 2010). Previous studies demonstrated that HIV-1 optimizes Env expression throughout the course of infection to increase viral infectivity and transmission while minimizing antibody neutralization and immune activation (Parrish et al., 2013; Krapp et al., 2016). Thus, the expression of Rev1-Vpu may be merely an epiphenomenon of adaptive changes modulating Env expression. This hypothesis is in agreement with the description of several regulatory elements in the rev1/vpu region that may modulate leaky scanning and/or induce ribosomal shunting (Schwartz et al., 1990b; Anderson et al., 2007; Krummheuer et al., 2007). Together with the observation that the proportion of rev1-vpu encoding viruses does not seem to increase over time (unpublished data), these findings strongly suggest that the fusion gene itself has a neutral phenotype.

SUMMARY AND CONCLUDING REMARKS

The generation of fusion proteins represents a mechanism of increasing the coding potential of viral genomes and has been identified in diverse viruses including primate lentiviruses, foamy, and papilloma viruses (Lambert et al., 1989; Viglianti et al., 1990; Lindemann and Rethwilm, 1998). By literally piecing together functional domains of different proteins, viruses may generate fusion products that retain or regulate the activity of their parental proteins and/or even exert entirely novel functions. Although HIV-1 is among the best characterized viruses, relatively little is known about its “fuseome,” i.e., the entity of all viral fusion genes and proteins. To date, more than a dozen non-canonical lentiviral fusion proteins have been described (Table 1). While two of them, Tat-T/Vpt and Rev1-Vpu, are the result of ribosomal frameshifting and genetic rearrangements, respectively, the remaining ones are expressed due to alternative splicing events. Although for some of them, expression has been confirmed on both mRNA and protein levels, a relevant role for all of these fusion proteins in lentiviral replication remains questionable for several reasons: (1) Most of the fusion proteins were only identified in a few laboratory-adapted viruses. For example, cryptic exon 6D, which is required for the generation of TNV/p28tev and p186Drev, has only been described for HIV-1 HXB2 and a few closely related viruses (Feinberg et al., 1986; Wright et al., 1986; Benko et al., 1990; Salfeld et al., 1990; Schwartz et al., 1990a; Göttlinger et al., 1992; Neumann et al., 1994; Wentz et al., 1997). Follow-up studies including in vivo transcriptome analyses of patient-derived cells failed to detect 6D transcripts in other HIV-1 strains and subtypes suggesting that they might represent an artifact of laboratory-adapted viruses (Furtado et al., 1991; Smith et al., 1992; Purcell and Martin, 1993; Vega et al., 2016). To our knowledge, Rev1-Vpu is the only unusual fusion protein known to be expressed by intact primary isolates of HIV-1 (Langer et al., 2015). (2) The total cellular levels of many fusion proteins are very low. P17tev and Tat-T/Vpt, for example, were detectable upon in vitro translation, but not in transfected or infected T cells (Cohen et al., 1990; Furtado et al., 1991). Similarly, Ref was not detectable by Western blotting unless the cells were treated with a proteasome inhibitor (Ocwieja et al., 2012). (3) Although some fusion proteins were shown to exert the activity of their parental proteins, several mutational analyses argue against a crucial role of known fusion proteins in viral replication. Mutation of the splice sites generating exon 6D, for example, revealed that TNV/p28tev is not required for efficient replication of HIV-1 in CD4+ T cells (Göttlinger et al., 1992). In fact, elevated usage of exon 6D may even be detrimental for viral replication (Wentz et al., 1997). Similarly, the majority of primary HIV-1 isolates seems to do well without a rev1-vpu fusion gene, and gain-of-function mutations did not enhance viral replication in PBMCs or lymphoid tissue (Kraus et al., 2010; Langer et al., 2015).

The observation that fusion proteins are expressed only by a fraction of HIV-1 strains and may be dispensable for viral replication in vivo strongly suggests that their expression is just a tolerated epiphenomenon of other adaptive changes. In line with this hypothesis, several studies suggested that cryptic splice sites such as A6 may have evolved to stabilize adjacent suboptimal splice sites and/or increase mRNA stability to balance the ratio of spliced and unspliced HIV-1 transcripts (Lu et al., 1990; Haseltine and Wong-Staal, 1991; Göttlinger et al., 1992; Lützelberger et al., 2006). Furthermore, novel splice sites may also be an (inevitable) result of adaptive changes in regulatory RNA elements, such as shunting structures or Kozak sequences. Mutations generating a rev1-vpu fusion gene, for example, have been shown to drastically affect env expression (Langer et al., 2015). Finally, fusion proteins may evolve to compensate for detrimental mutations elsewhere in the genome. One striking example has been described by the Berkhout lab, where a Tat-Rev fusion protein evolved to compensate for a mutation of the rev initiation codon (Verhoef et al., 2001). The observed Tat-Rev fusion comprised all domains of Rev and allowed the virus to replicate almost as efficiently as the respective wild type control.

No matter whether HIV-1 fusion proteins represent beneficial helpers, neutral factors or even detrimental byproducts, all of them may potentially be immunogenic and serve as T cell epitopes and/or antibody binding sites. To better assess their relevance for viral replication and immune activation, it is therefore crucial to investigate viral mRNA and protein expression in a broad and unbiased manner. Since viral gene expression seems to depend on the cell type and the viral strain (Ocwieja et al., 2012; Vega et al., 2016) rather than the time point of infection (Saltarelli et al., 1996), it is especially important to perform analyses in primary target cells infected with diverse groups and clades of HIV-1. For example, the recent pyrosequencing of CD4+ CD25+ lymphocytes from individuals infected with non-B subtypes revealed that the diversity of splice site usage and the expression of non-canonical transcripts is substantially higher than previously anticipated (Vega et al., 2016). Furthermore, Ocwieja and colleagues hypothesized that cryptic splice donor sites near the 3′ end of the viral RNA such as SD8955 or D6 may also be joined with adjacent exons of the host and result in the expression of chimeric viral-host proteins as previously described for self-inactivating (SIN) retroviral vectors (Almarza et al., 2011; Ocwieja et al., 2012). Remarkably, even defective proviruses that fail to produce infectious viral particles have recently been shown to express RNA species with unusual exon combinations (Imamichi et al., 2016). Due to large (intron) deletions, these unspliced RNAs may be exported from the nucleus in a Rev/RRE-independent manner, where they are predicted to produce truncated and/or chimeric viral proteins.

Thus, it is very likely that the lentiviral fuseome will further increase, and future analyses will reveal whether some HIV-1 strains express non-canonical fusion proteins with relevant functions in vivo.
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Anti-retroviral therapy (ART) is crucial for controlling human immunodeficiency virus type-1 (HIV-1) infection. Recently, progress in identifying and characterizing highly potent broadly neutralizing antibodies has provided valuable templates for HIV-1 therapy and vaccine design. Nevertheless, HIV-1, like many RNA viruses, exhibits genetically diverse populations known as quasispecies. Evolution of quasispecies can occur rapidly in response to selective pressures, such as that exerted by ART and the immune system. Hence, rapid viral evolution leading to drug resistance and/or immune evasion is a significant barrier to the development of effective HIV-1 treatments and vaccines. Here, we describe our recent investigations into evolutionary pressure exerted by anti-retroviral drugs and monoclonal neutralizing antibodies (NAbs) on HIV-1 envelope sequences. We also discuss sensitivities of HIV-1 escape mutants to maraviroc, a CCR5 inhibitor, and HIV-1 sensitized to NAbs by small-molecule CD4-mimetic compounds. These studies help to develop an understanding of viral evolution and escape from both anti-retroviral drugs and the immune system, and also provide fundamental insights into the combined use of NAbs and entry inhibitors. These findings of the adaptation and evolution of HIV in response to drug and immune pressure will inform the development of more effective antiviral therapeutic strategies.
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INTRODUCTION

Human immunodeficiency virus type-1 (HIV-1) exhibits extremely high genetic diversity (Rambaut et al., 2004) indicating that rapidly changing genetic variation can confer on the virus the capacity to escape the immune system and anti-retroviral therapy (ART). The HIV-1 components presenting the highest degree of sequence diversity are the surface-expressed viral envelope glycoproteins (Env), which are prime targets for both entry inhibitors and neutralizing antibodies (NAbs) (Goulder and Watkins, 2008).

The function of Env is to facilitate the entry of HIV-1 into the target cell, a process mediated by recognition of the CD4 receptor and coreceptor (usually CCR5 or CXCR4) on the cellular membrane (Dalgleish et al., 1984; Klatzmann et al., 1984; Choe et al., 1996; Deng et al., 1996; Doranz et al., 1996; Dragic et al., 1996; Feng et al., 1996). Env is composed of the surface glycoprotein, gp120, and the transmembrane glycoprotein, gp41, which associate as a non-covalent complex to form a single subunit of a trimeric viral envelope spike (Wyatt and Sodroski, 1998). Gp120 is responsible for interactions with CD4 and the coreceptor, whereas gp41 anchors the Env machinery at the viral membrane and induces membrane fusion during viral entry (Freed and Martin, 1995; Bazan et al., 1998).

Many entry inhibitors have been developed to block the interaction of Env with the CD4 receptor, the coreceptor, or the fusion reaction. Currently, two entry inhibitors have been approved for clinical use, the fusion inhibitor, enfuvirtide (T-20) (Robertson, 2003), and the CCR5 inhibitor, maraviroc (MVC) (Dorr et al., 2005; Gulick et al., 2008). As with any anti-retroviral drug, HIV can develop resistance to T-20 and MVC. The major mechanism of resistance to T-20 is caused by mutations within the binding site on the HR1 region of gp41 (Greenberg and Cammack, 2004) (Figure 1C). On the other hand, clinical resistance to MVC involves different genetic alterations in env giving rise to highly divergent Env phenotypes (Roche et al., 2013). Potential molecular mechanisms of resistance to MVC include tropism switching to CXCR4-using (X4) viruses (Westby et al., 2006; Raymond et al., 2015), increased kinetics of the entry step (Reeves et al., 2002; Putcharoen et al., 2012), increased affinity for CD4 and/or CCR5 (Agrawal-Gamse et al., 2009; Pugach et al., 2009; Pfaff et al., 2010; Ratcliff et al., 2013), and utilization of MVC-bound CCR5 for entry (Pugach et al., 2007; Westby et al., 2007; Tilton et al., 2010; Roche et al., 2011).
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FIGURE 1. Human immunodeficiency virus type-1 (HIV-1) Env. (A) Entry of HIV-1 into a host cell involves interactions between the Env and the two-receptor mechanism of CD4 and the coreceptor. (B) Tertiary schematic view of HIV-1 Env. Following the binding of CD4 and gp120, gp120 undergoes conformational changes, moving from a rigid (unliganded) to a flexible state, allowing a subsequent interaction with the coreceptors. bNAbs have been identified that target the V2 apex, the V3 high-mannose patch, the CD4bs, the gp120/41 interface, the FP, and the MPER of gp41. In the CD4-bound state, a larger area is uncovered and potentially available for recognition by NAbs, such as V3-directed or CD4i, which recognize the conserved coreceptor-binding site. (C) Linear schematic view of HIV-1 Env. Gp120 is composed of five conserved regions (C1 to C5) that are interspersed with five variable regions (V1 to V5).



In recent years, progress in identifying and characterizing highly potent broadly NAbs (bNAbs), has provided valuable templates for HIV-1 therapy and vaccine design (Kwong and Mascola, 2012; Kwong et al., 2013; Burton and Mascola, 2015; Burton and Hangartner, 2016). However, attempts to elicit such highly potent bNAbs by immunization have not been successful, due in part to the high genetic diversity of Env and the complex escape mechanisms employed by Env (Seaman et al., 2010).

Moreover, the replication capacity of HIV-1 is largely related to the efficiency of viral entry (Arts and Quinones-Mateu, 2003; Rangel et al., 2003). In this respect, evolutionary patterns of Env are important, and selective pressures exerted by NAbs and anti-retroviral drugs can contribute to its evolution. Thus, elucidation of these patterns would inform the development of more effective antiviral therapeutic strategies.

Recently, we investigated dynamic features of selective pressure on Env by assessing NAb sensitivities of HIV-1 escape mutants from MVC, and small-molecule CD4-mimetic compounds (CD4mc) that sensitize HIV-1 to NAbs. Thus, we summarize these recent advances and discuss the application of these findings to the development of more effective combinations of NAbs and anti-retroviral drugs.

FUNDAMENTALS OF HIV ENTRY

Entry of HIV-1 into a target cell involves interactions between Env and the two-receptor mechanism involving CD4 and the coreceptor. This interaction activates conformational changes in Env that lead to the membrane fusion reaction (Sattentau and Moore, 1995) (Figure 1B).

Gp120 is composed of five conserved regions (C1 to C5) that are interspersed with five variable regions (V1 to V5) (Starcich et al., 1986) (Figure 1C). The CD4 binding site (CD4bs) and especially the Phe 43 cavity, where Phe 43 of CD4 contacts gp120, are highly conserved among the different subtypes (Kwong et al., 1998). Following the binding of CD4 and gp120, the gp120 core undergoes conformational changes, moving from a rigid (unliganded) to a flexible state, allowing a subsequent interaction with the coreceptor (Myszka et al., 2000) (Figure 1B). Binding of gp120 to the coreceptor triggers further conformational changes in Env that fuse the viral membrane with the target cell membrane (Chan and Kim, 1998). Current models suggest the V3 tip interacts with the coreceptor second extracellular loop (ECL2), whereas the gp120 bridging sheet and the V3 stem interact with the coreceptor N terminus (Brelot et al., 1999; Farzan et al., 1999; Cormier and Dragic, 2002; Huang et al., 2005) (Figure 1A).

PRESSURE OF NAbs ON THE EVOLUTION OF Env

Recently, bNAbs have been isolated from HIV-1-infected individuals. Most major target specificities of these bNAbs have been mapped to various sites on Env, and include the V2 N160 glycan (V2 apex), the V3 N332 glycan (high-mannose patch), the CD4bs, the gp120/41 interface region, the fusion peptide (FP), and the membrane proximal external region (MPER) of gp41 (Burton and Mascola, 2015; Burton and Hangartner, 2016; Kong et al., 2016; van Gils et al., 2016). In addition, CD4 binding exposes highly conserved cryptic epitopes recognized by V3-directed or CD4-induced (CD4i) NAbs, which recognize the coreceptor binding site (Kwong and Mascola, 2012) (Figure 1B).

The V3-directed NAb, KD-247, is a humanized NAb with potent neutralizing activity. The epitope recognized by KD-247 was mapped to the IGPGR sequence of the V3-tip, which covers about half of subtype B. A phase-1b clinical study indicates that KD-247 reduces viral load in patients with chronic HIV-1 infection (Matsushita et al., 2015). However, HIV-1 can escape from the adaptive immune responses, and can become resistant to all anti-retroviral drugs. Therefore, in our previous in vitro study, we induced resistant variants against KD-247 using the JR-FL strain (Yoshimura et al., 2006). Resistance against KD-247 was associated with G314E substitution in the epitope on the V3-tip. Unexpectedly, the KD-247-resistant variant exhibited higher sensitivity to CCR5 inhibitors (TAK-779, aplaviroc and SCH-C) compared with the parental virus. Furthermore, our data showed strong synergistic interactions between KD-247 and CCR5 inhibitors (Yoshimura et al., 2006).

In addition to our studies, recent investigations of passive NAb therapy in HIV-infected individuals demonstrated that particular bNAbs could reduce levels of plasma viremia and suppress neutralization-sensitive viruses (Caskey et al., 2015; Lynch et al., 2015; Matsushita et al., 2015; Bar et al., 2016). However, a single use of NAbs could not suppress HIV completely and poses the danger of inducing escape variants in vivo. These findings suggest that combination strategies containing NAbs are needed to maintain virus suppression and prevent appearance of NAb-escape variants. Therefore, in the near future, combinations of NAbs and CCR5 inhibitors are likely to be efficient weapons against HIV-1.

EFFECT OF MVC-RESISTANCE MUTATIONS ON SENSITIVITY TO NAbs

The main mechanism of resistance to MVC appears to be related to changes in the V3 region, which enables the virus to utilize MVC-bound CCR5 coreceptors. The resistance is characterized by reductions in the maximal percent inhibition (MPI) value rather than shifts in the IC50 value (Pugach et al., 2007; Roche et al., 2011).

Pugach et al. noted that resistant variants against two CCR5 inhibitors (vicriviroc and AD101) were more sensitive to several types of NAbs compared with the parental virus (Pugach et al., 2008; Berro et al., 2009). Subsequently, we have reported the resistance induction of the primary KP-5P virus (subtype B, R5) against MVC in vitro (Yoshimura et al., 2014). Resistance to MVC was associated with V200I, T297I, K305R, and M434I substitutions near the CCR5 binding site. This MVC-resistant variant also exhibited extremely high sensitivity to three NAbs: b12 (CD4bs), 4E9C (CD4i), and KD-247. These results indicated that the MVC-resistance mutations might improve the accessibility of epitopes for the NAbs and, therefore, be incompatible with resistance to the NAbs (Yoshimura et al., 2014). More recently, Kuwata et al. (2015) showed that resistant variants against a CCR5 inhibitor, cenicriviroc, also became sensitive to three NAbs: VRC01 (CD4bs), 4E9C, and 0.5γ (V3).

Another mechanism of resistance to MVC appears to be by a change in coreceptor tropism from CCR5 to CXCR4, or by the selection of minority variants of X4 or dual/mixed viruses (Westby et al., 2006). Indeed, Raymond et al. (2015) has reported that half of MVC-treated patients who experienced virological failure harbored X4 viruses at failure. Remarkably, previous studies have shown that early X4 variants are more sensitive to NAbs compared with their coexisting R5 variants (Ganesh et al., 2004; Lusso et al., 2005; Margolis and Shattock, 2006; Bunnik et al., 2007). In addition, increased CCR5 affinity is also a potential resistance mechanism, but we have shown that low-CCR5 affinity-adapted variants also became sensitive to CD4bs and CD4i NAbs (Yoshimura et al., 2014). Thus, several studies have demonstrated diverse resistance mechanisms against MVC, but all these resistance pathways might drive viral evolution into a corner, escape from which would require high sensitivity to NAbs. Moreover, these observations indicate that MVC and NAbs might limit the emergence of mutants that are resistant to each other, supporting the clinical use of combination therapy (Figure 2A).
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FIGURE 2. Schematic view of the relationship between NAb resistance and CCR5 inhibitor resistance (A), and the function of CD4mc (B). (A) Selection pressures on HIV-1 Env by NAbs and/or CCR5 inhibitors might turn the tide in the fight against HIV-1. The relationship indicates that NAbs and CCR5 inhibitors may restrict the emergence of variants that are resistant to each other. (B) CD4mc is a bifunctional entry inhibitor. The use of bifunctional entry inhibitors that display direct blockade of viral entry and exposure of epitopes to NAbs, should be effective in passive NAb immunization.



However, it is not clear whether patients’ plasma IgG under MVC treatment can induce mutations in Env to enhance neutralizing activity. We are currently investigating the relationship between NAb responses and MVC treatment using patients’ plasma IgGs before and after MVC-containing combination ART (cART). Moreover, we think treatment with particular entry inhibitors and/or CD4mc can induce bNAbs in vivo; however, we await results for this prediction. Thus, we will perform experiments in animal models to induce or enhance NAbs using novel entry inhibitors and/or CD4mc treatment.

ANTI-RETROVIRAL PRESSURE ON THE SELECTION OF Env

Evolution of HIV-1 helps it to evade NAbs (Moore et al., 2012; Liao et al., 2013; Bouvin-Pley et al., 2014). cART, however, results in a reduction in the virus population size, which creates a genetic bottleneck. In vivo studies indicate that the bottleneck affects not only drug-target regions (e.g., reverse transcriptase), but also other regions of the viral genome, including the Env region (Zhang et al., 1994; Sheehy et al., 1996; Delwart et al., 1998; Nijhuis et al., 1998; Ibanez et al., 2000; Kitrinos et al., 2005; Charpentier et al., 2006; Nora et al., 2007). The population dynamics of the Env region might be important when bNAbs and novel entry inhibitors become available in the near future. However, it is hard to observe effects of an anti-retroviral drug-induced bottleneck on the Env region in vivo.

Thus, we induced variants against anti-retroviral drugs using primary swarm isolates (Harada et al., 2013). As a result, the phylogenetic clustering of raltegravir (an integrase inhibitor)-, lamivudine (a reverse transcriptase inhibitor)- and saquinavir (a protease inhibitor)-induced variants was entirely distinct from that of non-drug-treated controls. Among these drug-induced variants, the variable regions of gp120 were very similar to each other. Conversely, the non-drug-treated variant was quite different from the drug-induced variants. These results imply that, under selective pressure of non-entry inhibitors, the virus may choose a representative Env sequence from the viral population to gain a growth advantage (Harada et al., 2013). In addition to our results, a supporting study by Mesplede et al. (2015) showed that treatment with dolutegravir (an integrase inhibitor) results in a reduction in viral genetic diversity. Further studies are needed to confirm our observations, but these results may provide a new paradigm for viral evolution in the novel NAb plus anti-retroviral drug combination therapy era.

CD4mc CAN EXPOSE HIV-1 NEUTRALIZATION EPITOPES

Binding of CD4 to gp120, is the first essential step of the entry process. The multiple contacts made by Phe 43 and Arg 59 of CD4 with gp120 residues in CD4bs contribute significantly to CD4–gp120 binding (Kwong et al., 1998). The critical Phe 43 of CD4 becomes buried in a binding pocket of gp120, termed the Phe 43 cavity. This cavity is known to be highly conserved among the different subtypes and is therefore considered a particularly interesting target for inhibitors of CD4–gp120 interaction (Kwong et al., 1998).

Molecules that mimic the CD4 receptor, such as soluble CD4 (sCD4), CD4 immunoadhesin (CD4-Ig), sCD4 mini-proteins, and CD4mc have been developed (Vita et al., 1999; Grupping et al., 2012). sCD4, CD4-Ig, and sCD4 mini-protein have been studied as potential therapeutics (Smith et al., 1987; Fisher et al., 1988; Hussey et al., 1988; Jacobson et al., 2000; Fletcher et al., 2007; Dereuddre-Bosquet et al., 2012; Gardner et al., 2015). These studies in patients and non-human primate models have provided proof of principle that viral entry can be successfully blocked in vivo. In particular, Gardner et al. (2015) demonstrated that eCD4-Ig, a fusion of CD4-Ig with a small CCR5-mimetic peptide, was on average more potent, and much broader than bNAbs. Moreover, adeno-associated virus-delivered eCD4-Ig, provided durable protection for immunized monkeys against high-dose intravenous SHIV challenge (Gardner et al., 2015).

The prototype of CD4mc, NBD-556, was identified in a screen for inhibitors of the CD4–gp120 interaction (Zhao et al., 2005). We and others have been exploring the potential of NBD-556-derived CD4mc as a novel class of HIV entry inhibitor (Madani et al., 2004, 2008, 2014, 2016, 2017; Narumi et al., 2010, 2011, 2013; Yamada et al., 2010; Yoshimura et al., 2010; Lalonde et al., 2011, 2012, 2013; Courter et al., 2014; Richard et al., 2015; Melillo et al., 2016; Mizuguchi et al., 2016; Ohashi et al., 2016). The binding of CD4mc in the Phe 43 cavity blocks CD4-gp120 interaction and, induces conformational changes in gp120 similar to those observed upon sCD4 binding (Figure 2B) (Schon et al., 2006; Haim et al., 2009; Curreli et al., 2014; Kwon et al., 2014). sCD4 significantly enhance neutralization by CD4i (Thali et al., 1993) and some V3 NAbs (Lusso et al., 2005). Remarkably, CD4i and V3 NAbs are present in HIV-infected individuals during the early stage of infection (Decker et al., 2005). Consequently, we hypothesized that CD4mc can cause exposure of cryptic epitopes to antibodies, allowing virus neutralization. As a result, combinations of CD4mc (NBD-556 or YYA-021) with CD4i or V3 NAbs produced strong synergistic antiviral interactions (Yamada et al., 2010; Yoshimura et al., 2010) (Figures 1, 2B). Moreover, we found that CD4mc sensitized a clinical isolate to autologous plasma antibodies from the same time point (Yoshimura et al., 2010).

Recently, this approach has been extended to combining vaccine with CD4mc. In studies using prototypic CD4mc BNM compounds, Madani et al. (2014, 2016) demonstrated that CD4mc sensitized the virus to antibodies elicited by immunization of humans and monkeys. These studies establish the proof of concept that CD4mc can sensitize primary viruses to antibodies that are present in plasma of infected or vaccinated individuals. In addition, Richard et al. (2015) reported that CD4mc could efficiently sensitize primary CD4 T cells from HIV-1-infected individuals to antibody-dependent cell-mediated cytotoxicity (ADCC) mediated by autologous sera and effector cells.

Based on these results, further studies are needed to investigate the effectiveness of delivery methods of CD4mc. Small molecules such as CD4mc have many advantages over conventional immunotherapeutic agents, including ease of production and the potential for oral administration. Furthermore, the use of bifunctional entry inhibitors that display direct blockade of viral entry and exposure of epitopes to NAbs should be effective in passive NAb immunization.

CONCLUSION

Extensive genetic diversity in the Env region presents significant obstructions to the development of promising therapies and vaccines against HIV-1. However, selection pressures on the Env region by NAbs, entry inhibitors, and/or non-entry antiviral inhibitors, might turn the tide in the fight against HIV-1. Moreover, bifunctional entry inhibitors such as CD4mc might potentiate these selection pressures. Thus, by taking advantage of the adaptation and evolution of HIV resulting from drug and immune pressure, we might drive HIV-1 into a vulnerable corner.
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A commentary on
 MARCH8 inhibits HIV-1 infection by reducing virion incorporation of envelope glycoproteins

by Tada, T., Zhang, Y., Koyama, T., Tobiume, M., Tsunetsugu-Yokota, Y., Yamaoka, S., et al. (2015). Nat. Med. 21, 1502–1507. doi: 10.1038/nm.3956



Recently, Kenzo Tokunaga's group reported a novel restriction factor against HIV, MARCH8, which is highly expressed in terminally differentiated myeloid cells such as macrophages. Virus infection in macrophages was first observed in HIV-infected patients in the mid-1980s (Gyorkey et al., 1985; Ho et al., 1986; Koenig et al., 1986). Three decades have passed since then; however, the role of HIV-infected macrophages in AIDS pathogenesis remains controversial. Here, some potential implications of Tokunaga et al.'s study on this controversy will be addressed.

SIV-infected rhesus monkeys are a good model for investigating the role of HIV-infected macrophages because their pathology resembles the slow progression of AIDS in humans. A comparative study of rhesus macaques infected with T cell-tropic SIVmac239 (Kestler et al., 1990) or with macrophage-tropic SIVmac316 (Mori et al., 1992), which carries nine mutations compared with SIVmac239 (Johnson et al., 2003) found that SIVmac316 replicates with the simian body as well as SIVmac239 just after inoculation. However, SIVmac316 induces a slower disease progression than SIVmac239, demonstrating that the contribution of virus-infected macrophages to pathogenesis is smaller than that of virus-infected T cells.

Studies have also used an SIV that lacks expression of its accessory protein, Vpx, which is critical for SIV/HIV-2 replication in macrophages and resting T lymphocytes and is also important in activated T lymphocytes (Fujita et al., 2010, 2012; Baldauf et al., 2012). Rhesus macaques infected with a vpx-deleted SIVmac239 eventually died after a slower disease progression than that of animals infected with wild-type SIVmac239 (Westmoreland et al., 2014). In monkeys infected with vpx-deleted SIVmac239, minimal macrophage infection was detected, even though infected macrophages were observed following wild-type SIV infection.

Furthermore, there was a recent study of rhesus macaques infected with SIVmac239 or SIVmac316 mutants, both of which had mutations in Vpx inhibiting the ability of this protein to confer infectivity. The viruses that recovered their replication ability in this study only appeared in the animals infected with the T cell-tropic SIVmac239, demonstrating the lower importance of virus replication in macrophages than that in T cells (Shingai et al., 2015). Based on these results, it is likely that HIV has difficulty replicating in macrophages in vivo and that HIV-infected macrophages play a minimal role in progressing the general symptom of AIDS.

Although HIV-infected macrophages are not critical for disease progression, their role in HIV infection may be to serve as an HIV reservoir in the body, acting as an obstacle to HIV eradication by antiretroviral therapy (ART). The existence of an HIV reservoir has been postulated since just after the establishment of ART (Chun and Fauci, 1999), and although a 2001 report suggested that it might be composed of macrophages (Igarashi et al., 2001), until recently (Churchill et al., 2016) it was generally believed to be composed of memory CD4+ T cells, partially because it is difficult to elucidate which cell type(s) constitute the reservoir by using patients or through laboratory experiments. In support of the hypothesis that macrophages are the HIV reservoir, HIV-infected macrophages were observed in HIV-infected patients with undetectable plasma viral loads (Cribbs et al., 2015). Even taking into account that macrophages are resistant to HIV replication, macrophages may serve as part of long-lived HIV reservoir.

Great progress into understanding HIV-resistance in macrophages, specifically the discovery of two host restriction factors in macrophages, has recently been made. One of these restriction factors is SAMHD1 (Hrecka et al., 2011; Laguette et al., 2011). This protein was found as a target protein of Vpx, and it reduces reverse transcription (RT) products. Investigations into the function of SAMHD1 initially focused on its dNTPase activity (Goldstone et al., 2011; Powell et al., 2011), reducing dNTP pools, materials of genomic cDNA (Kim et al., 2012; Lahouassa et al., 2012). However, it was later proposed that SAMHD1 uses its RNase activity to degrade HIV RNA before reverse transcription (Beloglazova et al., 2013; Ryoo et al., 2014). It is presently unclear if one of these or both are responsible for the activity of SAMHD1 (Ballana and Esté, 2015). Interestingly, the HIV-2 Vpx protein is able to degrade SAMHD1 (Hrecka et al., 2011; Laguette et al., 2011), while HIV-1 lacks a special protein to combat SAMHD1. Although the reverse transcriptase of HIV-1 is more efficient than that of HIV-2 (Lenzi et al., 2015), the artificial incorporation of Vpx into HIV-1 virions dramatically increases their infectivity in macrophages (Goujon et al., 2008), showing that HIV-1 does not sufficiently overcome the function of SAMHD1.

Another recently discovered host factor in macrophages is membrane-associated RING-CH8 (MARCH8) (Tada et al., 2015). This protein has been known to downregulate various transmembrane proteins. As with many great scientific discoveries, the identification of MARCH8 as a macrophage host factor began with a serendipitous finding. Tada et al. initially noticed that MARCH8-expressing lentiviral vectors had a low infectivity and later found that a large amount of MARCH8 is specifically expressed in terminally differentiated myeloid cells, macrophages, and dendritic cells. MARCH8 was demonstrated to drastically reduce HIV-1 virion incorporation of envelope glycoproteins and inhibit its infectivity. The same inhibitory effect was observed in virions containing envelope proteins from HIV-2, SIV, MLV, or VSV. MARCH8 was suggested to interact with HIV-1 Env, leading to its downregulation from surface of producer cells. Interestingly, neither HIV-1 Vpr, Vpu nor Nef have detectable anti-MARCH8 activity, suggesting that HIV-1 lacks a mechanism to directly combat the effects of MARCH8.

HIV, particularly HIV-1, may have evolved a way of taking advantage of the effects of host restriction proteins such as SAMHD1 and MARCH8 (Figure 1). The synergistic suppression of infectivity by these factors and other effects likely leads to a mild amount of HIV replication in macrophages, causing minimal cellular damage. Furthermore, virus could escape from host immune system. These permit virus survival. The long life of these cells allows them to serve as viral reservoirs, present even in patients with undetectable plasma viral loads after receiving ART. Future studies should aim to devise ways of targeting the macrophage reservoir cells to fully eliminate HIV.


[image: image]

FIGURE 1. Hypothesis of the HIV-1 strategy to use macrophages as a reservoir by taking advantage of the synergistic effects of MARCH8 and SAMHD1 in macrophages. MARCH8 reduces the virion incorporation of Env proteins into producer cells, and SAMHD1 diminishes the amount of reverse transcription (RT) in target cells, both of which lead to minimal cell damage induced by a mild amount of HIV-1 replication, and escape from immune system. These allow macrophages to become an HIV reservoir.
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APOBEC3G (A3G) is a member of the cellular polynucleotide cytidine deaminases, which catalyze the deamination of cytosine (dC) to uracil (dU) in single-stranded DNA. These enzymes potently inhibit the replication of a variety of retroviruses and retrotransposons, including HIV-1. A3G is incorporated into vif-deficient HIV-1 virions and targets viral reverse transcripts, particularly minus-stranded DNA products, in newly infected cells. It is well established that the enzymatic activity of A3G is closely correlated with the potential to greatly inhibit HIV-1 replication in the absence of Vif. However, the details of the underlying molecular mechanisms are not fully understood. One potential mechanism of A3G antiviral activity is that the A3G-dependent deamination may trigger degradation of the dU-containing reverse transcripts by cellular uracil DNA glycosylases (UDGs). More recently, another mechanism has been suggested, in which the virion-incorporated A3G generates lethal levels of the G-to-A hypermutation in the viral DNA genome, thus potentially driving the viruses into “error catastrophe” mode. In this mini review article, we summarize the deaminase-dependent and deaminase-independent molecular mechanisms of A3G and discuss how A3G-mediated deamination is linked to antiviral mechanisms.

Keywords: HIV-1, APOBEC3G, antiviral mechanisms, deamination, reverse transcription

INTRODUCTION

The human apolipoprotein B mRNA editing enzyme catalytic subunit 3 (A3) family of cellular polynucleotide cytidine deaminases comprises seven members (A, B, C, D, F, G, and H) that catalyze the conversion of cytosine (dC) to uracil (dU) on single-stranded DNA (ssDNA; Kitamura et al., 2011). These enzymes, particularly A3G, exhibit potent antiviral activity against retrotransposons and retroviruses, including HIV-1 (Sheehy et al., 2002; Simon et al., 2005; Bogerd et al., 2006; Muckenfuss et al., 2006; Okeoma et al., 2007; Hultquist et al., 2011; Chaipan et al., 2013). However, the HIV-1 accessory protein viral infectivity factor (Vif), antagonizes the A3G-mediated host defense system, thereby promoting the propagation of HIV-1 in human cells (Sheehy et al., 2002; Conticello et al., 2003). Vif recruits A3G into the E3 ubiquitin ligase complex, including Cullin5, ElonginB/C, and core binding factor subunit beta (CBFβ), and promotes A3G degradation through the ubiquitin-proteasome pathway (Yu et al., 2003; Yu Y. et al., 2004; Salter et al., 2012; Guo et al., 2014). Thus, in the absence of Vif, A3G is incorporated into HIV-1 virions from their viral producers and exerts its antiviral activity in newly infected cells (Sheehy et al., 2002; Anderson and Hope, 2008). The A3G incorporation depends on its binding affinity to the viral nucleocapsid (NC) domain of Gag and/or to the viral/non-viral RNAs (Cen et al., 2004; Luo et al., 2004; Svarovskaia et al., 2004; Burnett and Spearman, 2007; Strebel and Khan, 2008; Apolonia et al., 2015; York et al., 2016). In infected cells, A3G inhibits viral replication through the specific deamination of dCs in viral minus-strand DNA, thus resulting in massive G-to-A hypermutation of the nascent viral DNA (vDNA) genome during reverse transcription (Lecossier et al., 2003; Zhang et al., 2003; Suspene et al., 2004). The A3G-induced hypermutation is observed as a discrete “all or nothing” phenomenon (Armitage et al., 2012). In addition, A3G directly blocks reverse transcriptase (RT) elongation in a deaminase-independent manner (Guo et al., 2006, 2007; Iwatani et al., 2007; Bishop et al., 2008; Gillick et al., 2013; Chaurasiya et al., 2014) and interferes with the integration of proviral DNA into the host chromosome (Luo et al., 2007; Mbisa et al., 2007, 2010). These cooperative molecular mechanisms are likely to be important in maximizing the anti-HIV-1 activity of A3G. Nevertheless, several studies have shown that the enzymatic activity of A3G is closely correlated with the potential to highly inhibit vif-deficient HIV-1 replication (Mangeat et al., 2003; Navarro et al., 2005; Iwatani et al., 2006; Browne et al., 2009). In contrast to understanding of deaminase-independent mechanisms, the details of deaminase-dependent mechanisms, in which A3G inhibits vif-deficient HIV-1 replication, are not fully understood.

Unique Features of A3G-Mediated Deamination

The N-terminal and C-terminal domains (NTD and CTD, respectively) of A3G both contain Zn coordinate motifs ((H/C)xE(x)23-28PCxxC; Wedekind et al., 2003; Conticello et al., 2005). The A3G CTD is catalytically active, whereas its NTD has no enzymatic activity but exhibits strong binding to ssDNA and RNA (Hache et al., 2005; Navarro et al., 2005; Iwatani et al., 2006). During the reverse transcription of vif-deficient HIV-1, A3G preferentially deaminates the second dC of 5′-CC dinucleotide sites in the newly synthesized viral minus-stranded ssDNA (Harris et al., 2003; Mangeat et al., 2003; Zhang et al., 2003; Yu Q. et al., 2004). This dinucleotide preference is unique among A3 family proteins (Hultquist et al., 2011; Rathore et al., 2013). This deamination occurs more efficiently at the dC close to the 5′-end of ssDNA and less efficiently at the last ∼30 nt of the 3′ ssDNA end, the so-called dead zone (Chelico et al., 2006, 2008). Therefore, it is likely that A3G more efficiently catalyzes the deamination of ssDNA when the A3G CTD is oriented toward the 5′ ssDNA end, and the A3G NTD restricts access of the CTD to the dead zone (Chelico et al., 2010; Shlyakhtenko et al., 2015). Furthermore, the deamination efficacy decreases with decreasing ssDNA length (Chelico et al., 2006), thus probably reflecting the infrequent orientation of the A3G CTD toward the 5′ ssDNA end (Shlyakhtenko et al., 2015).

Deaminase-Dependent Antiviral Mechanisms

Error Catastrophe

APOBEC3G deaminase activity is crucial for its antiviral activity and restriction of vif-deficient HIV-1 replication (Mangeat et al., 2003; Navarro et al., 2005; Iwatani et al., 2006; Browne et al., 2009). An experimental-mathematical study estimated that 99.3% of the antiviral effect of A3G is dependent on its deaminase activity (Kobayashi et al., 2014) (Figure 1). Many reports have consistently supported the presumable deaminase-dependent mechanism in which massive A3G-mediated hypermutations in viral reverse transcripts cause lethal mutational loads that terminate progeny virus production and subsequent virus propagation (Harris et al., 2003; Lecossier et al., 2003; Mangeat et al., 2003; Zhang et al., 2003; Suspene et al., 2004; Rawson et al., 2015). This mechanism has previously been described as the error catastrophe mechanism (Crotty et al., 2001; Eigen, 2002; Graci and Cameron, 2002). The mutations introduced in the viral genome, to a certain threshold, lead to sequence diversification, thus enabling adaptation to environmental changes. In contrast, massive amounts of mutations caused by mutagens lead to viral replication failure, called error catastrophe. A3G excessively converts dC to dU in the vDNA of vif-deficient HIV-1, thus resulting in G-to-A hypermutations in the viral integrated genomes. These mutations include substitutions of tryptophan codons to in-frame premature stop codons and/or may introduce amino acid changes lethal for viral replication. A3G probably hinders functional viral protein expression and progeny virus production (Pace et al., 2006) (Figure 1). A recent study has demonstrated that the introduction of C-to-U mutations in the trans-activation response (TAR) element, a key regulation factor of HIV-1 transcription elongation, results in an early block of viral gene expression (Nowarski et al., 2014) (Figure 1).
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FIGURE 1. Proposed antiviral mechanisms of APOBEC3G (A3G) in vif-deficient HIV-1-infected cells. A3G potentially blocks several processes of vif-deficient HIV-1 [vif(–) HIV-1] replication in a infected cell. (1) A3G interferes with the annealing of the tRNA primer for reverse transcription. (2) A3G physically blocks reverse transcription elongation by binding to RNA and/or ssDNA templates, referred to as a “roadblock” mechanism. A3G oligomerization is closely associated with the efficiency of this action. (3) A3G-induced C-to-U mutations trigger the degradation of reverse transcripts by cellular uracil DNA glycosylases (UNG1, etc.). (3) Direct interaction of A3G with HIV-1 integrase blocks the formation of the replication-competent pre-integration DNA complex. (4) A3G decreases the efficiency and specificity of tRNA primer removal, thereby producing a poor substrate for strand transfer and integration. (5) dC-to-dU conversions in viral (–)ssDNA cause G-to-A hypermutations in progeny viral genomes, thereby leading to viral replication failure, called “error catastrophe.” In part, dC-to-dU mutations in the trans-activation response (TAR) element result in an early block of HIV-1 transcription.



APOBEC3G-induced G-to-A hypermutations that block viral replication have also been detected in the proviral genomes of infected patients, probably because natural variants of Vif do not completely neutralize A3G and other A3 family proteins (Janini et al., 2001; Kieffer et al., 2005; Simon et al., 2005). Individuals with low to undetectable plasma HIV-1 RNA levels, referred to as “elite controllers,” have frequent G-to-A hypermutations (Gandhi et al., 2008). Therefore, A3G is also presumably involved in the production of defective viruses in vivo (Pace et al., 2006; Armitage et al., 2012; Eyzaguirre et al., 2013; Krisko et al., 2013; Sato et al., 2014; Delviks-Frankenberry et al., 2016). However, the incomplete neutralization of A3 family proteins by Vif might result in sequence diversification in vivo (Simon et al., 2005; Kim et al., 2010, 2014; Sato et al., 2014; Alteri et al., 2015).

Degradation of Uracilated DNA

APOBEC3G, compared with catalytically inactive A3G, decreases the copy number of reverse transcripts in the early phases of infection (Anderson and Hope, 2008; Bishop et al., 2008). In addition, before A3G was identified as a Vif-related cellular factor, von Schwedler et al. (1993) had reported that levels of the reverse transcripts of vif-deficient HIV-1 are decreased in newly infected cells when the virus is produced from non-permissive cell lines (currently known as cell lines expressing high amounts of A3G). Thus, it was initially proposed that A3G-induced C-to-U mutations in nascent reverse transcripts might trigger the degradation of reverse transcripts by cellular uracil DNA glycosylases (UDGs), such as nuclear UNG2 and SMUG1 (Harris et al., 2003) (Figure 1). The UDG-mediated removal of uracil bases from reverse transcripts might result in the digestion of DNA products at the abasic site by apurinic/apyrimidinic endonuclease. One study further supporting this possibility has shown that the antiviral activity of A3G is partially affected by the UNG2 inhibitor (Ugi) and siRNA specific to UNG2 in virus-producing cells but not in target cells (Yang et al., 2007). However, other studies have shown that UNG2 and SMUG1 are dispensable for the antiviral activity of A3G: A3G-mediated antiviral activity is not changed by Ugi expression (Kaiser and Emerman, 2006; Mbisa et al., 2007; Langlois and Neuberger, 2008), and A3G activity has been observed in Epstein-Barr virus-transformed B-cell lines derived from a UNG2–/– patient (Kaiser and Emerman, 2006) and in a SMUG1-deficient avian cell line, with or without exogenous Ugi expression (Langlois and Neuberger, 2008). More recently, two studies have shown involvement of uracilated vDNAs in their chromosomal integration during infection of human cells that contain high levels of dUTP. Yan et al. (2011) have reported that the uracilated vDNA protected it from autointegration, which resulted in facilitating chromosomal integration and viral replication. In contrast, the other study by Hansen et al. (2016) indicated that heavily uracilated vDNAs in monocyte-derived macrophages, not in T-lymphocytes, were not efficiently integrated into chromosomal DNA due to their UNG2-dependent degradation in the nucleus. These data suggest different fate of uracilated vDNA between cytoplasm and nucleus during HIV-1 infection. In addition, because the deaminase-dependent antiviral mechanism has been observed in a variety of cell types, unidentified cellular factors might determine the fate of vDNA containing A3G-induced uracil. Therefore, additional studies are required to determine whether other cellular uracil DNA repair enzymes beyond UNG2 and SMUG1, are involved in the degradation of nascent reverse transcripts.

Deaminase-Independent Antiviral Mechanisms

Although A3G-mediated deamination was initially proposed to be the sole mechanism of the antiviral activity against vif-deficient HIV-1, subsequent studies have demonstrated that other mechanisms are also involved in the inhibition of viral replication. In addition, the enzymatic activity of A3F is not absolutely required for its inhibitory effect on vif-deficient HIV-1 replication (Holmes et al., 2007; Luo et al., 2007; Mbisa et al., 2010). Furthermore, a deaminase activity-deficient A3G mutant blocks the replication of HIV-1, mouse mammary tumor virus, and murine leukemia virus, to a certain extent (Okeoma et al., 2007; Belanger et al., 2013), thus suggesting the broad specificity of antiviral activity in terms of the deaminase-independent mechanism.

Initially, Guo et al. (2006, 2007) suggested that A3G might interfere with tRNALys3 primer placement in viral reverse transcription, in a manner independent of A3G-mediated deamination (Figure 1). However, such inhibition of primer annealing has not been observed in other studies (Iwatani et al., 2007; Bishop et al., 2008). Instead, the inhibition of HIV-1 RT elongation has been demonstrated by using in vitro and in vivo systems (Iwatani et al., 2007; Bishop et al., 2008; Adolph et al., 2013; Belanger et al., 2013) (Figure 1). It has been suggested that the inhibitory effect reflects the following unique biochemical characteristics of A3G: (1) A3G protein exhibits high affinity binding specifically to single-stranded polynucleotides, such as ssDNA and RNA (Iwatani et al., 2006; Polevoda et al., 2015); (2) A3G, compared with RT, exhibits significantly higher binding affinity for polynucleotides, although A3G shows similar or slightly less binding affinity for ssDNA than the NC (Iwatani et al., 2006; Darlix et al., 2011); (3) A3G mediates homo-oligomerization in a dose-dependent manner in the presence of ssDNA or RNA, whereas A3G forms monomers, dimers, and tetramers in the absence of these polynucleotides (Wedekind et al., 2006; Salter et al., 2009); and (4) A3G initially binds ssDNA with rapid on-off rates and subsequently converts to a slow dissociation mode after homo-oligomerization (Chaurasiya et al., 2014). Therefore, A3G probably inhibits reverse transcription by tightly binding to the ssDNA or RNA template, thus forming a roadblock that physically obstructs viral DNA synthesis (Iwatani et al., 2007; Adolph et al., 2013; Chaurasiya et al., 2014) (Figure 1). This deaminase-independent mechanism might increase the availability of ssDNA for deamination by A3G (Adolph et al., 2013; Chaurasiya et al., 2014), thereby resulting in cooperative effects between deaminase-dependent and deaminase-independent mechanisms.

A3G-mediated inhibition of plus-strand DNA transfer and integration has also been observed (Mbisa et al., 2007, 2010) (Figure 1). A3G decreases the efficiency and specificity of tRNA processing and removal during reverse transcription, thereby producing aberrant viral DNA ends defective for efficient plus-strand transfer and integration. Interestingly, it has been reported that A3F exerts an inhibitory effect on viral DNA integration, although its mechanism differs from that of A3G; A3F prevents integration by its binding to the double-stranded DNA of the proviral DNA ends (Mbisa et al., 2010). In contrast to the competition of nucleic acid interactions between A3G and RT/integrase, direct interactions of the A3G protein with HIV-1 RT (Wang et al., 2012) or integrase (Luo et al., 2007) (Figure 1) have been reported to be a deaminase-independent mechanism, although the molecular mechanism underlying the specific affinity of A3G for a variety of retroviral RTs and integrases remains unclear. This may be associated with a loss of the reverse transcription complex structure in newly infected cells when A3G coexists with RT (Carr et al., 2006).

Structural Basis of Antiviral Mechanisms

Recent progress in determining the A3G protein structure has enhanced the current understanding of A3G-mediated antiviral mechanisms, particularly interactions between nucleotides and A3G. First, three-dimensional structures of the A3G CTD were determined by using NMR spectroscopy (Chen et al., 2008; Furukawa et al., 2009; Harjes et al., 2009) and X-ray crystallography (Holden et al., 2008; Shandilya et al., 2010; Li et al., 2012; Lu et al., 2015). Although the structure of the A3G CTD/ssDNA complex has not yet been determined experimentally, four different structural models of the ssDNA-bound A3G CTD have been proposed to explain how A3G recognizes the ssDNA substrate. The first ssDNA-bound model shows the nearly vertical orientation of ssDNA relative to helices α2 and α3 of the A3G CTD along a cleft around the Zn-coordination center (Zn-center pocket; “brim” model) (Chen et al., 2008). The second model suggests that ssDNA binds to the Zn-center pocket with the ssDNA crossed over the cleft seen in the brim model (“kinked” model; Holden et al., 2008). The third model resembles the brim model, although in this model, helices α2 and α3 are involved in ssDNA binding to a greater extent (“straight” model; Furukawa et al., 2009). The recently proposed fourth model based on the crystal structure of the A3G CTD-CTD dimer is a hybrid model of the kinked and brim models (Lu et al., 2015). Nevertheless, it remains inconclusive which ssDNA substrate-binding model is appropriate for deamination catalysis.

Structures of the highly insoluble A3G NTD protein have recently been determined by using NMR spectroscopy (Kouno et al., 2015) and X-ray crystallography (Xiao et al., 2016). The crystal structure of the A3G NTD, derived from the rhesus macaque (Macaca mulatta) protein, reveals a detailed structural mechanism illustrating A3G dimerization and the interaction between the A3G NTD and ssDNA (Xiao et al., 2016). The structural data suggest that ssDNA binding to the A3G NTD changes the conformation of the loops around the Zn-center pocket and Y124 in loop7, thus functioning as a “molecular switch” that regulates the opened/closed status of the Zn-center pocket. The structure also indicates that the dimerization interfaces of the A3G NTD dimer provide a large positively charged surface, including the Zn-center pocket, thereby resulting in the formation of a high affinity surface toward the ssDNA or RNA (Figure 2). These structural features are consistent with results of previous biochemical studies suggesting that the NTD-NTD interaction is crucial for A3G oligomerization, nucleic acid binding, and the antiviral activity of A3G (Bennett et al., 2008; Huthoff et al., 2009; Chelico et al., 2010; Shandilya et al., 2010; Belanger et al., 2013; Chaurasiya et al., 2014).
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FIGURE 2. APOBEC3G domain structures important for the antiviral activities. (A) Schematics of the A3G domain primary sequence and the domain structures are shown in the Upper and Lower, respectively. Zn-coordination motifs and the main DNA/RNA binding sites surrounding Zn are blue and red, respectively. (B) The surface representation of the DNA/RNA binding site in the absence (Left) or presence (Right) of a ssDNA substrate. (C) Structure of the rhesus A3G-NTD dimer (Left) and key residues involved in dimerization interfaces (Right).



CONCLUSION

Recent evidence suggests that A3G executes potent antiviral activity through cooperative deaminase-dependent and deaminase-independent mechanisms. Undoubtedly, the enzymatic activity of A3G is closely correlated with the potential to inhibit vif-deficient HIV-1 replication. However, it remains unclear how the A3G-mediated deamination event is linked to the A3G-mediated lethal inhibition of viral replication. Further studies of the molecular mechanisms of A3G antiviral activity, particularly for the deaminase-dependent mechanisms, are required, including the careful determination of the fate of uracil-containing viral DNA in newly HIV-1-infected cells.
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Viruses of human immunodeficiency virus type 2 (HIV-2) and some simian immunodeficiency virus (SIV) lineages carry a unique accessory protein called Vpx. Vpx is essential or critical for viral replication in natural target cells such as macrophages and T lymphocytes. We have previously shown that a poly-proline motif (PPM) located at the C-terminal region of Vpx is required for its efficient expression in two strains of HIV-2 and SIVmac, and that the Vpx expression levels of the two clones are significantly different. Notably, the PPM sequence is conserved and confined to Vpx and Vpr proteins derived from certain lineages of HIV-2/SIVs. In this study, Vpx/Vpr proteins from diverse primate lentiviral lineages were experimentally and phylogenetically analyzed to obtain the general expression picture in cells. While both the level and PPM-dependency of Vpx/Vpr expression in transfected cells varied among viral strains, each viral group, based on Vpx/Vpr amino acid sequences, was found to exhibit a characteristic expression profile. Moreover, phylogenetic tree analyses on Gag and Vpx/Vpr proteins gave essentially the same results. Taken together, our study described here suggests that each primate lentiviral lineage may have developed a unique expression pattern of Vpx/Vpr proteins for adaptation to its hostile cellular and species environments in the process of viral evolution.

Keywords: HIV-2, SIV, Vpx, Vpr, PPM

INTRODUCTION

Human immunodeficiency virus types 1 and 2 (HIV-1 and HIV-2) are believed to be generated by extensive cross-species and/or intra-species transmissions of naturally occurring lentiviruses in African primates (Sharp and Hahn, 2011). To date, more than 40 primate species in Africa have been reported to harbor lentiviruses, structurally similar to HIV-1 and HIV-2 (Sharp and Hahn, 2011). Although the evolution and phylogeny of these viruses have been shown to be complicated (Sharp and Hahn, 2011; Shaw and Hunter, 2012; Swanstrom and Coffin, 2012), there are currently eight main lineages in HIV/simian immunodeficiency viruses (SIVs) (Peeters and Courgnaud, 2002; Gordon et al., 2005) (Figure 1A). The genomes of various HIV/SIVs individually contain a unique set of accessory genes designated nef, vif, vpu, vpr and vpx (Figure 1B). Accessory proteins encoded by these genes mainly function to inactivate host restriction factors, and thus optimize viral replication (Blanco-Melo et al., 2012; Harris et al., 2012; Malim and Bieniasz, 2012; Simon et al., 2015). While all HIV/SIVs commonly have nef, vif and vpr genes, vpu and vpx genes are unique to some viral lineages. Upon directing at the vpx, vpr, and vpu genes, various HIV/SIVs can be grouped into three types (Fujita et al., 2010) (Figure 1B): prototype viruses with vpr only; HIV-1 type viruses carrying vpr and vpu; HIV-2 type viruses carrying vpr and vpx. Thus, vpx and vpu are unique to HIV-2 type and HIV-1 type viruses, respectively. Of note, Vpr and Vpx proteins show significant structural and functional similarities (Khamsri et al., 2006; Ayinde et al., 2010; Fujita et al., 2010). Among the major HIV/SIV lineages, viruses of the two groups, i.e., HIV-2/SIVsmm/stm/mac and SIVrcm/SIVdrl/mnd-2 (Figure 1A), have both Vpx and Vpr (Figure 1B).
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FIGURE 1. Evolutionary relationship and genome structure of various HIV/SIVs. (A) Phylogeny of HIV/SIVs. The unrooted phylogenetic tree shown was inferred by the neighbor-joining method using amino acid sequences of the entire Gag polyprotein. Amino acid sequences in the HIV Sequence Compendium (http://www.hiv.lanl.gov) were used to generate the tree. Scale bar represents the genetic distance. Eight major viral lineages (Peeters and Courgnaud, 2002; Gordon et al., 2005) are marked as shown. Virus clones not yet classified into the lineage groups remain unmarked. Three genome types (Fujita et al., 2010) are indicated by black (prototype), blue (HIV-1 type), and red (HIV-2 type) letters/lines (see B). (B) Three types of the HIV/SIV genome organization. Genome structures are schematically shown. Letters in boldface type on the right show the lineages analyzed in this study. For virus designations, see Section “Materials and Methods.”



Vpx is a virion-associated protein of 12–16 kDa, and exerts its function in the early stage of infection. Without functional Vpx, HIV-2 type viruses are unable or impeded to grow in natural target cells (Fujita et al., 2010). Recently, a cellular anti-viral factor SAMHD1 has been identified as target for Vpx (Hrecka et al., 2011; Laguette et al., 2011). However, a SAMHD1-independent mechanism(s) is still likely to exist (Fujita et al., 2012; Nomaguchi et al., 2014a; Schaller et al., 2014). From a structural point of view, although Vpx and Vpr are closely related and comprise three helices as described above, they are distinct from each other. Vpx has a zinc finger motif that stabilizes the helical structure (Schwefel et al., 2014), which is not present in Vpr. Notably, there is a well-conserved poly-proline motif (PPM), consisting of seven consecutive prolines, at the C-terminus of HIV-2 and SIVmac Vpx proteins (Miyake et al., 2014a). We previously showed that an HIV-2 mutant virus carrying multi-substitutional mutations in the PPM sequence did not grow at all in human macrophages and grew much more poorly than wild-type (WT) virus in a simian T-cell line, exactly like a Vpx-minus mutant (Fujita et al., 2008). Subsequent molecular studies demonstrated that PPM enhanced Vpx expression at a translation level, not influencing the stability of the protein (Miyake et al., 2014a,b). Our previous work also showed that HIV-1 and HIV-2 Vpr proteins were expressed at a much lower level relative to HIV-2 Vpx, and that the expression level of the two Vpr proteins was not enhanced significantly by simply adding the HIV-2 Vpx PPM sequence (Miyake et al., 2014a). Furthermore, despite a high overall homology of HIV-2 Vpx and SIVmac Vpx, their expression levels in transfected cells were significantly different (Miyake et al., 2014a).

In this report, we performed a linkage study between the Vpx expression profiles and viral phylogeny. Expression plasmids for a wide variety of Vpx proteins derived from diverse primate immunodeficiency viruses (Figure 1) were constructed, and monitored for their expression levels and PPM-dependency on the protein expression in transfected cells using SIVagm Vpr proteins as comparative controls. In parallel, phylogenetic trees based on Vpx/Vpr and Gag amino acid sequences were constructed to determine viral evolutionary relationships. The results obtained show that each viral lineage has its characteristic expression property, suggesting a link between the Vpx/Vpr expression pattern and viral evolutionary position.

MATERIALS AND METHODS

Virus Origins

Origins of SIVs are as follows (see also Figure 1). Prototype viruses: SIVagm (isolated from the African green monkey); SIVmnd-1 (mandrill); SIVlst (l’Hoest’s monkey); SIVsun (sun-tailed monkey); SIVsyk (Sykes’ monkey); SIVdeb (DeBrazza’s monkey); SIVtal (talapoin monkey); SIVasc (red-tailed guenon); SIVcol (colobus monkey); SIVwrc (western red colobus); SIVolc (olive colobus); SIVkrc (Kibale red colobus). HIV-1 type viruses: SIVcpz (chimpanzee); SIVgor (gorilla); SIVgsn (greater spot-nosed monkey); SIVmon (mona monkey); SIVmus (mustached monkey); SIVden (Dent’s monkey). HIV-2 type viruses: SIVsmm (sooty mangabey monkey); SIVmac (macaque monkey); SIVstm (stump-tailed macaque); SIVrcm (red-capped mangabey); SIVmnd-2 (mandrill); SIVdrl (drill monkey).

Plasmids

FLAG-tagged pEF-F expression plasmids for HIV-2 GL-AN Vpx (Genbank accession no., M30895), SIVmac239 Vpx (M33262), and their d7P (a complete deletion of seven consecutive prolines) mutants have been previously described (Miyake et al., 2014a). To generate new FLAG-tagged expression plasmids for Vpx/Vpr proteins in this study, vpx and vpr genes were synthesized (GenScript) and cloned into pEF-F as described above. New Vpx and Vpr proteins analyzed in this study are as follows (see also Figure 2): HIV-2 ALI Vpx (AF082339); HIV-2 EHO Vpx (U27200); HIV-2 Abt96 Vpx (AF208027); SIVsmm PGM53 Vpx (AF077017); SIVstm 37_16 Vpx (M83293); SIVsmm SL92B Vpx (AF334679); SIVmac 251BK28 Vpx (M19499); SIVrcm 02CM8081 Vpx (HM803689); SIVrcm GAB1 Vpx (AF382829); SIVrcm NG411 Vpx (AF349680); SIVdrl FAO Vpx (AY159321); SIVmnd-2 M14 Vpx (AF328295); SIVmnd-2 5440 Vpx (AY159322); SIVagm VER AGM3 Vpr (M30931); SIVagm TYO1 Vpr (DJ048201); SIVagm VER AGM155 Vpr (M29975); SIVagm VER 9063 Vpr (L40990); SIVagm GRI 677 Vpr (M66437). PPM-deletion mutants were constructed by the QuikChange site-directed mutagenesis kit (Agilent Technologies) or by overlap extension PCR using WT clones as templates.
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FIGURE 2. Sequence alignment of various Vpx/Vpr proteins. Amino acid sequences of various Vpx/Vpr proteins analyzed in this study are shown. Various Vpx/Vpr proteins on the left derived from the HIV-2/SIVsmm/stm/mac, SIVrcm/SIVdrl/mnd-2, and SIVagm groups (Figure 1A) are represented by black, orange, and green letters, respectively. Viruses with HIV-2 type (HIV-2/SIVsmm/stm/mac and SIVrcm/SIVdrl/mnd-2 in Figure 1B) and prototype virus (SIVagm in Figure 1B) genomes are also indicated by vertical red and black bars, respectively. Sequences were obtained from the HIV sequence database at Los Alamos National Laboratory (http://www.hiv.lanl.gov) and aligned by Genetyx Ver. 11. Locations of three helices of HIV-2 GL-AN Vpx based on the references (Schaller et al., 2014; Schwefel et al., 2014) and a C-terminal PPM (two or more consecutive proline residues) region are indicated as shown.



Transfection

Human kidney 293T cells used for transfection experiments were cultured and maintained as previously described (Miyake et al., 2014a). For transfection, 4.0 μg of each plasmid DNA was introduced into 293T cells by 9.0 μl of Lipofectamine 2000 (Thermo Fisher Scientific).

Western Blotting

Western blot analysis of transfected cell lysates using anti-FLAG M2 antibody (Sigma) or anti-β-actin AC-15 antibody (Sigma) was conducted as described previously (Miyake et al., 2014a,b). Briefly, supernatants of cell lysates were prepared at 24 h post-transfection, and normalized for total protein amounts by the DC protein assay (Bio-Rad). Samples were then separated on any kD Mini-PROTEAN® TGXTM Precast Gels (Bio-Rad), and transferred onto PVDF membranes (Immobilon-P, Millipore). Immunoreactive viral and cellular proteins were visualized by chemiluminescence using Pierce Western Blotting Substrate Plus (Thermo Fisher Scientific). Experiments were performed at least three times, and representative results are shown. For quantification of the protein band intensities, a GS-800 calibrated densitometer and Quantity One software (Bio-Rad) were used. Mean values ± SD were obtained from at least three independent transfection experiments using HIV-2 GL-AN Vpx as a control.

Phylogenetic Analysis

Vpx, Vpr, and Gag proteins of HIV/SIVs were phylogenetically analyzed as previously described (Miyake et al., 2014a). Vpr and Gag proteins of SIVsyk were used as references. Amino acid sequences of Vpx, Vpr and Gag proteins deposited in the HIV sequence database at Los Alamos National Laboratory1 were aligned by the CLUSTAL_X 2.0.11 program (Thompson et al., 1997; Jeanmougin et al., 1998). Phylogenetic trees were generated by the neighbor-joining method using CLUSTAL_X 2.0.11 program, and branch significance was analyzed by bootstrap with 1000 replicates. Phylogenetic trees were visualized by GENETYX-Tree 2.2.2 program (Genetyx).

RESULTS

Sequence Features of Various Vpx Proteins

Through molecular and comparative analyses on Vpx proteins of HIV-2 GL-AN and SIVmac 239 clones, we previously identified two unique regions in Vpx that are important for Vpx expression in cells (Miyake et al., 2014a). One is PPM at the C-terminus and another is helix 1 in the N-terminal region. Deletion of the poly-proline stretch and/or introduction of multi-substitution mutations into the region greatly reduced the expression level of the two Vpx proteins in transfected cells relative to that of parental clones. Based on the observation that HIV-2 GL-AN and SIVmac 239 produce Vpx at a readily distinguishable level upon transfection, we made chimeric clones between the two to locate the determinant sequences that influence the expression level. The responsible region was mapped to four amino acids in the helix 1. We were interested in extending our previous study by monitoring the basal expression level and the PPM-dependency of Vpx proteins from diverse HIV/SIVs. We selected 15 viruses from various HIV/SIVs in the Los Alamos data base to represent the lineages carrying Vpx proteins (HIV-2/SIVsmm/stm/mac and SIVrcm/SIVdrl/mnd-2 groups in Figure 1) for analysis in this study (Figure 2). Three to five test clones that have no ambiguities in Vpx amino acid sequences were carefully chosen for each subgroup (HIV-2, SIVsmm/stm/mac, SIVrcm, and SIVdrl/mnd-2 in Figure 1) to minimize selection biases in the analysis. We focused on examining the Vpx expression here, but five SIVagm Vpr proteins were included because SIVagm Vpr was suggested as the origin of SIVsmm Vpx (Sharp et al., 1996). As readily observed in Figure 2, C-terminal PPM is well-conserved among the HIV-2/SIVsmm/stm/mac group and a SIVdrl/mnd-2 subgroup in the SIVrcm/SIVdrl/mnd-2 group (Figure 1A). However, no PPM is present at the corresponding region of Vpx proteins from another subgroup (SIVrcm) in the SIVrcm/SIVdrl/mnd-2 group (Figure 1A). Notably, there is a clear PPM consisting of five consecutive prolines in Vpr of an SIVagm strain (GRI 677) (Figure 2). Another point worth mentioning here is that Vpx/Vpr proteins are quite miscellaneous among the lineages, and there are scattered amino acid differences even in the helix region of the proteins from the same viral lineage (Figure 2). This is true for the helix 1 region of Vpx proteins in the HIV-2/SIVsmm/stm/mac group (Figure 2).

Expression Profiles for Various Vpx/Vpr Proteins

We assumed, based on empirical knowledge (Khamsri et al., 2006; Fujita et al., 2008; Miyake et al., 2014a), that some Vpx/Vpr proteins derived from diverse HIV/SIVs would be produced at a very low level upon transfection. In order to perform a systemic quantitative analysis on the expression of these proteins, especially to detect and compare a minimal level expression, a highly efficient transfection method generating highly reproducible results is required. Although we employed the calcium-phosphate co-precipitation method in previous studies (Miyake et al., 2014a,b), we selected here to use the lipofection method instead because of its better reproducibility. First, we re-evaluated, by this new method, the effect of PPM-deletion on the Vpx expression level of HIV-2 in a quantitative manner. Parental and mutant clones were transfected into 293T cells, and 24 h later, sample cell lysates were prepared for Western blot analysis. As is clear in Figure 3, the d7P mutant expressed mutant Vpx protein at a level between an eighth and a sixteenth relative to that by WT clone. The d7P mutant protein was readily detected in both experiments, and the PPM-dependent expression of HIV-2 Vpx was evident in both experiments.
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FIGURE 3. Expression levels of HIV-2 GL-AN Vpx and its d7P mutant. Expression levels of wild-type (WT) and mutant Vpx proteins in transfected 293T cells were examined by Western blotting analysis. Results of two independent experiments are shown. Relative protein amounts used for blotting are indicated in parentheses. As WT samples, an eighth and a sixteenth amounts were also used for comparative quantification purpose. (-), pEF1/Myc-HisA (empty vector); WT, pEF-Fvpx; d7P, pEF-Fvpx/d7P mutant (Miyake et al., 2014a,b).



We then comparatively and quantitatively assessed the expression levels of numerous Vpx and Vpr proteins derived from a variety of HIV/SIVs. Eighteen new expression plasmids with a FLAG-tag were constructed (Figure 2), and examined for their expression in 293T cells following transfection. HIV-2 (GL-AN) Vpx was used as a control throughout the experiments. Figure 4 shows the representative results obtained by this all-inclusive monitoring. As predicted, the Vpx/Vpr expression levels, by viral clones belonging to the different groups (Figures 4A–E correspond to the HIV-2, SIVsmm/stm/mac, SIVrcm, SIVdrl/mnd-2, and SIVagm groups, respectively), significantly or clearly varied. In addition, Vpx and Vpr proteins were produced at a different level even by viruses within the same group, and no clear group-specificity with respect to the Vpx/Vpr expression level in cells was observed. Of note, small differences were observed for Vpx proteins from the SIVdrl/mnd-2 group (Figure 4D). Remarkably, some SIVagm Vpr proteins were expressed at an extremely low level (Figure 4E). To better substantiate the results in Figure 4, we quantified the expression levels by densitometric monitoring of the Vpx/Vpr band intensities, and calculated the levels relative to that by the control HIV-2 GL-AN. As shown in Figure 5, the expression levels could be categorized into four groups: high (>70% relative to GL-AN), medium (30–70%), low (<30%), and ultra-low (minimum expression). Overall, these results quantitatively confirmed that the expression levels of Vpx/Vpr vary considerably among primate lentiviruses.
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FIGURE 4. Expression of Vpx/Vpr proteins from various HIV/SIVs. Expression of various Vpx/Vpr proteins (A–E) in transfected 293T cells as monitored by Western blotting analysis is shown. Viral groups (Figure 1A) are indicated. ∗, 10-fold more protein amounts were used to detect Vpr, but same protein amounts with those for the other four lanes were used to detect β-actin here. (-), pEF1/Myc-HisA (empty vector).
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FIGURE 5. Quantification of the Vpx/Vpr expression levels. Following visualization of blotted Vpx/Vpr proteins, the band intensities were determined by a densitometer, and the expression levels relative to that of HIV-2 GL-AN Vpx were calculated. Based on the mean intensity values, the expression levels were grouped into High (>70% relative to GL-AN), Medium (30–70%), Low (<30%), and Ultra-Low (undetectable under the standard condition). For Ultra-Low group, 10-fold more protein amounts were used to perform Western blotting analysis. Viral groups (Figure 1A) are indicated under the lines. Mean values ± SD from at least three independent experiments are shown. Significance relative to HIV-2 GL-AN as calculated by the Student t-test is shown (∗P < 0.05; ∗∗P < 0.01).



In order to determine the PPM dependency of Vpx/Vpr expression by clones containing PPM (two or more consecutive prolines), we constructed PPM-deletion mutants from various virus species (Figure 2), and examined their expressions relative to parental clones. Figure 6 shows the results obtained for each viral group: HIV-2/SIVsmm/stm/mac in panel A; SIVdrl/mnd-2 in B; SIVagm in C. As clearly observed, most Vpx/Vpr proteins exhibited the PPM-dependency except for those from viruses in the SIVdrl/mnd-2 group (Figure 6B). Unexpectedly, the expression levels of Vpr proteins derived from the two virus strains in the SIVagm group were enhanced by PPM-deletion (Figure 6C), in a sharp contrast to the results for the others. In total, the results in Figure 6 revealed that the PPM-dependent expression of Vpx, including SIVagm Vpr, is a conserved feature among most HIV-2/SIVs in the transfected 293T cells.
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FIGURE 6. Expression of PPM-deleted Vpx/Vpr mutant proteins from various HIV/SIVs. Expression of PPM-deleted Vpx/Vpr proteins (A–C) in transfected 293T cells as monitored by Western blotting analysis is shown. Viral groups (Figure 1A) are indicated. Each deletion mutant (d2P, d4P, d5P, and d7P) lacks the entire PPM sequence (Figure 2) Amounts of sample cell lysates, antibody concentrations, and exposure time were adjusted individually for appropriate band intensity as shown.



Phylogenetic Study

We constructed a phylogenetic tree of various Vpx/Vpr proteins to determine whether the expression profiles of viral Vpx/Vpr proteins presented so far could be related to viral evolutional positions (Figure 7). As is recognizable in this figure, evolutional group-dependent properties for the Vpx/Vpr expression pattern became clear. While members in the SIVdrl/mnd-2 group expressed a relatively high level of Vpx without PPM-dependence, clones in the SIVrcm group do not have the PPM itself. Although the Vpx expression levels observed for the SIVrcm clones were significantly different, this could be a subgroup difference. In the large HIV-2/SIVsmm/stm/mac group, all clones share the C-terminal seven consecutive prolines, and all the clones examined exhibited the PPM-dependency for their Vpx expression. Considering the branching to subgroups, the distinct expression levels from (L) to (H) in this large group may be evolutionarily explainable. As observed in the phylogenetic tree (Figure 7), some viruses in one subgroup may have acquired or lost their properties in the course of adaptation and evolution to form the other subgroups (for example, see SIVsmm SL92B, HIV-2 EHO, and HIV-2 Abt96). Finally, two strains (VER 9063 and VER AGM155) in the SIVagm group that show unique PPM-dependency were positioned relatively close to each other within the group. In total, our results here suggest a possible link between the expression profiles (the basal expression level and PPM-dependency in the transfected 293T cells) of Vpx/Vpr proteins and the primate lentiviral evolutional positions.
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FIGURE 7. Phylogeny and expression profiles of Vpx/Vpr proteins. Phylogenetic tree based on Vpx/Vpr proteins and their expression profiles in cells are shown in parallel (see Figure 1A for viral groups on the right). Scale bar represents the genetic distance. Branches were calculated from 1000 bootstrap replicates, and the bootstrap values are labeled on the major branches. Viral strains experimentally analyzed in this study (20 strains) are highlighted by boldface type letters. C-terminal regions of Vpx/Vpr proteins including PPM sequence (highlighted) and the summarized expression profiles (Figures 4–6) are shown in the middle. †: H, high; M, medium; L, low; UL, ultra-low (see Figure 5). ‡: +, decreased expression by PPM-deletion; +up, increased expression by PPM-deletion; -, no clear effect by PPM-deletion; NA, not applicable (no PPM).



The phylogenetic tree described above was based on Vpx/Vpr amino acid sequences. Therefore, it was possible that our experimental data on various HIV/SIVs (Figures 4–6) simply reflected the amino acid sequence similarity per se, not being indicative of accurate evolutionary history. To exclude this possibility, we constructed a phylogenetic tree based on major structure protein Gag, and compared the two phylogenetic trees. As is clear in Figure 8, the branching pattern in Gag-tree was generally consistent with that in Vpx/Vpr-tree (Figure 7), ruling out the above possibility.
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FIGURE 8. Phylogeny of Gag proteins. Phylogenetic tree based on Gag proteins is shown. Viral groups (Figure 1A) are indicated on the right. Viral strains experimentally analyzed in this study (20 strains) are highlighted by boldface type letters. Scale bar indicates the genetic distance. Branches were calculated from 1000 bootstrap replicates, and the bootstrap values are labeled on the major branches.



DISCUSSION

In this study, we constructed numerous expression plasmids for diverse Vpx/Vpr proteins derived from HIV-2 type and prototype viruses (Figure 1), and examined their basal and PPM-dependent expression phenotypes in cells (Figures 4–6). We also constructed phylogenetic trees based on viral Vpx/Vpr and Gag proteins (Figures 7 and 8). Basal expression levels of Vpx/Vpr proteins were found to be highly variable, but appeared to be evolutional group-dependent (Figures 4 and 7). PPM-dependent or -independent expression of Vpx/Vpr was demonstrated to be evolutional group-specific (Figures 7 and 8). Taken together, it is not unreasonable to conclude that various HIV/SIVs may have acquired characteristic abilities to express Vpx/Vpr proteins to meet with their surrounding circumstances. This is the first report that suggests the evolutional significance of Vpx/Vpr expression patterns.

Two strains in the SIVsmm/stm/mac group analyzed here (SIVmac 239 and 251BK28) expressed Vpx at a low level, whereas closely related viruses of this group all produced Vpx at a high level (SIVsmm PGM53 and SL92B, and SIVstm 37_16) (Figure 5). Probably, the low level phenotype was newly acquired by SIVmac when branched from SIVsmm. Similarly, viral strains GAB1 and NG411 in the SIVrcm group expressed Vpx at a low level, but another member 02CM8081 did at a medium level (Figure 5). Because GAB1 and NG411 cluster together to form a separate subgroup from the 02CM8081 group on the phylogenetic tree (Figure 7), one can postulate that different expression phenotypes were independently acquired. Viruses in the SIVrcm group are particularly interesting, for only they carry Vpx without PPM. Highly divergent sequences of SIVrcm Vpx (Beer et al., 2001) might be associated with this unique feature. Whereas SIVsmm Vpx has PPM of seven-consecutive prolines not found in SIVrcm Vpx, SIVrcm and SIVsmm were suggested to gain their Vpx proteins before their divergence (Etienne et al., 2013). Therefore, it is intriguing to elucidate why and how these two viruses came to encode distinct Vpx proteins with/without PPM.

The SIVdrl/SIVmnd-2 group exceptionally lacks PPM-dependency for its Vpx expression (Figure 6). Viruses in this group have a relatively long PPM (four or seven consecutive prolines) (Figure 2) and expressed Vpx at a medium or high level (Figure 5). SIVdrl and SIVmnd-2 have mosaic genome structures and were suggested to have arisen from a recombinational event(s) between SIVrcm with vpx and SIVmnd-1 without vpx (Figure 1) (Takemura and Hayami, 2004). Therefore, Vpx proteins of SIVdrl and SIVmnd-2 are predicted to be originated from an ancient SIVrcm Vpx. Because SIVrcm Vpx lacks PPM (Figure 2), one needs to assume that SIVdrl and SIVmnd-2 newly acquired Vpx with PPM in the evolution process. Or, it could be supposed that there was PPM in the ancient SIVrcm Vpx, and that the PPM was subsequently lost from the Vpx (after divergence of SIVdrl and SIVmnd-2 from SIVrcm).

Remarkably, two SIVagm Vpr proteins (VER 9063 and VER AGM155) were expressed at a faint level in cells, and have a di-proline motif that suppresses protein expression (Figure 7). While two other SIVagm Vpr proteins (VER AGM3 and VER TYO1) exhibited an ordinary phenotype (medium level expression and PPM-dependency), the fifth one (GRI 677) showed a unique character, i.e., ultra-low level expression and PPM-dependency, in the group (Figure 7). Viruses in the SIVagm group were reported to have a greater genetic diversity compared to other primate lentiviruses (Johnson et al., 1990), in agreement with a complex phenotype observed in this study as described above (Figure 7). SIVagm vpr gene was initially categorized as vpx due to its apparent sequence similarity to HIV-2 and SIVsmm vpx genes. However, it was subsequently reclassified as vpr, and also was proposed as the origin of SIVsmm vpx (Sharp et al., 1996). The vpx gene is found only in HIV-2 type viruses (Figure 1) and all these viruses were presumably originated from SIVagm. Thus, it can be assumed that SIVagm Vpr with its own PPM sequence evolved into various Vpx proteins. Recently, a similar hypothesis was presented for the SAMHD1 counteraction by Vpx and Vpr proteins (Lim et al., 2012). In the report, phylogeny-based observation has suggested that the SAMHD1 antagonism by vpr preceded the appearance of vpx.

A high divergence in the expression profiles observed for Vpx/Vpr proteins is virologically important. Various HIV/SIVs appeared to express Vpx/Vpr proteins at levels of an unexpectedly wide range (more than 100-fold difference) (Figures 4, 5, and 7). We previously reported that the helix 1 (four amino acids) was a determinant for the Vpx expression level (Miyake et al., 2014a). However, taking account of considerably variable amino acid sequences in the helix 1 (Figure 2) of Vpx proteins with low and high expression phenotypes (Figures 4, 5, and 7), we cannot simply conclude now that the helix 1 is responsible for determining the expression levels. In addition, some Vpx/Vpr proteins are PPM-dependent and others are PPM-independent for their expressions (Figures 6 and Figure 7). Furthermore, there is no PPM in some Vpx proteins derived from one viral group. Considering that Vpx/Vpr proteins are very likely to be important for HIV/SIV replication, persistence and/or transmission in natural primate hosts, the heterogeneity with respect to the expression level of a viral protein is remarkable. However, of note, the phylogeny of various HIV/SIVs generally shows a cluster pattern similar with that of the natural hosts (Perelman et al., 2011), supporting the notion that HIV/SIVs have acquired various expression profiles of Vpx/Vpr in the course of virus diversification. Although presently unknown, biological and molecular bases/reasons for the observations described above must exist. Our work reported here would evoke studies to determine the processes and underlying molecular bases (transcription, translation, stability of Vpx/Vpr, cytotoxicity of Vpx/Vpr, responsible sequence or structure of Vpx/Vpr, relevant cellular factors, and so on) for the observed heterogeneity among various HIV/SIVs. In this regard, of note, our recent studies have demonstrated that HIV-1 can adapt itself to various APOBEC3G environments by regulating the Vif expression level (Nomaguchi et al., 2014b, 2016).

Although we demonstrate here that Vpx/Vpr expression profiles are potentially linked to the phylogeny of various HIV/SIVs, our research system used was rather artificial, and how the Vpx/Vpr proteins contribute to the biology of HIV/SIVs in host individuals and populations remains to be elucidated. Further studies utilizing infectious intact proviral clones derived from various HIV/SIVs and natural target cells from various primate hosts are required to reveal the biological role for Vpx/Vpr in the process of viral adaptation and evolution.
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The efficiency of reverse transcription to synthesize viral DNA in infected cells greatly influences replication kinetics of retroviruses. However, viral replication in non-dividing cells such as resting T cells and terminally differentiated macrophages is potently and kinetically restricted by a host antiviral factor designated SAMHD1 (sterile alpha motif and HD-domain containing protein 1). SAMHD1 reduces cellular deoxynucleoside triphosphate (dNTP) pools and affects viral reverse transcription step. Human immunodeficiency virus type 2 (HIV-2) and some simian immunodeficiency viruses (SIVs) have Vpx or Vpr to efficiently degrade SAMHD1. Interestingly, the reverse transcriptase (RT) derived from HIV-1 that encodes no anti-SAMHD1 proteins has been previously demonstrated to uniquely exhibit a high enzymatic activity. It is thus not irrational to assume that some viruses may have acquired or lost the specific RT property to better adapt themselves to the low dNTP environments confronted in non-dividing cells. This adaptation process may probably be correlated with the SAMHD1-antagonizing ability by viruses. In this report, we asked whether such adaptive events can be inferable from Vpx/Vpr and RT phylogenetic trees overlaid with SAMHD1-degrading capacity of Vpx/Vpr and with kinetic characteristics of RT. Resultant two trees showed substantially similar clustering patterns, and therefore suggested that the properties of RT and Vpx/Vpr can be linked. In other words, HIV/SIVs may possess their own RT proteins to adequately react to various dNTP circumstances in target cells.

Keywords: HIV, SIV, Vpx, Vpr, RT, SAMHD1, dNTP

INTRODUCTION

Accessory proteins of various human immunodeficiency viruses/simian immunodeficiency viruses (HIV/SIVs) are believed to be essential for optimal viral replication, persistence, and pathogenicity in vivo (Matheson et al., 2016). Vpx was least well studied among the five accessory proteins (Vif, Vpx, Vpr, Vpu, and Nef) for its functional role and the underlying molecular basis until the recent identification of cellular anti-viral factor SAMHD1 as a target for Vpx (Hrecka et al., 2011; Laguette et al., 2011). Extensive studies since then have generated a series of critical findings to understand the interaction of Vpx and SAMHD1 (Goldstone et al., 2011; Hrecka et al., 2011; Laguette et al., 2011, 2012; Baldauf et al., 2012; Descours et al., 2012; Lahouassa et al., 2012; Lim et al., 2012; St Gelais et al., 2012; Lenzi et al., 2014, 2015): (1) all Vpx and some Vpr proteins derived from various HIV/SIVs target SAMHD1 for proteasomal degradation; (2) SAMHD1 reduces cellular deoxynucleoside triphosphate (dNTP) pools to a level similar to that observed in non-dividing myeloid and resting T cells; (3) HIV-1 reverse transcriptase (RT) shows a high binding affinity to dNTPs relative to those from other lentiviruses. Of note here, HIV-1 can replicate in macrophages to some extent, and lacks SAMHD1-degrading activity. Thus, HIV-1 appears to be unique among primate lentiviruses to act against SAMHD1.

On the basis of the experimental results summarized above, it would hold true to hypothesize that some specific viruses have adapted themselves to better fit the physiological environments in non-dividing cells. Therefore, we here have performed phylogenetic analyses using distinct Vpx/Vpr and RT proteins from viruses with/without anti-SAMHD1 activity. To this end, we phylogenetically examined the target viral proteins (Vpx/Vpr and RT with no sequence ambiguity) derived from three types of diverse SIVs based on their genome features relating to vpx, vpr, and vpu genes (Fujita et al., 2010; Sakai et al., 2016) as follows. (1) “Prototype viruses” carrying vpr gene analyzed here were SIVagm (isolated from the African green monkey), SIVmnd-1 (mandrill), SIVlst (l’Hoest’s monkey), SIVsun (sun-tailed monkey), SIVsyk (Sykes’ monkey), SIVdeb (DeBrazza’s monkey), SIVtal (talapoin monkey), SIVasc (red-tailed guenon), SIVcol (colobus monkey), SIVwrc (western red colobus), and SIVolc (olive colobus). (2) “HIV-1 type viruses” carrying vpr and vpu genes analyzed here were, SIVcpz (chimpanzee), SIVgor (gorilla), SIVgsn (greater spot-nosed monkey), SIVmon (mona monkey), SIVmus (mustached monkey), and SIVden (Dent’s monkey). (3) “HIV-2 type viruses” carrying vpx and vpr genes analyzed here were SIVsmm (sooty mangabey monkey), SIVmac (macaque monkey), SIVmne (pig-tailed macaque), SIVstm (stump-tailed macaque), SIVrcm (red-capped mangabey), SIVmnd-2 (mandrill), and SIVdrl (drill monkey).

PHYLOGENY OF Vpx/Vpr PROTEINS DERIVED FROM VIRUSES WITH/WITHOUT SAMHD1-DEGRADING ACTIVITY

Early studies have shown that Vpx is essential for HIV-2 and SIVmac replication in primary non-dividing cells (Fujita et al., 2010; Schaller et al., 2014). Subsequent studies have revealed that Vpx enhances viral DNA synthesis by inducing proteasomal degradation of an anti-viral factor in those cells (Fujita et al., 2010; Schaller et al., 2014). It is now established that the anti-viral factor SAMHD1 abundantly present in the non-dividing cells is degraded by Vpx from HIV-2 type viruses and Vpr from some prototype viruses (Laguette et al., 2012; Lim et al., 2012). There are no Vpr proteins with SAMHD1-degrading activity derived from HIV-1 and HIV-2 type viruses except for Vpr from SIVmus (HIV-1 type) (Laguette et al., 2012; Lim et al., 2012).

In order to easily see the genetic background for the results described above (Laguette et al., 2012; Lim et al., 2012), we also inferred a bootstrap phylogenetic tree of Vpx/Vpr proteins from diverse HIV/SIVs by the neighbor-joining method as previously described (Sakai et al., 2016), and the proteins with/without SAMHD1-degrading activity were highlighted by blue and red letters, respectively. Viruses without Vpx (prototype and HIV-1 type viruses) were analyzed for their Vpr proteins, and viruses with both Vpx and Vpr (HIV-2 type viruses) were examined for their Vpx proteins. As shown in Figure 1, Vpx/Vpr proteins from viruses with SAMHD1-degrading activity (viral groups: HIV-2, SIVsmm/mac/mne/stm, SIVrcm/mnd-2/drl, SIVagm, SIVmus/gsn/den/mon, and SIVdeb/syk/tal/asc) clearly formed different clusters from those by Vpr proteins from viruses without SAMHD1-degrading activity (viral groups: HIV-1, SIVcpz/gor, SIVmnd-1/lst/sun, and SIVolc/wrc/col). No virus strains without SAMHD1-degrading activity were found in the clusters with the activity and the opposite was true. These results suggested that HIV/SIVs with/without anti-SAMHD1 activity diverged at some time point in the past.
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FIGURE 1. Phylogeny of Vpx/Vpr proteins derived from various human immunodeficiency viruses/simian immunodeficiency viruses (HIV/SIVs). Phylogenetic tree based on diverse Vpx/Vpr proteins was constructed as previously described (Sakai et al., 2016), and is shown together with SAMHD1 (sterile alpha motif and HD-domain containing protein 1)-degrading activity. Viral clones with/without SAMHD1-degrading activity (Laguette et al., 2012; Lim et al., 2012) are indicated by blue and red letters, respectively. Note that Vpr proteins from HIV-2 type viruses (HIV-2, SIVsmm/mac/mne/stm, and SIVrcm/mnd-2/drl) are excluded from this tree for simplicity and clarity. Branches were calculated from 1000 bootstrap replicates, and the bootstrap values are labeled on the major branches. Scale bar represents the genetic distance. For virus designations, origins, and types, see the text (Introduction). Amino acid sequences were obtained from the HIV sequence database at Los Alamos National Laboratory (http://www.hiv.lanl.gov) or from the GenBank (http://www.ncbi.nlm.nih.gov).



PHYLOGENY OF RT PROTEINS DERIVED FROM VIRUSES WITH/WITHOUT SAMHD1-DEGRADING ACTIVITY

Human immunodeficiency virus type 1 does not encode any anti-SAMHD1 proteins as described above, which appears to be disadvantageous to the virus for efficient replication in target cells, especially in non-dividing myeloid and resting T cells. Nonetheless, HIV-1 grows well in humans and is markedly pathogenic for humans. While the mechanism(s) underlying for this viral property remains elusive, one could postulate, as a likely possibility, that the high growth ability of HIV-1 is attributable to its relatively high RT activity (Schaller et al., 2014). Indeed, it has been reported that HIV-1 RT is more active in synthesizing viral DNA than the other viral RT proteins derived from viruses with SAMHD1-degrading ability (Lenzi et al., 2014, 2015).

We therefore constructed a phylogenetic tree of various RT proteins from viruses with/without anti-SAMHD1 activity in order to predict their evolutional positions as described above (Sakai et al., 2016), and the result was shown in Figure 2. RT proteins from viruses without anti-SAMHD1 activity (viral groups: HIV-1, SIVcpz/gor, SIVmnd-1/lst/sun, and SIVolc/wrc/col) and those from viruses with the activity (viral groups: SIVrcm/mnd-2/drl, SIVagm, SIVmus/gsn/den/mon, SIVdeb/syk/tal/asc, HIV-2, and SIVsmm/mac/mne/stm) separately formed clusters as observed in the Vpx/Vpr tree (Figure 2). Importantly, viruses with a high RT activity (Lenzi et al., 2014, 2015) were confined to the HIV-1 cluster without SAMHD1-degrading ability. In contrast, viruses with a low RT activity (Lenzi et al., 2014, 2015) were found in various virus clusters with SAMHD1-degrading ability (SIVagm, HIV-2, SIVmac, and SIVmne). While not included in this phylogenetic tree due to the sequence unavailability to us, two more HIV-1 strains (92RW and 93IN) and two other HIV-2/SIVmne strains (Rod10 and 170) were reported to have RT proteins with a high and low enzymatic activity, respectively (Lenzi et al., 2014). Together with the result in Figure 1, our phylogenetic tree here is consistent with a hypothesis that the ability of Vpx/Vpr proteins from various HIV/SIVs to degrade SAMHD1 and the different enzymatic activity of RT proteins from various HIV/SIVs are intimately linked.
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FIGURE 2. Phylogeny of reverse transcriptase (RT) proteins derived from various HIV/SIVs. Phylogenetic tree based on diverse RT proteins was constructed as previously described (Sakai et al., 2016), and is shown together with SAMHD1-degrading and RT activities. Viral clones with/without SAMHD1-degrading activity (Laguette et al., 2012; Lim et al., 2012) are indicated by blue and red letters, respectively. In addition, viral clones experimentally tested for RT activity (Lenzi et al., 2014, 2015) are indicated by boldface type letters. Note that RT proteins from the HIV-1 group show a higher enzymatic activity relative to those from the other viral groups examined (Lenzi et al., 2014, 2015). Branches were calculated from 1000 bootstrap replicates, and the bootstrap values are labeled on the major branches. Scale bar represents the genetic distance. For virus designations, origins, and types, see the text (Introduction). Amino acid sequences were obtained from the HIV sequence database at Los Alamos National Laboratory (http://www.hiv.lanl.gov) or from the GenBank (http://www.ncbi.nlm.nih.gov).



CONCLUDING REMARKS

Primate lentiviral diversification is frequently accompanied by functional alterations of viral proteins required for efficient viral replication in different cellular environments, which can provide virologically essential informations to understand the inter-/intra-species transmission and adaptation processes. In this report, we have described a potential link between the SAMHD1-degrading activity of Vpx/Vpr proteins and the enzymatic activity of RT proteins. Our phylogenetic analyses (Figures 1 and 2) are consistent with a scenario that HIV-1 without anti-SAMHD1 activity may already have or have acquired RT with enhanced enzymatic activity. However, because viral strains experimentally examined for their anti-SAMHD1 and RT activities through biochemical and molecular biological approaches are limited so far, it would be too early to draw a clear conclusion on this issue. Extensive experimental studies are required to obtain decisive results.
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Timely disassembly of viral core composed of self-assembled capsid (CA) in infected host cells is crucial for retroviral replication. Extensive in vitro studies to date on the self-assembly/disassembly mechanism of human immunodeficiency virus type 1 (HIV-1) CA have revealed its core structure and amino acid residues essential for CA–CA intermolecular interaction. However, little is known about in vitro properties of HIV-2 CA. In this study, we comparatively analyzed the polymerization properties of bacterially expressed HIV-1 and HIV-2 CA proteins. Interestingly, a much higher concentration of NaCl was required for HIV-2 CA to self-assemble than that for HIV-1 CA, but once the polymerization started, the reaction proceeded more rapidly than that observed for HIV-1 CA. Analysis of a chimeric protein revealed that N-terminal domain (NTD) is responsible for this unique property of HIV-2 CA. To further study the molecular basis for different in vitro properties of HIV-1 and HIV-2 CA proteins, we determined thermal stabilities of HIV-1 and HIV-2 CA NTD proteins at several NaCl concentrations by fluorescent-based thermal shift assays. Experimental data obtained showed that HIV-2 CA NTD was structurally more stable than HIV-1 CA NTD. Taken together, our results imply that distinct in vitro polymerization abilities of the two CA proteins are related to their structural instability/stability, which is one of the decisive factors for viral replication potential. In addition, our assay system described here may be potentially useful for searching for anti-CA antivirals against HIV-1 and HIV-2.

Keywords: HIV-1, HIV-2, Gag-CA, NTD, CA-polymerization, CA-stability

INTRODUCTION

Highly ordered core structure of human immunodeficiency virus type 1 (HIV-1) consisting of multimeric capsid (CA) proteins is essential for modulating the complex virus replication (Freed and Martin, 2013; Goff, 2013). While unusual stabilization by mutations in CA abrogates viral infectivity through incomplete reverse transcription of viral genome (Forshey et al., 2002), rhesus α-isoform of tripartite motif-containing protein 5 (TRIM5α) eliminates viral infectivity by abnormally promoting disassembly of CA proteins (Forshey et al., 2005; Sebastian and Luban, 2005; Stremlau et al., 2006). A variety of host proteins have been reported to regulate CA disassembly: cyclophilin A (CypA) (Braaten et al., 1996a,b; Gamble et al., 1996), PDZ domain-containing protein 8 (PDZD8) (Henning et al., 2010; Guth and Sodroski, 2014), cleavage and polyadenylation specificity factor (CPSF) (Lee et al., 2010; Price et al., 2012), and myxovirus resistance protein 2 (MX2) (Goujon et al., 2013; Kane et al., 2013; Liu et al., 2013). Thus, proper disassembly of the CA-core structure in the viral replication cycle in concert with cellular proteins is critical for HIV-1 infectivity. Given that the process of HIV-1 CA core dissociation in infected cells is intricately mediated by numerous viral and cellular factors, in vitro model systems that mimic the in vivo situation to a certain extent are required to gain definite insights into molecular events in HIV-1 core formation/deformation. In fact, various in vitro systems have been developed to study the physicochemical aspects of HIV-1 CA–CA interaction (Ehrlich et al., 1992; Campbell and Vogt, 1995; Gross et al., 1997; von Schwedler et al., 1998; Gross et al., 2000; Ehrlich et al., 2001; Lanman et al., 2002; Mateu, 2002; Morikawa et al., 2004; Alfadhli et al., 2005; del Alamo et al., 2005; Lidon-Moya et al., 2005; Chen and Tycko, 2010). Although the above systems are influenced by numerous factors, such as ion strength, temperature, pH, and crowding agents, a high concentration of NaCl has been generally and frequently used to initiate the CA-assembly in vitro.

HIV CA consists of two globular domains [N-terminal domain (NTD) and C-terminal domain (CTD)], and a linker domain connecting these two domains (Figure 1A). While HIV-1 CA NTD has an N-terminal β-hairpin and seven α-helices in the downstream region (Gitti et al., 1996; Momany et al., 1996), its CA CTD has four α-helices (Gamble et al., 1997; Du et al., 2011). The former primarily forms a hexameric structure (also forms a pentameric structure), and the latter interacts with the NTD of adjacent CA molecules (Pornillos et al., 2009, 2011). CTD also forms a CTD-CTD dimer (Ganser-Pornillos et al., 2007; Pornillos et al., 2009). Based on cryo-electron microscopy studies, it has been proposed that HIV-1 cores in mature virions have a mixture of approximately 250 hexameric CA proteins and 12 pentameric CA proteins at upper and lower ends of the conical core (Ganser et al., 1999; Zhao et al., 2013). In vitro studies have also shown that HIV-1 CA is assembled to form core-like structure made up of hexameric CA proteins, a structure similar to the core in native virions (Ganser et al., 1999; Byeon et al., 2009; Zhao et al., 2013). Of note, this self-assembly process of HIV-1 CA (monomers, hexamers, and final core-like products consisting of hexamers) can be induced by high ionic strength, and readily monitored by simple turbidity assays in vitro (Ehrlich et al., 1992; Li et al., 2000; Ganser-Pornillos et al., 2004; Barklis et al., 2009). Moreover, as described above, CA disassembly process regulated by CA inhibitors/host proteins, such as TRIM5α, CypA, and PDZD8, can be experimentally analyzed in vitro as well as in vivo (Grattinger et al., 1999; Ternois et al., 2005; Black and Aiken, 2010; Guth and Sodroski, 2014).
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FIGURE 1. Structural comparison of NL4-3 and GL-AN Gag-CA proteins. (A) Alignment of NL4-3 and GL-AN Gag-CA sequences. CA amino acid sequences of HIV-1 NL4-3 (GenBank accession number: AF324493) and HIV-2 GL-AN (GenBank accession number: M30895) are aligned. The N-terminal domain (NTD), linker domain, C-terminal domain (CTD), β-hairpin, and helices 1 to 11 (H1 to H11) are shown based on previous studies (Gamble et al., 1996; von Schwedler et al., 2003; Robinson et al., 2014; Gres et al., 2015). (B) Superimposition of the NTD structures. Superposed structures of HIV-1 NTD (green, PDB code: 3H4E) and HIV-2 NTD (gray, PDB code: 2WLV) were depicted by PyMOL ver 1.8.



Amino acid sequences of HIV-1/HIV-2 CA proteins are significantly related to each other (Figure 1A), and more strikingly, their NTD 3-D structures are highly similar (Figure 1B). However, although HIV-1 and HIV-2 exhibit distinct biological properties associated with their CA proteins (Freed and Martin, 2013), to the best of our knowledge, in vitro properties of HIV-2 CA have been very poorly studied so far. HIV-2 is a medically and socially important retrovirus in addition to HIV-1, and is important for basic virology as well. In this study, we comparatively analyzed the in vitro polymerization properties of HIV-1/HIV-2 CA proteins, and also their thermal stability. We found that HIV-1 and HIV-2 CA proteins are remarkably different from each other in these characteristics, and demonstrated that the observed difference is attributable to the NTD of CA proteins. Our results here suggest that the structural instability/stability of CA NTD influences distinct biological properties of HIV-1 and HIV-2.

MATERIALS AND METHODS

Plasmids

Sequences encoding a full-length CA of HIV-1 NL4-3 (Pro1-Leu231 in Figure 1A) and its NTD (Pro1-Tyr145 in Figure 1A) were PCR-amplified and cloned into pET21 (EMD chemicals, Inc.) using Nde I and Xho I sites to generate NLCA and NLNTD, respectively. Sequences encoding a full-length CA of HIV-2 GL-AN (Pro1-Met231 in Figure 1A) and its NTD (Pro1-Tyr145 in Figure 1A) were PCR-amplified and cloned into pET21 as above to generate GLCA and GLNTD, respectively. All mutant clones analyzed in this study, designated NL/GL, GL32NLCA, and GLmtCA, were generated by overlapping PCR. Infectious molecular clones designated NL4-3 and GL-AN have been previously described (Adachi et al., 1986; Shibata et al., 1990; Kawamura et al., 1994). NL4-3 and GL-AN are prototype full-length clones of HIV-1 and HIV-2, respectively, and frequently and widely used for various HIV studies as representative clones.

Expression and Purification of CA Proteins

Recombinant CA proteins (tagged with poly-histidine at the C-terminus) were expressed in E. coli strain BL21 (DE3) RIL (Agilent technologies) and purified as previously described (Li et al., 2000). Expression of wild-type and mutant CA proteins were induced with 0.1 mM isopropyl β-D-thiogalactopyranoside. Recombinant proteins were then purified by immobilized metal affinity chromatography (TALON, Clontech Laboratories Inc.), and their purities were checked and confirmed by SDS-poly-acrylamide gel electrophoresis (SDS-PAGE) for subsequent experimental uses (Figure 2A).
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FIGURE 2. In vitro polymerization features of NL4-3 and GL-AN CA proteins. Polymerization reaction was carried out and monitored by OD at 350 nm as described in MATERIALS AND METHODS. (A) SDS-PAGE profile. The purity of CA proteins was checked by SDS-PAGE gel stained with Coomassie Brilliant Blue. Size markers in kDa (on the left) and the CA proteins (arrows) are indicted. NLCA, NL4-3 CA; GLCA, GL-AN CA. (B–E) Self-polymerization of CA proteins. Purified CA proteins were added to the buffer containing various concentrations of NaCl, and incubated for 4 h (B–C) or 10 min (D–E) at room temperature. Polymerized products and polymerization kinetics at various concentrations of NaCl were determined by OD at 350 nm for NLCA (B,D) and GLCA (C,E) as shown.



In Vitro Assay for HIV CA Assembly

Assays for CA assembly were performed similarly as described previously (Ehrlich et al., 1992; Li et al., 2000; Ganser-Pornillos et al., 2004; Barklis et al., 2009). Three independent polymerization experiments were carried out, and mean values ± standard deviations are shown where indicated. CA polymerization reactions were performed in 50 mM Tris-HCl (pH 8.0) at a final concentration of 50 μM recombinant CA proteins. Reactions were carried out at different NaCl concentrations for the indicated time in each experiment. Polymerized products were monitored by optical density (OD) at 350 nm using a spectrophotometer (DU730, Beckman–Coulter). OD350 has been used to most sensitively measure the ordered protein aggregates, not the protein itself. The upper OD detection limit of DU730 is 3.0.

Transmission Electron Microscopy (TEM)

Negative staining and electron microscopy were performed similarly as described before (Sakaguchi et al., 2002; Piroozmand et al., 2006). NL4-3 and GL-AN CA proteins adjusted to 100 μM were in vitro polymerized in the presence of 2 M NaCl (for NL4-3) or 3.5 M NaCl (for GL-AN) for 30 min at room temperature. Assembled CA proteins were fixed by 0.2% glutaraldehyde, and were placed on formvar-carbon-coated nickel grids, stained with 4% uranyl acetate, and examined by a transmission electron microscope (Hitachi H-7650).

Fluorescence-based Thermal Shift Assay

Fluorescence-based thermal shift assays by differential scanning fluorimetry (DSF) were carried out as described previously (Niesen et al., 2007; Fedorov et al., 2012). Three independent DSF experiments were conducted with highly similar results. Fifty μM of CA NTD proteins were prepared in 50 mM Tris-HCl (pH 8.0), 250–2000 mM NaCl and 1 mM 2-mercaptethanol containing SYPRO orange (Invitrogen) to quantify thermal stability. Temperature gradient was set in the range of 25°C to 95°C with 1% ramp rate using 7500 real-time PCR system (Applied Biosystems). Melting temperature (Tm) of CA was calculated by SYPRO orange fluorescence curves using 7500 software ver. 2.03.

RESULTS

Polymerization Properties of HIV-1 and HIV-2 CA Proteins

Capsid protein is a major component of retroviral particles, and commonly plays an essential role for virus replication (Goff, 2013). Therefore, amino acid sequences in CA proteins and their structural features are expected to be conserved among viruses, especially those belonging to the same viral genus. Indeed, when HIV-1 and HIV-2 CA proteins are compared (Figure 1), their amino acid identities are around 70% (67% for NTD and 73% for CTD), and structural outlines of NTD proteins as revealed by nuclear magnetic resonance are highly similar (Price et al., 2009). Nevertheless, we were interested in ascertaining if there is some biochemical/biophysical difference(s) between the two closely related CA molecules from HIV-1 and HIV-2 that may potentially affect their biological properties.

To comparatively determine the physicochemical characteristics of HIV-1 and HIV-2 CA proteins, we employed the in vitro assembly system by NaCl (Ehrlich et al., 1992; Li et al., 2000; Ganser-Pornillos et al., 2004; Barklis et al., 2009) in this study. Recombinant CA proteins (derived from HIV-1 NL4-3 and HIV-2 GL-AN) expressed in bacteria and purified were used for monitoring their polymerization reactions. As shown in Figures 2B,C, a very prominent difference was noted between NL4-3 and GL-AN CA proteins for their NaCl-dependent polymerization. NL4-3 CA polymerized at a significant level with 1 M NaCl, and fully assembled with 1.5 M, 1.75 M, and 2 M NaCl. In a sharp contrast, no polymerized products were detected for GL-AN CA with 2.75 M and lower concentrations of NaCl. At least 3 M NaCl or higher concentrations were required for GL-AN CA to definitively detect the polymerization products. We then performed kinetic studies to determine whether there was any difference between NL4-3 and GL-AN CA proteins (Figures 2D,E). As demonstrated, NL4-3 CA self-assembled in a linear way over time with 1.5 M and 2.0 M NaCl, whereas GL-AN CA exhibited Boltzmann shape curves with 3 M and 3.5 M NaCl even when OD values were very low (note the GLCA right panel in Figure 2E). In total, GL-AN CA self-polymerized more rapidly than NL4-3 CA once successfully triggered by NaCl. Considering early reports on the TEM morphology of in vitro HIV-1 CA products (Ehrlich et al., 1992; Campbell and Vogt, 1995; Gross et al., 1997), we checked for the presence of assembled CA proteins with a tubular or cylinder shape in the reaction products. As shown in Figures 3A,B, polymers with a similar morphology were readily observed in the in vitro assembled products of NL4-3 and GL-AN CA proteins, as previously described.
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FIGURE 3. Tubular structures of in vitro assembled NL4-3 and GL-AN CA proteins. CA proteins were fully polymerized in vitro, fixed by glutaraldehyde, and visualized via TEM as previously described (Sakaguchi et al., 2002; Piroozmand et al., 2006). (A,B) represent micrographs of HIV-1 NL4-3 CA (NLCA) and HIV-2 GL-AN CA (GLCA), respectively. Scale bars: 1 μm in upper panels; 200 nm in lower panels.



Polymerization Properties of CA Chimeric and Mutant Proteins

Although the amino acid identities in NL4-3 and GL-AN CA proteins are considerably high (Figure 1), their polymerization properties in vitro were clearly distinct (Figure 2). To determine the region in CA responsible for the observed differences, we first constructed a chimeric clone between the two CA proteins and designated it as NL/GL. NL/GL contains the NTD of NL4-3 CA and the linker/CTD of GL-AN CA (Figure 1A). We then performed the in vitro polymerization assays for NL4-3 CA, GL-AN CA, and NL/GL as described above. As clearly seen in Figure 4A, NL/GL gave very similar results with those obtained for NL4-3 CA, but very different from those for GL-AN CA. Consistent with these results, NL/GL polymerization kinetics were highly similar to those of NL4-3 CA (Figure 4B). We concluded that NTD determines differences in in vitro polymerization properties of NL4-3 and GL-AN CA proteins.
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FIGURE 4. Comparative analysis of several CA proteins for their in vitro polymerization properties. CA-polymerization was performed in vitro and monitored by OD at 350 nm as described in MATERIALS AND METHODS. (A) Polymerization of NL4-3 CA (NLCA), GL-AN CA (GLCA), and NL/GL CA (NL/GL) proteins for 4 h at various NaCl concentrations. The chimeric clone NL/GL has the sequence encoding the NTD of NL4-3 CA and the linker domain/CTD of GL-AN CA (Figure 1A). (B) Polymerization kinetics of NL and NL/GL CA proteins (1.5 M NaCl). (C) Polymerization of NL and GL32NL CA proteins for 4 h at various NaCl concentrations. GL32NL is a chimeric NLCA-derivative clone which has the sequence encoding the very N-terminal region of GL-AN CA (Pro1-Phe32 in Figure 1A).



It has been reported that the N-terminal β-hairpin structure is important for CA assembly by analyzing a chimeric protein between HIV-1 and murine leukemia virus CA proteins (Cortines et al., 2011). This suggested that the most N-terminal region containing the β-hairpin structure could be determinants for the different polymerization phenotypes between NL4-3 and GL-AN CA proteins. We therefore constructed a chimeric CA clone designated GL32NLCA to test this possibility. The N-terminal portion of NLCA (Pro1-Phe32 in Figure 1A) was replaced with the corresponding region of GLCA to generate GL32NLCA. As shown in Figure 4C, when NLCA and GL32NLCA were monitored for the polymerization activity at various NaCl concentrations, no significant difference was noted. This result indicated that the region containing the N-terminal β-hairpin structure is not a determinant for the distinct polymerization properties.

Previous structural studies have shown that some amino acid residues (no. 20, 38, 39, 42, 54, and 58 in CA) located at the CA–CA interaction interface (regions of helices 1, 2, and 3) are critical for polymerization (Pornillos et al., 2009, 2011). Of these six residues, three, i.e., L20, P38, and A42, are conserved between NL4-3 and GL-AN CA proteins (Figure 1A). Consequently, three amino acids (no. 39, 54, and 58) are unshared, and reside in the CA–CA interacting surface (Figure 5). We therefore introduced three amino acid substitutions (G39M, Q54T, and C58T) into GLCA to generate GLmtCA carrying residues of the NL4-3 CA type (Figure 5), and examined its polymerization ability. GLmtCA was found to have much less polymerization activity than GLCA (Figure 5B). This result indicated that amino acids G39, Q54, and C58 are critical for self-assembly of GL-AN CA, and that the amino acid substitutions introduced cannot change its polymerization property to the NL4-3 type.
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FIGURE 5. Comparison of in vitro polymerization activity of GL-AN and mutant CA proteins. (A) CA–CA interacting surface of HIV-1. Two CA molecules (greenish and bluish) are shown. Three amino acids (M39, T54, and T58 in the H2–H3 region) critical for the interaction are highlighted as shown (see Pornillos et al., 2009, 2011 for details). The structure of HIV-1 CA (PDB code: 3H4E) was depicted by PyMOL ver 1.8. (B) Polymerization of parental and mutant CA proteins. CA-polymerization was performed in vitro for 4 h at various NaCl concentrations, and monitored by OD at 350 nm as described in the Section “Materials and Methods”. The mutant clone GLmtCA has three amino acid substitutions relative to GLCA as indicated.



Thermal Stability of CA NTD Proteins

It has been reported that chemical chaperons, inhibitors of HIV-1 CA polymerization, raise its Tm (Lampel et al., 2013). Furthermore, previous studies have reported that higher temperature facilitates the polymerization of HIV-1 CA (Ehrlich et al., 1992; Morikawa et al., 2004; Alfadhli et al., 2005). Moreover, the interaction of HIV CA with CypA or anti-retroviral TRIM-Cyp, known to promote HIV CA dissociation (Braaten et al., 1996a,b; Gamble et al., 1996; Forshey et al., 2005; Sebastian and Luban, 2005; Stremlau et al., 2006), was shown to be an exothermic event (Yoo et al., 1997; Price et al., 2009), indicating that HIV CA is shifted to a more thermally stable state upon binding to CypA or TRIM-Cyp. These results have strongly suggested that the ability of CA to polymerize and the thermal stability of CA are mutually linked. We therefore comparatively determined the thermal stability of CA NTD proteins derived from NL4-3 and GL-AN, the determinants for distinct polymerization properties of the two CA proteins (Figure 4).

To determine the Tm for the two proteins, we employed fluorescence-based thermal shift assays using SYPRO orange. Proteins expose hydrophobic patches upon heating. This assay utilizes a chemical property of SYPRO orange to bind to hydrophobic patches in target proteins, and therefore, their denaturation states can be monitored by fluorescence intensities from SYPRO orange. As shown in Figure 6, fluorescence intensity curves of NL4-3 and GL-AN NTD proteins obtained by this assay system were quite different, and Tm values for NL4-3 NTD and GL-AN NTD were calculated to be 50.4 °C and 53.9 °C, respectively. Thus, GL-AN NTD was thermally more stable than NL4-3 NTD. We further examined the effects of NaCl, an agent to promote CA polymerization (Figure 2), on the thermal stability of the two NTD proteins. Figure 7 shows the results obtained. The Tm for NL4-3 NTD fell down (7.4 °C) by increasing NaCl concentrations from 250 mM to 2000 mM (Figures 7A,C). On the other hand, relatively mild effects were observed for the Tm-shift of GL-AN NTD (2.1°C falling down as shown in Figures 7B,C). Thus, GL-AN NTD was less influenced by NaCl with respect to thermal stability than NL4-3 NTD. In other words, NL4-3 NTD was structurally destabilized to a greater extent by NaCl than GL-AN NTD. Collectively, GL-AN NTD was structurally more stable than NL4-3 NTD.
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FIGURE 6. Thermal stability of CA NTD proteins derived from HIV-1 NL4-3, and HIV-2 GL-AN. The thermal stability of NLCA and GLCA NTD proteins in the presence of 250 mM NaCl was determined by DSF as described in the Section “Materials and Methods”. SYPRO orange fluorescence intensity (FI) at varying temperatures (upper panel) and derivative melt curves calculated by differences in FI at each temperature (lower panel) are shown. Peak temperatures in the curves (dFI/dT) were considered as Tm.
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FIGURE 7. Thermal stability of CA NTD proteins at various NaCl concentrations. The thermal stability of NLCA and GLCA NTD proteins at various NaCl concentrations was evaluated as described in the legend to Figure 6. FI values and melt curves (A,B, respectively), and Tm shifts induced by NaCl (C) are shown.



DISCUSSION

Although there have been numerous studies on the assembly of HIV-1 CA in vitro (Ehrlich et al., 1992, 2001; Campbell and Vogt, 1995; Gross et al., 1997, 2000; von Schwedler et al., 1998; Lanman et al., 2002; Mateu, 2002;Morikawa et al., 2004; Alfadhli et al., 2005; del Alamo et al., 2005; Lidon-Moya et al., 2005; Chen and Tycko, 2010), almost no experimental investigations into the corresponding research field of HIV-2 have been done as of yet. In this work, we determined in vitro characteristics of HIV-2 CA (derived from an infectious clone, GL-AN) in parallel with HIV-1 CA (derived from an infectious clone, NL4-3). We confirmed previous findings on HIV-1 CA, and newly found that HIV-2 CA is strikingly distinct from HIV-1 CA regarding its in vitro properties (Figures 2, 4, 6, 7) despite their sequence relatedness and structural similarity (Figure 1). We demonstrated here that much higher concentrations of NaCl are required for the polymerization of HIV-2 CA than for HIV-1 CA, but that HIV-2 CA assembly proceeds more promptly relative to HIV-1 CA after being initiated (Figures 2, 4). Although a specific narrow region in CA was not identified as a determinant, NTD is clearly responsible for this property (Figure 4). This conclusion is quite reasonable because amino acid identities are higher in CTD than those in NTD, and would be consistent with the finding that intermolecular CTD-CTD interaction occurs first and NTD-NTD interaction occurs as the final step (Grime and Voth, 2012; Tsiang et al., 2012). NTD may function as a rate-limiting factor for CA polymerization.

We also demonstrated by fluorescence-based thermal shift assays that HIV-2 CA NTD is structurally more stable than HIV-1 CA NTD (Figures 6, 7). Thus, the thermal stability of NTD proteins was inversely related with the polymerization ability of CA proteins at lower NaCl concentrations (Figures 2, 4). Although the molecular basis is still unknown, the negative relationship between thermal stability and assembly property has been reported for CA proteins of HIV-1 and its CA mutant (Ganser-Pornillos et al., 2004; Cortines et al., 2015), and for HIV-1 CA treated with chemical chaperons (Lampel et al., 2013). Furthermore, HIV-1 CA polymerization was facilitated by heat destabilization (Ehrlich et al., 1992; Morikawa et al., 2004; Alfadhli et al., 2005; Barklis et al., 2009). Taken together, it is not unreasonable to assume that the relatively high thermal stability of CA is associated with the relatively poor assembly property (i.e., high disassembly property) of CA. However, whether the different sequence and/or structural property of HIV-1/HIV-2 CA proteins needed to bind to cellular restriction or regulation factors, such as TRIM5α or CypA, are linked with our results described here is unclear at present. The molecular basis underlying the distinct in vitro features of HIV-1/HIV-2 CA proteins remains to be elucidated.

HIV Gag-CA proteins play indispensable roles at various steps in the viral replication cycle (Freed and Martin, 2013). Our results described here clearly indicated that CA proteins of HIV-1 and HIV-2 are biochemically distinct. The data on the thermal stability of HIV-1/HIV-2 CA NTD proteins (Figures 6, 7) may account for the unique polymerization properties of HIV-1 and HIV-2 CA proteins (Figures 2, 4). As for the biological implications of our findings, we noticed a report showing that the HIV-2 GH123 virus carrying an identical Gag-CA with GL-AN exhibits faster uncoating (CA disassembly) kinetics in infected cells relative to the HIV-1 NL4-3 virus (Takeda et al., 2015). This observation is in good agreement with our results, supporting the notion that the instability/stability of CA proteins may affect the early viral replication phase (uncoating) of HIV-1 and HIV-2. The plausibility of our concept needs to be biochemically and biologically verified.

It is reasonable to consider Gag-CA as a therapeutic target, and indeed, there have been numerous attempts in this direction (Tang et al., 2003; Zhang et al., 2008; Tian et al., 2009; Blair et al., 2010; Jin et al., 2010; Curreli et al., 2011; Shi et al., 2011; Kortagere et al., 2012; Lemke et al., 2012; Lamorte et al., 2013; Matreyek et al., 2013; Bhattacharya et al., 2014; Fricke et al., 2014; Peng et al., 2014; Price et al., 2014). However, to the best of our knowledge, none of the anti-viral inhibitors described have proceeded to the steps to study their practical/clinical use. In the present study, we have demonstrated the close association of CA polymerization property in vitro and thermal stability of CA NTD as monitored by DSF. Thermal stability can be readily evaluated in large numbers simultaneously by a real-time PCR machine. It is thus practical to identify compounds by DSF that unusually destabilize or stabilize Gag-CA NTD proteins of HIV-1/HIV-2. In fact, a small molecule named PF74, previously reported to bind to HIV-1 CA and induce premature HIV-1 uncoating (Shi et al., 2011), was found to aberrantly increase the stability of NLCA NTD as revealed by DSF in our pilot experiments (manuscript in preparation). The system based on DSF (Figures 6, 7) represents a promising new high-throughput screening method to search for durable and effective anti-HIV CA antivirals from a large library of candidate molecules.
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H5N1 highly pathogenic avian influenza (HPAI) was one of the most important avian diseases in poultry production of China, especially in Guangdong province. In recent years, new H5N1 highly pathogenic avian influenza viruses (HPAIV) still emerged constantly, although all poultry in China were immunized with H5N1 vaccinations compulsorily. To better understand the pathogenicity and transmission of dominant clades of the H5N1 HPAIVs in chicken from Guangdong in 2012, we chose a clade 7.2 avian influenza virus named A/Chicken/China/G2/2012(H5N1) (G2) and a clade 2.3.2.1 avian influenza virus named A/Duck/China/G3/2012(H5N1) (G3) in our study. Our results showed that the chickens inoculated with 103 EID50 of G2 or G3 viruses all died, and the titers of virus replication detected in several visceral organs were high but different. In the naive contact groups, virus shedding was not detected in G2 group and all chickens survived, but virus shedding was detected in G3 group and all chickens died. These results showed that the two clades of H5N1 HPAIVs had high pathogenicity in chickens and the contact transmission of them was different in chickens. The results of cross reactive HI assay showed that antigens of G2 and G3 were very different from those of current commercial vaccines isolates (Re-4, Re-6, and D7). And to evaluate the protective efficacy of three vaccines against most isolates form Guangdong belonging to clade 2.3.2.1 in 2012, G3 was chosen to challenge the three vaccines such as Re-4, Re-6, and D7. First, chickens were immunized with 0.3 ml Re-4, Re-6, and D7 inactivated vaccines by intramuscular injection, respectively, and then challenged with 106 EID50 of G3 on day 28 post-vaccination. The D7 vaccine had 100% protection against G3 for chickens, the Re-6 vaccine had 88.9%, and the Re-4 vaccine only had 66.7%. Our results suggested that the D7 vaccine could prevent and control H5N1 virus outbreaks more effectively in Guangdong. From the above, it was necessary to conduct continuously epidemiological survey and study the pathogenicity and antigenic variation of avian influenza in Southern China.

Keywords: H5N1, pathogenicity, transmissibility, antigenic variation, vaccine

INTRODUCTION

Influenza A viruses are the most important pathogen of three types (A, B, and C) of influenza viruses, to both the poultry industry and human health. To date, avian influenza viruses representing 16 HA and 9 NA subtypes have been detected in wild birds and poultry throughout the world (Webster et al., 1992; Fouchier and Munster, 2009). According to the virulence of viruses, avian influenza viruses are divided into highly pathogenic avian influenza virus (HPAIV), low pathogenic avian influenza virus (LPAIV), and non-pathogenic avian influenza virus (NPAIV). However, only some influenza viruses of H5 and H7 subtype are highly pathogenic to poultry.

The H5N1 HPAIV was first isolated in Guangdong, China in 1996 (Xu et al., 1999). In 1997, H5N1 HPAIVs had repeatedly caused serious outbreaks among poultry farms and markets in Hong Kong, which resulted in heavy losses. And it was the first report that H5N1 HPAIV infected human in “Hong Kong Flu” in 1997, causing six deaths in 18 infection cases (Claas et al., 1998; Subbarao et al., 1998). In 2002, a new H5N1 HPAI outbreak in Hong Kong infected millions of birds, including several types of wild water fowl. This was the first time the H5N1 HPAIV was found to infect water fowl (Lee et al., 2005; Nguyen et al., 2005). Between 2003 and 2005, the H5N1 HPAI repetitively broke out in East Asia and South Asia, and even spread to Europe and Africa. This resulted in more than 150 million birds dead or slaughtered and 53 human fatalities (Sturm-Ramirez et al., 2004; World Health Organization, 2005). Since 2003, the H5N1 HPAI had continued influencing more than 60 states or areas including Laos, Vietnam, Thailand, Hong Kong, and China (World Health Organization, 2013b). From 2003 to 1 May 2015, 840 laboratory-confirmed human cases of H5N1 HPAIVs infection were officially reported to WHO from 16 countries; of these cases, 447 died (World Health Organization, 2015). Consequently, H5N1 HPAIVs are zoonotic etiological agents recognized as a severe threat to both the poultry industry and human public health around the world.

In terms of antigenic characteristics, H5N1 HPAIVs were divided into 10 clades (0–9) and numerous subclades by World Health Organization/World Organization for Animal Health/Food and Agriculture Organization H5N1 Evolution Working Group (2008)1. Complicated breeding environments, the long distance transport of live poultry, and wild bird migration resulted in all known clades circulating endlessly in poultry in China. Especially during 2005 and 2006, H5N1 viruses of clades 2.2, 2.3.2, 2.3.4, 4, 7, and 9 circulated all over China. Since 2007, viruses of clades 2.3.2, 2.3.4, and 7 have predominantly co-circulated continuously in domestic poultry and waterfowl in China (Smith et al., 2009; Jiang et al., 2010; Li et al., 2010). Later, several studies results showed that the pathogenicity of clade 2.3.2 viruses were intensifying in aquatic birds (Sakoda et al., 2010). Viruses of clade 7 began spreading in chickens across the northern of China in 2005, which had a high pathogenicity in chickens, but only a few viruses were isolated from aquatic birds. In 2008, H5N1 HPAI caused clade 7.2 viruses broke out in several cities in North China and caused a considerable amount of deaths in poultry. In 2010, a new H5N1 HPAIV belonging to clade 2.3.2.1 was isolated from South Asia, and 48 humans were reported to have been infected with the virus (Reid et al., 2011). In 2011, the H5N1 HPAI caused clade 2.3.2.1 viruses broke out in crows (World Health Organization, 2012). From 2012 to 2013, the H5N1 HPAIVs belonging to 2.3.2.1, 2.3.4, and 7.2 clades were detected in birds and/or environmental samples in China (World Health Organization, 2013a), but the most isolates belonged to clade 2.3.2.1. The pathogenicity of different clades varied in poultry and wild birds, but the movement and interaction of H5N1 viruses between them was still not clear until now.

To better understand the pathogenicity and transmissibility of different clade of H5N1 isolates from poultry in Guangdong in 2012, we selected two viruses—A/Chicken/China/G2/2012(H5N1) (G2) and A/Duck/China/G3/2012(H5N1) (G3)—to carry out their infection experiments. To evaluate the antigenic variation of these viruses and protective efficacy of current commercial vaccines against most isolates from Guangdong in 2012, G3 (belonging to clade 2.3.2.1) was chosen to challenge three commercial vaccines such as Re-4, Re-6, and D7.

MATERIALS AND METHODS

H5N1 HPAIV Variants and Propagation

The two H5N1 HPAIVs—A/Chicken/China/G2/2012(H5N1) (G2) and A/Duck/China/G3/2012(H5N1) (G3)—used in this study were isolated from cloacal swabs of apparently healthy birds in live bird markets during 2012. They were purified and propagated by three rounds of limiting dilution in the allantoic cavity of 9–11 days old specific-pathogen-free (SPF) embryonated chicken eggs (Jiao et al., 2014; Yuan et al., 2014). The allantoic fluid from multiple eggs was pooled, clarified by centrifugation, and frozen in aliquots at −70°C. The G2 and G3 inactivated antigens and positive serums were provided by College of Veterinary Medicine, South China Agricultural University. The 50% egg infectious dose (EID50) was calculated according to the method published by Reed and Muench (1938) using the serial titration of eggs. All experiments were carried out in Animal Biosafety Level 3 (ABSL-3) facilities.

Genetic and Phylogenetic Analyses

The viral RNA was extracted from the allantoic fluid supernatant using Trizol LS Reagent (Life Technologies, Inc.). A reverse transcription polymerase chain reaction (RT-PCR) was conducted using Superscript III (Invitrogen, Carlsbad, CA, USA) and Uni12 (5-AGCAAAAGCAGG-3) primer. Eight genes were amplified using universal primers (Hoffmann et al., 2001), and the PCR products were purified using the mini PCR Purification Kit (Promega). Sequencing was performed by Shanghai Invitrogen Biotechnology Co., Ltd. The sequencing data were compiled with the Seqman program of Lasergene 7 (DNASTAR, Inc.). Amino acid sequence similarities were identified with the Lasergene 7 Megalign program (DNASTAR). The hemagglutinin (HA) gene phylogenetic tree of the H5N1 HPAIVs was created with MEGA 5 software (Sinauer Associates, Inc., Sunderland, MA).

The nucleotide sequences of A/Chicken/China/G2/2012(H5N1) (G2) and A/Duck/China/G3/2012(H5N1) (G3) were available from GenBank under the accession numbers KU851866-KU851867.

Pathogenicity and Transmission

Five-week-old SPF White Leghorn chickens were purchased from Beijing Merial Vital Laboratory Animal Technologies Co., LTD, Beijing, China.

To determine the pathogenicity and transmission of the two H5N1 HPAIVs, twenty-seven chickens were equally divided into three groups G2, G3, and control. Six chickens of G2 and G3 group were inoculated intranasally with 103 EID50 of G2 or G3 viruses, respectively; the other three chickens of each group were inoculated intranasally with the same volume of phosphate buffered saline (PBS), as naive contact housed with the inoculated chickens. The chickens of control group were inoculated intranasally with the same volume of PBS. All chickens were observed for clinical symptoms for 14 days. Three inoculated chickens in each group were euthanized at 3 days post-inoculation (DPI), and the lungs, kidneys, liver, heart, spleen, and brain were collected. Similar executions were performed on chickens that died during the observation. Oropharyngeal and cloacal swabs were collected from all chickens at 3, 5, 7, 9, and 11 DPI, and suspended in 1 ml isolation media PBS (pH 7.4). All of the tissues and swabs were collected and titrated for virus infectivity in eggs, as described previously (Chen et al., 2004; Jiao et al., 2008). Seroconversion of the surviving chickens on 14 DPI was confirmed by hemagglutinin inhibition (HI) test. HI titers of the serums were detected using 1% chicken red blood cells by a standard method (Takatsy and Barb, 1973). All animal experiments were conducted under the guidance of SCAU's Institutional Animal Care and Use Committee. Our animal experiments in this study had been approved by SCAU and were carried out in high-efficiency particulate air-filtered isolators (size: 2200 × 850 × 1700 mm) and ABSL-3 facilities.

Vaccine-Challenge

To evaluate the antigenic variation of these viruses and protective efficacy of current commercial vaccines against most isolates from Guangdong in 2012, 3-week-old SPF White Leghorn chickens were purchased from Beijing Merial Vital Laboratory Animal Technologies Co., LTD, Beijing, China. Re-4 and Re-6 vaccines strain inactivated antigens, positive serums, and vaccines were purchased from Weike Biotechnology Co., Ltd., Harbin, China. D7 (H5N2) vaccines strain inactivated antigens, positive serums, and vaccines were purchased from Guangzhou South China Biological Medicine Co. Ltd., Guangdong, China.

Thirty-six chickens were divided into four groups (n = 9), and three groups were immunized with 0.3 ml of Re-4, Re-6, or D7 inactivated vaccines via intramuscular injection, the control group received 0.3 ml of PBS intramuscularly. Serum was collected from every chicken on 14 and 28 day-post-vaccination (DPV) for HI titers determination.

At 28 DPV, chickens were intranasally challenged with 200ul 106EID50 of A/Duck/China/G3/2012(H5N1) (G3). Oropharyngeal and cloacal swabs were taken on days 3, 5, 7, 9, and 11 post-challenge, including chickens that died during this period. All swabs were immediately suspended in 1 ml isolation media PBS, which were inoculated into 9–10 days old embryonated chicken eggs for examination of virus shedding. All surviving chickens were observed for clinical symptoms for 14 days and collected serum for seroconversion detection in the end.

RESULTS

Genetic and Phylogenetic Analysis

The HA genes of each virus were sequenced to determine the molecular evolution of the two viruses. The sequences were compared with representative H5N1 sequences obtained from GenBank. According to antigenic characteristics by the WHO, the HA gene of G2 belonged to clade 7.2, and that of G3 belonged to clade 2.3.2.1 (Figure 1). Their HA genes had a series of basic amino acids at the cleavage site of the HA (-RRRKR/GLF-), which represents the high pathogenicity of the H5N1 AIVs in poultry (Gohrbandt et al., 2011).
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FIGURE 1. Phylogenetic analysis of HA. The trees were constructed by using the neighbor joining method with the Maximum Composite Likelihood model and MEGA5 software with 1000 bootstrap replicates based on the following sequences: HA (A), nucleotides (nt) 29–1732.



The amino acid sequences of the two viruses revealed five conservative potential N-linked glycosylation sites in HA (26, 27, 39, 499, and 558): three in HA1 (26, 27, and 39) and two in HA2 (499 and 558). In addition, the G2 virus lost two potential N-linked glycosylation sites in 178 (NNT) and 209 (NPT), and amino acids at 155 the glycosylation site changed from NSS to NPS (Table 4). The G3 HA lost three potential N-linked glycosylation sites in 169 (NNT), 209 (NPT) and 251 (NDT), and amino acids at 301 the glycosylation site changed from NSS to NYS (Table 1).

Table 1. Cleavage site and potential glycosylation sites in HA of the two H5N1 HPAIVs (A/Chicken/China/G2/2012(H5N1) = G2 and A/Duck/China/G3/2012(H5N1) = G3).
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Pathogenicity of H5N1 HPAIVs in Chickens

To evaluate the pathogenicity of the two H5N1 HPAIVs, six chickens of each group were inoculated intranasally with 100 μl 103 EID50 G2, G3, or PBS, respectively. All chickens in the G3 group began to show clinical typical symptoms as early as two DPI, and were dead by four DPI (Figure 2). However, the inoculated chickens of the G2 group showed clinical signs by four DPI, and all died by eight DPI (Figure 2). So the lethality of G2 and G3 viruses in chickens was 100% (Table 2).
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FIGURE 2. Lethality of the G2 and G3 viruses in SPF chickens. The G2 infected chickens were inoculated intranasally with 100μl 103EID50 G2 viruses and the G2 contact chickens were housed with them without inoculate. The G3 infected chickens were inoculated intranasally with 100 ul 103EID50 G3 viruses and the G3 contact chickens were housed with them without inoculate.



Table 2. Clinical situations and lethality of chickens after inoculated intranasally with the two H5N1 HPAIVs (A/Chicken/China/G2/2012 (H5N1) = G2 and A/Duck/China/G3/2012(H5N1) = G3).
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Eyelid edema, insensibility, diminished appetite and thirst, roughened hair coats, comb cyanosis, torticollis, ataxia, and other neurological symptoms were observed among dead chickens infected with G2 and G3. At necropsy of chickens dead from infection we found slight petechial hemorrhaging in subcutaneous fat, hyperaemia, haemorrhagia, and nig-necrosis in the lungs; hepatomegaly and an amber liver; and hyperaemia and haemorrhagia in the stomachus glandularis. In short, both G2 and G3 viruses produced apparent clinical symptoms and typical pathological changes in severe infected chickens.

To evaluate the replication of the two viruses in chickens, three inoculated chickens in each group were euthanized at three DPI, and the lungs, kidneys, liver, heart, spleen, and brain were collected. Oropharyngeal and cloacal swabs were collected from chickens of each group at 3, 5, 7, 9, and 11 DPI. All of the tissues and swabs were collected and titrated for virus infectivity. In G2 inoculated chickens, the virus replicated in all tested organs on three DPI and the mean titers were 4.33 log EID50 in the heart, 2.92 log EID50 in the liver, 2.67 log EID50 in the spleen, 1.58 log EID50 in the lungs, 3.67 log EID50 in the kidneys, and 3.25 log EID50 in the brain (Table 3). In G3 virus inoculated chickens, the virus replicated to higher and the mean titers were 5.25 log EID50 in the liver and 5.5 log EID50 in the heart, spleen, lungs, kidneys, and brain, respectively (Table 3). Above all, the replication of G3 in chicken was much higher than that of G2.

Table 3. Replication of the two H5N1 HPAIVs (A/Chicken/China/G2/2012(H5N1) = G2 and A/Duck/China/G3/2012(H5N1) = G3) in SPF chickensa.
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In the G2 group, virus shedding was detected from the oropharynx and cloaca swabs in inoculated chickens within seven DPI. The virus titers from oropharynx swabs and cloacal swabs were 2.92 and 1.96 log EID50, 2.63 and 1.88 log EID50, and 2.63 and 1.63 log EID50 on three DPI, five DPI, and seven DPI, respectively (Table 4). All of the chickens in the G2 group died within eight DPI. G3 virus shedding could be tested from both oropharyngeal and cloacal swabs in inoculated chickens on three DPI, and the virus titers were all 4.5 logEID50 (Table 4). All of the chickens in the G3 group died within four DPI. These showed that the duration of virus shedding of chickens infected with G2 was 8 days and was longer than the 4 days of G3, but the titers of replication of G2 group were lower than that of G3. Therefore, our results indicated that both G2 and G3 were highly pathogenic to chickens, and the replication of the G3 virus was higher than that of the G2.

Table 4. Virus titers in oropharyngeal and cloacal swabs from chickens after inoculated with the two H5N1 HPAIVs (A/Chicken/China/G2/2012(H5N1) = G2 and A/Duck/China/G3/2012(H5N1) = G3).
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Transmission of H5N1 HPAIVs in Chickens

To understand the naive contact transmission of these two viruses, three SPF chickens were inoculated intranasally with 0.1 ml PBS as naive control group and housed with inoculated chickens of the G2 and G3 groups, respectively. Oropharyngeal and cloacal swabs were collected from them at 3, 5, 7, 9, and 11 DPI. All surviving chickens were observed for 14 days. We collected and titrated the tissues and swabs for virus infectivity.

During the observation period, the naive contact chickens in the G2 group began to show mild clinical signs, such as spirits atrophy and inappetence, by five DPI and these mild clinical signs disappeared by seven DPI, all chickens survived for 14 days and the seroconversion rate was 100%. The naive contact chickens in the G3 group began to show clinical signs by two DPI and all died by four DPI (Figure 2). In the G3 naive contact group, virus replication titers were 5.5 log EID50 in the heart, 4.75 log EID50 in the liver, 5 log EID50 in the spleen, 4.83 log EID50 in the lungs, 5.25 log EID50 in the kidneys, and 5 log EID50 in the brain (Table 3). However, no virus was detected in tissue samples of the G2 naive contact group. All of the naive contact chickens in G3 group could shed virus from the oropharynx and cloaca swabs; the virus titers were both 4.5 log EID50 at three DPI, which was the same as that of inoculated chickens (Table 4). In the chickens of the G2 naive contact group, virus shedding could not be detected all along (Table 4). These showed that the lethality of naive contact chickens of G3 was 100% and that of G2 was 0 although both G2 and G3 had naive contact transmission in chickens (Table 2). So G3 virus had stronger transmissibility between chickens by naive contact than G2.

Antigenic Variation of HPAIV and Protective Efficacy of Current Commercial Vaccines

To characterize antigenic variation of the two H5N1 HPAIVs and the current commercially vaccines strains, we carried out the cross reactive HI assay. The cross reactive HI antibody titers of anti-Re-4, anti-Re-6, and anti-D7 serum in reaction with G2 antigen were 5 log2, 1 log2, and 2 log2, respectively; and those in reaction with G3 antigen were 5 log2, 6 log2, and 9 log2, respectively (Table 5). Our results showed that the antigens of G2 and G3 were very different from those of vaccine isolates. Therefore, we should assess the immunogenicity and effectiveness of three current commercially inactivated vaccines against these isolates in 2012 in Guangdong of China.

Table 5. Cross reactive hemagglutination inhibition (HI)a antibody titers of anti-serum against five avian influenza virus antigens.

[image: image]

Because H5N1 HPAIVs of clade 2.3.2.1 have most isolates from Guangdong in 2012, we estimated the effectiveness of current commercial vaccines against G3. Three-week-old SPF chickens were immunized with inactivated vaccines such as Re-4, Re-6, and D7, respectively. Serum from every group was collected at 14 and 28 DPV for HI test, respectively. Then, all chickens at 28 DPV were challenged intranasally with 200 μl 106 EID50 of G3. In the Re-4 group, chickens were challenged with G3 when the mean HI titer was 9.4 log2 at 28 DPV. The chickens began to show clinical symptoms on three DPI and die on six DPI, shedding virus was tested on three to nine DPI, and the mortality and virus shedding proportion were 33.3 and 88.9%, respectively (Table 6). In the Re-6 group, chickens were challenged when the mean HI titer was 7.0 log2 at 28 DPV. The chickens began to die on six DPI, virus shedding was detected on three to eleven DPI, and the mortality and virus shedding proportion were 11.1 and 44.4%, respectively (Table 6). Those results showed that the Re-6 vaccine has a certain degree of protection against the G3 virus. In the D7 group, chickens were challenged when the mean HI titer was 7.4 log2 at 28 DPV, and no virus shedding or death was found during the observation period (Table 6). In the non-immunized control group, the HI titer was zero. All chickens were detected virus shedding and died during the observation period. These findings showed that the protection rate of the D7 vaccine against G3 was 100%, that of Re-6 was 88.9%, and Re-4 was 66.7%.

Table 6. Results of hemagglutination inhibition (HI) titers from serum samples of chickens at 28 DPV. And the protection rates of three vaccines against G3 virus challangeda.
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In a word, the mean HI titers in all immune groups were higher than 6 log2, which indicated that these three commercial vaccines (Re-4, Re-6, and D7) had good immunogenicity in chickens. And the results of challenge study showed that these vaccines gave certain protection against G3, but their protection rates were different. Combined with the results of the cross reactive HI assay, we found that some vaccine strains were not antigenically well-matched with epidemic isolates, so the protective effects of the three vaccines varied.

DISCUSSION

The first H5N1 HPAIV in China was isolated from sick geese in Guangdong province in 1996 (Xu et al., 1999). In the following years, H5N1 HPAIVs repeatedly caused serious outbreaks in South China, especially in Hong Kong, and resulted in heavy losses of economy and life. Most of H5N1 viruses rapidly spread and induced large numbers of death within 2 or 3 days in chickens. The ducks and geese infected H5N1 HPAIVs showed no clinical symptoms in the past, but new H5N1 HPAIVs could attacked ducks and/or geese and caused deaths in recent years (Li et al., 2010). In addition, more and more mammal was susceptible to H5N1 HPAIV by natural or laboratory infections. Felines, including cat, tiger, lion, leopard, clouded leopard, and Asiatic golden cat were highly susceptible to H5N1 HPAIV (Reperant et al., 2009). The domestic dog, hamster, rhesus macaque, cynomolgus, palm civet, red fox and raccoon could be potentially fatal by H5N1 HPAIV. Pika, domesticated swine, cattle, donkey, rat, and rabbit can exhibit asymptomatic or nonfatal infections by H5N1 HPAIV (U.S. Geological Survey, 2011). From 2010 to 2013 the dominant clades of H5N1 HPAIVs co-circulating in South China were 2.3.2.1 and 7.2 although other clades, such as 2.3.4, had occasionally been detected (World Health Organization, 2013a). In our study, the G2 and G3 strains from poultry in Guangdong in 2012 belonged to clades 7.2 and 2.3.2.1, respectively. The inoculation dose was mostly 106 EID50 or 105 EID50 in previous pathogenicity studies, but here we selected a medium infective dose (103 EID50) to observe the difference of pathogenicity and transmission of the H5N1 HPAIVs. This might be one of the reasons why the naive contact chickens in G2 group showed mild clinical symptoms without any viruses shedding or death. In our study, both G2 and G3 virus could highly replicated in the heart, liver, brain, spleen, kidneys, and lungs of infected chickens, virus shedding could be detected from all infected chickens during survival, and the lethal rates were both 100%. These results showed that G2 and G3 virus had high pathogenicity to chickens. By this token, the new H5N1 HPAIVs of these two clades in South China still had high pathogenicity to chickens.

AIV could form an aerosol and horizontal transmission through the respiratory tract in poultry. In recent years, the dominant AIVs co-circulated in mainland China were H5 and H9 subtypes, of which H9 subtype AIVs have strong horizontal transmission. However, only some H5 AIVs had horizontal transmission ability (World Health Organization, 2013a). In our previous studies, some H5N1 AIVs, which belonged to clades 0, 2.3.2.2, 7.2, and 9, could horizontally transmit between chickens, ducks, geese, Japanese quails, and mice (Sun et al., 2011). Here, G2 and G3 virus belonged to clades 7.2 and 2.3.2.1, respectively, and both of them could transmit horizontally in chickens. All of the naive contact chickens in the G3 group had detected viruses shedding and replication in organs, but the naive contact chickens in the G2 group only had mild clinical symptoms and had no death or virus shedding. These results showed the new H5N1 HPAIVs of these two clades had different horizontal transmission ability. Moreover, H5N1 HPAIV of clade 2.3.2.1 still have been circulating in poultry and wild bird up to now, so they will continue to have the threat to human health and poultry product.

In China, poultry production modes, including rural household scatter breeding, poultry farms, and modern poultry ranches, are multiple and complicated so that prevention and control of H5 HPAI are difficult. Therefore, all poultry in China were immunized with H5N1 vaccinations compulsorily. In recent decades, several H5 vaccines, especially H5 inactivated vaccines, were widely used in China due to constant mutation and evolution of the virus (Swayne, 2012). The first commercial flu vaccine in China was an H5N2 inactivated vaccine, which used the low pathogenic avian influenza H5N2 virus A/Turkey/England/N-28/1973 and was approved for use in August of 2003 (Chen and Bu, 2009). Then the Re-1 vaccine was approved for use in 2004, for which was antigenically well-matched the epidemic strains at that time. In 2006, the H5N1 Re-4 vaccine, whose strain belonged to clade 7, was approved into service in China and widely used in the northern mainland. In 2008, new Re-5 vaccine began to be used in northern and southern China, whose strain A/duck/Anhui/1/2006(H5N1) belonged to clade 2.3.4 (Jiang et al., 2010; Li et al., 2010). In 2012, the recombinant vaccine Re-6 was also approved for use in the mainland to control new epidemic strains in clade 2.3.2. In 2013, a new H5 vaccine D7 was approved for use in waterfowl, which used an H5N2 virus (A/duck/Guangdong/D7/2007) belonged to clade 2.3.2. In conclusion, although flu vaccines were updated constantly, new strains still continue to appear in China. Therefore, it is necessary to evaluate the effectiveness and effects of current vaccines against the new strains timely.

From 2011 to 2012, most H5 isolates circulating in Guangdong province belonged to clade 2.3.2.1, including G3, so we wanted to estimate the effectiveness of current vaccines against them. In our study, the effectiveness of these three commercial vaccines against G3 varied. The D7 vaccine provided 100% protection to chickens against G3, the Re-6 vaccine provided 88.9% protection, and the Re-4 vaccine only provided 66.7%. The antibody titer of Re-4 in chicken had more 2 log2 than Re-6 and D7 when challenged at 28 DPV, but the protection rate of Re-4 against G3 was lowest because the Re-4 vaccine strain and G3 belonged to different clades. These results indicated that Re-4 vaccine did not protect chickens against H5 viruses challenging although had good immunogenicity and could induce high antibody levels. The D7 vaccine provided the best protection in these three vaccines against G3, whose strain belonged to clade 2.3.2. These told us that high antibody levels did not provide good protection, what need antigen matching between vaccine and epidemic strains. Therefore, to evaluate vaccines more objectively and effectively, we should be concerned not only about antibody level of immunized animals but also antigen matching between vaccine strains and epidemic isolates when observed the protection of vaccines in clinical practices.
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Since April 2014, new infections of H5N6 avian influenza virus (AIV) in humans and domestic poultry have caused considerable economic losses in the poultry industry and posed an enormous threat to human health worldwide. In previous research using gene sequence and phylogenetic analysis, we reported that H5N6 AIV isolated in February 2015 (ZH283) in Pallas’s sandgrouse was highly similar to that isolated in a human in December 2015 (A/Guangdong/ZQ874/2015), whereas a virus (i.e., SW8) isolated in oriental magpie-robin in 2014 was highly similar to that of A/chicken/Dongguan/2690/2013 (H5N6). However, the pathogenicity, transmissibility, and host immune-related response of chickens infected by those wild bird-origin H5N6 AIVs remain unknown. In response, we examined the viral distribution and mRNA expression profiles of immune-related genes in chickens infected with both viruses. Results showed that the H5N6 AIVs were highly pathogenic to chickens and caused not only systemic infection in multiple tissues, but also 100% mortality within 3–5 days post-infection. Additionally, ZH283 efficiently replicated in all tested tissues and transmitted among chickens more rapidly than SW8. Moreover, quantitative real-time polymerase chain reaction analysis showed that following infection with H5N6, AIVs immune-related genes remained active in a tissue-dependent manner, as well as that ZH283 induced mRNA expression profiles such as TLR3, TLR7, IL-6, TNF-α, IL-1β, IL-10, IL-8, and MHC-II to a greater extent than SW8 in the tested tissues of infected chickens. Altogether, our findings help to illuminate the pathogenesis and immunologic mechanisms of H5N6 AIVs in chickens.
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INTRODUCTION

Since 2003, multiple highly pathogenic avian influenza A (HPAI) H5 subtypes, including H5N1, H5N2, H5N6, and H5N8, have generated severe epidemics and thus not only tremendous economic losses in the domestic poultry industry, but also serious threats to human health worldwide (Jhung and Nelson, 2015). As of October 3, 2016, at least 856 cases of human infection with avian influenza A (H5N1) virus in 16 countries had been reported to the World Health Organization, among which 452 had ended in death, for an apparent case fatality rate of 52.8% (WHO, 2016). As the natural reservoir for avian influenza viruses (AIVs), wild bird populations can be infected by many such viruses, including the H3, H5, and H7 subtypes AIVs, and thus play a critical role in AIV epidemiology and ecology (Claes et al., 2016; Dhingra et al., 2016; Kang et al., 2017). Thus far, results of the phylogenetic analysis of the hemagglutinin (HA) gene have revealed multiple clades and subclades of H5 subtype AIVs. Among them, H5N6 has replaced H5N1 as the dominant subtype in southern China (Bi et al., 2016a), while clade 2.3.4.4 of AIVs is now considered to be the dominant in China (Saito et al., 2015; Claes et al., 2016). Given recent suggestions that clade 2.3.4.4 of AIVs has become increasingly pathogenic to domestic poultry and wild birds (Claes et al., 2016; Sun et al., 2016), AIV virulence is likely affects multiple factors and depends upon both antigenic drift and the AIV-infected strain in the host immunity (Tscherne and Garcia-Sastre, 2011).

An AIV replicates primarily in the respiratory system (Sturm-Ramirez et al., 2004), from where it spreads to the brain and lymphoid tissues by way of infection. Such infection induces batteries of receptors and triggers a signaling cascade that ultimately activates the host’s immune response. As part of that process, for example, the endosomal Toll-like receptor (TLR) 3 and sphingosine-1-phosphate-1 receptor (S1PR1) recognize double-stranded viral RNA released during the uncoating of an internalized virus (Barton, 2007; Teijaro et al., 2011). During AIV infection in mammals, the endosomal TLR 7/8, which recognizes single-stranded viral RNA, can prompt the production of interferon (IFN)-α and IFN-β (Diebold et al., 2004). As MacDonald et al. (2008) have shown, when TLR7/8 are activated by AIV infection in host cells, the recognition of viral RNA results in the secretion of proinflammatory cytokines (e.g., IL-1β, IL-6) and antiviral cytokines (e.g., IFNs). By extension, the expression of proinflammatory cytokines and IFNs influences both viral clearance and the manifestation of clinical symptoms. At the same time, since major histocompatibility complex (MHC) classes I and II antigen presentation molecules used for AIV uptake activated cellular immunity and humoral immunity of B cells (i.e., IFN-γ) and T cells (i.e., CD3+, CD4+, CD8+), MHC molecules likely play a role in activating host innate immune response to AIV infection (Gromme and Neefjes, 2002; Williams et al., 2002).

In China’s Sichuan Province on May 7, 2014, the first-ever fatal case of human infection by a reassortant H5N6 AIV involved a 49-year-old man with a history of exposure to live poultry. To date, 14 additional cases of human infection with the H5N6 virus in China’s Sichuan, Guangdong, Jiangxi, and Yunnan Provinces—10 of which ended in death—documented by the World Health Organization and World Organisation for Animal Health were characterized as posing a potential risk to public health1.

In studies conducted during 2014–2015, we performed epidemic surveillance of AIVs among wild birds at nature reserves in southern China, isolated two novel reassortant HPAI H5N6 viruses, and conducted genetic and phylogenetic analyses to elucidate their molecular features (Kang et al., 2017). By extension, in the present study, we investigated the pathogenicity and transmissibility of the viruses in chickens. In addition, to assess the role of the host innate immune response of H5N6-infected chickens, we examined a complex expression profile of pattern recognition receptors (PRRs), proinflammatory cytokines, chemokines, and MHC molecules in the brain, lung, spleen, and bursa of Fabricius.

MATERIALS AND METHODS

Ethics Statement

All animal experiments were conducted in ABSL-3 facilities and in accordance with the guidelines of South China Agricultural University’s Institutional Animal Care and Use Committee. All animal protocols were approved by the Committee on the Ethics of Animal Experiments of the ABSL-3 Committee of South China Agricultural University (approval no. L102012017001K).

Viruses and Experimental Animals

Two H5N6 viruses—namely, A/oriental magpie-robin/Guangdong/SW8/2014 (SW8) and A/Pallas’s sandgrouse/Guangdong/ZH283/2015 (ZH283)—used in this study were grown and purified three times in Madin–Darby canine kidney cells by standard plaque assay. The stocks of H5N6 viruses were propagated in 9-day-old specific pathogen-free (SPF) chicken eggs at 37°C for 72 h per the procedure (Yuan et al., 2014). Allantoic fluid pooled from multiple eggs was taken for centrifugation for 2 min at 8,000 rpm, from which the supernatant was harvested and subsequently frozen in aliquots at -80°C for further characterization. The 50% egg infectious dose (EID50) titer for egg-grown virus was determined by 10-fold serial dilutions and the titration of each virus in 9-day-old SPF eggs using Reed and Muench’s (1938) method. Six-week-old SPF white leghorn chickens (Guangdong Wens Dahuanong Biotechnology Co., Ltd, Yunfu, China) were held in isolator cages with a feeding space of 117 m3 throughout the duration of each experiment.

Pathogenesis and Transmission Experiments of H5N6 Virus in Chickens

In vivo pathogenesis studies of wild bird H5N6 influenza viruses were designed as previously described (Zhang et al., 2008, 2009; Pu et al., 2015). In brief, groups of 12 6-week-old SPF chickens were intranasally inoculated with 0.2 mL of 105 EID50 of SW8 or ZH283, while a control group of 12 chickens was inoculated with 0.2 mL of phosphate buffered saline (PBS) using the same route. Three days later, six inoculated chickens from each group were humanely euthanized to test for viral replication in lung, kidney, spleen, cecal tonsils, bursa of Fabricius, trachea, pancreas, liver, heart, brain, duodenum, ileum, descending colon, and jejunum tissue. The remaining chickens were observed twice daily, at 8:00 and 20:00, for clinical symptoms, morbidity, and mortality for 14 days according to the protocol provided by the World Organisation for Animal Health2.

Direct contact virus transmission experiments in chickens were conducted per the procedure of (Yuan et al., 2014). Briefly, the chickens of inoculated groups (n = 6) were intranasally inoculated with 0.2 mL of 105 EID50 of either the SW8 or ZH283 virus in a ABSL-3 laboratory, and after 24 h, additional naïve contact groups (n = 3) were also intranasally inoculated with 0.2 mL of PBS and placed in physical contact in the same cage to share feed and water with chickens inoculated with the virus. At 3 days post-infection (DPI), three inoculated chickens were humanely euthanized, and target tissues (i.e., brain, lung, spleen, and bursa of Fabricius) were harvested to determine viral titers and for RNA extraction. At 3, 5, 7, 9, and 11 DPI, oropharynx and cloacal swabs samples were collected for the detection of viral shedding and suspended in 1 mL of PBS. All tested tissues and swabs samples were harvested for viral detection and titration in SPF chick embryos. All surviving chickens were euthanized at 14 DPI, and the serum was harvested and tested for seroconversion by hemagglutination inhibition testing using 1% turkey erythrocytes (Stephenson et al., 2004).

RNA and cDNA Preparation

Total RNA was extracted from the brain, lung, spleen, and bursa of Fabricius of H5N6-inoculated chickens and mock-infected chickens at 3 DPI using the Takara MiniBEST Universal RNA Extraction Kit (Takara Bio Inc., Tokyo, Japan) following the manufacturer’s instructions. Total RNA (1 μg) was reverse-transcribed with the PrimeScriptTM II 1st Strand cDNA Synthesis Kit (Takara Bio Inc.) and stored at -20°C for further study.

Quantitative Real-Time Polymerase Chain Reaction

Quantitative real-time polymerase chain reaction (qRT-PCR) was performed using a FastStart Universal SYBR Green Master kit (Roche Diagnostics, Shanghai, China). qRT-PCR primers (Table 1) were designed from published target sequences and previously reported (Adams et al., 2009) with Primer Premier 7.0 software (Premier Biosoft, Palo Alto, CA, United States). qRT-PCR was performed on a LightCycler480 (Roche Applied Science, Mannheim, Germany), the products of which were purified by using a DNA gel extraction kit (Takara Bio Inc., Tokyo, Japan). For the purposes of assay validation, purified products were cloned into pMD19-T and sequenced to verify correct target amplification.

TABLE 1. Quantitative real-time PCR primers used in this study.

[image: image]

Calculations and Statistical Analysis

The relative expression ratios of target genes in tested tissues vs. those in control tissues were calculated by the 2-ΔΔCT method using the chicken housekeeping gene glyceraldehyde-3-phosphate-dehydrogenase (NM_204305) as the endogenous reference gene in order to normalize the level of target gene expression (Livak and Schmittgen, 2001). Standard deviations were determined by using the relative expression ratios of three replicates for each gene measured. Differences of virus titers and mRNA expression levels were statistically analyzed with an unpaired non-parametric test and paired Student’s t-test, respectively, using GraphPad Prism version 6.0 (GraphPad Software Inc., La Jolla, CA, United States) software. Compared to the mock-infected control, p < 0.05 and p < 0.01 were considered to indicate a statistically significant difference unless stated otherwise.

RESULTS

Pathogenesis of Wild Birds Origin A(H5N6) Influenza Viruses in Chickens

In previous research, we characterized the two H5N6 influenza viruses isolated from apparently healthy wild birds in 2014 and 2015 in Guangdong Province, China. On the one hand, SW8 was isolated from an oriental magpie-robin, and its PB2 gene with poultry H5N6 viruses shared the highest nucleotide similarity with that of A/chicken/Dongguan/2690/2013 (H5N6). On the other hand, ZH283 was isolated from a Pallas’s sandgrouse, and its PB2 gene shared the highest nucleotide similarity with that of A/Guangdong/ZQ874/2015 (H5N6) isolated from a 40-year-old woman who reported exposure to domestic poultry3.

To determine the pathogenicity of the viruses in chickens, we intranasally inoculated 6-week-old SPF white leghorn chickens with 105 EID50 of either H5N6 virus (i.e., SW8 or ZH283). All inoculated chickens exhibited clinical signs of illness, including severe depression, cloudy eye, and intermittent head-shaking, and died within 5 DPI, with a mean death time (MDT) of 3.3 to 4.0 d (Figure 1A). SW8 and ZH283 replicated systemically in chickens and at 3 DPI was detectable in all tested organs, including the respiratory tract (i.e., lung and trachea), kidney, lymphoid tissues (i.e., spleen, cecal tonsils, and bursa of Fabricius), pancreas, liver, brain, intestinal tract (i.e., duodenum, ileum, descending colon, and jejunum), and heart. SW8 and ZH283 replicated efficiently in the lower respiratory tract; high viral titers were detected in the lung, with mean titers of 6.33 log10EID50 and 8.58 log10EID50, respectively (Figure 1B). The two novel viruses also replicated in the brain, spleen, and bursa of Fabricius, with mean titers of 4.83–7.17 log10EID50, 5.83–7.33 log10EID50, and 6.08–7.58 log10EID50, respectively (Figure 1B). Overall, the two novel H5N6 influenza viruses of wild bird origin showed high pathogenicity in chickens and could replicate systematically in them.
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FIGURE 1. Pathogenesis of H5N6 viruses in specific pathogen-free chickens. (A) Percentage of survival of SW8 and ZH283 in chickens. (B) Comparison of two A(H5N6) influenza virus titers of wild bird origin in chickens. Groups of 12 6-week-old chickens were intranasally inoculated with 0.2 mL of 105 EID50 of SW8, ZH283, or PBS; six chickens in each group were euthanized at 3 days post-infection, and lung, kidney, spleen, cecal tonsils, bursa of Fabricius, trachea, pancreas, liver, heart, brain, duodenum, ileum, descending colon, and jejunum tissues were collected. The remaining chickens were observed for clinical signs of illness and lethality for 2 weeks. Virus titers were determined in eggs and expressed as log10 EID50/g of tissue. Data are expressed as M ± SD. Dashed black lines indicate the lower limit of detection. Differences were analyzed with a paired Student’s t-test and were considered statistically significant at ∗p < 0.05 compared to control.



Transmissibility of A(H5N6) Influenza Viruses of Wild Bird Origin in Chickens

To evaluate the horizontal intraspecies transmissibility of the two novel H5N6 viruses, three SPF chickens were intranasally inoculated with 0.2 mL PBS and introduced into the same cage as a naïve contact group, which were then housed with chickens inoculated with SW8 or ZH283. Shedding of SW8 could be detected from both oropharyngeal and cloacal swabs within 3 DPI, with viral titers in the ranges of 2.42–3.83 log10EID50 in oropharyngeal swab samples and of 1.52–3.79 log10EID50 in cloacal swab samples. ZH283 could also be detected from oropharyngeal and cloacal swabs within 5 DPI, with viral titers in the range of 4.58–4.75 log10EID50 in oropharyngeal swabs and of 3.50–3.90 log10EID50 in cloacal swabs (Figures 2A,B). Naïve contact chickens co-housed with chickens inoculated with SW8 did not die during the observation time, but all contact group chickens seroconverted and exhibited high titers (9.33 ± 0.58 log2), as shown in Table 2. Viral shedding was observed in both oropharyngeal and cloacal swabs, and viral titers of 1.50–1.83 log10EID50 within 5 DPI were detected in oropharyngeal swabs (Figure 2A); however, viral titers of the cloacal swabs could be detected (1.08 log10EID50) at 3 DPI (Figure 2B). Naïve contact chickens co-housed with chickens inoculated with ZH283 exhibited 100% lethality and mortality, with a MDT of 5.0 days (Table 2), and exhibited clinical signs of illness, including coughing, cloudy eye, and dyspnea. All surviving chickens in the naïve contact group co-housed with ZH283-infected chickens shed virus from the oropharynx and cloaca within 7 DPI, with mean viral titers of 2.75–3.75 log10EID50 in oropharyngeal swabs and of 1.75–4.50 log10EID50 in cloacal swabs (Figures 2A,B). In short, results demonstrate that the two novel H5N6 influenza viruses replicated efficiently in chickens and exhibited efficient transmission via direct contact in the chicken model.
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FIGURE 2. Direct contact transmissibility of H5N6 influenza viruses of wild bird origin among chickens. Viral titers of ZH283 and SW8 in oropharyngeal swabs (A) and cloacal swabs (B) in H5N6 influenza virus-inoculated and physical contact chickens. Three chickens were inoculated intranasally with 105 EID50 of SW8 or ZH283, whereas three naïve chickens were placed in the cage of H5N6-infected chickens at 24 h post-infection to initiate contact. Oropharyngeal and cloacal swabs were collected from infected and naïve contact chickens at indicated time points; virus titers were titrated and are expressed as log10EID50/0.1 mL. Data are expressed as M ± SD. The proportion of chicken swabs presenting infectious virus from all detected swabs at indicated time points appears in the figure above each group. Dashed black lines indicate the lower limit of detection.



TABLE 2. Illness, mortality and HI titers of SPF chickens response to H5N6 influenza virus infectiona.
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Expression of TLRs and S1PR1 in the Target Tissues of H5N6-Infected Chickens

Toll-like receptors are PRRs with a unique and essential physiological function in host immune systems activated by pathogen-associated molecular patterns (Medzhitov, 2001). Expression profiles of two PRRs—TLR3 and TLR7—were examined in the target tissues of H5N6-infected chickens. As shown in Figure 3A, in contrast to mock-infected chickens, their expression level of TLR3 in the brain and lung was significantly elevated when induced by both viruses, with a fold increase of 2.80–78.56 in the brain or lung. In the spleen, the expression level of TLR3 was downregulated in response to SW8 infection, yet upregulated following infection with ZH283. In the bursa of Fabricius, the expression level of TLR3 was markedly downregulated when induced by both viruses. The expression level of TLR7 was upregulated in the lung when induced by SW8 or ZH283, by 1.79- and 19.41-fold, respectively. However, the expression level of TLR7 in the brain, spleen, and bursa of Fabricius showed different expression patterns when induced by the viruses; TLR7 expression level was downregulated when induced by both viruses compared to the control, with a fold change of 0.003–0.78 in all tested tissues except lung tissue. In particular, TLR7 expression remained low and was no longer visible in the bursa of Fabricius when triggered by both viruses. Notably, the expression levels of TLR3 and TLR7 in target tissues induced by ZH283 were generally greater than those induced by SW8 (Figures 3A,B).
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FIGURE 3. Toll-like receptors (TLRs) and sphingosine-1-phosphate-1 receptor (S1RP1) expression profiles in the target tissues of chickens infected with H5N6. At 3 days post-infection, the target tissues (i.e., brain, lung, spleen, and bursa of Fabricius) of H5N6-infected chickens were harvested for TLR and S1RP1 mRNA level detection via qRT-PCR method. (A) TLR3, (B) TLR7, (C) S1PR1. Data are expressed as M ± SD. Differences were analyzed with a paired Student’s t-test and were considered statistically significant at ∗p < 0.05, ∗∗p < 0.01 compared to control. B, Brain; L, Lung; S, Spleen; BF, Bursa of Fabricius.



As an indispensable regulator of inflammation activation, S1PR1 plays a crucial role in immune cell trafficking and immune response (Rivera et al., 2008). When induced by SW8, S1PR1 expression was upregulated in the brain, lung, and spleen—by 5.51-, 2.29-, and 1.16-fold, respectively—but not in the bursa of Fabricius (0.17-fold). However, the expression level S1PR1 showed different tendencies when infected by ZH283. Unlike the expression level of TLR3 and TLR7, S1PR1 expression in the tested tissues after infection with ZH283 was lower than that in response to infection with SW8 (Figure 3C). Our data indicate that the engagement of PRRs and S1PR1 by the H5N6 influenza virus occurs in a tissue-dependent manner.

Expression of Proinflammatory Cytokines and Chemokines in the Target Tissues of H5N6-Infected Chickens

The engagement of TLRs by influenza virus in specific target tissues initiated animal immunity via the production of proinflammatory cytokines and chemokines, including IL-1β, IL-6, IL-8, IL-10, TNF-α, and CCL5. As shown in Figures 4A,B,D, the expression level of IL-1β, IL-6, and IL-10 were remarkably unregulated in the lungs of tested chickens when infected by SW8 and ZH283 compared to those of mock-infected chickens. On the contrary, in the brain, spleen, and bursa of Fabricius, the expression levels of IL-1β, IL-6, and IL-10 were downregulated when induced by both viruses. However, the expression levels of IL-8, TNF-α, and CCL5 in the tested tissues of infected chickens showed a different expression patterns. As illustrated in Figure 4F, ZH283 induced an upregulated expression level of CCL5 in all tested tissues, whereas SW8 induced an upregulated expression level of CCL5 in the brain and spleen, but a downregulated one in the lung and bursa of Fabricius. Notably, ZH283-induced expression levels of IL-1β, IL-8, TNF-α, IL-6, and IL-10 were greater than those induced by SW8 in all tested tissues of chickens (Figures 4A–E).
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FIGURE 4. Proinflammatory cytokines and chemokines expression profiles in the target tissues of chickens when infected by H5N6. At 3 days post-infection, the target tissues (i.e., brain, lung, spleen, and bursa of Fabricius) of H5N6-infected chickens were harvested for proinflammatory cytokines and chemokines mRNA level detection via quantitative real-time polymerase chain reaction. (A) IL-1β, (B) IL-6, (C) IL-8, (D) IL-10, (E) TNF-α, (F) CCL5, (G) IFN-α, (H) IFN-β, (I) IFN-γ. Data are expressed as M ± SD. Differences were analyzed with a paired Student’s t-test and considered statistically significant at ∗p < 0.05, ∗∗p < 0.01 compared to the control. B, Brain; L, Lung; S, Spleen; BF, Bursa of Fabricius.



The activation of TLRs also mediated the activation of IFN regulatory factor 3/7, primarily by recruiting MyD88 or TNF receptor-associated factor 6, which ultimately activated I and II IFNs (i.e., IFN-α, IFN-β, and IFN-γ). In the lungs of tested chickens, both ZH283 and SW8 induced significantly upregulated expression levels of IFN-α, IFN-β, and IFN-γ by 7.55- and 75.97-fold, 68.23- and 362.80-fold, 30.11- and 85.31-fold, respectively (p < 0.05) compared to uninoculated chickens (Figures 4G–I). In contrast to the lung, the brain, spleen, and bursa of Fabricius showed different expression patterns in the levels of IFN-α, IFN-β, and IFN-γ in response to ZH283 and SW8 infection. However, ZH283 induced the expression levels of IFN-α, IFN-β, and IFN-γ to a greater extent than SW8 in the tested tissues of infected chickens.

In sum, our data indicate that the mRNA expression profiles of proinflammatory cytokines and chemokines showed different patterns in tested tissues likely associated with the pathogenic difference of both viruses in chickens.

Expression of MHC Classes I and II Molecules in the Target Tissues of H5N6-Infected Chickens

To investigate whether MHC classes I and II molecules were involved in the host innate immune response to H5N6 influenza virus infection, we examined their expression levels in the lung, brain, spleen, and bursa of Fabricius in chickens at 3 DPI. As illustrated in Figures 5A,B, MHC classes I and II molecule expression levels were upregulated in the brain, spleen, and bursa of Fabricius when infected by both viruses. In the lung, in contrast to the mock-infected control, the expression level of the MHC class I molecule was remarkably downregulated (0.063- and 0.20-fold, respectively, p < 0.05); however, that of the MHC class II molecule was significantly upregulated when induced by SW8 and ZH283 (12.83- and 99.08-fold, respectively, p < 0.05). Those results demonstrated that MHC classes I and II molecules could play a significant role in the course of host innate immune response to H5N6 influenza virus infection in chickens.
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FIGURE 5. Major histocompatibility complex (MHC) classes I and II molecule expression profiles in the target tissues of chickens infected by H5N6. At 3 days post-infection, target tissues (i.e., brain, lung, spleen, and bursa of Fabricius) of H5N6-infected chickens were harvested for MHC classes I and II molecule mRNA level detection via quantitative real-time polymerase chain reaction. (A) MHC-I, (B) MHC-II. Data are expressed as M ± SD. Differences were analyzed with a paired Student’s t-test and considered statistically significant at ∗p < 0.05, ∗∗p < 0.01 compared to the control. B, Brain; L, Lung; S, Spleen; BF, Bursa of Fabricius.



DISCUSSION

The first case of human infection with H5N6 AIVs was reported in southwest China’s Sichuan Province in 2013 (Pan et al., 2016). Results of epidemiological surveillance show that the viruses have recently been isolated from humans (Shen et al., 2016), domestic poultry (Bi et al., 2015; Butler et al., 2016; Du et al., 2017; Li et al., 2017), pigs (Li et al., 2015), environmental samples (Yuan et al., 2016), cats (Yu et al., 2015), and wild birds (Bi et al., 2016b) and resulted in heavy losses in the poultry industry. However, the pathogenicity and transmissibility of H5N6 AIVs have remained unclear. In the current research, we systematically investigated the pathogenicity, transmissibility and the host immune-related gene in the target tissues of infected chickens when challenged by those of wild bird-origin H5N6 AIVs. Our findings provide insights into understanding the host innate immune response of chickens to infection with different pathogenicities of wild bird-origin H5N6 AIVs.

Importantly, we found that both H5N6 viruses isolated from wild birds were highly pathogenic and could efficiently be transmitted in chickens. Both viruses were shed from the oropharynx and cloaca in inoculated chickens and could be efficiently transmitted from infected chickens to naïve contact groups, the latter of which also shed viruses from both the cloaca and oropharynx throughout the experimental period. That the H5N6 HPAIVs isolated from wild birds could infect and be transmitted in chickens suggests that they may co-circulate in poultry and thus pose a great threat to the poultry industry.

Notably, chickens inoculated with SW8 showed high pathogenicity, whereas naïve contact chickens infected showed no deaths. By contrast, chickens inoculated with ZH283 showed high pathogenicity, with a mortality rate of 100% within 2–3 days and efficient horizontal transmission in chickens. The mechanisms of lethality and transmissibility might be associated with mutations at positions K52T, I155T, and A544V of the HA protein, at positions K207R and Y436H of the PB1 protein, and at position T515A of the PA protein (Hulse-Post et al., 2007; Li et al., 2014). However, with the exception of position I155T of the HA protein, no mutations were observed in ZH283, which suggests that differences in the pathogenicity and transmissibility of H5N6 influenza viruses in chickens correlate with the probability of their being at position I155T of the HA protein. In addition, the transmissibility of H5N6 AIV in different birds may also depend on the stability of viral particles and the difference of viral protein structure, relative humidity, and temperature (Webster et al., 1992; Lowen et al., 2007). However, our experiment posed several limitations, meaning that more viral strains isolated from different animals and species need to be tested in order to investigate the correlation between pathogenicity and host immunity. Further investigation is also clearly needed to elucidate the differences of pathogenicity, transmissibility, and host innate immune response to infection with H5N6 AIVs in chickens.

Remarkably, the expression levels of TLR3 and S1PR1 were upregulated in the brain following infection with SW8 and ZH283, yet showed different expression patterns in lymphoid tissues. Similarly, the production of TLR7, IL-1β, IL-6, IL-10, and IFN-γ were upregulated in the lung but downregulated in brain, spleen, and bursa of Fabricius in response to both viruses. Such results suggest that the engagement of the TLRs and cytokines are involved in a tissue-dependent manner. Previous studies have revealed tissue-specific immune responses following infection with H5N1 (Wei et al., 2013), H5N2 (Vanderven et al., 2012), and H7N1 (Cornelissen et al., 2012). The difference of cell types could be associated with immune responses and virus titers in the tissues tested for infection.

The robust production of proinflammatory cytokines and chemokines such as IL-1β, IL-6, IL-8, IL-10, TNF-α, MCP-1, IFN-α, IFN-β, and IFN-γ in mammals during influenza virus infection, referred to as cytokine storms, have been confirmed to contribute to the severity of pathological damage via immune-mediated mechanisms (Walsh et al., 2011; Teijaro et al., 2014). In our study, the expression levels of IL-1β, IL-10, and IFN-β in the lungs and MHC-II in the brain were upregulated to a remarkably high level after infection with ZH283 and SW8, although were greater for ZH283 than SW8. Moreover, the expression level of S1PR1 in tested tissues following infection with ZH283 was less than that following infection with SW8. Consistent with the results of other studies (Walsh et al., 2011; Teijaro et al., 2014), our results demonstrated that the activation of S1PR1 can suppress the induction of cytokines, chemokines, and PRRs, meaning reducing morbidity and mortality, in chickens infected with H5N6. However, the specific mechanism of action remains to be determined.

In sum, both H5N6 AIVs were highly pathogenic to chickens, caused multiple systemic infections in tissues, and were efficiently and rapidly transmitted in chickens. Those results indicate that H5N6 viruses could be transmitted to domestic poultry, which represents a serious threat to the poultry industry and both human and animal health. Furthermore, the expression profiles of PRRs, proinflammatory cytokines, chemokines, and MHC molecules in the tested tissues of H5N6-infected chickens were involved in a tissue-dependent manner. Lastly, our experiments demonstrated that ZH283 was associated with greater pathogenicity in chickens, for high virus titers appeared in tested tissues early in the infection process and were accompanied by the excessive expression of cytokines. Such data provide new insights into the relationship between the pathogenicity of H5N6 AIVs and host immune responses to them in chickens.
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The emergence of human infections with a novel H7N9 influenza strain has raised global concerns about a potential human pandemic. To further understand the character of other influenza viruses of the H7 subtype, we selected two H7N1 avian influenza viruses (AIVs) isolated from wild birds during routine surveillance in China: A/Baer's Pochard/Hunan/414/2010 (BP/HuN/414/10) (H7N1) and A/Common Pochard/Xianghai/420/2010 (CP/XH/420/10) (H7N1). To better understand the molecular characteristics of these two isolated H7N1 viruses, we sequenced and phylogenetically analyzed their entire genomes. The results showed that the two H7N1 strains belonged to a Eurasian branch, originating from a common ancestor. Phylogenetic analysis of their hemagglutinin (HA) genes showed that BP/HuN/414/10 and CP/XH/420/10 have a more distant genetic relationship with A/Shanghai/13/2013 (H7N9), with similarities of 91.6 and 91.4%, respectively. To assess the replication and pathogenicity of these viruses in different hosts, they were inoculated in chickens, ducks and mice. Although, both CP/XH/420/10 and BP/HuN/414/10 can infect chickens, ducks and mice, they exhibited different replication capacities in these animals. The results of this study demonstrated that two low pathogenic avian influenza (LPAI) H7N1 viruses of the Eurasian branch could infect mammals and may even have the potential to infect humans. Therefore, it is important to monitor H7 viruses in both domestic and wild birds.

Keywords: H7N1, H7N9, Avian influenza virus, phylogenetic analysis, pathogenic analyses

INTRODUCTION

Currently, avian influenza outbreaks and epidemics, particularly those of the H5 or H7 subtype, result in huge economic losses to the poultry industry and pose a serious threat to human health (Senne et al., 1996). Over the past two decades, many infections with influenza virus subtype H7 have occurred. For example, between 1999 and 2000, a H7N1 virus outbreak in Italy resulted in the death of more than 13 million chickens and caused extensive economic losses (Capua et al., 2003). In 2003, 30 million birds were culled in the Netherlands, Belgium, and Germany after an H7N7 subtype influenza outbreak. During that outbreak, the H7N7 subtype avian influenza virus (AIV) also infected 89 people, causing conjunctivitis with one fatal case (Fouchier et al., 2004). In February 2013, human infections with a novel H7N9 AIV were first reported in China and caused a widespread public health concern. By the end of March 2016, the H7N9 virus had infected 619 people and caused 255 fatalities in China (http://www.nhfpc.gov.cn/zwgkzt/ptggg/list.shtml). In addition, the emergence of the novel human H7N9 LPAI viruses in 2013 (Yu et al., 2015) demonstrated that H7 LPAI viruses can infect humans. However, wild aquatic birds, particularly waterfowl, waders and gulls, are regarded as a major natural reservoir of LPAI viruses, and these birds generally remain healthy while carrying the viruses (Alexander, 2000). Therefore, strengthening AIV surveillance in water birds is required.

In this study, we isolated a strain of H7N1 AIV from a healthy Baer's Pochard during AIV surveillance in Hunan Province in 2010. The same year, we also isolated a strain of H7N1 AIV from a healthy Common Pochard in Jilin Province. To better understand the molecular and biological properties of the two strains, we performed phylogenetic analysis based on complete genomic sequence data and assessed the replication and pathogenic potential of the two isolated viruses in ducks, chickens and mice. We also analyzed the receptor binding characteristics of the two H7 isolates. These studies expand our understanding of the latent evolutionary and transmission features of the H7 subtype viruses and would aid in disease control and pandemic preparedness efforts.

MATERIALS AND METHODS

Ethics Statements

All animal studies were approved by the Institutional Animal Care and Use Committee of the Harbin Veterinary Research Institute, Chinese Academy of Agricultural Sciences. All animal procedures were carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the Ministry of Science and Technology of the People's Republic of China. All experiments were performed in a biosafety level 2+ laboratory (enhanced animal biosafety level 2 laboratory and a negative pressure-ventilation laboratory) at Harbin Veterinary Research Institute (Harbin, China).

Viruses Used in the Study

In our study, the avian influenza virus strain, A/chicken/Jilin/HU/02 (H5N1), which can specifically bind to α-2,3-linked sialic acid receptors, and the human influenza virus strain A/Jilin/31/2005 (H1N1), which can specifically bind to α-2,6-linked sialic acid receptors, were used. The strains were stored at Changchun Veterinary Research Institute, Chinese Academy of Agricultural Sciences. A/Baer's Pochard/Hunan/414/2010 (BP/HuN/414/10) (H7N1) and A/Common Pochard/Xianghai/420/2010 (CP/XH/420/10) (H7N1) isolated from a Baer's Pochard in Hunan Province and a Common Pochard in Jilin Province, respectively, were used in this study.

Virus Isolation

The two viruses analyzed in this study, BP/HuN/414/10 (H7N1) and CP/XH/420/10 (H7N1) were isolated during avian influenza surveillance in 2010. The method used to isolate these viruses involved oropharyngeal and cloacal swabs or fecal samples being suspended in antibiotic (1000 ug/ml penicillin and streptomycin)-treated phosphate-buffered saline (PBS) and centrifuged at 5000 rpm for 10 min at 4°C. The allantoic cavities of 10-day-old embryonated specific-pathogen free (SPF) chicken eggs were inoculated with the supernatant of oropharyngeal and cloacal swabs or fecal samples. The presence of AIV was confirmed with RT-PCR (See Supplementary Table 2). The 50% egg infection dose (EID50) was calculated according to the method described by Reed and Muench (1938). The allantoic fluid of the purified virus was stored at −80°C until use. All procedures were performed under aseptic conditions.

Genome Sequencing and Phylogenetic Analysis

Viral RNA was extracted from the allantoic fluid using TRIZOL Reagent (Invitrogen Carlsbad, CA, USA) and reverse transcribed using the primer 5′-AGCRAAAGCAGG-3′. The PCR products of eight fragments of the H7N1 virus were sequenced with a set of specific sequencing primers. The sequence data were compiled with the SEQMAN program (DNASTAR, Madison, WI). All reference sequences used in this study were obtained from the National Center for Biotechnology Information (NCBI) GenBank database and the Global Initiative on Sharing All Influenza Data (See Supplementary Table 1). DNASTAR's MegAlign was used to perform the sequence homology and key amino acid site analyses. MEGA 6.06 software was used to perform multiple sequence alignments with the Clustal W algorithm, and a phylogenetic tree was generated with the neighbor-joining method and bootstrap test (1000 replicates) based on the sequences for the open reading frames. Potential glycosylation sites were analyzed with the NetNGlyc 1.0 online software (www.cbs.dtu.dk/services/NetNGlyc/). GenBank accession numbers are JQ973643-JQ973650 for BP/HuN/414/10 and KU663402-KU663409 for CP/XH/420/10.

Infection of Chickens and Ducks

To examine the replication and transmission of the two isolated H7N1 viruses in chickens and ducks, two groups of 4-week-old SPF chickens (white leghorn) and 3-week-old SPF ducks (shelduck) (eight birds/group) were inoculated with 100 μl 106 EID50 virus in each bird. Twenty-four hours after inoculation, three additional chickens and ducks were placed in the same isolation units to monitor contact infection (Fan et al., 2015). All birds were monitored every day for clinical symptoms or death until 21 days post infection (dpi). Viral shedding was monitored through sampling of oropharyngeal and cloacal from infected and contacted birds at 3, 5, and 7 dpi. At 3 dpi, three birds in each group were euthanized, and tissues, including the brain, kidney, spleen, lung, bursa, trachea, cecal tonsil, thymus, and pancreas, were collected aseptically for virus titration. Serum samples were collected from each bird at 14 and 21 dpi for detection of antibodies using the HI assay.

Infection of Mice

To investigate the virulence of the two H7N1 viruses in mice, two groups (86-week-old female BALB/c mice/group) were lightly anesthetized with CO2 and inoculated intranasally with 50 μl of 106 EID50 of the H7N1 influenza virus (Chen et al., 2004). At 3 dpi, three inoculated mice were euthanized with a peritoneal injection of sodium pentobarbital at a dose of 200 mg/kg, and their organs, including the lung, kidney, spleen, turbinate, and brain, were collected for viral titration and histopathological evaluation. The titers for virus infectivity in eggs were calculated with the method described by Reed and Muench (1938) and Li et al. (2005). The remaining five mice in each group were monitored daily for 14 days for weight loss and mortality (Zhao et al., 2012). The control group (five mice) was mock infected with PBS and monitored daily for 14 days for weight loss and mortality. All weight changes were calculated based on the average of five mice using the percent of the everyday weight divided by the first-day weight and multiplied by 100 (Ye et al., 2016). Significant changes in body weight were calculated by one-way ANOVA, and P < 0.05 was considered statistically significant (Mancinelli et al., 2016).

Analysis of Receptor Specificity of the Two Strains of H7N1 Virus

To prepare the red blood cell suspension, Alsever's solution anticoagulant was added at a dilution of 1:1 upon collection of chicken and sheep red blood cells. The chicken and sheep red blood cells were washed three times with PBS, centrifuged at 2000 rpm for 5 min at 4°C each time, and adjusted to final working concentrations (10 and 1%, respectively) with PBS and stored at 4°C.

For the sialidase treatment, 90 μl of a 10% suspension of chicken red blood cells was treated with 10 μl of α-2,3-sialidase (50 mU/μl) (TaKaRa, Dalian, China) for 10 min at 37°C. The sample was then washed two times with PBS, centrifuged at 2000 rpm for 5 min at 4°C each time, adjusted to a final working concentration (0.75%) with PBS, and stored at 4°C. The chicken red blood cells were treated with α-2,3-sialidase to eliminate all receptors except for the α-2,6-linked sialic acid receptor.

For the vibrio cholera neuraminidase (VCNA) (TaKaRa, Dalian, China) treatment, 90 μl of a 10% suspension of chicken red blood cells was treated with 10 μl of VCNA (50 mU/μl) for 1 h at 37°C, washed three times with PBS, centrifuged at 2000 rpm for 5 min at 4°C each time, adjusted to a final working concentration (0.75%) with PBS, and stored at 4°C. The chicken red blood cells were treated with VCNA to eliminate the α-2,3- linked sialic acid receptors and α-2,6-linked sialic acid receptors.

Both the 10% chicken red blood cells (with α-2,3-linked sialic acid receptors and α-2,6-linked sialic acid receptors) and 1% sheep red blood cells (with only α-2,3-linked sialic acid receptors) were then diluted to a concentration of 0.75%. Four virus suspensions, including BP/HuN/414/10, CP/XH/420/10, A/Jilin/31/2005 (H1N1), and A/chicken/Jilin/HU/02 (H5N1) were subsequently diluted with PBS to a dilution of 1:32, and the agglutination of red blood cells caused by diluted BP/HuN/414/10, CP/XH/420/10, A/Jilin/31/2005 (H1N1), and A/chicken/Jilin/HU/02 (H5N1) was determined using sheep red blood cells (0.75%), chicken red blood cells (0.75%), chicken red blood cells treated with a-2,3-sialidase (0.75%), and chicken red blood cells treated with VCNA (0.75%), respectively (Sun et al., 2008). This experiment was completed at the Changchun Veterinary Research Institute, Chinese Academy of Agricultural Sciences.

RESULTS

Mutation Analysis

Q226L and G228S mutations were not detected in the hemagglutinin (HA) protein, which indicates that the two H7N1 viruses may retain the characteristic of preferential binding to avian-like α-2,3-linked sialic acid receptors (Stevens et al., 2006; Yamada et al., 2006). Q226L and G228S mutations in the HA protein were not detected in the A/Shanghai/13/2013 (H7N9) strain, whereas HA S138A and T160A mutations were found in the two H7N1 viruses as well as the A/Shanghai/13/2013 (H7N9) strain. The two isolated viruses showed no E627K and D701N mutations in the PB2 protein, which plays an important role in the adaptation of AIVs to mammals (Katz et al., 2000; Li et al., 2005), but the E627K mutation was detected in the A/Shanghai/13/2013 (H7N9) strain. The amino acid substitution S31N was not detected in the M2 protein, indicating that these viral strains are sensitive to amantadine inhibitors (Lee et al., 2008), but it was detected in the A/Shanghai/13/2013 (H7N9) strain. The two H7N1 viruses and A/Shanghai/13/2013 (H7N9) exhibited mutations at position P42S of the NS1 protein (Table 1), which can increase virulence in mice (Jiao et al., 2008).

Table 1. Selected characteristic amino acids of H7N1 subtype AIVs isolated from wild birds.
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Phylogenetic Analysis

To clarify the genetic relationship of the two H7N1 viruses, we sequenced the entire genome of each virus and compared the eight gene segments of each virus with sequences of typical influenza viruses obtained from the NCBI GenBank database (https://www.ncbi.nlm.nih.gov/genbank/) and Global Initiative on Sharing All Influenza Data (http://platform.gisaid.org).

In the HA phylogenetic tree (Figure 1A), the two viruses clustered into the Eurasian branch, and both viruses shared a close genetic relationship with 99.3% nucleotide identity in the HA gene, indicating that the HA genes of the two viruses likely originated from the same source. Both BP/HuN/414/10 and CP/XH/420/10 were most closely related to the A/wild duck/Mongolia/1-241/2008 (H7N9) strain, with 97.9 and 98.3% nucleotide identities, respectively (Table 2). However, a more distant genetic relationship with the A/Shanghai/13/2013 (H7N9) strain was observed, with 91.6 and 91.4% nucleotide identities, respectively. As shown in the NA phylogenetic tree (Figure 1B), both H7N1 isolates belong to the Eurasian lineage and share the greatest sequence homology (99.2 and 99.4%) with the A/wild bird/Korea/A13/2010 (H10N1) strain (Table 2). The highest nucleotide sequence identities relative to the internal gene fragments of the two isolated H7N1 AIVs and the phylogenetic trees of the two isolated H7N1 influenza viruses' internal genes are shown in Table 2, Figures 1C–H. Remarkably, the data showed that the constellation of the internal genome segments of the two H7N1 viruses were substantially different. While the PB1, PB2, PA, NP, M, and NS genes of CP/XH/420/10 originated from H9N2, H4N8, H7N7, H7N7, H4N6, and H4N6 viruses, respectively, the PB1, PB2, PA, NP, M, and NS genes of BP/HuN/414/10 originated from H9N2, H4N8, H7N7, H5N9, H2N1, and H1N1 viruses, respectively. These results indicated that the two H7N1 strains have arisen through reassortment with different progenitor viruses.
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FIGURE 1. A phylogenetic tree based on the open reading frame sequences of the HA (A), NA (B), PB2 (C), PB1 (D), PA (E), NP (F), M (G), and NS (H) gene segments of two H7N1 AIVs. The two isolated H7N1 viruses are indicated by a closed circle and highlighted in purple. Human isolates are highlighted in red. Different lineages are highlighted in different colors. The trees were constructed using the neighbor-joining method of MEGA6.0 6 with 1000 bootstrap trials to assign confidence to the groupings.



Table 2. The highest nucleotide identity of the whole genomes of two H7N1 influenza viruses.
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Chicken and Duck Experiments

Throughout the experiment, no chickens or ducks showed any clinical symptoms or mortality. We did not detect any BP/HuN/414/10 in the oropharyngeal or cloacal samples from the chickens or ducks after inoculation (Table 3). However, the virus replicated at the tested organs of chickens, including kidney and bursal samples, and in the trachea of ducks (Figures 2A,B). In the inoculated group, seroconversion against BP/HuN/414/10 was detected by the HI assay in all chickens at 14 and 21 dpi (Table 3). In the contact group, seroconversion against BP/HuN/414/10 was detected by the HI assay in two of the three chickens at 21 dpi. However, the replication capacity of the isolated CP/XH/420/10 (H7N1) virus in ducks and chickens showed obvious differences. In the inoculated group, the virus was detected in chicken cloacal and oropharyngeal samples at 3, 5, and 7 dpi, but in the contact group, the virus was only detected at 5 dpi in one oropharyngeal sample and at 7 dpi in two of the cloacal samples. In the inoculated group, we detected the virus in duck cloacal samples at 3, 5, and 7 dpi, but in the oropharyngeal samples, the virus was only detected at 3 and 7 dpi. In the contact group, a virus titer was detected in one oropharyngeal sample at 3 dpi and in cloacal samples at 5 and 7 dpi (Table 3). At 3 dpi, viral replication was detected in many organs of the euthanized chickens and ducks (Figures 2A,B). To understand the antibody responses after infection, serum samples were collected from each bird for detection of antibodies by HI assay at 14 and 21 dpi: 60% of the inoculated chickens were seropositive at 14 dpi, and 80% were seropositive at 21 dpi. Whereas only 1 of the 3 contact chickens was seropositive at 14 dpi and all 3 were seronegative at 21 dpi. However, seroconversion was detected in all of the remaining ducks, suggesting that the isolated H7N1 CP/XH/420/10 strain stimulates a better immune response in ducks (Table 3).

Table 3. Animal experiments with two H7N1 AIVs in chickens and ducks.
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FIGURE 2. Viral titers of the two isolated H7N1 viruses in the organs of chickens (A) and ducks (B) at 3 dpi. Viral titers are shown as the mean ± standard deviation. The dashed line indicates the lower limit of viral detection.



Studies with Mice

To determine the capacity of the H7N1 AIVs to replicate and become pathogenic in mammals, we tested the two viruses in mice. The results showed that the two H7N1 isolates replicated in the lung, but the levels of the CP/XH/420/10 strain were higher than those of the BP/HuN/414/10 strain. In addition, the BP/HuN/414/10 strain replicated in the brain, and the CP/XH/420/10 strain replicated in the kidney and turbinate (Figure 3A). The difference in body weight loss at different dpi between the CP/XH/420/10 and controls groups was statistically significant (P < 0.05), but the difference between the BP/HuN/414/10 and controls groups was not (P > 0.05; Figure 3B). The pathological sections revealed pulmonary congestion and moderate broadening of the alveolar diaphragm due to the BP/HuN/414/10 (H7N1) virus infection in the mouse lung. CP/XH/420/10 (H7N1) caused pathological changes in many organs, including the lung, kidney and liver (Figure 4).
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FIGURE 3. Replication and virulence of the two isolated H7N1 viruses in mice: (A) Viral titers in the various tissues of the mice at 3 dpi. Viral titers are shown as the mean ± standard deviation. The dashed line indicates the lower limit of viral detection. (B) Weight changes in mice throughout the experiment. Weight changes are shown as the mean ± standard deviation. The weight changes of the CP/XH/420/10 and control groups differed significantly (P < 0.05). The BP/HuN/414/10 and control groups showed no significant difference (P > 0.05).
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FIGURE 4. Representative histopathological changes in the organs of the experimental mice (A) inoculated with the BP/HuN/414/10 (H7N1) virus and (B–D) with the CP/XH/420/10 (H7N1) virus. (A) Pulmonary congestion and moderate broadening of the alveolar septum. (B) Granular degeneration of renal tubular epithelial cells. (C) Pulmonary congestion. (D) Mild granular degeneration of some liver cells.



Analysis of Receptor Specificity of Two Strains of H7N1

The chicken red blood cells exhibit α-2,3-linked and α-2,6-linked sialic acid receptors. In contrast, the sheep red blood cells exhibited only α-2,3-linked sialic acid receptors.

The results showed that the A/Chicken/Jilin/HU/02 (H5N1) strain agglutinated chicken and sheep red blood cells but could not agglutinate chicken red blood cells treated with α-2,3-sialidase that have only α-2,6-linked sialic acid receptors indicating the avian receptor specificity. The A/Jilin/31/2005 (H1N1) strain agglutinated chicken red blood cells and chicken red blood cells treated with α-2,3-sialidase that have only α-2,6-linked sialic acid receptors but could not agglutinate sheep red blood cells that only have α-2,3-linked sialic acid receptors indicating the human receptor specificity. Furthermore, the two H7N1 AIVs agglutinated chicken red blood cells, chicken red blood cells treated with α-2,3-sialidase and sheep red blood cells, showing that they possess both avian and human receptor specificity (Figure 5).
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FIGURE 5. The results of A/chicken/Jilin/HU/02 (H5N1) (A), A/Jilin/31/2005 (H1N1) (B), A/Baer's Pochard/Hunan/414/2010 (H7N1) (C), and A/Common Pochard/Xianghai/420/2010 (H7N1) (D) agglutination of different red blood cells. a: Chicken red blood cells (with α-2,3-linked sialic acid receptors and α-2,6-linked sialic acid receptors). b: Sheep red blood cells (with only α-2,3-linked sialic acid receptors). c: Chicken red blood cells treated with α-2,3-sialidase (with only α-2,6-linked sialic acid receptors). d: Chicken red blood cells treated with VCNA (no receptors).



DISCUSSION

LPAI H7 viruses, such as the H7N9 virus, were first reported in China in February and March 2013 and pose a serious threat to human health (Gao et al., 2013). The two isolated H7N1 viruses were used to study the phylogenetic and pathogenic characteristics of H7 LPAI's in this work. The two isolated H7N1 viruses both contain the motif PELPKGR↓GLFGAI at the cleavage site between HA1 and HA2, and the A/Shanghai/13/2013 (H7N9) strain carries the motif PEIPKGR↓GLFGAI at the cleavage site between HA1 and HA2 (Table 1); however, as none of these viruses shows serial basic amino acids in the motif, they meet the criteria for low pathogenicity (Steinhauer, 1999). In the analysis of the key amino acid sites, Q226L and G228S mutations were not found in the HA protein (Table 1), showing that the two H7N1 viruses retain the ability to preferentially bind to α-2,3-linked sialic acid receptors, which is a primary characteristic of AIVs (Yamada et al., 2006). Q226L and G228S mutations in the HA protein of A/Shanghai/13/2013 (H7N9) were not found. However, A/Shanghai/13/2013 (H7N9) and the two isolated H7N1 viruses presented mutations at positions S138A and T160A of the HA protein, which may favor mammalian adaptation and increase the affinity for α-2,6-linked sialic acid receptors (Ha et al., 2001; Wan and Perez, 2007; Fan et al., 2015). The two isolated viruses had no mutations at positions E627K and D701N of the PB2 protein, whereas A/Shanghai/13/2013 (H7N9) exhibits a mutation at position E627K, which plays an important role in the adaptation of AIVs to mammals (Katz et al., 2000; Li et al., 2005). No mutation at position S31N in the M2 protein was found, indicating that the two H7N1 viruses are sensitive to amantadine inhibitors (Lee et al., 2008), but a mutation was detected in the A/Shanghai/13/2013 (H7N9) strain. In addition, the two isolated H7N1 viruses and the A/Shanghai/13/2013 (H7N9) strain present mutations at position P42S of the NS1 protein, which may increase virulence in mice (Jiao et al., 2008). These results suggest that the two H7N1 AIVs can infect mammals and may have potential to infect humans.

Phylogenetic analysis based on the complete nucleotide sequences of the HA and NA genes showed that the two isolated LPAI H7N1 viruses cluster in the Eurasian branch. Homology analysis showed 98.4% homology between the entire genomes of the two H7N1 virus strains and the homologies of the eight gene segments of the two virus strains are 96.2% (PB2), 98.7% (PB1), 99.5% (PA), 99.3% (H7), 97.1% (NP), 99.3% (N1), 98.3% (M), and 99.8% (NS), indicating that both viruses most likely obtained their HA, NA, PA, and NS genes from a recent common ancestor, whereas they most likely obtained their other internal genes through reassortment with other influenza viruses. Given that the two strains originated from different places, with one from Hunan and the other from Jilin, the migration of birds may have played a role in promoting the spread of the virus over long distances.

No virus was detected in the oropharyngeal or cloacal samples of chickens or ducks after inoculation with the BP/HuN/414/10 virus. Chickens and ducks in the contact group also did not exhibit any viral titers, but seroconversion was detected in this group, suggesting that the virus can be transmitted within species by contact (Table 3). We also found an unusual phenomenon in that all 5 inoculated ducks were seropositive at 14 dpi, but no ducks were seropositive at 21 dpi. Similarly, it was odd that 1 of the 3 contact ducks exposed to the same virus (BP/HuN/414/10) was seropositive at 14 dpi, but none of the contact ducks were seropositive at 21 dpi (Table 3). These results show that the immunogenicity of the BP/HuN/414/10 virus is weak, and it is not able to stimulate the duck body to produce an effective humoral immune response. Therefore, the duration of the antibodies in the duck body is less than 21 days. The LPAI BP/HuN/414/10 virus replicated at the chicken kidney and bursal tissue as well as the duck trachea indicating that the virus can infect chickens and ducks. However, in contrast with BP/HuN/414/10, the replication and infection ability of the isolated CP/XH/420/10 (H7N1) virus in chickens and ducks showed obvious differences. Unlike BP/HuN/414/10, the virus CP/XH/420/10 (H7N1) was detected in both the oropharyngeal and cloacal samples of inoculated and contact chickens and ducks (Table 3), indicating that the isolated CP/XH/420/10 strain can be transmitted between species by contact. The HI assay showed that 60% of the chickens inoculated with CP/XH/420/10 were seropositive at 14 dpi, and 80% were seropositive at 21 dpi. However, only one of the 3 contacted chickens exposed to CP/XH/420/10 was seropositive at day 14, and none were seropositive at day 21 (Table 3). This difference in seropositivity between inoculated and contact chickens may be related to the amount of virus each chicken received as presumably the dose received by chickens in the directly inoculated group was higher than those in the contact group. In addition, the virus CP/XH/420/10 can replicate efficiently in multiple organs of chickens and ducks (Figures 2A,B), particularly in duck bursa and tonsils showing stronger replication capacity than BP/HuN/414/10. Ducks showed higher virus titer in bursa and tonsils which were avian immune organs is possible related to the immune system capture, aggregation and antigen clearing. Although, the pattern of infection in the two strains differed in some ways, both strains could infect chickens and ducks. Live poultry markets appear to be an important source of human infection (Chen et al., 2013; Li et al., 2014), and according to the literature, H7 subtypes of LPAI viruses have been reported to evolve into a highly pathogenic avian influenza virus in poultry (Horimoto and Kawaoka, 1995; Banks et al., 2001; Lee et al., 2005). Therefore, it is necessary to carry out AIV surveillance in live poultry markets.

In our study, the average weight change of mice inoculated with the two strains of H7N1 was slightly lower than that of the control group, suggesting that the two strains exhibit low pathogenicity in mice. The virulence of AIV in mice is determined by many amino acid sites, including PB2, HA, NS1, PA, and M1 mutations. The two isolated H7N1 viruses contained HA (138 and 160) and NS1 (42) mutations (Table 1). The virulence of CP/XH/420/10 was higher than that of BP/HuN/414/10, suggesting that some unknown factors may play important roles in the pathogenicity in mice (Figure 3B). According to the results of the animal experiments as a whole, including the infection of chickens, ducks and mice, the CP/XH/420/10 virus was more pathogenic than the BP/HuN/414/10 virus. We speculate that this phenomenon may be related to the differences in amino acid sites between the two viruses (Table 4), but we do not know which amino acid site would cause this difference. Therefore, these different amino acid sites will be studied by reverse genetics in our future work.

Table 4. Analysis of different amino acid sites in BP/HuN/414/10 (H7N1) and CP/XH/420/10 (H7N1).

[image: image]

The HA protein's specificity for binding surface receptors in the host cell is a prerequisite for viral infection of the host. Human influenza viruses preferentially bind to α-2,6-linked sialic acid receptors, and avian influenza viruses preferentially bind to α-2,3-linked sialic acid receptors. In this study, the two isolated H7N1 viruses were able to bind to both α-2,3-linked sialic acid receptors and α-2,6-linked sialic acid receptors. This conclusion is consistent with the results that showed that BP/HuN/414/10 and CP/XH/420/10 could infect chickens, ducks and mice.

In conclusion, the results indicated that the two isolated H7N1 strains could infect mammals. Moreover, H7N1 AIVs are circulating widely in many areas, including North America (Panigrahy et al., 1995), Europe (Brown, 2010; Gonzales et al., 2011), southern China (Peng et al., 2014), New Zealand and Australia (Bulach et al., 2010). A previous study also found that an H7N1 AIV with no history of human infection could obtain capacity of airborne transmission among ferrets introduced by serial passage test (Sutton et al., 2014). Therefore, it is necessary to strengthen AIV surveillance in wild birds and poultry.
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H9N2 Avian influenza virus has repeatedly infected humans and other mammals, which highlights the need to determine the pathogenicity and the corresponding mechanism of this virus for mammals. In this study, we found two H9N2 viruses with similar genetic background but with different pathogenicity in mice. The A/duck/Nanjing/06/2003 (NJ06) virus was highly pathogenic for mice, with a 50% mouse lethal dose (MLD50) of 102.83 50% egg infectious dose (EID50), whereas the A/duck/Nanjing/01/1999 (NJ01) virus was low pathogenic for mice, with a MLD50 of >106.81 EID50. Further studies showed that the NJ06 virus grew faster and reached significantly higher titers than NJ01 in vivo and in vitro. Moreover, the NJ06 virus induced more severe lung lesions, and higher levels of inflammatory cellular infiltration and cytokine response in lungs than NJ01 did. However, only 12 different amino acid residues (HA-K157E, NA-A9T, NA-R435K, PB2-T149P, PB2-K627E, PB1-R187K, PA-L548M, PA-M550L, NP-G127E, NP-P277H, NP-D340N, NS1-D171N) were found between the two viruses, and all these residues except for NA-R435K were located in the known functional regions involved in interaction of viral proteins or between the virus and host factors. Summary, our results suggest that multiple amino acid differences may be responsible for the higher pathogenicity of the NJ06 virus for mice, resulting in lethal infection, enhanced viral replication, severe lung lesions, and excessive inflammatory cellular infiltration and cytokine response in lungs. These observations will be helpful for better understanding the pathogenic potential and the corresponding molecular basis of H9N2 viruses that might pose threats to human health in the future.
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INTRODUCTION

Avian influenza A viruses (AIVs) of the H9N2 subtype were first detected in turkeys in the United States in 1966 (Homme and Easterday, 1970), and have been circulating worldwide in multiple avian species and endemic in poultry populations across Eurasia (Alexander, 2000, 2007; Perk et al., 2006; Bi et al., 2010; Fusaro et al., 2011). Of note, H9N2 viruses in poultry have occasionally been transmitted to humans and other mammals (Peiris et al., 2001; Butt et al., 2005, 2010; Sun et al., 2013), such as pigs and dogs, since this subtype was first reported to be detected in patients with influenza-like illness in Guangdong Province and in pigs in Hong Kong of China in 1998 (Guo et al., 1999; Lin et al., 2000; Peiris et al., 2001). In fact, follow-up serological surveys suggest that the incidence of human infections with H9N2 viruses might be more prevalent than what has been reported and possible human-to-human transmission cannot be completely excluded (Butt et al., 2005; Jia et al., 2008; Wang et al., 2009; Panwen et al., 2012). Clinically, human H9N2 infections present as typical seasonal influenza infections that can easily be overlooked (Lin et al., 2000; Butt et al., 2005), providing the viruses a greater opportunity to adapt to humans. These observations raise concerns about the possibility that H9N2 viruses might increase pathogenicity and transmissibility in humans. It is therefore important to investigate the pathogenicity and the corresponding mechanism of H9N2 viruses for mammals.

Previous studies revealed that some H9N2 viruses isolated from land-based poultry have demonstrated increased virulence for mammals. Guo et al. (2000) reported that the A/Chicken/Hong Kong/G9/97 and A/Quail/Hong Kong/G1/97 viruses could cause the deaths of three and two of the eight tested mice, respectively, at a dose of 106 50% egg infectious dose (EID50) in mice, while Lu et al. reported that the two viruses are not lethal for mice at the same dose (Choi et al., 2004). In another study, Li et al analyzed 27 representative H9N2 viruses isolated from chickens and ducks in Mainland China, and found that some chicken isolates were able to replicate in mouse lungs efficiently and could induce a 10–20% weight loss of the inoculated mice, but none of the viruses are lethal for mice (Li et al., 2005). However, in 2007–2009, Bi et al. (2010) isolated six H9N2 viruses from chickens in northern China and found that these viruses could cause 50–85.7% mortality in mice at a dose of 106 EID50. In addition, an H9N2 virus isolated from guinea fowl also showed enhanced replication and efficient transmission by direct contact in a ferret model (Wan et al., 2008). Although all these viruses cause death in mice at a high dose, none of the viruses are highly pathogenic for mice according to the criteria that a highly pathogenic virus has a 50% mouse lethal dose (MLD50) value less than 103.0 EID50 (Katz et al., 2000). However, several experimental evolutions by serial passage in mouse lungs showed that non-lethal H9N2 isolates could evolve to be lethal or highly pathogenic for mice after serial passage in mouse lungs (Zhang et al., 2011; Wang et al., 2012; Liu et al., 2014). Therefore, it is necessary to investigate the pathogenic potential and the corresponding molecular basis of H9N2 avian influenza viruses in mammals.

Several molecular determinants have already been identified that govern the pathogenicity of avian influenza virus for mammals, such as amino acid substitutions in the ribonucleoprotein (RNP) complex (Gabriel et al., 2005; Salomon et al., 2006; Song et al., 2009; Sun et al., 2015), the mutations involved in the ability of NS1 proteins to restrict the induction of the host interferon response (Li et al., 2006; Thulasi Raman and Zhou, 2016), the length of the NA stalk (Zhou et al., 2009). However, most of these studies focused on H5 subtype of influenza viruses, and the pathogenic mechanism of H9N2 viruses for mammals is poorly understood. The substitution PB2 E627K which has been shown to be a key factor in the increased virulence of H5N1 AIVs to mammals has also been observed in the adaption of H9N2 viruses in mice (Zhang et al., 2011; Wang et al., 2012). However, Wang et al. (2012) reported that although the E627K mutation on its own enhanced replication and polymerase activity, it did not significantly increase pathogenicity of H9N2 virus, and only the combination of PB2 E627K and M147L could increase the virulence of the H9N2 virus in mice. Another report also showed that a H9N2 virus containing a human-like PB2 segment with 627 K is non-pathogenic for mice, while the mutation F404L in the PB2 segment could increase the virulence of the H9N2 virus and the combination of PB2 F404L with mutations in PA (D3V and S225R) and HA (L80F and N193D) was able to make the non-pathogenic H9N2 virus become high pathogenic for mice (Liu et al., 2015). However, it is still unknown that if H9N2 virus could acquire the mutations that govern the high pathogenicity for mice in natural, especially in poultry.

In this study, we characterized two H9N2 AIVs, NJ06 and NJ01, that were isolated from ducks in China. The NJ06 virus was highly pathogenic for mice and induced severe lung lesions and excessive cytokine responses, while the NJ01virus exhibited low pathogenicity in this model. However, there were only twelve amino acid differences between the two viruses, which might contribute to the high virulence of the NJ06 virus in mice. Therefore, the two viruses had similar genetic background, but showed different pathogenicity for mice, which offer an appropriate system in which to explore the molecular basis of host adaptation and enhanced virulence in mammals.

MATERIALS AND METHODS

Ethics Statements

All animal experiments were approved by the Committee on the Ethics of Animal Experiments of Jiangsu Academy of Agricultural Sciences (JAAS no. 20141107), and complied with the guidelines of Jiangsu Province Animal Regulations (Government Decree No. 45). All experiments involving live viruses and animals were carried out in negative pressure isolators with HEPA filters in a biosafety level 2+ laboratory (enhanced animal biosafety level 2 laboratory and a negative pressure-ventilation laboratory) in accordance with the institutional biosafety manual.

Viruses and Cells

The H9N2 viruses A/duck/Nanjing/06/2003 (NJ06) and A/duck/Nanjing/01/1999 (NJ01) were isolated from ducks in Jiangsu, China and propagated in specific pathogen-free (SPF) embryonated chicken eggs. Viral titers were measured by calculating the EID50. Madin–Darby canine kidney (MDCK) cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 5% fetal bovine serum.

Mouse Studies

Female BALB/c mice (5 weeks old) were used in this study. To evaluate the virulence of the NJ06 and NJ01 viruses, groups of five BALB/c mice were anesthetized with pentobarbital natricum and inoculated intranasally with 10-fold serial dilutions of viruses in 30 μl PBS or mock inoculated with PBS to serve as controls. Body weight and survival of mice were recorded daily for 14 days. Mice that showed severe symptoms or lost more than 25% of their body weight were euthanized and scored as dead for humane reasons. The MLD50 of virus was calculated and expressed in EID50.

To evaluate viral replication in mice, groups of female BALB/c mice were intranasally inoculated with 105 EID50 of the NJ01 and NJ06 viruses, respectively. At 1, 2, 3, and 5 days post inoculation (dpi), five mice in each group were euthanized, and whole lungs were removed and homogenized in 1 ml of PBS for virus titration in 10-day-old embryonated eggs as previously described (Hu et al., 2013).

To assess lung injury, groups of five BALB/c mice were intranasally inoculated with 105 EID50 of the NJ01 and NJ06 viruses, respectively, and lung histopathology and water content were determined at 5 dpi. For histopathological analysis, mouse lungs were fixed in 4% paraformaldehyde, embedded in paraffin, cut into 5 mm-thick sections and then stained with haematoxylin and eosin (H&E) for light microscopy. For water content analysis, mouse lungs were surgically dissected, blotted dry, and weighed immediately as wet weight, and then dried in an oven at 80°C for 72 h and reweighed as dry weight. The lung wet/dry weight ratios were calculated for each animal to assess tissue edema as previously described (Lang et al., 2005).

Growth Properties In vitro

To evaluate the replication of virus in vitro, MDCK or A549 cell monolayer in 12-well plates were washed three times with PBS, and inoculated at a multiplicity of infection of 0.01, overlaid with serum-free DMEM containing 2 mg/ml TPCK-trypsin (Sigma–Aldrich). Virus titers in supernatants were determined as the number of 50% tissue culture infectious doses (TCID50) per ml in MDCK cells at 12, 24, 48, and 72 h post inoculation (hpi).

Differential Leukocyte Counts and Cytokine Expression Analysis

Inflammatory response in mouse lungs was assessed by testing differential leukocyte counts in bronchoalveolar lavage (BAL) fluid and expression profiles of representative cytokine genes of mice infected with 105 EID50 of the NJ06 or NJ01 virus at the indicated days. To determine differential leukocyte counts, BAL cells were obtained from mouse lungs in each group as described by Nick et al. (2000) and Densmore et al. (2013). In brief, the lungs were lavaged twice with a total 1 ml saline (4°C) through the endotracheal tube, and the recovery rate of BAL fluid was not less than 90% for each animal tested. After the amount of fluid recovered was recorded, an aliquot of BAL fluid was diluted 1:1 with 0.01% crystal violet dye and 2.7% acetic acid for leukocyte staining and erythrocyte hemolysis, and the number of leukocytes in BAL fluid was counted with a haemocytometer under a light microscope. Subsequently, the remaining fluid was centrifuged for 10 min at 300 × g. Cell differential counts were determined by Wright staining of a spun sample, on the basis of morphological criteria under a light microscope with evaluation of at least 200 cells per slide, and each slide was counted twice by different observers blinded to the status of the animal.

Quantitative real-time PCR (qRT-PCR) was used to analyze the expression of cytokine genes in mouse lungs. Total RNA was isolated from lungs using TRIzol reagent (Life Technologies) and treated with DNase I (Fermentas, Glen Burnie, MD, USA). One microgram of total RNA per sample was reverse transcribed into cDNA using a PrimeScript RT Reagent Kit (Takara). The cDNA was run in the ABI 7500 Real Time PCR System using an SYBR Premix Ex Taq Kit (Takara). One cycle for melting curve analysis for all reactions was added to verify product specificity. The expression of each cytokine gene relative to that of the β-actin was calculated using the 2-ΔΔCT method. The primers for TNF-α, CXCL10, IL-17a, and IL-10 were designed based on these target mouse genes with GenBank accession numbers NM_013693.3, NM_021274.2, NM_010552.3, and NM_010548.2, respectively. The primers for β-actin have been described previously (Hu et al., 2013). Primers for theses target genes were as follows (forward and reverse primers, respectively): for TNF-α, 5′-GCCAGGAGGGAGAACAGAAACTC-3′ and 5′-GGCCAGTGAGTGAAAGGGACA-3′; for CXCL10, 5′-ATCCGGAATCTAAGACCATCAAGAA-3′ and 5′-TGTCCATCCATCGCAGCAC-3′; for IL-17a, 5′-GAAGG CCCTCAGACTACCTCAA-3′ and 5′-TCATGTGGTGGTCCAGCTTTC-3′; for IL-10, 5′-GCCAGAGCCACATGCTCCTA-3′ and 5′-GATAAGGCTTGGCAACCCAAGTAA-3′; and for β-actin, 5′-CATCCGTAAAGACCTCTATGCCAAC-3′ and 5′-ATGGAGCCACCGATCCACA-3′.

Sequence Analysis

Viral RNA was extracted from infected allantoic fluid using the Body Fluid Viral DNA/RNA Kit (Axygen) according to the manufacture’s protocol. Reverse transcription was performed using the Uni12-primer (5′-AGCAAAAGCAGG-3′) by standard methods, and PCR amplification of cDNA was directed with previously described primers (Hoffmann et al., 2001). PCR products were purified using a DNA Gel Extraction Kit (Axygen) in accordance with manufacture’s recommendations, and cloned into the pMD-18T vector (Takara), and sent for commercial sequence analysis (Sangon Biotechnology, Shanghai, China). Sequencing results were phylogenetically analyzed with the representative strains available in GenBank. The nucleotide sequences were initially aligned using the Clustal V alignment algorithm of the Megalign program (DNAStar, Madison, WI, USA). The phylogenetic tree was constructed using MEGA 6.06 software with the neighbor-joining method. The GenBank accession numbers for theNJ01 segments are KX349960, KX349961, DQ681205, and DQ681221 to DQ681225, and those for the NJ06 segments are KX349952 to KX349959.

Statistical Analysis

Data were analyzed using the SPSS Statistics software and results were expressed as means ± standard deviation (SD). The statistical significance of differences was determined by an independent-sample t-test.

RESULTS

Pathogenicity of NJ01 and NJ06 Viruses in Mice

To compare the virulence of NJ06 with that of NJ01 virus, MLD50 was determined. The results showed that NJ06 owned an MLD50 of 102.83 EID50 and was highly pathogenic for mice based on MLD50 values of <103.0 EID50 (Katz et al., 2000; Chen et al., 2004), while NJ01 was low pathogenicity in mice, with an MLD50 of >106.81 EID50. The morbidity and mortality of the two viruses were also compared in mice in another study. NJ06-infected mice showed obvious signs of illness, including decreased activity, huddling, ruffled fur, heavy/labored breathing, and hunched posture. Mice in this group began to lose weight at 1 dpi with a high inoculated dose of 106.0 EID50, and at 3 dpi with a low inoculated dose of 103.0 EID50 (Figure 1A). In addition, all of the mice in the NJ06-infected group showed obvious weight loss and died by 5 dpi at a dose of 106.0 EID50, and by 10 dpi at a dose of 104.0 EID50 (Figure 1B). In contrast, no mortality was observed in NJ01-infected mice (Figure 1D), and the mice in this group displayed only slight weight reduction throughout the course of infection, and started to gain weight at 5 dpi, even at a high dose of 106.0 EID50 (Figure 1C).
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FIGURE 1. Pathogenicity of NJ06 and NJ01 viruses in mice. Groups of five BALB/c mice were inoculated intranasally with different doses of virus (102–106 EID50 of NJ06 or 104–106 EID50 of NJ01) or mock inoculated (Mock). Morbidity was evaluated by monitoring weight changes over a 14-day period and is graphed as a percentage of the animals’ weight on the day of inoculation (day 0). The average body weight of mice infected with NJ06 (A) or NJ01 (C) is shown. Mortality of NJ06 (B) and NJ01 (D) infected mice was examined by measuring the percent survival.



Replication of NJ06 and NJ01 Viruses In vivo and In vitro

To determine whether the differences in virulence of NI06 and NJ01 were related to the differences of viral replication in mice, the levels of viral replication in mouse organs were compared. No infectious virus was detected in the heart, liver, spleen, kidney, brain from any of the NJ06- or NJ01-infected mice, whereas both the two viruses replicated well in mouse lungs. However, the NJ06 virus replicated to a high titer that was 101.4-fold higher than the NJ01 virus as early as 1 dpi and sustained significantly higher levels of replication than the NJ01 virus throughout the course of infection (Figure 2A). The NJ06 virus reached a peak titer of 107.4 EID50/ml at 3 dpi, versus a peak titer of 104.9 EID50/ml at this time point for NJ01. Therefore, the NJ06 virus grew faster and to significantly higher titers than the NJ01 virus, though the two viruses all could replicate in mouse lungs.
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FIGURE 2. Replication kinetics of NJ06 and NJ01viruses in vivo and in vitro. (A) Groups of three BALB/c mice were inoculated intranasally with 105 EID50 of NJ06 or NJ01 viruses, and lungs were collected at for virus titration in eggs on the indicated days. (B) Madin–Darby canine kidney (MDCK) or A549 cells were infected with NJ06 or NJ01 viruses at a multiplicity of infection of 0.01, and virus yields were determined in MDCK cells at appropriate time points. Data represent the means of the results determined for three independent experiments ± standard deviations. ∗∗P < 0.01 compared with the value for the NJ01 virus.



The replication kinetics of the two viruses in vitro was also measured in MDCK and A549 cells. The NJ06 virus grew to significantly higher titers than NJ01 in either MDCK or A549 cells at each time point (Figure 2B). The NJ06 virus reached a peak titer of 107.8 TCID50/ml at 48 hpi in MDCK cells, which was 102.6-fold higher than the peak titer of NJ01 at this time point. The peak viral titer of NJ06 virus in A549 cells was also observed on 48 hpi, reaching 107.2 TCID50/ml, versus virus titer of 104.2 TCID50/ml at 48 hpi and reaching peak yield with 104.9 TCID50/ml at 72 hpi for NJ01. Therefore, the replication abilities of NJ06 virus were significantly higher than the NJ01 virus both in vivo and in vitro, which might correlate with the higher virulence of NJ06 virus in mice.

Severe Lung Lesions in Mice Infected with NJ06 Virus

To compare the lung lesions of mice infected with NJ06 or NJ01, the gross and histopathologic changes in the mouse lung was determined at 5 dpi, a time that immediately preceded the death of mice infected with the NJ06 virus. We found that NJ06-infected mice exhibited severe edema, congestion, and hemorrhage in lungs (Figure 3A, right), whereas the lung of NJ01-infected mice appeared normal except for occasional small dark red foci of pneumonia (Figure 3A, left). Moreover, the severe pulmonary edema in NJ06-infected mice was further confirmed by the lung wet/dry weight ratios (Figure 3B). Histologically, NJ06 induced severe pneumonia with inflammatory cellular infiltration and hemorrhage, alveolar wall edema and thickening, and deciduous epithelium mucosae and inflammatory cells in the bronchioles (Figures 3C,D). However, only mild and limited alveolitis was observed in the lungs of NJ01-infected mice (Figures 3E,F).
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FIGURE 3. Lung lesions in mice. Groups of BALB/c mice were intranasally inoculated with 105 EID50 of the NJ06 and NJ01 viruses, respectively, gross pathology, water content, and histopathology of lungs were determined at 5 days post inoculation (dpi). (A) Gross pathology of H9N2virus-infected lung. Severe edema, congestion, and hemorrhage were observed in NJ06-infected lung (left), and the NJ01-infected lung (right) appeared normal except for occasional small dark red foci. (B) Lung wet/dry weight ratios of H9N2 virus-infected mice. Data represent the means of the results determined for three independent experiments ± standard deviations. ∗∗ indicates p < 0.01 compared with the mock group. (C,D) Representative histopathological changes in NJ01-infected lungs (H&E-stained). Only mild and limited alveolitis was observed. (E,F) Representative histopathological changes in NJ06-infected lungs. Solid arrows indicate inflammatory cell infiltrates around the bronchus, open arrows indicate edema and thickening of alveolar walls, Solid arrowheads indicate desquamation of epithelial cells in bronchial lumens.



Increased Numbers of BAL Cells in Mice Infected with NJ06 Virus

To better characterize the inflammatory cellular components in lungs, total and differential cell counts in BAL fluid were determined at 5 dpi for NJ06- and NJ01-infected mice, respectively. The total number of BAL cells was markedly increased in mice infected with NJ06 virus compared to the NJ01 virus or mock infection group (Figure 4A). By contrast, there were no statistically significant differences in the total numbers of BAL cells between the NJ01 and mock infection groups. In addition, cellular infiltration in the BAL samples during NJ06 virus infection was associated with an increase in the percentage of neutrophils and lymphocytes compared with that for NJ01-infected mice (Figures 4B–D). These data suggested that NJ06 virus induced a much larger increase of inflammatory cell infiltrate into the lungs, especially neutrophils and lymphocytes, which may be contributing to the pathogenesis of the severe lung injury associated with NJ06 virus infection.
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FIGURE 4. Total and differential cell counts in bronchoalveolar lavage (BAL) fluid. Groups of five mice were inoculated intranasally with 105 EID50 of NJ06 or NJ01 virus, and BAL specimens were collected to determine cell counts on 5 dpi. The total numbers of BAL cells (A) and percentages of lymphocytes (B), neutrophils, (C) and macrophages (D) of virus- or mock-inoculated mice are shown as means ± SD. ∗p < 0.05 and ∗∗p < 0.01.



NJ06 Virus Elicits Significantly High Levels of Cytokine Response in Mouse Lungs

To determine whether the different levels of virulence of NJ06 and NJ01 viruses were related to difference in cytokine expression levels induced by the two viruses in mice, lungs from mice infected with 105 EID50 of NJ06 or NJ01 virus were collected, and subsequently assayed for TNF-α, CXCL10, IL-17a, and IL-10 levels by qRT-PCR, respectively. The levels of all cytokines were substantially greater than constitutive levels in the lungs of NJ06- or NJ01-infected mice by 1 dpi (Figure 5). However, NJ06 virus induced significantly higher levels of TNF-α and CXCL 10 expression than did NJ01 at all time points. The IL-17a was also detected at higher levels of expression in NJ06-infected mice than in NJ01-infected mice, although the result at the early time point, 1 dpi, was not significant. By contrast, at 1 dpi, the levels of IL-10 were reduced in NJ06-infected mice compared with those in NJ01-infected mice. Although the levels of IL-10 were elevated in NJ06-infected mice at 3 and 5 dpi, the latter result was not significant compared with levels found in NJ01-infected mice. In addition, a continuous increase in levels of IL-10 was observed throughout the entire study period in NJ01-infected mice, whereas the IL-10 levels in NJ06-infected mice were reduced at the end of the observational period (5 dpi) compared with the former time point (3 dpi). These data suggest that the induction of inflammatory cytokines by NJ06 is different from the induction by NJ06, which might contribute to the observed differences in severity of disease caused by the two viruses.
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FIGURE 5. Inflammatory cytokines response in mouse lungs. Groups of five mice were intranasally inoculated with 105 ELD50 of NJ06 or NJ01 virus, and the expression of these cytokines, TNF-α, IL-1β, IL-8, and IL-10, was measured in the mouse lungs at the indicated times by Quantitative real-time PCR (qRT-PCR). Each cytokine expression was normalized to the expression of β-actin, and is presented as the fold change relative to the level of the mock group. The mean fold change of each group is shown, with error bars representing the SD. ∗ indicates p < 0.05 and ∗∗ indicates p < 0.01 compared with the NJ01 virus infection group.



Sequence and Phylogenetic Analysis

To determine the molecular basis for the differences in pathogenicity between the two viruses, the sequences of all of eight segments of NJ06 were compared with those of NJ01 virus. This revealed twelve amino acid differences between these two viruses, which were mapped to PB2, PB1, PA, HA (H3 numbering used throughout the text), NP, NA, and NS gene (Table 1). Phylogenetic analysis of the HA genes showed that both viruses belonged to the Ck/BJ/1/94-like lineage (Figure 6), with the same R-S-S-R amino acid motif at the cleavage sites, a characteristic of low pathogenic avian influenza virus (LPAIV) between HA1 and HA2 [4,34]. The NA and M genes of these two isolates also belong to the Ck/BJ/1/94-like lineage (Supplementary Figure S1), and both viruses had the same “marking” deletion of three amino acids (positions 62–64) at the NA stalk region, as previously described (9, 11, 15). The NS and ribonucleoprotein (PB2, PB1, PA, and NP) complex genes of the two viruses fell into the DK/HK/Y439/97-like and Ck/SH/F/98-like, respectively (Supplementary Figure S1).

TABLE 1. Amino acid differences between the NJ06 and NJ01 viruses.
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FIGURE 6. Phylogenetic tree of HA genes of representative H9N2 influenza A viruses. The tree was generated by the distance-based neighbor-joining method using software MEGA 6.06. The reliability of the tree was assessed by bootstrap analysis with 1000 replicates. The viruses tested in this study are marked with black triangle.



To find out whether the amino acids found at these positions in NJ06 were present also in other natural H9N2 strains, we analyzed the H9N2 sequences deposited in the Influenza Research Database (the National Institute of Allergy and Infectious Diseases database1; Table 1). Most avian, swine, and human isolates possess the same amino acid as NJ06 at positions PB1-187 (R), HA-147 and -477 (K and Y), NP-277 and -340 (P and D), NA-9 and -435 (A and R), and NS1-171(D). By contrast, at positions PB2-149 and -627, PA-548 and -550, and NP-127, most avian, swine, and human isolates share common residues as NJ01 virus. In fact, only five and one avian isolates share the same residues with the NJ06 virus at positions PB2-627(K) and NP-127 (G), respectively, and no isolates was found to contain the residues PB2-149T, and PA-548L and -550M as NJ06 virus. Therefore, the amino acids observed at these positions in NJ06 were unique to this virus, which might contribute to the high virulence of the NJ06 virus.

DISCUSSION

Although highly pathogenic avian influenza viruses (HPAIVs), such as H5 and H7 viruses, have caused serious harm to human health, some recent studies have suggested that LPAIVs, especially H9N2 viruses, could jump to humans more easily (Wan and Perez, 2007; Long et al., 2015). H9N2 AIVs have repeatedly infected humans and other mammals (Peiris et al., 1999; Yu et al., 2011; Sun et al., 2013), such as pigs and dogs, and could cause mild respiratory disease in humans (Guo et al., 1999; Peiris et al., 1999). More seriously, some H9N2 AIVs isolates could replicate efficiently in mice and ferrets without prior adaptation, and was able to adapt to high pathogenicity in mice. All these facts indicate that H9N2 AIVs have gradually acquired mutations that make them more adapted to mammals including humans (Wan and Perez, 2007; Kimble et al., 2011; Mok et al., 2011), posing a significant threat to public health. Therefore, it is necessary to investigate the pathogenesis of H9N2 AIVs in mammals.

Although the ferret is well established as an animal model to study human influenza virus pathogenesis and transmission, no animal model is perfect and the use of ferrets for influenza studies has been limited by the lack of availability of inbred and specific pathogen–free animals, and the corresponding immunological reagents (Oh and Hurt, 2016). Therefore, the mouse, another commonly used model in influenza virus research (Belser and Tumpey, 2013; Cauldwell et al., 2014; Thangavel and Bouvier, 2014), was used to compared the pathogenicity of the two genetically similar H9N2 viruses in this study. We found that the NJ06 virus was highly pathogenic for mice, while the NJ01 virus exhibited low pathogenicity in this animal model. The NJ06 virus caused signs of severe disease and resulted in 60% mortality at a low inoculation dose of 103 EID50, whereas infection with the DK1 virus did not cause death or obvious clinical signs of illness even at a high dose of 106 EID50. Previous studies showed that the high virulence of H5N1 AIVs for mice is associated with the enhanced replication and extra-pulmonary infection (Sirinonthanawech et al., 2011; Hu et al., 2013). Here, the NJ06 virus grew faster and to significantly higher titers in mouse lungs than NJ01 virus, but both the two viruses were not able to spread to the extra-pulmonary organs. These data support the viewpoint that high replication ability replication in lungs is an important and characteristic prerequisite for high virulence of AIV in mice.

Severe lung lesions characterized by massive edema, diffuse alveolar damage, and excessive inflammatory cell infiltration are involved in the severe influenza in humans and animal models caused by avian viruses, such as H5N1 and H7N9, or highly pathogenic human viruses, such as the 1918 H1N1 virus (Gambotto et al., 2008; Franco-Paredes et al., 2009; Uyeki, 2009; Zheng et al., 2013; Feng et al., 2014; Li et al., 2014; Hrincius et al., 2015). Our results showed that the NJ06 infection could result in severe edema and alveolar damage, and elevated inflammatory cell infiltration in mouse lungs, whereas no difference in lung water content was observed between the NJ01-infected group and the control group, and only mild and limited alveolitis was observed in the NJ01-infected lungs. In addition, the NJ06 infection resulted in significantly higher numbers of inflammatory cells in BAL than NJ01 or mock infection. Furthermore, the percentages of neutrophils in BAL cells in NJ06-infected mice were significantly higher than those in NJ01-infected mice. Neutrophils are primary mediator/effector cells involved in producing acute lung injury (Headley et al., 1997; Ayala et al., 2002), and the elevated levels of neutrophils have also been found in the BAL samples of mice infected with highly pathogenic H5N1 viruses or the novel H7N9 viruses (Xu et al., 2009, 2013; Feng et al., 2015). Therefore, enhanced pulmonary neutrophil invasion may be associated with the severity of NJ06 virus infection in mice.

It is generally accepted that dysregulation of cytokine response is associated with the high virulence of AIVs in mammals (Us, 2008). As expected, the NJ06 virus caused intense expression of proinflammatory cytokine genes, such as TNF-α, CXCL10, and IL-17a. TNF-α is a key factor modulating neutrophil activity, and a high level of this cytokine has been linked to the hyperresponsiveness of neutrophils (Grommes and Soehnlein, 2011). CXCL10 is a potent chemoattractant for activated Th1 lymphocytes and natural killer cells and plays a role in the temporal development of innate and adaptive immunity in concert with type I and II IFNs (Neville et al., 1997). The high levels of TNF-α and CXCL10 have been linked to the persistent severe viral disease in patients with severe acute respiratory syndrome (Tobinick, 2004; de Jong et al., 2006). IL-17a acts as a pro-inflammatory cytokine that induces the expansion and accumulation of neutrophils of the innate immune system (Perrone et al., 2008; Crowe et al., 2009) and plays a critical role in mediating the acute lung injury caused by 2009 pandemic H1N1 influenza infection (Li et al., 2012). Therefore, based on the established role of these cytokines in viral disease, our results suggest that these pro-inflammatory cytokines may have pathological importance in NJ06 infection and are partially responsible for disease pathogenesis.

Although the NJ06 virus showed higher virulence and induced more severe lung injury in mice compared with the NJ01virus, the two viruses differed only by 12 amino acids distributed throughout seven genes. Except for PB2-E627K, none of these amino acid differences had been recognized to be related to increased virulence or replication efficiency. The amino acid at position 627 of PB2 is a well known determinant of host range, and the substitution E627K has been shown to be crucial for the adaptation and increased virulence of avian influenza viruses in mammals (Subbarao et al., 1993; Hatta et al., 2001; Fornek et al., 2009; Li et al., 2009). However, H5N1 isolates with PB2 627E are also lethal to human (Mehle and Doudna, 2009) and mouse, whereas H9N2 isolates with PB2 627K are not lethal for mouse (Wang et al., 2012; Liu et al., 2014), indicating that the PB2 627K is not a sole determinant factor for mammalian adaptation by avian influenza viruses or its contribution to virulence need to interact with residue at other positions or genes (Wang et al., 2012; Liu et al., 2015). In addition, all other ten differences, except for NA-K435R, were located in the recognized functional regions that are involved in interaction of viral proteins or between the virus and host factors. The HA-E157K residues locate to the antigenic site I of the H9 HA corresponding to site B in H3 HA (Both et al., 1983; Kaverin et al., 2004), and the NA-T9A residues located in the amino-terminal transmembrane domain (Shtyrya et al., 2009). The NS-N171D residues resides in the host cleavage and polyadenylation factor (CPSF30) binding domain (Nemeroff et al., 1998), which has been found to be associated with the inhibition of 3′-end processing of cellular pre-mRNAs, including IFN-β pre-mRNA (Noah et al., 2003). Seven different residues (PB2-P149T, PB2-E627K, PB1-K187R, PA-M548L, PA-L550M, NP-E127G, NP-H277P, and NP-N340D) in the RNP complexes were all located in the known functional regions, including the NP binding domain of the PB2 protein, the nuclear localization sequence (NLS) of the PB1 protein, the PB1 binding domain of the PA protein, and the PB2 binding regions of the NP protein (Liu et al., 2009; Ng et al., 2009; Boivin et al., 2010; Ping et al., 2011). Therefore, besides PB2 E627K, other residue differences may also be associated with the high virulence of the NJ06 virus.

In summary, our study showed that a natural H9N2 isolate is highly pathogenic for mice, which might suggest the potential threat of H9N2 AIVs for other mammals, including humans, and also highlight the necessity for continued evaluation of the viral pathogenicity for mammals in the surveillance for LPAIVs, especially H9N2 viruses. In addition, comparison of the predicted amino acid sequences of NJ06 and NJ01 viruses showed that twelve residues differences in specific functional regions of viral genome resulted in the highly pathogenic phenotypes of the NJ06 virus, including rapid growth in vivo and in vitro, severe pulmonary lesions, excessive inflammatory cellular infiltration and cytokine response in lungs, and death in mice. However, it is not yet known which residues differences, or combinations of differences, are responsible for the high virulence for mice. We are currently attempting to determine the role of individual mutations in the viruses’ pathogenicity in mice using a reverse genetics approach.
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The influenza A viruses (IAVs) cause acute respiratory infection in both humans and animals. As a member of the initial lines of host defense system, the role of mast cells during IAV infection has been poorly understood. Here, we characterized for the first time that both avian-like (α-2, 3-linked) and human-like (α-2, 6- linked) sialic acid (SA) receptors were expressed by the mouse mastocytoma cell line (P815). The P815 cells did support the productive replication of H1N1 (A/WSN/33), H5N1 (A/chicken/ Henan/1/04) and H7N2 (A/chicken/Hebei/2/02) in vitro while the in vivo infection of H5N1 in mast cells was confirmed by the specific staining of nasal mucosa and lung tissue from mice. All the three viruses triggered the infected P815 cells to produce pro-inflammatory cytokines and chemokines including IL-6, IFN-γ, TNF-α, CCL-2, CCL-5, and IP-10, but not the antiviral type I interferon. It was further confirmed that TLR3 pathway was involved in P815 cell response to IAV-infection. Our findings highlight the remarkable tropism and infectivity of IAV to P815 cells, indicating that mast cells may be unneglectable player in the development of IAV infection.

Keywords: influenza A viruses, mast cells, pro-inflammatory cytokines, chemokines, TLR3 pathway

INTRODUCTION

Influenza A virus (IAV) is one of the most common respiratory pathogen in humans and animals. Since the first outbreak in Hong Kong in 1997, the highly pathogenic avian influenza (HPAI) H5N1 virus has become a public health threat due to its potential to cause serious illness and death in humans (Uyeki, 2009). Virus-induced acute lung injury or its more severe form, acute respiratory distress syndrome (ARDS), is a major cause of mortality by pandemic influenza and HAPI H5N1 infections; however, the exact mechanism of this injury is not fully understood. Several studies suggest that the main contributing factor is an increased production of inflammatory cytokines or “cytokine storm" (Thuy et al., 2011). This response may result from each individual cell producing more cytokines, or through chemokines-induced recruitment of a greater number of innate immune cells into the lung (Teijaro et al., 2011). Thus, the cellular sources involved in the resulting cytokine storm remain undetermined.

Mast cells are enriched near epithelial surfaces exposed to the external environment, and thus function as sentinels in the defense against host infection, they also play a role in initiating adaptive immune responses (Shelburne and Abraham, 2011). These processes are aided by the expression of a unique ‘armamentarium’ of receptor systems and mediators for responding to pathogen-associated signals (Marshall, 2004). Mast cells are crucial for optimal immune responses against bacterial, parasitic, and viral infections (Marshall, 2004). It was well demonstrated that mast cells played important roles in the pathogenesis of some viral infections, such as HIV-1, dengue virus, cytomegalovirus and bovine respiratory syncytial virus (Gibbons et al., 1990; King et al., 2000; Jolly et al., 2004; Sundstrom et al., 2004; Shirato and Taguchi, 2009). We previously demonstrated that mast cells were activated by H5N1 virus infection and escalated lung injury (Hu et al., 2012). However, it remains to be determined how this response is initiated, and whether IAV can infect and efficiently replicate in mast cells.

Influenza viruses bind to neuraminic acids (sialic acids, SA) on the surface of cells to initiate infection and replication (Knipe et al., 2001). The expression of SA linkages is cell type specific. For example, α-2,3-SA receptors are detected specifically in ciliated cells, while α-2,6-SA receptors are exclusively present in non-ciliated cells (Matrosovich et al., 2004). Historically, α-2,6-linked SA receptors, which are preferentially recognized by human influenza viruses, are detected exclusively in cells of upper respiratory tract of humans. However, both the α-2,6- linkages and α-2,3- linkages are present in the human lower respiratory tract, predominantly recognized by human and avian influenza viruses respectively (Raman et al., 2014). Thus, the type and distribution of SA is an important determinant of influenza virus tropism and pathogenesis (Suzuki et al., 2000); yet, little is known about SA receptor expression on mast cells.

During IAV infection, influenza viral dsRNA is sensed through several classes of pattern-recognition receptors (PRRs) including Toll-like receptors (TLRs) and retinoic acid-inducible gene-I-like receptors (RLRs) (Yu and Levine, 2011). Among the PPRs, toll-like receptor 3 (TLR3) and cytolytic RNA helicases retinoic acid-inducible gene I (RIG-I) are the most common transducers of viral dsRNA signals. Once stimulated with their respective agonist, TLR3 recruits adaptor molecule TIR-domain containing adaptor inducing interferon-β (TRIF), while RIG-I associated with mitochondrial antiviral signaling (MAVS) to initiate downstream signaling. Both these pathways activate the transcription factor nuclear factor (NF)-kB, leading to the production of inflammatory cytokines, chemokines, and activation of interferon regulatory factor (IRF) 3 and/or 7 to induce the key antiviral mediator type I IFNs (Takeuchi and Akira, 2009). Recently, Le Goffic et al. (2007) demonstrated the importance of TLR3 in the inflammatory cytokine response to IAV in lung epithelial cells in vitro (Le Goffic et al., 2007). IAV-TLR3 interactions are also critical for viral pathology in vivo. Previous studies showed that the association between RIG-I and viral ssRNA bearing an uncapped 5′-triphosphate end (Pichlmair et al., 2006) and this association resulted in the production of IFNs (Kato et al., 2006). Moreover, RIG-I played a key role in the expression of proinflammatory cytokines in mast cells infected by IAV. However, the role of TLR3 during IAV infection in mast cells remains unexplored.

Therefore, in the present study we sought to determine the presence and role of SA receptors on mouse mastocytoma cell line (P815). We demonstrated that P815 cells expressed both α-2, 3-, and α-2, 6- linked SA receptors to initiate IAV infection. In addition, P815 cells supported productive replication of IAVs in vitro while the in vivo infection of H5N1 in mast cells was confirmed by the specific staining of nasal mucosa and lung tissue from mice. Following IAV infection, P815 cells mediated substantial hyper-induction of pro-inflammatory cytokines and chemokines, and TLR3 signal pathways probably involved in the process. This provides insight for the development of novel strategies to combat influenza infection by targeting mast cells.

MATERIALS AND METHODS

Ethics Statement

All mouse experimental protocols complied with the guidelines of the Beijing Laboratory Animal Welfare and Ethics Committee, and were approved by the Beijing Association for Science and Technology (the approval ID is SYXK-2009-0423). All experiments with live H5/H7 subtype viruses were performed in a biosafety level 3 containment laboratory (the approval number is CNAS BL0017) approved by the Ministry of Agriculture of the People’s Republic of China.

Viruses and Cells Culture

The avian influenza viruses H5N1 (A/Chicken/Henan/1/04) (Hu et al., 2012) and H7N2 (A/Chicken/Hebei/2/02) were isolated from infected chicken flocks, and propagated in the allantoic cavities of 10-day-old embryonated chicken eggs for 24–48 h at 37°C. The working stocks of human influenza virus H1N1 (A/WSN/33) were generated in MDCK cells. Virus titers were determined by standard plaque assays. The 50% lethal dose (LD50) in mice was determined as previously described (Hu et al., 2012). The mouse mastocytoma cell line P815 and the Madin-Darby canine kidney cell line MDCK were cultured as previously described (Hu et al., 2012).

In vitro Viral Infection and LE-PolyI:C Treatment

Cell monolayers were formed in tissue culture plates by seeding 6-well (1 × 106 cells/well) or 12-well (5 × 105 cells/well) plates, washed with DMEM and infected with viruses at a multiplicity of infection (MOI) of 0.1 for 1 h at 37°C. After incubation, cells monolayers were washed and DMEM supplemented with 1% bovine serum albumin was added to each well and incubated for the indicated times. Polyinosine-polycytidylic acid (polyI:C), a synthetic mimic of viral double-stranded RNA, was used as a positive control. Liposome-encapsulated PolyI:C (LE-PolyI:C) used in this study was prepared as described previously (Wong et al., 1999), diluted to a final concentration of 10 μg/ml and incubated with cells at 37°C for the indicated times.

In vivo Viral Challenge

Female BALB/c mice (8–10 weeks) were purchased from Vital River Laboratories (Beijing, China), and feed pathogen-free food and water in independent ventilated cages. Mice were first anesthetized with Zotile® (Virbac, Carros, France), and then infected intra-nasally with PBS-diluted H5N1 virus (5LD50) or PBS alone. The nose and lung tissues were then collected 6 days post-infection.

Immunofiuorescence Staining and Confocal Microscopy

Tissue samples were fixed in 4% neutral formalin, embedded in paraffin, and serially cut at a thickness of 5 μm. Cultured cells were fixed on a polylysine-coated slide with 4% formaldehyde, and blocked with 3% BSA. To visualize surface receptors, slides containing fixed tissues or cells were directly stained with fluorescein- Sambucus nigra bark lectin (SNA, specific to SAα2,6-Gal) or fluorescein- Maackia amurensis lectin I (MAA-I, specific to SAα2,3-Galβ(1-4)GlcNAc). To confirm the specificity of lectin binding, monolayers were washed and treated with 250 mU/ml of neuraminidase from Clostridium perfringens (New England BioLabs, Beijing, China) for 3 h prior to lectin staining. To detect tryptase expression or IAV nucleoprotein (NP) antigen, cells were permeabilized with 0.5% Triton X-100 before blocking, then tissue sections or cell slides were either incubated with a rabbit anti-mast cell tryptase monoclonal antibody (Abcam, [EPR8476], ab134932) for 2 h at room temperature, or a mouse anti-IAV NP monoclonal antibody (Abcam [AA5H], ab20343) at 4°C overnight. After washing three times with PBS-T, tissue sections were further incubated with a Texas red-conjugated goat anti-mouse or rabbit secondary antibody, and cell slides were incubated with a FITC-conjugated goat anti-mouse secondary antibody (Abcam) for 1 h at room temperature. To visualize the nuclei, all slides were stained with 3 μg/ml 4′,6′-Diamidine-2-phenylindole (DAPI) (Sigma–Aldrich) for 5 min at room temperature and then examined under a laser scanning confocal microscope (Leica TCS SP5 II, Leica Microsystems, Wetzlar, Germany).

Flow Cytometry Analysis

Cultured P815 cells (1 × 106) were pelleted, washed twice with DMEM, once with flow buffer (PBS with 2% FBS) and then re-suspended in 200 μl of fluorescein- SAA or fluorescein- MAA I at different dilutions. The cells were incubated for 1 h at 4°C, then washed and re-suspended in flow cytometry buffer for analysis on a BD FACSCalibur using Cell Questpro software (BD Biosciences, California).

Transmission Electronmicroscopy (TEM)

Cells were trypsinized and fixed using 2.5% (v/v) glutaraldehyde in PBS for 2 h at 4°C. Cells were then washed with PBS, post-fixed in 1% osmium tetroxide, and washed and dehydrated in series of ethanol solutions. The dehydrated pellets were embedded in epoxy resin, and 70-nm sections were cut. Then the sections were placed on copper sieves and stained with uranyl acetate and lead citrate. Images were obtained using a JEM-1230 TEM (JEOL, Japan Electronics Co., Ltd, Tokyo, Japan).

Real-Time Quantitative PCR

Total RNA was extracted from cells in Trizol reagents (Invitrogen, Carlsbad, CA, USA). DNase I-treated RNA (0.2 μg) was reverse transcribed into cDNA using random or universal primers for IAV (Uni 12) (Hoffmann et al., 2001) with an EasyScript First-Strand cDNA Synthesis Super Mix (TransGen Biotech, China) according to the manufacturer’s instruction. Reactions were performed in triplicate using a Power SYBR® Green PCR Master Mix (Applied Biosystems, Warrington, UK) and the Applied Biosystems 7500 system. The mRNA expression levels of the genes were normalized to β-actin, compared with mock-infected cells, and quantified by the 2-ΔΔCT method. The sequences of the primers are listed in Supplementary Table S1. The amplifications were performed as follows: a 10 min hot start at 95°C, followed by 40 cycles of denaturation at 95°C for 15 s, annealing at 55°C for 35 s, and extension at 72°C for 40 s.

Proteome Profiler Antibody Array Assay

Cell-free supernatants were acquired by centrifugation, then the levels of cytokines and chemokines were analyzed by the Mouse Cytokine Array Panel A (R&D Systems, Minneapolis, MN, USA) according to the manufacturer’s instructions, which could provide parallel determination of the relative levels of 40 kinds of selected mouse cytokines and chemokines.

Cytokine and Chemokine Quantification

The concentration of IL-6, IFN-γ, RANTES, IP-10, IFN-α, IFN-β, and TNF-α in the supernatant of cell cultures was determined using ELISA kits (eBioscience, San Diego, CA, USA) according to the manufacturer’s instructions.

Co-immunoprecipitation

Cells were either mock-treated, LE-PolyI:C-treated, or infected with IAV viruses at a MOI of 0.1. At 6 h post-infection, the cells were washed with cold PBS and lysed for 15 min on ice with RIPA lysis buffer containing 50 mM Tris-HCl (pH7.4), 150 mM NaCl, 1% NP40, 0.25% sodium deoxycholate and a protease inhibitor cocktail (Beyotime Institute of Biotechnology, Beijing, China). Lysed cells were pelleted and the supernatants were incubated with the indicated antibodies (anti-TLR3 antibody or an isotype IgG antibody from Abcam) for 2 h at 4°C with gentle shaking. The samples were then added to a preprocessed EZviewTM Red Protein A/G Affinity Gel (Sigma) and incubated for 6 h. After washing three times with lysis buffer, the beads were boiled in SDS loading buffer, and then analyzed by immunoblot with the indicated antibodies (anti-TLR3 antibody or anti-TRIF antibody from Abcam).

Western Blot

Cell lysates were prepared using lysis buffer as described above, and protein concentrations were determined using a BCA protein assay kit (Beyotime Institute of Biotechnology). Equal amounts of protein were separated by SDS-PAGE and transferred to a polyvinylidene difluoride (PVDF) membrane (Millipore, Beijing, China). The membranes were blocked using 5% non-fat dry milk (BD Biosciences) at room temperature for 2 h, and then incubated overnight at 4°C with antibodies (anti-TLR3 antibody and anti-TRIF antibody from Abcam; Influenza A NS1 antibody from Santa Cruz Biotechnology, Dallas, Texas, USA). After three 10 min washes in Tris-buffered saline containing 0.05% Tween (TBST), the membranes were incubated for 1 h at room temperature with the appropriate horseradish peroxidase-conjugated secondary antibody. Protein bands were visualized using the Western Lightning Plus-ECL (Perkin Elmer, MA, USA). β- Actin was used as a loading control.

Inhibition of TLR3 Activation Using Specific Inhibitions

P815 cell monolayers were pre-incubated with TLR3/dsRNA complex inhibitor (Calbiochem, Darmstadt, Germany) at a concentration of 25 and 50 μM (diluted with DMSO) for 12 h. They were then were infected with virus at a MOI of 0.1, exposed to LE-PolyI:C, or mock treated as described above. The same concentration of inhibitors was immediately added after 1 h of viral incubation. Samples were collected 24 and 36 h after infection.

Statistical Analysis

Statistical analysis was performed by one-way ANOVA using the SPSS software suite (version 12.0), and a P-value of <0.05 was considered statistically significant. Results were expressed as mean ± standard deviation (SD) of at least three independent experiments.

RESULTS

P815 Cells Express Both α-2,3- Linked and α-2,6- Linked SA Receptors

Influenza viral HA proteins initiate infection by interacting with sialic acid residues coating the surface of host cells. In general, human influenza viruses and S. nigra bark lectin (SNA) preferentially bind α-2,6- linked SA receptors, while avian influenza viruses and M. amurensis lectin (MAA) predominantly bind to α-2,3- linked SA receptors (Springer et al., 1969; Suzuki et al., 2000; Ibricevic et al., 2006; Shinya et al., 2006). Here we used the mouse mastocytoma cell line, P815, as a mast cell model. To determine the susceptibility of P815 cells to influenza viruses, we first analyzed the distribution of surface SA receptors by lectin staining as described in the materials and methods. Both α-2,3- and α-2,6- linked SA receptors were expressed on the surface of P815 mouse mastocytoma cells, with the intensities of SNA being visually stronger than one of the two isoforms of MAA (Figure 1A). We treated P815 cells with a broad-spectrum neuraminidase to cleave sialic moieties abolished lectin binding, and confirmed the specificity of SNA and MAA staining (Figure 1A, insets).
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FIGURE 1. P815 cells express α-2, 3- and α-2,6- linked sialic acid (SA) receptors. (A) The mouse mastocytoma cell line P815 was placed on polylysine-coated slides and stained with FITC-conjugated SNA or MAA-I (green), and DAPI (blue) for nuclei. Image inserts depict cells pre-treated with neuraminidase to abolished sialic acid residue staining. (B) Trypsinized P815 cells were incubated with FITC-conjugated SNA or MAA-I (concentrations from left to right are 5, 10, and 20 μg/ml) and analyzed using flow cytometry to determine relative percentages of cells expressing α-2,3-SA (MAA, pink) or α-2,6-SA (SNA, green), compared to unstained cells (black). “NA-MAA” and “NA-SNA” indicated that P815 cells pre-treated with neuraminidase to abolished sialic acid residue staining. Results shown are representative of three independent experiments.



To quantitatively analyze the sialic acid residues, P815 cells were stained with different concentrations of FITC-conjugated lectins and assayed by flow cytometry. As shown in Figure 1B, at an lectin concentration of 5 μg/ml, 95.54% of P815 cells were detected positive expression of α-2,3-linked SA receptors (FITC-MAA) and 98.57% of α-2,6-linked receptors (FITC-SNA). At higher concentrations (10 and 20 μg/ml), almost all cells positively expressed both SA receptors (>99%). The mean fluorescence intensity (MFI) depended on the lectin concentration, and the MFI of SNA was significantly higher (>fivefold) than that of MAA at all the concentrations. These data suggested that the expression of α-2,6- linked SA receptors was more abundant on P815 mastocytoma cells than α-2,3- linked SA receptors.

Taken together, these data suggested that both α-2,3- and α-2,6- linked SA receptors were expressed on the surface of P815 mouse mastocytoma cells.

P815 Cells Support the Replications of IAVs

We previously demonstrated that H5N1 infection could activate mast cells (Hu et al., 2012). To determine if IAV could enter and replicate productively in mastocytoma cells, we examined the replication kinetics of human and avian IAVs in P815 cells. As shown in Supplementary Figure S1, all three subtypes of IAVs productively replicated in P815 cells as measured by hemagglutination assay (left), plaque formation (middle), and viral RNA expression (right). In P815 cells, the replications H1N1 and H5N1 viruses were more efficient than H7N2 virus. These data indicated that IAVs replicated well in P815 cells with some degree of tropism selectivity.

To corroborate this finding, P815 cells were co-stained with α-2,3- or α-2,6- linked SA receptors and viral NP (Figure 2A). The wide distribution of α-2,6- linked SA receptors was consistent the effective replication of H1N1. In addition, a large number of NP-positive cells were observed when infected with H5N1, but were less abundant in H7N2 infected cells, which was consistent with the viral replication profiles (Supplementary Figure S1). To further validate the permissiveness of P815 for IAVs replication, we used transmission electron microscopy. As shown in Figure 2B, budding virions were present on the surface of cells infected with each of the three virus subtypes. Moreover, many viral particles were found to be associated with the surface of the cells infected with H1N1 and H5N1, but were less obvious on H7N2 infected cells. Together, the above data suggested that IAVs could bind and enter into P815 mastocytoma cells, where the efficient replication was supported.
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FIGURE 2. Influenza viruses can infect P815 cells in vitro. P815 cells were mock-treated or infected with three subtypes of influenza viruses at a MOI of 0.1. (A) Immunofluorescence detection of viral nucleoprotein (NP) antigen and SA receptors in P815 cells. At the indicated times post-infection, cells were fixed and stained for α-2,6- or α-2,3- sialic acids (green) and influenza NP (red). Results shown are representative of three separate experiments. (B) Transmission electron microscopy of influenza viruses released from the cell surface. Higher magnifications are in the boxes on the right. Arrows denote the virus particles.



To determine if IAVs can infect mast cells in vivo, we used a mouse H5N1 virus infection model. Mice were either infected with H5N1 or PBS and the nasal mucosa and lung tissues were resected and analyzed by immunofluorescence. Cells double positive for the virus-specific antigen NP and the mast cell specific protein tryptase were present in H5N1 infected mice but not in PBS treated mice (Figure 3). These data suggested that IAVs probably could actively infect mast cells in vivo.
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FIGURE 3. H5N1 influenza virus can infect mouse mast cells in vivo. Representative nasal mucosa and lung sections from control or H5N1 virus-infected mice. Sections were analyzed by immunofluorescence staining (Blue = nuclei, red = tryptase, and green = influenza NP). Results shown are representative of three independent repeats.



IAVs Induce Cytokine and Chemokine Production in P815 Cells

Our previous data suggested that H5N1-activated mast cells could intensify lung injury by releasing the pro-inflammatory mediators including histamine, tryptase, and IFN-γ (Hu et al., 2012). To more specifically examine the cytokines and chemokines released by P815 cells upon avian and human IAVs infection, we performed an antibody array analysis. As shown in Figure 4A, the production of sICAM-1, IL-6, IL-13, IP-10, M-CSF, CCL-2, CCL-12, and TNF-α was augmented in the supernatants of P815 cells infected with all three viruses subtypes. The release of G-CSF, GM-CSF, CCL-1, IFN-γ, IL-1α, IL-4, and CXCL-1 was only moderately increased. To further confirm these findings, we used ELISA to conduct kinetic profiles of the selected cytokines and chemokines that were potentially involved in responses to influenza infection. The three virus subtypes, and LE-PolyI:C, induced significantly higher levels of IL-6 and IFN-γ compared to mock treated cells (Figure 4B). The production of CCL-2 did not occur until 12 h post-infection, but then increased from 24 to 48 h post-infection (Figure 4B), while the secretion of IP-10 and TNF-α increased gradually peaking at 36 h post-infection. In contrast, all three IAV subtypes induced a relatively low expression of CCL-5 for 24 h post-infection, but this increased at later time points. The expressions of antiviral cytokines IFN-α and IFN-β did not change from 2 to 48 h post-infection (Figure 4B).
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FIGURE 4. Influenza virus infection causes the release of pro-inflammatory cytokines and chemokines. (A) P815 cells were infected with H1N1, H5N1, and H7N2 at a MOI of 0.1, or mock treated for 24 h. Cell-free supernatants were then analyzed for cytokine and chemokine content using a cytokine array panel. Numbered boxes denote up-regulated expression, with the most dramatic increases annotated in bold. Results shown are representative of two separate experiments. (B) P815 cells were infected with H1N1, H5N1, and H7N2 at a MOI of 0.1, exposed to LE-PolyI:C, or mock treated. At the designated time points, cell supernatants were harvested and the expression of IL-6, IFN-γ, CCL-2, CCL-5, IP-10 TNF-α, IFN-α, and IFN-β was analyzed by ELISA. Graphs shown are mean ± SD of three independent replicates. Asterisks indicate statistically significant increases compared to mock treatment (∗P < 0.05, ∗∗P < 0.01). ND, not detectable.



To further analyze the expression kinetics of various cytokines and chemokines released by P815 cells infected with each of the three virus subtypes and LE-PolyI:C, we performed quantitative RT-PCR. The mRNA expression profiles of IL-6, IFN-γ, TNF-α, CCL-2, CCL-5, and IP-10 were similar to the data generated from ELISA (Supplementary Table S2). However, while the expression levels of a large number of pro-inflammatory cytokines and chemokines were up-regulated, the mRNA levels of the antiviral genes IFN-α, IFN-β and the anti-inflammatory cytokine IL-10 were unchanged during viral infection (Supplementary Table S2). Taken together, these data suggested that following IAV infection P815 cells released a range of pro-inflammatory cytokines and chemokines.

TLR3 Plays a Key Role in the Expression of Proinflammatory Cytokines in P815 Cells Infected by IAV

Given that IAVs could infect P815 cells and promote the release of inflammatory cytokines and chemokines, we next examined expression level of viral RNA sensor TLR3 involved in the transduction of inflammatory molecule signals. The mRNA expression level of TLR3 in P815 cells infected with IAVs peaked 4 h post-infections, and returned to baseline levels by 12 h post-infection (Figure 5A). In addition, the mRNA expression profiles of the adaptor molecules TRIF increased in a manner consistent with TLR3 levels; however, the fold increase compared to mock infected cells was much lower. Consistent with mRNA levels, the protein expression of TRL3 and TRIF was strongly augmented in IAV infected P815 cells (Figure 5B). To confirm if TLR3 were indeed activated, co-immunoprecipitation experiments were used to test the endogenous interactions of TLR3 with TRIF. Co-precipitation of TLR3/TRIF was evident in P815 cells infected with all three IAVs (Figure 5C). These data indicated that the viral RNA sensors TLR3 were expressed following IAV infection.
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FIGURE 5. Influenza A viruses up-regulates the expressions of TLR3 and TRIF mRNA and proteins. P815 cells were treated or infected as described in Figure 4B. (A) Total RNA was isolated at the designed times and examined with quantitative real-time PCR. The expression of TLR3and TRIF is shown. The data are presented as the relative fold change over mock treatment, and are pooled from three independent experiments. (B) P815 cells were collected at 2, 6, 12, and 24 h post-infection or treatment, and then analyzed by immunoblotting for expression of TLR3, TRIF, viral NS1 protein and β-actin. Data are representative of three separate experiments. (C) Endogenous interactions of TLR3 with TRIF. Whole cell extracts at 6 h (TLR3-TRIF) post-infection were immunoprecipitated with the indicated antibodies or isotype IgG controls and analyzed by western blot analysis.



To further investigate the role of TLR3 in P815 cells during IAV infection, we utilized a novel TLR3/dsRNA complex inhibitor to disrupt the interaction between IAV and TLR3 in P815 cells. The effects of the inhibitors on the release of pro-inflammatory cytokines and chemokines, including IL-6, IFN-γ, TNF-α, and CCL-2, were examined. The expression of these pro-inflammatory cytokines and chemokines was significantly decreased in TLR3/dsRNA complex inhibitor treatment group 24 and 36 h after infection (Figure 6). In addition, treatment of IAV-infected P815 cells with TLR3/dsRNA complex inhibitor dramatically decreased viral titers 24 and 36 h after infection (Figure 7). Taken together, these data suggested that following IAV infection P815 cells actively participated in promoting inflammation by releasing a range of pro-inflammatory cytokines and chemokines possibly through TLR3 signaling pathways.
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FIGURE 6. Toll-like receptors/dsRNA complex inhibitor can reduce the releasing of proinflammatory cytokines in P815 cells infected by IAV. P815 cells treatment with TLR3/dsRNA complex inhibitor were infected with H1N1, H5N1, and H7N2 at a MOI of 0.1, exposed to LE-PolyI:C, or mock treated. At the designated time points, cell supernatants were harvested and the expression of TNF-α, IL-6, IFN-γ, and CCL-2 was analyzed by ELISA. Graphs shown are mean ± SD of three independent replicates. Asterisks indicate statistically significant increases compared to mock treatment (∗P < 0.05, ∗∗P < 0.01).
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FIGURE 7. Toll-like receptors/dsRNA complex inhibitor can decrease the viral loads of IAV in P815 cells. P815 cells treatment with TLR3/dsRNA complex inhibitor were infected with H1N1, H5N1, and H7N2 at a MOI of 0.1, exposed to LE-PolyI:C, or mock treated. Cells were homogenized in Trizol and relative viral NS gene quantification was determined by real time PCR (A). Culture supernatants were collected at the indicated times post-infection, and virus titers in the supernatants were determined by plaque assay (B). Results shown are pooled from three independent repeats. Asterisks indicate statistically significant increases compared to mock treatment (∗P < 0.05, ∗∗P < 0.01).



DISCUSSION

Elucidating the mechanisms of immune defense against IAV is critical for developing therapeutic strategies to prevent influenza infection. The role of endothelial cells, macrophages, and dendritic cells in preventing infection in the respiratory tract has been described (Bender et al., 1998; Julkunen et al., 2000). However, mast cells, an important cell type in the first lines of host immunity and defense, have been largely overlooked until recently, data from our lab and others have demonstrated a possible involvement of mast cells in IAV infection (Hu et al., 2012; Graham et al., 2013; Marcet et al., 2013). Our previous study showed that mast cells actively participate in the first-line immunological responses to IAV infection. Mast cells could aggravate pathological injury of the H5N1 virus infected tissues in mice by directly inducing apoptosis or inflammatory cytokines and mediators (Hu et al., 2012). However, the receptor repertoire facilitating IAV infection and the cellular response in mast cells are still largely unknown. The present work demonstrated that the mouse mastocytoma cell line (P815) expressed both α-2,3- and α-2,6- linked SA receptors to initiate IAV entry and could serve as a comfortable environment for virus replication and release progeny viruses.

In order to infect cells, IAV must first attach to SA receptors on the plasma membrane. We demonstrated that both α-2,3- and α-2,6- linked SA receptors were expressed on the surface of P815 mouse mastocytoma cells. To our knowledge, this is the first time SA receptors have been reported on the surface of cells considered as mast cells. In addition, our data demonstrated that P815 cells supported the productive replication of IAV. All three subtypes of the viruses (H1N1, H5N1, and H7N2) infected and replicated in P815 cells in vitro, with images of transmission electron microscope as the most powerful evidences. Though the mouse mastocytoma cell line, P815, as a cell model, has been widely used in mast cell-based research (Ohtsu et al., 1996; Lunderius et al., 2000; Zhang et al., 2009, 2010), the validity of data from this model should be verified by in vivo study or with primary cells. In our present study, the infection of mast cells with H5N1 in mice (in vivo) provided further evidence. Contradictory with the results in P815 mouse mastocytoma cells, Marcet’s study showed that H1N1 virus were limited replication in human mast cells (Marcet et al., 2013). Similarly with our results in the present study, several groups showed that dengue virus could infect and replicate within mast cells (St John et al., 2011). Whether mast cells can be infected and serviced as a potent reservoir for persistent Human Immunodeficiency Virus was still a debate until now (Sundstrom et al., 2007). Thus, our findings provided new insights into the role of mast cells for the pathogenesis of influenza.

Activated mast cells can selectively release many pro-inflammatory cytokines and chemokines, which can vary greatly depending on the stimulus and experimental conditions (Abraham and St John, 2010). Here, we found that all the three subtypes of IAVs infected P815 mouse mastocytoma cells produced several cytokines, including a significant increase in the expression of IL-6, IFN-γ, and TNF-α, which could serve as objective markers of the host inflammatory responses and lung injury (Hierholzer et al., 1998; Perrone et al., 2010). Additionally, the chemokines CCL-2 and IP-10 were also increased, which was consistent with observations from both clinical settings and animal models (Zhou et al., 2006). Our results were consistent with a recent report that bone marrow-cultured mast cells infected by the influenza strain A/WSN/33 were found to release several mediators (Graham et al., 2013). Our findings showed that the three subtypes of IAVs induced similar cytokine and chemokine kinetics, and the magnitude of responses induced by H7N2 was much lower than H1N1 and H5N1, which exactly related to the viral replication competence but not the origin of the virus. We also found that the kinetic expression patterns of gene transcription were different for various cytokines and chemokines in P815 cells, some of them were likely directly induced by IAV infection as the time courses of their appearance were early, while others might result from autocrine or paracrine feedback as the late appearance. Interestingly, even though type I interferons are key antiviral cytokines produced by IAV-infected epithelial cells and monocytes/macrophage (Hofmann et al., 1997; Ronni et al., 1997), neither IFN-α nor IFN-β was detected in P815 cells. We speculate that mast cells are involved in the immune and inflammatory responses to AIV infection, but may not directly participate in the antiviral mechanisms.

Mast cells used TLR3, RIG-I and MDA5 to sense viral RNA following infection (Kulka et al., 2004; Oldstone and Rosen, 2014; Becker et al., 2015). In a Newcastle disease virus infection model, mast cells produced cytokines and chemokines in a TLR3-dependent manner (To et al., 2001). In addition, though the degranulation and the generation of eicosanoid in mast cells augmented the vascular leakage and played an important role in dengue virus infection (St John et al., 2013; Syenina et al., 2015), the roles of pattern recognition receptors against the viral infection were also indispensable. Moreover, mast cells infected with dengue virus and vesicular stomatitis virus were shown to activate RIG-I and MDA5, and produce cytokines and chemokines (Jacobs and Langland, 1996; St John et al., 2011; Teijaro et al., 2011; Brown et al., 2012). Importantly, Graham et al. (2013) found the inflammatory response of mast cells during IAV infection occurred in a RIG-I-dependent mechanism. However, the mechanism by which mast cells sense IAV infection is not well understood. Here, for the first time we demonstrated that P815 mouse mastocytoma cells sensed influenza viruses mainly via TLR3. In the present study, we found that blocking TLR3 with TLR3/dsRNA complex inhibitor in the P815 cells resulted in decreased pro-inflammatory factors and viral titers. This data suggested that activated TLR3 pathways were responsible for the production of key pro-inflammatory cytokines and chemokines in IAV infected mast cells. A recent study suggested that TLR3 could act as viral sensor to mediate viral transactivation via upregulation of transcription factors such as c-Jun, which was known to regulate the viral promoter activity (Bhargavan et al., 2016). We recently also showed that IAV infection up-regulated c-jun expression and activation (Xie et al., 2014). This could partially explain that blocking TLR3 resulted in decreased IAV growth.

Collectively, our data suggest that mast cells not only participate in the IAV-induced immune response and inflammation, but also actively serve as reservoirs for IAV replication. Combined with we previously found that mast cells escalated lung injury could be reduced dramatically by treatment with ketotifen, which is a mast cell degranulation inhibitor (Hu et al., 2012; Han et al., 2016). Thus, considering the critical role of mast cells in IAV infection, this study provides insight for the development of novel strategies to combat influenza infection by targeting mast cells.
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Human influenza pandemics have historically been caused by reassortant influenza A viruses using genes from human and avian viruses. This genetic reassortment between human and avian viruses has been known to occur in swine during viral circulation, as swine are capable of circulating both avian and human viruses. Therefore, avian-to-swine transmission of viruses plays an important role in the emergence of new pandemic strains. The amino acids at several positions on PB2, PB1, and PA are known to determine the host range of influenza A viruses. In this paper, we track viral transmission between avian and swine to investigate the evolution on polymerase genes associated with their hosts. We traced viral transmissions between avian and swine hosts by using nucleotide sequences of avian viruses and swine viruses registered in the NCBI GenBank. Using BLAST and the reciprocal best hits technique, we found 32, 33, and 30 pairs of avian and swine nucleotide sequences that may be associated with avian-to-swine transmissions for PB2, PB1, and PA genes, respectively. Then, we examined the amino acid substitutions involved in these sporadic transmissions. On average, avian-to-swine transmission pairs had 5.47, 3.73, and 5.13 amino acid substitutions on PB2, PB1, and PA, respectively. However, amino acid substitutions were distributed over the positions, and few positions showed common substitutions in the multiple transmission events. Statistical tests on the number of repeated amino acid substitutions suggested that no specific positions on PB2 and PA may be required for avian viruses to infect swine. We also found that avian viruses that transmitted to swine tend to process I478V substitutions on PB2 before interspecies transmission events. Furthermore, most mutations occurred after the interspecies transmissions, possibly due to selective viral adaptation to swine.

Keywords: influenza A viruses, polymerase complex, host range, interspecies transmission, reciprocal best hits

INTRODUCTION

The influenza A virus is a negative-sense single-stranded RNA virus that infects humans as well as a wide range of animals (Webster et al., 1992; Kuiken et al., 2004; Tong et al., 2012). Wild aquatic birds, such as wild ducks, geese, gulls, and shorebirds, are the natural reservoirs of the influenza A virus (Kida et al., 1988; Webster et al., 1992). Human influenza pandemics have historically been caused by genetic reassortment of human and avian influenza A viruses, and this reassortment typically occurs among viruses circulating in swine (Webster and Laver, 1972; Scholtissek et al., 1978; Kawaoka et al., 1989; Yasuda et al., 1991; Smith et al., 2009). Experimental studies have suggested that swine are susceptible to both human (Kundin, 1970) and avian viruses (Kida et al., 1994). Thus, the avian-to-swine transmission of influenza A viruses is an important factor contributing to the emergence of new pandemic strains.

Influenza A viruses are composed of eight gene segments, which encode at least 17 viral proteins (Dubois et al., 2014). Of these, the polymerase complex consisting of PB2, PB1, and PA is responsible for viral replication in host cells. The PB2 protein is responsible for the cap binding of host’s mRNA (Webster et al., 1992). The PB1 protein is associated with the catalytic activity of RNA synthesis (Kobayashi et al., 1996; Neumann et al., 2004; Elton et al., 2006). The PA protein is involved in endonuclease activity of the polymerase complex for RNA replication (Dias et al., 2009; Yuan et al., 2009).

The amino acids at several positions on the polymerase complex have been known to determine the host range of influenza A viruses. The amino acid substitution from Glutamic acid (E) to Lysine (K) at position 627 on PB2 of avian viruses increases viral replication in mammalian hosts (Subbarao et al., 1993; Hatta et al., 2001; Shinya et al., 2004; Mok et al., 2014). Two simultaneous amino acid mutations from Valine (V) to Serine (S) at position 715 and from Isoleucine (I) to Serine (S) at position 750 in PB1 are known to reduce the number of cRNA and mRNA (Sugiyama et al., 2009). Several amino acid substitutions in PA were reported to affect viral replication in mammals (Yamayoshi et al., 2014). Most of these studies discuss mammalian adaptation of avian viruses using mouse models of influenza infections. Currently, there is little information about the viral adaptation of avian viruses to swine.

It is important to know which amino acid substitutions on the polymerase complex determine the host range of avian influenza A viruses. A typical alignment-based approach compares consensus sequences of avian viruses and viruses isolated from other hosts, and the different amino acids in their alignments are considered as signature residues for each host (Chen et al., 2006). However, the alignment-based approach is known to be unable to distinguish the founder effect from selective viral adaptation (Tamuri et al., 2009). In order to clarify which amino acid substitutions on viral polymerase are beneficial for avian viruses to transmit to swine, we need to develop a new approach to finding important amino acid substitutions, and each substitution needs to be assessed by statistical tests.

The reciprocal best hits method has been widely used to identify orthologous genes, which are genes shared by different organisms (Tatusov et al., 1997; Bork and Koonin, 1998; Moreno-Hagalsieb and Latimer, 2008). Given two sets of sequences, X and Y, a pair of sequences x in X and y in Y is called a reciprocal best hit, if x is the most similar sequence among X to y and y is the most similar sequence among Y to x. Using a homology search program, such as BLAST, one can retrieve avian virus sequences similar to swine virus sequences. However, if a database contains more than one sequence similar to a sequence associated with a transmission event, simple BLAST searches using a threshold may give multiple combinations of similar sequences. By applying the reciprocal best hits method to the nucleotide sequences of viruses isolated from avian and swine, we can identify pairs of viruses associated with interspecies transmissions without double counting.

In this paper, we investigate the evolution of polymerase genes of influenza A viruses during viral transmission from avian to swine. A pair of nearly identical nucleotide sequences, one of which is from avian viruses and the other from swine, can be considered a footprint of viral transmission between avian and swine hosts. We denote such a pair as a transmission pair. By using BLAST and the reciprocal best hits technique, we explore transmission pairs associated with sporadic transmissions of avian viruses to swine. By analyzing the number of amino acid substitutions on the polymerase proteins found in the transmission pairs of polymerase genes between avian and swine viruses, we examine whether or not these amino acid substitutions are important for interspecies transmission of influenza A viruses between avian and swine hosts.

MATERIALS AND METHODS

Nucleotide Sequences

The nucleotide sequences of PB2, PB1, and PA genes of avian and swine influenza A viruses were downloaded from the National Center for Biotechnology Information (NCBI) Influenza Virus Resource (Bao et al., 2008). Identical nucleotide sequences were removed using the collapse option of the database. Nucleotide sequences containing ambiguous nucleotides or which were less than 95% of the full-length gene were excluded. We obtained 7408, 7531, and 7576 nucleotide sequences of PB2, PB1, and PA genes of influenza A viruses isolated from avian hosts, and 1283, 1340, and 1304 nucleotide sequences of PB2, PB1, and PA genes of influenza A viruses isolated from swine (Table 1). We downloaded all the available nucleotide sequences on August 25, 2013.

TABLE 1. The number of nucleotide sequences of PB2, PB1, and PA genes used in this study.
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Bidirectional BLAST Searches between Avian and Swine Viruses

To identify similar nucleotide sequences between swine and avian viruses, we used Basic Local Alignment Search Tool (BLAST) (Altschul et al., 1990). For each of the polymerase gene segments, we constructed two BLAST databases – one for the nucleotide sequences of avian virus isolates and the other for those of swine virus isolates. BLAST homology searches were conducted bidirectionally using avian sequences as a query against swine sequences as subjects, and vice versa (Figure 1). The makeblastdb and blastn commands implemented in ncbi-blast-2.2.28+ were used to construct the databases and to conduct the homology search (Altschul et al., 1990).
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FIGURE 1. A flow chart for bidirectional BLAST searches between avian and swine influenza A viruses. The PB2, PB1, and PA gene sequences of viruses isolated from avian and swine were downloaded from the NCBI database. For each gene, two BLAST databases were constructed, one from the nucleotide sequences of avian isolates and the other from swine isolates. A blastn search was performed to search for similarities between the avian and swine virus isolates in two directions; first querying avian virus sequences against the swine virus sequence database and vice versa.



Tracking Transmissions by Reciprocal Best Hits Technique

To track the interspecies transmissions of influenza A viruses between avian and swine hosts, we explored avian and swine virus polymerase sequence pairs that are similar to each other by using the reciprocal best hits method. We consider a pair of avian and swine virus sequences that are similar to each other as a footprint of viral transmission between avian and swine hosts, and we call such a pair a transmission pair.

Given two sets of sequences X = {x1, x2, x3,…, xm} and Y = {y1, y2, y3,…, yn}, reciprocal best hit pairs can be found as follows: First, for each xi in X, we perform a BLAST search using xi against Y and record its top hit as Top(xi). Second, for each yj in Y, we perform a BLAST search using yj against X and record its top hit as Top(yj). Finally, all the pairs of (xi, yj) that satisfy Top(xi) = yj and Top(yj) = xi are output as reciprocal best hits.

Figure 2 illustrates how the reciprocal best hits method can track viral transmission events between avian and swine. A1–A6 represent viruses isolated from avian hosts, and S1–S6 represent viruses isolated from swine hosts. Solid lines represent phylogenetic relationships. Dashed arrows represent the top hits found by a blastn search. Pairs (A2, S2) and (A5, S5) are reciprocal best BLAST hits.
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FIGURE 2. Tracking transmissions by reciprocal best hits. A1–A6 represent viruses isolated from avian hosts. S1–S6 represent viruses isolated from swine hosts. Solid lines represent phylogenetic relationships. Dashed arrows represent the top hits found by a blastn search. A pair of sequences, each of which is the top hit from the other, is called a reciprocal best hit. Pairs (A2, S2) and (A5, S5) are reciprocal best BLAST hits, and we assume such a pair is associated with an interspecies transmission event between avian and swine.



A pair of nucleotide sequences found to be reciprocal best hits and having more than 95% identity with an E-value of zero were selected and determined as a transmission pair between avian and swine. We used a custom-made Python program to find reciprocal best hits from BLAST results files. The program is available upon request.

Determination of Transmission Direction by Phylogenetic Analysis

To determine the direction of interspecies transmission, we constructed a phylogenetic tree for each polymerase gene segment. For each polymerase gene, nucleotide sequences of both avian isolates and swine isolates were aligned using Multiple Alignment with Fast Fourier Transform (MAFFT) version 7.245 (Katoh and Standley, 2013). Phylogenetic trees of avian and swine isolates were constructed using the neighbor-joining method (Saitou and Nei, 1987) with ClustalX version 2.1 (Larkin et al., 2007). We used Dendroscope version 3.4.1 (Huson and Scornavacca, 2012) to visualize transmission pairs in phylogenetic trees. A transmission pair found in an avian virus clade was considered an avian-to-swine transmission. In contrast, a transmission pair found in a swine virus clade was considered a possible case of swine-to-avian transmission.

Analysis of Amino Acid Substitutions

To analyze the tendencies in amino acid substitutions in polymerase during avian-to-swine transmission, nucleotide sequences of the transmission pairs of PB2, PB1, and PA genes were translated to protein sequences. For each transmission pair in the avian-to-swine direction, the protein sequence of the avian virus and swine virus were compared, and the amino acid substitutions identified. By the nature of the sequences registered in the database, the positions at the beginning and end were lacking nucleotide information. Gaps found at the beginning and end in transmission pairs were excluded from analysis, and gaps in the other regions were counted in the same way as substitutions.

Statistical Analysis on the Number of Amino Acid Substitutions

If an amino acid position on a polymerase protein determines the host range of viruses, then such a position should be substituted into different amino acids at interspecies transmission events. To determine whether or not some amino acid positions are important for interspecies transmission, we set our null hypothesis to “amino acid substitutions randomly occurred over all positions.” We first estimated how many times amino acid substitutions can naturally occur at the same position with random substitutions at independent transmission events.

Let m be the total number of amino acid substitutions occurring on a protein sequence of length l at independent transmission events. Considering multiple transmission events, the total number of amino acid substitutions, m, may exceed the sequence length, l, when we have a large number of transmission events. By assuming amino acid substitutions occur equally over all the positions, the probability that at least one amino acid position is substituted more than n times can be calculated by the following formula:
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If the probability for the maximum number of amino acid substitutions in the observed data is smaller than the significance level (p < 0.05), we can reject the null hypothesis and conclude that some positions tend to be substituted more frequently than other positions. We confirmed the validity of the formula by comparing it with the multiple substitution probability obtained from Monte Carlo simulations.

Statistical Analysis of Amino Acid Substitutions before and after Avian-to-Swine Transmissions

To characterize the genetic background of avian influenza A viruses that were able to infect swine, we compared consensus amino acid sequences of PB2, PB1, and PA of avian influenza A viruses found in avian-to-swine transmission pairs against consensus amino acids of all avian viruses. Similarly, to characterize the viral adaptation after interspecies transmission from avian to swine, we compared consensus amino acid sequences of PB2, PB1, and PA of swine influenza A viruses found in avian-to-swine transmission pairs against consensus amino acid sequences of all swine viruses. For each position having different consensus amino acids between all avian viruses and avian isolates in avian-to-swine transmission pairs, amino acid variations were further analyzed. We set our null hypothesis to “amino acid compositions at a given position in the two alignments are derived from the same distribution.” We use Fisher’s exact test (Fisher, 1922) to calculate the probability that the amino acid counts in two alignments come from the same distribution. If this p-value is smaller than the significance level, then the null hypothesis will be rejected.

RESULTS

Transmission Pairs Found in Reciprocal Best Hits

To track the interspecies transmission of influenza A viruses between avian and swine hosts, we looked for nearly identical avian and swine virus polymerase sequences. The reciprocal best hits method found 41, 45, and 45 pairs of avian and swine sequences for PB2, PB1, and PA genes, respectively. All of the reciprocal best hits pairs on the PB2, PB1, and PA genes showed a BLAST E-value of zero. Of these reciprocal best hits pairs, 41 pairs for PB2, 44 pairs for PB1, and 42 pairs for PA had more than 95% identity (Supplementary Tables 1–3). We considered these nearly identical pairs as transmission pairs, which would be associated with transmission of avian viruses to swine or transmission of swine viruses to avian.

The transmission pairs between avian and swine sequences suggested that interspecies transmissions occurred frequently at adjacent places and their isolation years were close to each other. Of 41 transmission pairs for PB2, 32 pairs (78%) were from the same country and 32 pairs (78%) were isolated within 3 years of one another (Supplementary Table 1). Of 44 transmission pairs for PB1, 34 pairs (77%) were from the same country and 33 pairs (75%) were isolated within 3 years (Supplementary Table 2). Of 42 transmission pairs for PA, 33 pairs (79%) were from the same country and 31 pairs (74%) were isolated within 3 years (Supplementary Table 3). Although there are a few exceptions, these results suggest that transmission occurred between avian and swine located in adjacent areas.

Direction of the Transmission between Avian and Swine

The clade distribution of transmission pairs in phylogenetic trees showed similar trends among PB2, PB1, and PA genes (Supplementary Figure 1). Out of 41 transmission pairs of PB2, 32 (78%) were found in avian clades and 8 (20%) were found in swine clades (Supplementary Table 1). Out of 44 transmission pairs of PB1, 33 (75%) were found in avian clades and 10 (23%) were found in swine clades (Supplementary Table 2). Out of 42 transmission pairs of PA, 30 (71%) were found in avian clades and 11 (26%) were found in swine clades (Supplementary Table 3). A transmission pair found in an avian clade can be considered an avian-to-swine transmission and vice versa. We did not determine the transmission direction for a pair in which one sequence is in an avian clade and the other in a swine clade. In some avian-to-swine transmission pairs, swine viruses were isolated before avian viruses. Similar contrary cases were also observed in swine-to-avian transmissions. The polymerase complex of influenza A viruses is known to evolve slowly because of functional constraints on protein evolution (Gorman et al., 1990). The inconsistency between transmission direction and isolation order may be attributed to the slow evolution of polymerase complex and the delayed viral isolation from their source population. In summary, 78, 75, and 71% of transmission pairs could be associated with avian-to-swine transmission for PB2, PB1, and PA, respectively. In contrast, 20, 23, and 26% of transmission pairs could be swine-to-avian transmissions of PB2, PB1, and PA, respectively.

Amino Acid Substitutions during Avian-to-Swine Transmissions

The PB2 protein is 759 amino acids long, and 175 amino acid substitutions were observed at 142 different positions on PB2 in the 32 avian-to-swine transmission pairs (Table 2). An avian-to-swine transmission pair of PB2 has 5.47 amino acid substitutions on average. Note that the count for each position was weighted by the number of transmission pairs having an amino acid substitution at that position, i.e., (3 × 5)+(2 × 23)+(1 × 114) = 175, and this total count was averaged by the number of pairs, i.e., 175/32 = 5.47. When 175 substitutions were randomly distributed over 759 positions, the probability that we observed at least one position substituted four or more times is 0.070 (Figure 3A), and the probability that we observed at least one position substituted five or more times is 0.0032 (Figure 3B), according to formula (1). To reject the random substitution null hypothesis, we need at least five amino acid substitutions at the same position on the PB2 protein. Among 759 positions on PB2, no position was substituted four or more times. The observed number of multiple amino acid substitutions at the same positions on the PB2 protein was not statistically significant to reject the null hypothesis with a significance level of 0.05. Therefore, we cannot say that avian viruses require amino acid substitutions on specific positions of PB2 to infect swine.

TABLE 2. Positions at which amino acid substitutions were observed on PB2 proteins in transmission pairs.
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FIGURE 3. The sensitivity of the significance on the position specific substitution count against the total number of substitutions. White circles show the probability that at least one position is substituted more than given times under the number of substitutions observed in our dataset, and black circles show those of the 95% confidence intervals of the total number of substitutions. (A,C,E) show the probabilities of observing at least one position substituted four or more times for PB2, PB1, and PA, respectively. (B,D,F) show the probabilities of observing at least one position substituted five or more times for PB2, PB1, and PA, respectively.



The PB1 protein is 757 amino acids long, and we observed 123 amino acid substitutions at 105 different positions on PB1 in the 33 avian-to-swine transmission pairs (Table 3). An avian-to-swine transmission pair on PB1 has 3.73 amino acid substitutions on average. Here, the count for each position was weighted by the number of transmission pairs having an amino acid substitution at that position, i.e., (4 × 1)+(3 × 2)+(2 × 11)+(1 × 91) = 123, and this total count was averaged by the number of pairs, i.e., 123/33 = 3.73. When 123 substitutions were randomly distributed over 757 positions, the probability that we observed at least one position substituted four or more times is 0.018 (Figure 3C), according to formula (1). Among 757 positions on PB1, position 156 was substituted four times. The observed distribution of amino acid substitutions in the PB1 protein was statistically significant to reject the null hypothesis with a significance level of 0.05. However, these four the substitutions were Threonine (T) to Alanine (A), Threonine (T) to Lysine (K), Threonine (T) to Methionine (M), and Methionine (M) to Threonine (T); there was no clear pattern of amino acid substitutions. Furthermore, the consensus amino acid at this position was T in both avian and swine viruses, and the distribution of amino acids at position 156 in the transmission pairs showed no clear difference (p ≈ 1.0 with Fisher’s exact test, Supplementary Table 4). There are no research papers showing the importance of this position on the host range, as far as we know. It is difficult to understand a clear reason for such a number of amino acid substitutions at position 156.

TABLE 3. Positions at which amino acid substitutions were observed on PB1 proteins in transmission pairs.
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The PA protein is 716 amino acids long, and we observed 154 amino acid substitutions at 137 different positions on PA in the 30 avian-to-swine transmission pairs (Table 4). An avian-to-swine transmission pair of PA has 5.13 amino acid substitutions on average. Again, the count for each position was weighted by the number of transmission pairs having an amino acid substitution at that position, i.e., (3 × 1)+(2 × 15)+(1 × 121) = 154, and this total count was averaged by the number of pairs, i.e., 154/30 = 5.13. When 154 substitutions were randomly distributed over 716 positions, the probability that we observed at least one position substituted four or more times is 0.051 (Figure 3E), and the probability that we observed at least one position substituted five or more times is 0.0022 (Figure 3F), according to formula (1). To reject the random substitution null hypothesis, we need at least five amino acid substitutions at the same position on the PA protein. Among 716 positions on PA, no position was substituted four or more times. The observed distribution of amino acid substitutions in the PA protein was not statistically significant to reject the null hypothesis with a significance level of 0.05. Therefore, we cannot say that avian viruses require amino acid substitutions on specific positions of PA to infect swine.

TABLE 4. Positions at which amino acid substitutions were observed on PA proteins in transmission pairs.
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Analysis of Amino Acid Substitutions before and after Avian-to-Swine Transmissions

To characterize the genetic background of avian influenza A viruses that are able to infect swine, viral adaptation after interspecies transmission from avian to swine hosts was investigated. We compared consensus amino acid sequences of PB2, PB1, and PA for all avian isolates, avian and swine isolates in transmission pairs, and all swine isolates (Table 5). Nine positions on PB2, 13 positions on PB1, and five positions on PA had different consensus amino acids when compared to their consensus amino acid sequences. All the positions had the same consensus amino acids between avian and swine isolates on the avian-to-swine transmission pairs. All the positions, except 340 on PB2, had different amino acids between the consensus of swine isolates in transmission pairs and the consensus of all swine isolates, suggesting that positions, except 340 on PB2, were substituted during circulation in swine after avian-to-swine transmission. Amino acids at positions 65, 147, 271, 478, 588, 590, 591, and 645 on PB2, positions 179, 336, 339, 361, 375, 430, 486, 581, 584, 621, 638, 642, and 741 on PB1, and positions 362, 382, 388, 407, and 409 on PA appear to be substituted after interspecies transmission, possibly as a result of selective viral adaptation in swine.

TABLE 5. Comparison of consensus amino acids on PB2, PB1, and PA among avian isolates, avian and swine isolates in transmission pairs, and swine isolates.
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The positions 340 and 478 on PB2 had different amino acids between the consensus of avian isolates in transmission pairs and the consensus of all avian isolates, suggesting that these positions were substituted before avian-to-swine transmission.

The amino acid at position 340 on PB2 of avian viruses in avian-to-swine transmission pairs tended to have Lysine (K), while Arginine (R) in this position is dominant in avian viruses. However, Fisher’s exact test on amino acid variation at position 340 showed p = 0.097 (Table 6), and we cannot reject our null hypothesis that avian PB2 sequences in the transmission pairs have the same amino acid composition at position 340 with other avian PB2 sequences.

TABLE 6. Variation of amino acids at position 340 on PB2 of avian viruses.
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The amino acid at position 478 on PB2 of avian viruses in avian-to-swine transmission pairs tended to have Valine (V), while Isoleucine (I) in this position is dominant in avian viruses. Fisher’s exact test on amino acid variation at position 478 showed p = 6.1 × 10-8 (Table 7), indicating that avian PB2 sequences in the transmission pairs has a different amino acid composition at position 478 from other avian PB2 sequences. Therefore, I478V mutations on PB2 may be one of the most important amino acid substitutions for avian viruses to transmit to swine.

TABLE 7. Variation of amino acids at position 478 on PB2 of avian viruses.
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DISCUSSION

Using BLAST and reciprocal best hits, we found 41, 44, and 42 transmission pairs between avian and swine hosts for PB2, PB1, and PA genes, respectively. These transmission pairs had more than 95% nucleotide identity, indicating that these pairs could be associated with interspecies transmission of influenza A viruses from avian to swine or swine to avian hosts. Phylogenetic analysis showed more than 70% of transmission pairs were associated with avian-to-swine transmissions. By comparing amino acid sequences of avian and swine isolates in the avian-to-swine transmission pairs, we examined amino acid substitutions during avian-to-swine transmissions. On average, avian-to-swine transmission pairs had 5.47, 3.73, and 5.13 amino acid substitutions on PB2, PB1, and PA, respectively. However, amino acid substitutions were distributed over the positions, and few positions showed common substitutions in the multiple transmission events. Statistical tests on the number of repeated amino acid substitutions suggested that no specific positions on PB2 and PA may be required for avian viruses to infect swine. We found that avian viruses involved in avian-to-swine transmissions tended to have Valine (V) at position 478 on PB2, while Isoleucine (I) at position 478 on PB2 are dominant in avian viruses. Statistical tests showed that the distribution of amino acids in avian viruses in avian-to-swine transmissions were different from that of all the avian viruses, suggesting that the I478V substitution may be beneficial for avian viruses to transmit to swine.

Our statistical test is based on the number of amino acid substitutions observed at the same position and the total number of amino acid substitutions at independent transmission events, which are n and m in formula (1), respectively. We assumed the substitution rates among all positions are equivalent with a point estimate of the observed substitution rates. In order to know how the point estimate affects the p-values of statistical tests, we assessed the significance using the 95% confidence intervals (CI) of the total number of amino acid substitutions. From the total number of amino acid substitutions observed in our dataset, the 95% CI of the total number were calculated as [153, 199], [104, 144], and [133, 177] for PB2, PB1, and PA, respectively using the binomial test. Substituting m in formula (1) with numbers in these ranges, we assessed the sensitivity of the significance on the position-specific count of amino acid substitutions to the total number of amino acid substitutions (Figure 3). PB2 and PA showed insignificant p-values (p ≥ 0.05), and we rejected our random null hypothesis for PB2 and PA. However, the significance varied with the total number of amino acid substitutions. PB2 showed insignificant p-values in a wide range of 95% CI on the total number of substitutions. In contrast, PA showed insignificant p-values in half of 95% CI, and the insignificance for PA may be attributed to sampling error. Further data collection is required to assess the significance of the position-specific count of the amino acid substitutions.

Among avian-to-swine transmission pairs of PB2, PB1, and PA genes, some swine viruses possessed different subtypes of HA from their corresponding avian viruses (Supplementary Tables 1–3). These viruses were reassortant viruses receiving HA genes of different subtypes before or after avian-to-swine transmissions. Since the HA protein is associated with receptor specificity in cell entry and is an important determinant of host range, the replacement of the HA subtype may affect amino acid substitutions on the polymerase complex. We examined the effect of HA replacement on the number of amino acid substitutions on PB2, PB1, and PA (Supplementary Tables 5–7). There was no significant difference between transmission pairs with and without HA replacement for PB2 and PB1 (p ≈ 1.0 for PB2 and PB1). However, transmission pairs of PA had significant differences in the number of amino acid substitutions between pairs having the same HA subtype versus different HA subtypes (p = 0.043). Transmission pairs with HA replacement had significantly larger numbers of amino acid substitutions compared to those without HA replacement. Supplementary Tables 8 and 9, respectively, show positions of amino acid substitutions on the avian-to-swine transmission pairs of PA with HA replacement and without HA replacement. The observed numbers of multiple amino acid substitutions at the same positions on the PA were not statistically significant to reject the null hypothesis, when the transmission pairs with and without HA replacement were analyzed separately (p ≥ 0.05).

The glutamic acid (E) to lysine (K) substitution at position 627 (E627K) on PB2 is known to increase the replication ability of avian influenza viruses in mammalian hosts (Subbarao et al., 1993; Hatta et al., 2001; Shinya et al., 2004; Mok et al., 2014). We did not find this substitution in transmission pairs between avian and swine isolates. Figure 4 shows three hypotheses that could explain this. Hypothesis A is that the amino acid change at position 627 occurred during the transmission from avian to swine hosts. However, we could not find any instance of this hypothesis. Hypothesis B is that the E627K amino acid change occurred before the transmission from avian to swine hosts, and hypothesis C is that the E627K amino acid changed after the transmission. All of the 32 avian-to-swine transmission pairs possessed E in both avian and swine. Therefore the E627K amino acid substitution on the PB2 protein is not necessary for avian influenza A viruses to infect swine (Figure 4C).
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FIGURE 4. The three possible hypotheses for the E627K substitution on the PB2 protein in the avian-to-swine transmission of influenza A viruses. (A) E627K substitution occurred at transmission. (B) E627K substitution occurred before transmission. (C) E627K substitution occurred after transmission.



Avian viruses involved in avian-to-swine transmissions tended to have R340K and I478V substitutions on PB2. Both positions are known to be residues in the cap-binding domain of PB2 (Guilligay et al., 2008). Although the K at position 340 on PB2 is known to be associated with mammalian adaptation of avian viruses (Xiao et al., 2016), the Fisher’s exact test could not reject our null hypothesis. On the other hand, the Fisher’s exact test showed a significant difference in amino acid compositions at position 478 on PB2. The I478V substitution may be beneficial for avian viruses to transmit to swine. However, the dominant amino acid at position 478 on PB2 of avian viruses was I, that for avian-to-swine transmission pairs was V, and that for swine viruses was I again (Table 5), indicating that it does not determine the host range. It is unclear why position 478 tended to have V only during transmission. Our hypothesis is that the I478V substitution would be associated with a factor needed for swine to be infected with avian viruses in a natural setting. Experimental studies are needed to determine the effect of this mutation on the tissue tropism, viral growth, polymerase activity, protein expression, and pathogenicity.

Comparing amino acid sequences of influenza A viruses isolated from avian hosts and humans, Chen et al. (2006) identified amino acid positions as signature residues that may be required for avian viruses to infect humans. They have reported 8, 2, and 10 positions of signature residues on PB2, PB1, and PA respectively. Among these positions, amino acid substitutions at four positions (199, 588, 613, and 674) on PB2, two positions (327 and 336) on PB1, and one position (57) on PA were also found in the avian-to-swine transmission pairs in our study (Tables 2–4). However, our results suggested that amino acid substitutions at these positions may not be required for avian viruses to infect swine.

Phylogenetic analysis of transmission pairs in reciprocal best hits suggest that interspecies transmissions between avian and swine hosts occur in both directions. Several studies have reported the transmission from avian to swine hosts (Kida et al., 1988; Guan et al., 1996; Karasin et al., 2000; Ninomiya et al., 2002; Choi et al., 2005; Su et al., 2013) and our results on interspecies transmission from avian to swine are consistent with these studies. Experimental research has shown that most avian influenza A virus strains can infect swine (Kida et al., 1994). As described in the results section, avian influenza A viruses may not require specific amino acid substitutions in PB2 and PA to infect swine. Previous studies have also reported phylogenetic evidence of transmission from swine to avian (Olsen et al., 2003; Berhane et al., 2012). Only around 23% of transmission pairs in this study had a swine-to-avian direction. The difference in the number of avian-to-swine and swine-to-avian transmissions may be attributed to the high susceptibility of swine to avian viruses. Another factor that affects the imbalanced transmission direction is the difference in the prevalence of influenza A viruses in avian and swine hosts. The natural reservoirs of the influenza A virus are wild aquatic birds. The prevalence of influenza viruses in the mallard is more than 10% (Olsen et al., 2006), while the prevalence in swine is less than 5% (Corzo et al., 2013). The chance for a pig to be exposed to an avian virus is higher than the chance for a bird to be exposed to a swine virus. Since past pandemics of influenza have been caused by the viral transmission from avian to swine and then swine to human, our result highlights the importance of monitoring avian-to-swine transmission to reduce the chance of future influenza pandemics.

Our reciprocal best hits-based method is applicable to the transmission analysis of other host species or other infectious diseases. In this study, we focused on the interspecies transmission of influenza A viruses between avian and swine hosts. One important future research direction is to analyze transmission of influenza A viruses from avian hosts to other mammalian hosts, including humans, using our method. In our study, we found that avian viruses that transmitted to swine tend to process I478V substitutions on PB2 before interspecies transmission events. By analyzing amino acid substitutions on polymerase during avian-to-human transmissions of H5N1 and H7N9 influenza A viruses, we may be able to identify important amino acid substitutions for avian viruses to transmit to humans. One can also apply the same methodology to analyze the global trend of influenza transmission in humans (Russell et al., 2008). The methodology can also be applied to analyze the transmission of other pathogens, as long as we can access a large amount of their genomic data. Our strategy fully depends on the sequences registered in the NCBI database. To identify amino acid residues that determine the host range of a virus, we need to assess the importance of amino acid substitutions found in transmission pairs between different host species using a statistical test. If we do not have a sufficient amount of sequence information from a host species, the number of detectable transmission pairs becomes small, and it will be difficult to conduct a statistical test on amino acid substitutions. The greater the quantity of pathogens’ nucleotide sequences accumulated in public databases, the higher the chance to obtain meaningful results this method will have.
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Southern China has long been considered to be an epicenter of pandemic influenza viruses. The special environment, breeding mode, and lifestyle in southern China provides more chances for wild aquatic birds, domestic poultry, pigs, and humans to be in contact. This creates the opportunity for interspecies transmission and generation of new influenza viruses. In this study, we reported a novel reassortant H1N2 influenza virus from pigs in southern China. According to the phylogenetic trees and homology of the nucleotide sequence, the virus was confirmed to be a novel triple-reassortant H1N2 virus containing genes from classical swine (PB2, PB1, HA, NP, and NS genes), triple-reassortant swine (PA and M genes), and recent human (NA gene) lineages. It indicated that the novel reassortment virus among human and swine influenza viruses occurred in pigs in southern China. The isolation of the novel reassortant H1N2 influenza viruses provides further evidence that pigs are “mixing vessels,” and swine influenza virus surveillance in southern China will provide important information about genetic evaluation and antigenic variation of swine influenza virus to formulate the prevention and control measures for the viruses.

Keywords: swine influenza virus, H1N2, reassortant, phylogenetic analysis, molecular characterization

INTRODUCTION

China is the biggest country for swine breeding and pork production, and the largest market for the consumption of pork in the world. It is also the only region that frequently imports pigs from other continents (Zhu et al., 2013; Kong et al., 2014). Swine influenza is an acute respiratory viral disease characterized by coughing, sneezing, nasal discharge, elevated rectal temperatures, lethargy, difficult breathing, and depressed appetite that decreases health and welfare of pigs and results in a significant economic loss for the swine industry worldwide (Kothalawala et al., 2006). As the RNA-dependent RNA polymerase could not proofread the newly synthesized gene segments, mutations of influenza A viruses arise in each replication cycle (Nichol et al., 2000; Koçer et al., 2013). It comes as no surprise; the viruses never stop changing and generating new viral subtypes via mutation, recombination and reassortant. Currently, H1N1, H3N2, and H1N2 swine influenza viruses (SIVs) are mainly circulating in the swine population in China, but H3N8, H4N8, H5N1, H6N6, and H9N2 influenza viruses have been also isolated in swine in China (Kong et al., 2014). Overall, special breeding environments and features of the virus result in various subtypes and genotype coexisting in China, which would accelerate the genomics evolutionary and antigenic variation of swine influenza viruses. Therefore, virologic and serologic surveillance of swine influenza virus is urgently required.

From January 2012 to March 2012, we carried out swine influenza virus surveillance in southern China. We collected 300 samples from pigs on swine farms in Guangdong province. One swine influenza virus was isolated. We analyzed the origin, genetic composition, and antigenicity characteristics of the hemagglutinin (HA) protein of the novel H1N2 subtypes isolated from pigs.

MATERIALS AND METHODS

Sample Collection

From January 2012 to March 2012, we monitored swine influenza virus in swine farms in Guangdong province of southern China. We chose 30 swine farms and randomly collected 300 nasal swab samples from the 5 to 9-month-old fattening pigs, and also from sows, weaning pigs, nursery pigs, and boars which showed suspicious clinical symptoms. The samples were sent to our laboratory, and stored at −80°C until analysis. This study of nasal sampling from pigs was carried out in accordance with the recommendations of the experimental animal administration and ethics committee of South China Agriculture University of guidelines. The protocol was approved by the biosafety committee of South China Agriculture University.

Virus Isolation and Identification

The collected samples were inoculated into amnionic and allantoic cavities of 9–10-day-old specific-pathogen-free (SPF) embryonated chickens eggs. After incubating for 48 h at 37°C, the allantoic fluids were harvested, and the reverse-transcription polymerase-chain reaction (RT-PCR), hemagglutination test, and hemagglutination inhibition (HI) test were performed to identify and subtype the positive influenza samples as described previously (Song et al., 2015). Finally, virus allantoic fluids were harvested and stored at −80°C before use. All experiments were carried out in ABSL-3 facilities in compliance with the biosafety committee of South China Agriculture University protocols. All experiments handling was performed in accordance with the experimental animal administration and ethics committee of South China Agriculture University guidelines.

Gene Sequence and Molecular Analysis

Viral RNA was extracted from allantoic fluid with Trizol LS Reagent (Life Technologies, Inc.) and transcribed into cDNA with SuperScript III reverse transcriptase (Invitrogen, China). PCR was performed as described previously (Song et al., 2015). The products were purified with the QIAquick PCR purification kit (QIAGEN) following the manufacturer's instructions and sequencing was performed by using an ABI Prism 3730 genetic analyzer (Applied Biosystems) by Shanghai Invitrogen Biotechnology Co., Ltd.

Sequencing data were compiled with the SEQMAN program of Lasergene 7 (DNASTAR). All the referred sequences of this article were downloaded from NCBI databases. BLAST analysis was carried out on NCBI. The consensus sequences of each lineage were obtained using MegAlign and then compared with MEGA (version 4.0) using Clustal W Method. Phylogenetic trees were generated with MEGA program (version 4.0) using neighbor-joining analysis. Bootstrap value was calculated on 1000 replicates of the alignment. The nucleotide sequences in this study are available on GenBank (accession number KX269879-KX269886).

RESULTS

Virus Isolation and Identification

The virus was isolated from nasal swab samples of nursery pigs, and identified by the reverse-transcription polymerase-chain reaction (RT-PCR), hemagglutination test, and hemagglutination inhibition (HI) test and confirmed by genomic sequencing and the nucleotide BLASTn analysis. According to the results, the virus was identified as swine influenza A (H1N2) virus and named as A/swine/Guangdong/1/2012(H1N2).

Homology Analysis of Nucleotide Sequences

To understand whether the swine H1N2 isolate [A/swine/Guangdong/1/2012(H1N2)] is related to the previous swine H1N2 viruses, eight gene segments of the virus were sequenced, and the homology was determined by comparison with the sequences available in GenBank. Viral homology analysis of nucleotide sequences of the virus was presented in Table 1 and Figure 9. The PB2 gene of the virus shared the highest nucleotide sequence identity with a triple-reassortant swine (TRIG) H1N2 influenza virus (Vijaykrishna et al., 2011), A/swine/Hong Kong/NS30/2004 (H1N2), with a homology rate of 97.5%. The PB1 shared the highest nucleotide sequence identity with another TRIG H1N2 influenza virus [A/swine/Hong Kong/NS1890/2009 (H1N2)], with a homology rate 96.9%. The PA and NP genes both shared the highest nucleotide sequence identity with A/swine/Hong Kong/1111/2004 (H1N2), which was another TRIG H1N2 influenza virus isolated in Hong Kong, with a homology rate ranging from 97.1 to 97.6%. The HA gene was the most closely related to the classical swine (CS) H1N2 viruses (A/swine/Hainan/1/2005 (H1N2; Yu et al., 2009), with a homology rate 96.8%. The NA gene showed a close relationship with A/swine/Hong Kong/294/2009 (H1N2; with a homology rate 97.1%), which was a TRIG H1N2 influenza virus that acquired the HA gene from the CS viruses (Smith et al., 2009). The M and NS genes shared the highest nucleotide sequence identity with another TRIG H1N2 influenza virus (Smith et al., 2009), A/swine/Hong Kong/NS623/2002 (H1N2), with a homology rate ranging from 97.1 to 97.9%. Thus, the results of the homology analysis suggested that the virus might be a multi-reassortant virus.

Table 1. Nucleotide sequence identity between the isolate virus and reference strains available in GenBanka.
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Phylogenetic Analysis of the Virus

To understand the genetic origin of the gene segments of the virus more precisely, eight phylogenetic trees were constructed using the nucleotide sequences of the virus and the genes of reference viruses available in GenBank, which included viruses isolated from poultry, human, and swine.

The phylogenetic analysis results showed that the PB2, PB1, HA, NP, and NS genes of the novel H1N2 virus all fell into the classical swine lineage (Figures 1, 2, 4, 5, 8). The PA and M genes of the virus belonged to the TRIG lineage (Figures 3, 7). The NA gene of A/swine/Guangdong/1/2012(H1N2) was special and segregated into recent human lineage, early human lineage, earliest human lineage, and avian-like swine lineage (Figure 6). Though the NA gene of the virus was closely related to that of those TRIG H1N2 influenza viruses, it fell into the recent human lineage, which containing human H3N2 influenza viruses isolated from the 1990s and the Twenty-first century. Therefore, according to the phylogenetic trees and homology of the nucleotide sequence, the virus was confirmed to be a novel triple-reassortant H1N2 virus containing genes from classical swine (PB2, PB1, HA, NP, and NS genes), TRIG (PA and M genes), and recent human (NA gene) lineages.
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FIGURE 1. Continued.
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FIGURE 2. Continued.
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FIGURE 3. Continued.
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FIGURE 4. Continued.
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FIGURE 5. Continued.
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FIGURE 6. Continued.
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FIGURE 7. Continued.
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FIGURE 8. Phylogenetic trees of the PB2, PB1, PA, HA, NP, NA, M, and NS genes of influenza A viruses. The virus marked with “▴” is the swine H1N2 virus [A/swine/Guangdong/1/2012 (H1N2)] isolated and sequenced in this study. The unrooted phylogenetic trees were generated by the distance-based neighbor-joining method using MEGA 4.0 software based on the following sequences: PB2 gene (1), nt 1–2280; PB1 gene (2), nt 1–2274; PA gene (3), nt 1–2151; HA gene (4), nucleotides (nt) 33–1733; NP gene (5), nt 46–1542; NA gene (6), nt 20–1429; M1 (7) gene, nt 11–982; NS1 gene (8), nt 1–660. Bootstrap value was calculated on 1000 replicates of the alignment.
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FIGURE 9. Putative genomic compositions of the novel swine influenza (H1N2) virus (A/swine/Guangdong/1/2012). The eight genes of these viruses were represented by horizontal bars. From top to bottom, PB2, PB1, PA, HA, NP, NA, M, and NS are indicated. Each different color represents a distinct origin.



Molecular Analysis

In our study, the deduced amino acid sequences of the HA region of the novel H1N2 virus and other representative influenza viruses from China were aligned and analyzed. The novel H1N2 virus and other representative viruses all contained an amino acid motif PSIQSR↓G at their HA cleavage sites, which is a characteristic of low pathogenic influenza viruses. Five potential glycosylation sites (N–X–S/T) were conserved at positions 27, 28, 40, 498, and 557 (H1 numbering) in the HA protein of all analyzed viruses (Figure 10). The viruses from human, classical swine, and 2009H1N1 lineages also had conserved glycosylation sites at positions 104 and 304 (H1 numbering). One potential glycosylation sites at position 293 (H1 numbering) only existed in some viruses. The K136N (H1 numbering) mutation brought a new potential glycosylation site at position 136 in the HA protein of the novel H1N2 virus. In addition, the viruses of the human, classical swine, and 2009H1N1 lineages had more glycosylation sites than those of the avian-like lineage. The novel H1N2 virus had the same D at positions 225 of HA as the 1918 human strain, suggesting that the virus may have potential to infect humans. Antigenic sites are regions of molecules involved in antibody binding. Several mutations were found in the antigenic sites of the A/swine/Guangdong/1/2012(H1N2) virus (Figure 10): G158E at site Sa; S188N, A189I, and D204E at site Sb; S140P, H141Y, N145R, I169L, S206T, K224R, and Q240G at site Ca; and S74F and N77S at site Cb (H3 numbering).
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FIGURE 10. Molecular analysis of HA amino acid sequences of the isolated virus and reference strains. Red boxes are potential glycosylation sites. Previously defined antigenic sites are indicated: site Sa (lime shade), site Sb (yellow shade), site Ca (pale green shade), site Cb (canary shade). Residues marked with “[image: yes]” are receptor-binding sites. The site with a blue arrow is the HA cleavage site.



In our study, we found five glycosylation sites in the NA protein in the novel H1N2 virus. Two were in the linker region (N61 and N70) and the other three were in the NA domain (N146, N200, and N234). The amino acid substitutions (E119G, H274Y, R292K, and N294S) were not observed in the NA protein of the novel H1N2 virus, which suggested the virus was still sensitive to NA inhibitors.

Analysis based on the deduced amino acid sequence of A/swine/Guangdong/1/2012(H1N2) and its potential donor virus, the novel H1N2 virus and its potential donor virus [A/swine/Hong Kong/NS30/2004 (H1N2)] both contained 271A, 590S, 591R, 627E, and 701D in the PB2 protein. The isolate and its potential donor virus [A/Hong Kong/NS1890/2009(H1N2)] both contained a truncated PB1-F2 protein (57aa) and a PB1-N40 protein (718aa). The PA-X protein of swine influenza viruses usually exists in either full length or a truncated form (either 61aa or 41aa). The novel H1N2 virus and A/Hong Kong/1111/2004 (H1N2) both possessed a full-length PA-X. The amino acid substitutions (26, 30, 31, and 34) were not observed in the M2 protein of the novel H1N2 virus and its potential donor virus A/swine/Hong Kong/NS623/2002(H1N2). But V27I substitution both occurred in the M2 protein of them.

DISCUSSION

Swine influenza was first observed as a pertinent disease of swine in 1918 at the time of the human pandemic, and the virus was isolated and identified in 1930. This is known as the “classical” H1N1 swine virus. From 1918 to 1919, the classical swine influenza virus caused a high mortality among pigs in Chinese coastal cities. The classical swine virus was first isolated in Hong Kong of China in 1974 and continued to presence in apparently healthy pigs in Hong Kong and Mainland China (Zhu et al., 2013). Recently, classical H1N1 swine virus emerged in humans as a reassortant (2009/H1N1) and caused the 2009 H1N1 influenza pandemic (Dawood et al., 2009). Reassortant H1N2 influenza A viruses derived from human-like swine H3N2 and classical swine H1N1 viruses were first isolated in Japan in 1978 and became endemic in Japanese swine populations (Sugimura et al., 1980). Then, these reassortant swine H1N2 influenza viruses have also been isolated and demonstrated in many countries, such as France, the United Kingdom, the United States, Korea, Spain, Germany, Thailand, and so on (Yu et al., 2009). However, these reassortant H1N2 viruses were not reported until 2004 in China (Qi and Lu, 2006).

In our study, a reassortant swine influenza virus (A/swine/Guangdong/1/2012) was isolated from nasal swab samples of nursery pigs when we collected a total of 300 samples from pigs in swine farms of Guangdong province during swine influenza virus surveillance between January 2012 and March 2012. Homology analysis showed that the HA gene was most closely related to the classical swine (CS) H1N2 viruses and the NA gene showed a closer relationship with a TRIG H1N2 influenza virus that acquired the HA gene from the CS viruses. Phylogenetic analysis showed that the PB2, PB1, HA, NP, and NS genes of the virus fell into the classical swine lineage, and the NA gene belonged to the recent human lineage. The PA and M genes of the virus belonged to TRIG lineage. The data confirmed that A/swine/Guangdong/1/2012(H1N1) was a novel triple-reassortant H1N2 virus, and the recombination event occurred in swine populations of southern China.

In general, species barriers prevent the movement of influenza viruses from one host into another host. For complete adaptation and further transmission between species, influenza A virus must overcome species barriers including spatial, physiological, and molecular in origin (Koçer et al., 2013). When influenza A virus shed by one host to infect another, it must breach entry barriers. The specificity of receptor molecules usually governs viral entry into cells. It is well-known that avian influenza viruses preferentially bind to sialic acids (SA)-α-2,3-Gal–terminated glycoproteins, whereas human influenza viruses bind SA-α-2,6-Gal–terminated glycoproteins. In humans, epithelial cells of the upper airway predominantly express SA-α-2,6-Gal–terminated glycoproteins. These differences may be responsible for restricting replication of avian viruses in humans. However, respiratory epithelia of pigs express both SA-α-2,3-Gal–terminated glycoproteins and SA-α-2,6-Gal–terminated glycoproteins. Thus, pigs are susceptible to infection with both avian and human influenza virus suggesting that pigs are a potential source for generating novel reassortant influenza viruses and are more frequently involved in interspecies transmission of influenza A viruses than other animals. Therefore, pigs are always considered “mixing vessels” (Brown, 2001; Kuiken et al., 2006). The outbreak of the swine-origin triple-reassortant H1N1 influenza virus in 2009, which contained the genes from human, avian, and swine influenza viruses, is a representative example of emerging viruses that are recombined and adapted in pigs before transmission to humans (Smith et al., 2009). In our study, the isolate had the same D at positions 225 of the receptor-binding property of HA protein as the 1918 human strain, suggesting that the virus may have potential to infect humans.

The antigenic evolution of the influenza virus via genetic processes of antigenic drift and shift increases antigen variably and leads to epidemics and pandemics. Antigenic drift usually occurs in the antibody-binding sites in the HA protein, the NA protein, or both. It is responsible for the selection pressure to evade host immunity. Lacking immunity in the newly drifted virus will result in a more severe, early-onset influenza epidemic, and increased mortality (Zambon, 2001; Carrat and Flahault, 2007). In our results, we found some changes in the antigenic sites of the A/swine/Guangdong/2012 virus: G158E at site Sa; S188N, A189I, and D204E at site Sb; S140P, H141Y, N145R, I169L, S206T, K224R, and Q240G at site Ca; and S74F and N77S at site Cb (H3 numbering). More studies should be done to determine whether these changes in antigenic sites would prompt the reassorted swine virus to infect swine and other hosts.

The amino acid at 627 of PB2 is a key factor for host range, and all human influenza viruses (H1N1, H2N2, and H3N2) have K at this position, whereas the majority of avian influenza viruses have E (Qi et al., 2009). 271A with the 590/591 SR polymorphism in PB2 protein helps pH1N1 and triple-reassortant swine influenza viruses overcome host restriction and efficient replication and adaptation in mammals (Liu et al., 2012). When avian-like signature 627E remains stable rather than changing to the mammalian-like signature 627K, a compensatory D701N substitution increased the polymerase activity and enhanced virulence in mice and enhanced transmission between guinea pigs (Li et al., 2006; Zhou et al., 2013). In our study, the A/swine/Guangdong/1/2012 contained 271A, 590S, 591R, 627E, and 701D in the PB2 protein. The 271A, 590S, and 591R may help our isolate overcome host restriction and efficient replication and adaptation in mammals. PB1-F2 is encoded in an alternative reading frame of the PB1 gene and a small protein which is transported to the mitochondria and nucleus. PB1-F2 could induce apoptosis in the host cell and increase virulence and the risk of secondary infections (Chen et al., 2001; McAuley et al., 2007). PB1-F2 protein has variable sizes with truncations either at the C- or N-terminal ends (Vasin et al., 2014). Studies demonstrated that H5N1influenza A virus containing a PB1-F2 was more virulent for BALB/c mice than a closely related H5N1 containing intact PB1-F2 (Kamal et al., 2015). However, a truncated PB1-F2 did not affect the pathogenesis of H1N1 seasonal influenza virus (Meunier and von Messling, 2012). In our study, the isolate and its potential donor virus both contained a truncated PB1-F2 protein (57aa), the role of truncated PB1-F2 of them should be studied in the future. PA-X protein is expressed from a second open reading frame of the PA gene. Studies demonstrated that PA-X decreased the pathogenicity of pandemic 1918 H1N1 virus, 2009 pandemic H1N1 (pH1N1), and highly pathogenic avian influenza H5N1 viruses in mice by modulating the host response (Jagger et al., 2012; Koçer et al., 2013; Gao et al., 2015; Hu et al., 2015). However, Gao et al. demonstrated that PA-X protein in H9N2 virus was a pro-virulence factor in facilitating viral pathogenicity (Gao et al., 2015). In our study, the novel H1N2 and its potential donor virus both possessed a full-length PA-X. The pro- or anti-virulence role of PA-X of them should be studied in the future.

The prevention and control of influenza virus mainly relies on antiviral drugs and vaccines. Amantadine, an adamantane derivative, is an antiviral compound effective against influenza virus. Despite certain side-effects and a rapid induction of resistant strains, amantadine is licensed for the prophylaxis and therapy of influenza in various countries. It inhibits the function of the influenza virus M2 proton channel and single amino acid substitutions at positions L26F, V27A(T), A30T, S31N, and G34E of the M2 protein to confer resistance against it. Single mutant with S31N or double mutants with the S31N and either of the L26F, V27A, or V27T substitutions both confers amantadine resistance (Abed et al., 2005; Krumbholz et al., 2009), However, the significance of V27I exchanges need further study. On the other hand, oseltamivir is used as an NA inhibitor in the treatment of infecting influenza H5N1viruses. Moreover, if the substitutions E119E, H274Y, R292K, and N284S in the NA protein happen, the influenza virus may not be sensitive to the NA inhibitors. In our study, the isolate was still sensitive to NA inhibitors.

Although swine influenza is widespread and is endemic throughout the world, isolating swine influenza viruses is relatively difficult and is dependent on the time of sampling. And the continual co-circulation of antigenically diverse swine influenza virus is a challenge to the production of efficacious and protective vaccines. Antigen-specific antibodies induced by current vaccines provide limited cross protection to heterologous challenges. Moreover, many studies have demonstrated that the vaccine is correlated with an increased risk of influenza-like-illness in swine. Thus, this is why the vaccine is rarely used in swine populations in China. Therefore, it is important to develop new vaccines with high efficacy and safety to protect the swine from influenza viruses in the future.
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First identified in May 2014 in China's Sichuan Province, initial cases of H5N6 avian influenza virus (AIV) infection in humans raised great concerns about the virus's prevalence, origin, and development. To evaluate both AIV contamination in live poultry markets (LPMs) and the risk of AIV infection in humans, we have conducted surveillance of LPMs in Guangdong Province since 2013 as part of environmental sampling programs. With environmental samples associated with these LPMs, we performed genetic and phylogenetic analyses of 10 H5N6 AIVs isolated from different cities of Guangdong Province from different years. Results revealed that the H5N6 viruses were reassortants with hemagglutinin (HA) genes derived from clade 2.3.4.4 of H5-subtype AIV, yet neuraminidase (NA) genes derived from H6N6 AIV. Unlike the other seven H5N6 viruses isolated in first 7 months of 2014, all of which shared remarkable sequence similarity with the H5N1 AIV in all internal genes, the PB2 genes of GZ693, GZ670, and ZS558 more closely related to H6N6 AIV and the PB1 gene of GZ693 to the H3-subtype AIV. Phylogenetic analyses revealed that the environmental H5N6 AIV related closely to human H5N6 AIVs isolated in Guangdong. These results thus suggest that continued reassortment has enabled the emergence of a novel H5N6 virus in Guangdong, as well as highlight the potential risk of highly pathogenic H5N6 AIVs in the province.

Keywords: reassortant, highly pathogenicity, avian influenza virus, H5N6, live poultry market

INTRODUCTION

Depending on their pathotypes, avian influenza viruses (AIVs) have inherently different pathogeneses in the infection and distribution of lesions. According to pathotype, AIVs can divide into non-pathogenic AIVs (NPAIV), low pathogenic AIVs (LPAIV), and highly pathogenic AIVs (HPAIV). In birds, NPAIVs (e.g., H6N6) usually present no clinical symptoms; by contrast, LPAIVs (e.g., H9N2) can cause mild respiratory or gastrointestinal infection, and HPAIVs (e.g., H5N1 and H7N2) can induce systemic, multi-organ infection, as well as high morbidity, and mortality (Swayne and Halvorson, 2003; Yuan et al., 2014).

A continual threat to animal and human health, HPAIVs have caused infections and deaths in not only countless birds, but also many humans. In 1997, the H5N1 HPAIV, the internal genes of which derived from the H6N1 NPAIV, infected 18 people in Hong Kong, six of whom died from the infection (Claas et al., 1998; Subbarao et al., 1998). Furthermore, since 2003, the H5N1 HPAIV has caused outbreaks both in birds and humans in more than 60 countries, including China (Yuan et al., 2014; WHO, 2015a). Recently, H5-subtype HPAIV s—that is, variants of different NA subtypes—have also caused outbreaks in poultry in China (i.e., subtypes H5N1, H5N2, H5N5, H5N6, and H5N8), as well as in South Korea (i.e., subtype H5N8), Japan (i.e., subtype H5N8), Laos (i.e., subtype H5N8), and Vietnam (i.e., subtypes H5N1 and H5N6; WHO, 2014d; OIE, 2015). In March 2014, an outbreak of H5N6 HPAIV in poultry was reported in Laos and, that April, in Vietnam (Wong et al., 2015). Genetic studies have shown that the H5N6 virus has exchanged genes from the H5N1 and H6N6 AIVs that circulate widely in ducks (Shen et al., 2015). Although little is known about the potential of these novel viruses to infect humans, a few isolated cases have been detected. On May 6, 2014, one such case of H5N6 infection in China's Sichuan Province was fatal (CDC China, 2014; WHO, 2014c), and later that year, another severe case of infection occurred in Guangdong Province in December (WHO, 2014a). As of February 2016, nine cases of H5N6 AIVs infection in humans have been confirmed in China, six of them in Guangdong Province (WHO, 2015b,c, 2016a,b,c).

Since 2013, several surveillance systems for pandemic preparedness have been established in China, including those at live poultry markets (LPM) and sentinel hospitals. These surveillance systems have played a vital role in the early detection of warning signs of AIV infection in humans. During our study's surveillance period, we isolated 10 H5N6 AIVs in environmental samples from LPMs in Guangdong Province, and to better understand their genetic diversity and evolution, we analyzed their related epidemiological and sequence data.

MATERIALS AND METHODS

Ethics Statement

This research was reviewed and approved by the South China Agricultural University Experimental Animal Welfare Ethics Committee (permit no. 2014-11).

Sample Collection

Beginning on April 16, 2013, in order to better monitor LPMs for AIV contamination and assess the risk of AIV infection in humans, environmental sampling programs were implemented in Guangdong Province. Environmental samples were taken from poultry excrement, epilator swabs, and sewage swabs—the latter two from drains in meat preparation areas or around cages—whereas chopping swab samples were gathered randomly from butcher boards or knives at LPMs each week.

Virus Isolation

Samples were first tested for influenza A by using real-time polymerase chain reactions (qPCR) in the laboratories of the district's Centers for Disease Control and Prevention (CDC). Positive influenza A samples were probed to detect subtypes H5, H7, and H9 by using qPCR in local CDC laboratories, and results were later verified by Guangdong's CDC. H5-positive samples were further analyzed by using qPCR to detect the presence of the N6 gene. All qPCR-detected primers and probes were provided by the Chinese CDC. Samples positive with H5N6 subtypes were purified and propagated in 10-d embryonated chicken eggs free of specific pathogens and stored at −70°C until used. Subtypes of the viruses were further identified by hemagglutination (HA) inhibition assay. All experiments were carried out in animal biosafety level 3 facilities.

Genomic Sequencing

Viral RNA was first extracted from allantoic fluid by using an RNA extraction kit (QIAamp Viral RNA Mini Kit, Qiagen, Hilden, Germany). Reverse transcription and polymerase chain reaction (PCR) amplification of all eight gene segments used pre-amplification reagents (PathAmp™ FluA, Life Technologies, Guilford, Connecticut, USA). PCR products were purified and quantified with a purification kit (AmpureXP, Beckman Coulter, Porterville, CA, USA) according to the manufacturer's instructions. The full genomes of the viruses were sequenced with a sequencing kit (Ion PGM Sequencing 200 Kit version 2, Life Technologies), specifically with the kit's Ion 316 Chip V2 and according to the manufacturer's instructions.

Sequence Analysis

To align and analyze the sequences, multiple sequences of the representative AIVs were downloaded from GenBank databases (Li et al., 2010; Yuan et al., 2014, 2016). Full-length gene sequences were implemented and edited with Lasergene 7.1 (DNASTAR, Madison, Wisconsin, USA). A neighbor-joining algorithm and maximum-likelihood trees model were estimated for all eight genes—namely, HA, NA, PB2, PB1, PA, NP, M, and NS—by using genetic analysis software [Molecular Evolutionary Genetics Analysis (MEGA) version 6.06] with 1000 bootstrap trials. Branches with bootstrap values exceeding 50% were grouped together in the trees.

Nucleotide sequences obtained in our study, all listed by their accession numbers, are currently available from GenBank (Table 1).

Table 1. Isolation of H5N6-subtype avian influenza viruses from live poultry markets in Guangdong, 2013–2015.
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RESULTS

Prevalence of the H5-Subtype AIV in LPMs

From April 2013 to December 2015, a total of 32,452 fecal and swabs were collected from LPMs in 21 cities in Guangdong Province (Table 2). Among all of the samples, 6865 (21.2%) were positive for influenza A, 14.6% of which with the H5 subtype. The H5N1 subtype was the most prevalent among the H5 subtypes, followed by H5N6; also observed were H5N2, H5N3, H5N4, H5N5, H5N7, H5N8, and H5N9. During the same period, we selected 10 H5N6 subtypes among the 66 H5N6-positive samples in different cities of Guangdong Province in different years to analyze the evolution of the subtype (Table 1).

Table 2. Environment surveillance of H5-subtype avian influenza viruses in Guangdong, 2013–2015.
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Phylogenetic Analysis of Surface Genes

The genomes of the 10 H5N6 AIVs isolated from environmental samples were sequenced by using a next-generation sequencer (Ion PGM, Life Technologies). The complete genomes of the 10 samples were compared with nucleotide sequences of some viruses in GenBank databases.

Phylogenetic analyses demonstrated the origin and evolution of H5N6 AIVs in China. As results of the phylogenetic analysis of H5 and related viruses show, the HA gene of all 10 viruses clustered into clade 2.3.4.4 (Figure 1A) and thus related more closely to the H5N2 HPAIV, A/chicken/Zhejiang/727159/2014(H5N2), which circulates in Zhejiang Province (Figures 1A, 2). In addition, QY025, QY197, QY208, GZ670, and ZS558 shared 98.5–99.9% highest nucleotide similarity with A/chicken/Dongguan/2690/2013(H5N6) (GD-H5N6), JY137, PY955, and ZS356 shared 99.1–99.6% highest nucleotide similarity with A/chicken/Shenzhen/1395/2013(H5N6) (GD-H5N6), and HY243 shared 99.1% highest nucleotide similarity with JX-H5N6. More singularly, GZ693 shared 98.7% highest nucleotide similarity with A/Guangdong/ZQ874/2015(H5N6) (ZQ874), which was found to have recently infected human in Zhaoqing, Guangdong Province.
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FIGURE 1. Phylogenetic analyses of the open reading frames of H5N6-subtype avian influenza viruses. Viruses highlighted with black triangles (▴) were characterized in the present study. The tree was constructed using the neighbor-joining of Molecular Evolutionary Genetics Analysis 6.06, with 1000 bootstrap trials to ensure confidence in the groupings.
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FIGURE 2. Possible genetic contributions of known donor AIVs to the novel H5N6 avian influenza virus in Southern China. From top to bottom, the eight genes in each schematic virus particle are the PB2, PB1, PA, HA, NP, NA, M, and NS genes. Genes of the same lineage appear in the same color.



Phylogenetic analysis of the N6-NA gene indicated that it likely originated in H6N6 AIVs found in domestic ducks in southern China (Huang et al., 2012). According to their geographical location, the HA genes of H6-subtype AIV can be identified as either of Eurasian or North American lineage. As Figure 1B shows, those of Eurasian lineage can be divided into two groups: Group 1 (ST192-like) and Group 2 (ST4893-like) (Huang et al., 2012). All 10 viruses were of Group 1 of Eurasian lineage, represented by A/wild duck/Shantou/192/2004 (H6N6) (Figures 1B, 2). QY025, QY197, and QY208 shared 97.2–98.8% nucleotide similarity with A/chicken/Shenzhen/552/2013(H5N6) (GD-H5N6), JY137, ZS356, HY243, and ZS558 shared 96.5–99.6% highest nucleotide similarity with A/chicken/Dongguan/2685/2013(H5N6) (GD-H5N6), PY955 shared 99.6% highest nucleotide similarity with JX-H5N6, and GZ670 and GZ693 shared 96.0–96.9% highest nucleotide similarity with ZQ874 isolated from a patient in Guangdong. In all, these results suggest that the surface genes of the 10 reassortant viruses derived from H5 and H6 AIV subtypes circulating in poultry in China.

Phylogenetic Analysis of Internal Genes

Phylogenetic analyses of internal genes showed that the PB2, PB1, PA, M, and NS genes of all 10 viruses were of Eurasian lineage (Figures 1C–H). H5N6 AIVs did not cluster with H5N1 AIVs, but formed an independent lineage (Figure 1).

In the PB2 gene, QY025, QY197, QY208, JY137, and ZS356 shared 99.1–99.9% highest nucleotide similarity with GD-H5N6, whereas ZS356, PY955 and HY243 shared more than 99.4% highest nucleotide similarity with JX-H5N6. GZ670, GZ693, and ZS558 originated from H6-subtype AIVs and were ST339-like viruses, represented by A/wild duck/Shantou/339/2000 (H6N2) (Figure 1C).

From the PB1 gene, PY955 and HY243 shared 99.0–99.1% highest nucleotide similarity with DG-H5N6, whereas the other seven viruses shared more than 98.8% highest nucleotide similarity with Vietnam-H5N6. Meanwhile, the PB1 gene of GZ693 shared highest nucleotide similarity with H3-subtype AIVs.

Regarding the PA gene, ZS356, and HY243 shared 99.7–99.3% highest nucleotide similarity with JX-H5N6, whereas the other eight viruses shared more than 99.3% highest nucleotide similarity with GD-H5N6. As for the NP gene, PY955, ZS356, and HY243 shared more than 99.7% highest nucleotide similarity with JX-H5N6, though the other seven viruses shared 99.4–99.8% highest nucleotide similarity with GD-H5N6, and concerning the M gene, all 10 viruses shared 99.6–100% highest nucleotide similarity with JX-H5N6. Lastly, regarding the NS gene, PY955 and JY137 shared 97.6–99.9% highest nucleotide similarity with JX-H5N6, whereas the other eight viruses shared 98.7–99.4% highest nucleotide similarity with GD-H5N6.

In particular, the 10 environmental viruses shared more than 96.0% high nucleotide similarity with the H5N6 AIVs isolated from patients in Guangdong. Phylogenetic analysis demonstrated that the internal genes of seven AIVs isolated within the first 7 months of 2014 related more closely to H5N1 HPAIVs circulating in poultry in China. By contrast, GZ670, GZ693, and ZS558 isolated in 2015 diverged from previously sequenced H5N6 AIVs and related more closely to H6N2 AIVs in the PB2 gene (Figure 2).

Molecular Characterization

The HA gene of all 10 H5N6 AIVs showed the HPAIV amino acid sequence RERRRKR↓G at the cleavage site of HA1 and HA2. Amino acid residues Q226 and G228, according to H3 numbering, occurred in the receptor-binding pocket of HA1, thus indicating that the viruses preferred to bind to the AIV receptor (Ha et al., 2001). Each of the 10 AIVs had six potential N-linked glycosylation sites at HA1 (26 or 27, 39, 181, 209, and 302) and two in HA2 (499 and 558). However, ZS558 revealed A254T mutation in an extra potential glycosylation site, whereas GZ693 exhibited six potential N-linked glycosylation sites in HA1 (i.e., at positions 27, 39, 180, 208, 230, and 301) and two in HA2 (i.e., at positions 498 and 557).

The NA proteins of JY137 and PY955 exhibited 12 amino acid deletion residues (i.e., at positions 59–70) in the neck, which could boost its virulence in mammals (Matsuoka et al., 2009). The key antiviral neuraminidase inhibitor drugs sites of the NA and M genes, such as position H275 of the NA gene (NA of GS/GD number) and position S31 of the M gene, showed no mutations (Scholtissek et al., 1998; Suzuki et al., 2003).

The PB2 gene of the 10 isolated viruses was E at position 627 and D at position 701, which indicates that all isolated viruses derived from avian sources (Li et al., 2005). At the same time, all environmental viruses were M at position 317 of the PB1 protein, which implies that they are hardly either pathogenic or non-pathogenic to mice (Katz et al., 2000). The AIVs could suppress a host's antiviral defenses relative to the antiviral effects of cytokines such as interferon. All viruses had P42S and D92E mutations in the NS1 protein, which suggests that they could enhance resistance to cytokines (Jiao et al., 2008; Qi et al., 2009).

DISCUSSION

At present, H5N1 AIVs have become endemic in waterfowl and domestic poultry in China, Southeast Asia, North America, and Africa, where they have evolved into multiple phylogenetic lineages (WHO/OIE/FAO, 2012). The regular transmission of H5N1 HPAIVs among waterfowl and domestic poultry has facilitated genetic diversity among circulating clades in poultry in China (Duan et al., 2008; Vijaykrishna et al., 2008). In particular, the AIVs of clades 2.3.2, 2.3.4, and 7.2 have cocirculated predominantly in domestic poultry and waterfowl in China continuously since 2007 (Smith et al., 2009; Jiang et al., 2010; Li et al., 2010). At the same time, evolutionary clades such as 2.3.4.5 and 2.3.4.6—recently redefined as clade 2.3.4.4—have been reported (Gu et al., 2013). Moreover, H5-subtype AIVs from clade 2.3.4.4 appear to be gradually replacing AIVs from clade 2.3.4.2, especially in waterfowl. In March 2014, an emergent H5N6 AIV caused an outbreak in poultry in Laos (Wong et al., 2015), and later, a flock of ducks was infected with H5N6 AIVs in Guangdong Province (Shen et al., 2015). Genetic analysis suggested that subtype H5N6 AIVs originated from clade 2.3.2.1b and variant clade 2.3.4 in H5N1 AIVs (Shen et al., 2015; Wong et al., 2015). As phylogenic analysis shows, of the 10 H5N6 AIVs isolated as part of LPM surveillance during 2013–2015, all environmental samples belonged to novel clade 2.3.4.4 and probably evolved to form a new subcluster, unlike those of H5N6 s previously identified in Sichuan Province.

Alongside HA evolution, the NA gene of H5N1 AIV has frequently reassorted with other subtypes of AIVs circulating in poultry (Zhao et al., 2008; Neumann et al., 2010). The new reassortments, including H5N3, H5N6, and H5N8, together with H7N9 and H9N2, are currently cocirculating in domestic poultry and waterfowl worldwide. In our study, H5N6 AIVs were natural recombinants, the NA gene of which derived from H6N6 AIVs circulating broadly in ducks in southern China. Within the first 7 months of 2014, internal genes of H5N6 reassortants were derived from the genetic backbone of the H5N1 subtype (Wu et al., 2015). Interestingly, for H5N6 viruses isolated after 2015, we noted the divergence of three H5N6 reassortants—namely, GZ670, GZ693, and ZS558—isolated after 2015 (Figure 2). The PB2 genes of GZ670, GZ693, and ZS558 were not grouped into the same clusters as other reported H5N6 viruses, but within the same clusters as H6N2 AIVs. Furthermore, the PB1 gene of GZ693 was clustered as a H3-subtype AIV. These results indicate that H5N6 AIV is constantly evolving, and as such, novel AIVs possessing H5- and H6-derived internal genes and other AIVs possessing specific mammal-derived mutations could enhance virulence and transmissibility in humans.

After December 2014, the first H5N6 AIV infections in humans in Guangdong Province seemed to an appeared to stop. From December 2015 to January 2016, however, five H5N6 AIV infections in humans were reported in Guangdong Province (WHO, 2014b, 2016a,b,c). Consistent with the evolution of H5N6 AIVs isolated from LPMs, the sequences of H5N6 AIVs isolated from patients are constantly evolving. The whole gene sequences of the first human H5N6 AIV were similar to those of the H5N6 AIVs isolated in early 2015 in LPMs in Guangdong Province. Meanwhile, the whole gene sequences of the other four human H5N6 AIVs were consistent with those of H5N6 AIVs isolated from LPMs in late 2015. Molecular characterization and phylogenetic analysis exhibited a highly close genetic relationship between the viruses isolated from humans and LPMs, thereby suggesting that infection in humans might be caused by the LPM environment.

LPMs have been deemed potential hotbeds for infection with H5N1 and H7N9 AIVs in humans (Wan et al., 2011; Shi et al., 2013). Some human–human transmission of AIVs (e.g., H5N1 and H7N9) has been reported (Wang et al., 2008; Qi et al., 2013), and as of February 2016, nine confirmed human infections with subtype H5N6 had occurred in China's Sichuan, Guangdong, and Yunnan Provinces (CDC China, 2014; WHO, 2015b,c, 2016a,b,c). In particular, the patient infected with H5N6 AIV in Guangzhou had visited an LPM before the onset of illness and could have acquired the infection there (Yang et al., 2015). The other patient infected with H5N6 AIV and who died in Sichuan Province was a merchant at a local LPM. Moreover, the other seven cases of infection had visited LPMs in the past. Perhaps above all, we isolated 10 H5N6 AIVs in LPMs, which indicates that LPMs are potential sources of AIV infection in humans.

In conclusion, we analyzed the evolution of H5N6 samples isolated from LPM environments. Epidemiological and experimental data suggest that the H5N6 subtype currently has a limited capacity for chicken–human or environment–human transmission. LPMs can provide sufficient opportunities for close contact among waterfowl, domestic poultry, mammals, and humans, as well as potential AIV infection, which in turn results in the emergence of novel AIVs. Large-scale surveillance of LPMs therefore continues to be essential to identifying novel reassortants and sequence mutations among existing AIV subtypes.
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In 2014, a sentinel chicken surveillance for avian influenza viruses was conducted in aquatic bird habitat near Wuxi City, Jiangsu Province, China. Two H7N2, one H5N6, and two H9N2 viruses were isolated. Sequence analysis revealed that the H7N2 virus is a novel reassortant of H7N9 and H9N2 viruses and H5N6 virus is a reassortant of H5N1 clade 2.3.4 and H6N6 viruses. Substitutions V186 and L226 (H3 numbering) in the hemagglutinin (HA) gene protein was found in two H7N2 viruses but not in the H5N6 virus. Two A138 and A160 mutations were identified in the HA gene protein of all three viruses but a P128 mutation was only observed in the H5N6 virus. A deletion of 3 and 11 amino acids in the neuraminidase stalk region was found in two H7N2 and H5N6 viruses, respectively. Moreover, a mutation of N31 in M2 protein was observed in both two H7N2 viruses. High similarity of these isolated viruses to viruses previously identified among poultry and humans, suggests that peridomestic aquatic birds may play a role in sustaining novel virus transmission. Therefore, continued surveillance is needed to monitor these avian influenza viruses in wild bird and domestic poultry that may pose a threat to poultry and human health.

Keywords: avian influenza A virus, H7N2 virus, H9N2 virus, H5N6 virus, sentinel chicken, transmission

INTRODUCTION

Since the first emergence of avian influenza A(H7N9) virus in early 2013 (Gao et al., 2013), as of January 24, 2016, China has experienced four epidemic waves resulting in 711 laboratory-confirmed human infections with 283 deaths (Chinese National Influenza Center, 2016). The continuing circulation and evolution of H7N9 viruses in poultry (Lam et al., 2015), and the increasing number of human infections clearly identify H7N9 virus as an ongoing public health threat.

Domestic poultry are considered the main reservoir for H7N9 virus that cause human infections (Yu et al., 2013). However, wild birds, such as tree sparrows, songbirds, parakeets, and finches, have also been implicated as a source of virus transmission (Jones et al., 2014, 2015; Zhao et al., 2014). Because these wild birds share common space and resources with wild migratory birds, poultry, and humans, it is conceivable that wild avian species, especially aquatic birds, songbirds, passerine, and other small terrestrial birds might be infected with H7N9 virus and serve as vectors for dissemination of the virus to domestic poultry. However, research regarding H7N9 virus transmission from wild birds to poultry or vice versa has been sparse. Experimental studies of H7N9 virus natural transmission from wild avian birds to poultry may be necessary to examine such hypotheses. In view of this, surveillance of sentinel chicken for avian influenza viruses in a peridomestic aquatic areas (Coman et al., 2014) was undertaken to study transmission of H7N9 and other subtypes of avian influenza viruses.

MATERIALS AND METHODS

Study Site

During the period from January to October of 2014, a sentinel chicken surveillance study was conducted in Taihu Lake (Figure 1A) in Wuxi City, Jiangsu Province, China, where 13 human infections with H7N9 virus have been reported. Taihu Lake (30°55′40″–31°32′58″ N, 119°52′32″–120°36′10″ E) is China's third largest freshwater lake with an area of about 2338 km2. It is located in the Yangtze River delta and crosses Wuxi City, where 40 species of wild birds and 19 species of resident birds can be found and most of birds are winter migration birds (Zhao et al., 1990). These mainly include little egrets, herons, green-backed herons, black-crowned night herons, sparrows, quails, Chinese hwamei, yellow-browed warblers, Eurasian magpies, azure-winged magpies, and house swallows. The sentinel site was located on a foothill at the foot of the Lake's Mashan Mountain (Figure 1B) and was about 100 m2 in area such that the sentinel chickens would be free to move.


[image: image]

FIGURE 1. Sentinel surveillance study site, Wuxi City, Jiangsu Province of China. (A) Location of surveillance study site and distribution of human infections with influenza A (H7N9) virus; (B) Satellite map of study site, red arrows indicate study site.



Sentinel Chickens and Sample Collection

We employed chickens as the sentinel bird for surveillance of avian influenza virus because chicken was one of main reservoir of H7N9 virus. In addition, influenza A virus negative chickens were easier to obtain than other domestic poultry such as ducks. A chicken sample size of 126 was chosen in order to detect a 10% avian influenza virus prevalence with a 95% confidence interval of ±5% with 80% power. However, a total of 135 chickens were used considering the death of chickens during the surveillance. On January 6, 2014, coincided with wild bird migration into the Taihu Lake, a total of 135 6-month-old, specific-pathogen-free (SPF) white leghorn chickens (Beijing Merial Vital Laboratory Animal Technology Co., Ltd., Beijing, China) were placed at sentinel surveillance site. A high rate of females to males (4:1) was chosen to avoid fighting among roosters. Before the sentinel chickens were placed into the surveillance site, cloacal and throat swabs of each chicken were collected, pooled, and screened for influenza A virus using a real-time RT-PCR assay which targeted the matrix gene (World Health Organization, 2014). In addition, an electronica ring (Beijing Raybaca Technology Co., Ltd) was fixed at the one leg of each chicken to identify their unique identity. The chickens were cared for and fed by a local farmer who agreed to assist us in this surveillance study. Each evening the chickens were encouraged with food to return to their protective enclosure.

During the surveillance period, cloacal and throat swabs from each chicken were collected and pooled together as one swab sample each month from February 6 to April 3 and from July 31 to August 20, and weekly from April 9 to June 26 as the number of wild birds increased in number due to in-migrations. All samples were placed in transport medium consisting of phosphate-buffered saline (PBS) containing 50% glycerol, penicillin (2000 U/ml), gentamicin (250 mg/ml), polymixin B (2000 U/ml), nystatin (500 U/ml), ofloxacin HCl (60 mg/ml), and sulfamethoxazole (200 mg/ ml) and were kept at 4°C for ~4 h until they were transported to the laboratory, where they were stored at −80°C for virus isolation within 2 days.

The chicken handling and sampling was performed in accordance with experimental animal administration and the ethics committee of Academy of Military of Medical Sciences. The protocol was approved by the biosafety committee of Beijing institute of Microbiology and Epidemiology.

Virus Isolation and Sequencing Analysis

All of swab samples were inoculated into the allantoic cavities of 9-day-old SPF embryonated chicken eggs (Beijing Merial Vital Laboratory Animal Technology Co., Ltd., Beijing, China) for virus isolation. Allantoic fluid were harvested after incubation at 37°C for 72 h or immediately after embryos died, and tested for hemagglutination (HA) activity with horse red blood cell and real time RT-PCR to detect the presence of influenza A virus. All virus isolation procedures were conducted in a biosafety level 3 facility. The whole viral genome of isolated viruses were sequenced by using Ion Torrent PGM sequencing technology (Life Technologies, Grand Island, NY, USA).

Plaque Purification of Two Co-infected Samples

Two swab samples, #4315 and #6395, that contained mixed H7 and H9 subtypes were subjected to the standard plaque purification (Tobita et al., 1975) with a slight modification to segregate clones of individual viruses. Briefly, 100 μl aliquots of serial 10-fold dilutions of swab sample were inoculated into confluent monolayer MDCK cells cultured in 6 well-plates, MDCK cells were incubated at 37°C in a CO2 incubator for 1 h for virus absorption. Then covered with 1% agar containing MEM, penicillin (1000 unit/ml), streptomycin (1000 μg/ml), fungizone (2.5 μg/ml), MEM vitamin solution, 0.5% bovine serum albumin, and 2 μg/ml trypsin. After 2 days of incubation at 37°C in a CO2 incubator and stained with 0.025% neutral red containing 1% agarose, 42 and 53 plaques for #4315 and #6395 were initially picked for further purification and resuspended in 500 μl of infection medium. The subtypes of all resuspended virus stocks were verified using real time RT-PCR analysis (rRT-PCR), and virus stocks showing a single subtype were further purified in SPF chicken embryos. After three serial rounds of purification, the H7N2 and H9N2 virus isolates were successfully separated and their genome were fully sequenced. The sequences data generated in this study were deposited in Global Initiative on Sharing All Influenza Data (accession nos. EPI_ISL_223199–EPI_ISL_223202, EPI_ISL_223364). We used the maximum likelihood method to generate phylogenetic trees using MEGA version 6.0.6 (www.megasoftware.net/) with a bootstrapping resampling process (1000 replications) to assess the robustness of individual nodes of the phylogeny.

RESULTS

A total of 1623 pooled samples were collected from the sentinel chickens. In total, three (0.18%) of 1623 samples (samples #4315, #6395, and #7393) were positive for HA activity after virus isolation. Subtype determination, using rRT-PCR analysis targeting the H5, H7, and H9 HA genes, showed that specimens #4315 and #6395 were positive for all H7 and H9 genes, and specimen #7393 was only positive for H5 gene. To confirm these results, three HA-positive allantoic fluid specimens were subjected to sequencing on Ion Torrent PGM, and results consist with rRT-PCR that both specimens #4315 and #6395 that contained influenza A H7, H9, and N2 gene segments suggesting a coinfection of H7 and H9 subtypes, while specimens #7393 only presented with H5 and N6 type of influenza A virus. We then attempted to isolate individual H7 and H9 viruses from these two samples using a plaque purification. Fortunately, we were able to segregate the expected subtypes, H7N2 and H9N2 from two co-infected samples. Thus, totally five strains were isolated and designated as A/chicken/Wuxi/SC4315/2014 (H7N2), A/chicken/Wuxi/SC6395/2014 (H7N2), A/chicken/Wuxi/SC4315/2014 (H9N2), A/chicken/Wuxi/SC6395/2014 (H9N2), and A/chicken/Wuxi/SC7393/2014 (H5N6).

To characterize H7N2 viruses, molecular and phylogenetic analysis were conducted. The HA gene segments of the two H7N2 viruses most closely matched those of H7N9 viruses isolated from human and poultry in China in 2013 with an up to 99.6% nucleotide sequence identity (Table 1). Their NA segments were closely related to that of an H9N2 virus isolated from a chicken in Jiangsu Province, China during 2013 (99.5% identity). Their other six internal genes were derived from H9N2 viruses currently found in China with identities range from 99.5–99.7% (Table 1). In comparison with two H9N2 viruses in present study, all gene segments of two H7N2 viruses showed 99.0–100% total nucleotide sequence identity (Table 1). The two H7N9 viruses showed 100% total nucleotide sequence identity for HA, NP, NS, and PA, and >99.5% identity for other gene segments. Phylogenetic analysis based on HA genes showed that these two H7N2 viruses closely related with those H7N9 isolated in first and second waves, but were form an independent clade (bootstrap support of 99%) from a second H7N9 virus wave in China's Zhejiang, Jiangsu, and Jiangxi Provinces (Figure 2). Whereas, the other seven gene segments, including NA, clustered with those of the H9N2 viruses circulated in China and two H9N2 viruses identified in present study (Figure 2 and Supplementary Figure 1). These results suggest that the two H7N2 viruses are novel reassortant of H7N9 and H9N2 viruses recently circulated in China.


Table 1. Influenza A viruses with greatest nucleotide sequence identity to avian influenza A (H7N2) viruses and sequence comparison of isolated in present study from Wuxi, China, 2014.
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FIGURE 2. Phylogenetic tree of hemagglutinin (HA) and neuraminidase (NA) genes of influenza A (H7N2) viruses isolated from sentinel chickens, Wuxi City, Jiangsu Province of China, 2014. Supporting bootstrap values >75 are shown. The black circle dot indicates the viruses isolated in present study.



As for that H5N6 virus, the HA gene phylogeny showed that the virus was closely related to A/chicken/Dongguan/4259/2013(H5N6) clade 2.3.4.4 from Guangdong Province, China. The virus likely originated from highly pathogenic H5 avian influenza viruses with N1, N2, and N8 neuriminidases detected in poultry in China since 2010 and from viruses detected in Vietnam in 2014 (Figure 3). The NA gene segment of the H5N6 virus clustered into Jiangxi lineage and likely originated from H6N6 avian influenza viruses circulating in China's Fujian and Guangdong Provinces (Figure 3). The six internal genes of the H5N6 virus were found to cluster with H5N6 strains identified in China and Vietnam (Supplementary Figure 2).


[image: image]

FIGURE 3. Phylogenetic tree of hemagglutinin (HA) and neuraminidase (NA) genes of influenza A (H5N6) viruses isolated from sentinel chickens, Wuxi City, Jiangsu Province of China, 2014. Supporting bootstrap values >75 are shown. The black circle dot indicates the viruses isolated in present study.



Molecular analysis of critical and apparent amino acid residues that may be associated with adaptation of an avian virus to the mammalian host, virulence, and antiviral resistance of H7N2 and H5N6 viruses were conducted (Table 2). The HA gene protein of both two H7N2 viruses had a single basic amino acid (PEIPKGR↓G) at the cleavage site, indicating low pathogenic effects in poultry. Substitution at A138, A160, V186, and L226 (H3 numbering) was observed suggesting a possible increased affinity for binding human α2, 6-linked sialic acid receptors. Three amino acid deletions (63–65) were observed in the stalk region of NA protein. Although no substitutions of the H274K and R292K (N2 numbering) amino acid were observed, indicating that the viruses should still be sensitive to oseltamivir, zanamivir, and peramivir, mutation of V222 and K249 were observed in two viruses. Whereas, the HA gene protein of the H5N6 virus processed multiple basic amino acid motifs (RERRRKR↓G) at cleavage site, indicated highly pathogenic phenotype (Table 2). While the HA gene protein of H5N6 virus had the amino acids Q226 and G228 (H3 numbering) indicated that the virus preferentially bind to avian-like receptors (Stevens et al., 2006), but the mutation of P128, A138, and A160 may enhance binding capacity to human like receptors. The NA stalk of H5N6 virus possessed a deletion of 11 aa residues at positions 58–68 (N6 numbering), which suggested that the virus isolate might have different adaptation and virulence characteristics in poultry and mammals (Bi et al., 2015). Moreover, H5N6 virus contained a truncated PB1-F2 protein of 57 aa in length, which might influence their virulence in mammals (Zamarin et al., 2006). Amino acids V89, E627, and D701 were observed in the PB2 protein of H7N2 and H5N6 viruses, suggesting that these viruses were not yet fully adapted to infect mammals (Li et al., 2005). No drug resistance-associated mutations were observed in the H5N6 isolate but mutation N31 in M2 protein was found in both two H7N2 viruses. Other possible molecular markers for two subtype viruses that may associated with virulence are shown in Table 2.


Table 2. Influenza A viruses isolated in present study and mutation analysis of critical amino acid residues associated with virulence, adaptation to mammals or antiviral resistance, Wuxi, China, 2014.
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DISCUSSION

We identified the novel H7N2 and H5N6 viruses during the surveillance of avian influenza virus using sentinel chickens in China in 2014. Although, we did not collect the samples from wild birds in local area because of restriction of regulations, our results suggest that the viruses were likely transmitted from wild birds to sentinel chickens in this aquatic environment because influenza A virus negative SPF chickens were used. However, we are uncertain which birds may have transmitted virus to the sentinel chickens or how that transmission occurred. While aquatic birds would be the prime transmission suspects, resident or passerine birds might also be transmitters (Jones et al., 2014). Avian influenza virus transmission could have occurred via another source such as contact with man, via bird feed, or contaminated drinking water (Jones et al., 2015). It is interesting that wild birds were observed mixing with sentinel chickens together, and they drank from the same water and ate the same bird feed (Figure 4). Therefore, most likely route for sentinel chickens infected with H7N2 and H5N6 viruses from wild bird is by means of drinking the water and eating the feed. However, the evidence for virus transmission via drinking water or eating the feed was limited because we did not collect these samples to test the presence of avian influenza virus.
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FIGURE 4. Monitors captured partial image of birds during the surveillance period. Red arrows indicate observed birds in study site.



Although, we did not find any H7N9 viruses among the sentinel chickens during the surveillance period, we identified the novel two H7N2 and one H5N6 viruses. Phylogenetic analysis revealed that the HA gene of H7N2 viruses were closely related to those of the H7N9 viruses, that emerged in China recently and the other seven gene segments (PB2, PB1, PA, NP, M, NS, and NA) were closely related to those of H9N2 viruses that were isolated from poultry in China, providing the evidence that H7N9 viruses continue to evolve and reassort with H9N2 viruses in poultry in China. Molecular analysis showed that the substitutions at A138, A160, V186, and L226 (H3 numbering) in HA protein were observed, which is proposed to enhance binding capacity of human like receptors and mammalian adaption. A deletion of three amino acids in the viral NA stalk has been observed. It has been suggested that amino acid deletion within the stalk domain may be associated with transmission of influenza from wild birds to domestic poultry (Cauldwell et al., 2014). However, it is unclear whether such H7N2 viruses would be also detected in wild birds because samples from wild bird were not collected in local. The viruses should still be sensitive to oseltamivir, zanamivir, and peramivir as no substitutions of the K274 and K292 amino acid were observed. Although, the single mutation of V222 or K249 may not be associated with marginal levels of oseltamivir resistance, increased drug resistance levels in association with other mutation (Simon et al., 2011). In addition, mutation of N31 in M1 protein suggests that the virus had the resistance to amantadine. Previous studies have showed that H7N9 isolates from humans with the mutation of glutamic acid to lysine at position 627 (E627K) in PB2 were much more efficient and more lethal in mice than H7N9 isolates from birds (Zhang et al., 2013, 2014). The H7N2 viruses identified in present study does not have the PB2 K627 and N701 mutations but had an V89 mutation suggests that the viruses have not yet fully adapted to infect mammals (Li et al., 2005). However, H7N2 virus identified by Shi et al. (2014) without K627 mutation but showed comparable replication ability in the lungs of mice with human H7N9 virus and a significantly higher replication than that of avian H7N9 virus. These findings suggest that the continued circulation of H7 viruses in nature will enable them to acquire more mutations or new gene constellations that might increase their virulence in animals or humans. Taken together these findings, the continued circulation of H7N9 and H9N2 viruses in poultry and persistent human infection of H7N9 virus, H7 viruses still pose seriously threats to human health, especially if they acquire mutations or new gene reassortments that increase their virulence in animals or humans.

Since the first H5N6 virus infections in human reported in China, a total of 15 patients have been reported. Previous studies have shown that H5N6 viruses isolated from the patients had similar identity with viruses isolated from the live poultry market and they are constantly evolving. In our study, we isolated a highly pathogenic avian influenza A (H5N6) virus that belong to clade 2.3.4.4 from a sentinel chicken. However, any death bird was not observed in study site during period of surveillance although H5N6 viruses have been detected in fatal wild birds (Yu et al., 2015). Sequence analysis revealed that the virus had a very closely genetic relationship with H5N6 viruses isolated from the patients and live poultry, thereby suggesting that direct contact with poultry contributed to the human infection. Furthermore, the H5N6 virus has distinct evolutionary characteristics, such as the P128, A138, and A160 mutations in the HA protein and an 11-aa deletion in the NA stalk, which may enhance their adaptation and infectivity in mammals, including humans. The virus may resistant to oseltamivir and zanamivir (N198 and K249) but sensitive to amantadine (S31). Other possible virulence molecular markers are shown in Table 2. Although the potential virulence mutations are described on the basis of previous studies in animals, the pathogenesis in humans remains unknown. Because the continue evolution of H5N6 viruses in human and poultry (Yuan et al., 2016), patients they had recent history of direct contact with poultry, and drug resistance mutation have been detected in viruses isolated from both human and poultry (Shen et al., 2016), the potential for infection, outbreaks, and pandemic in humans should be closely monitored.

The study had several limitations. Firstly, samples from wild birds were not collected in the study area due to the restriction of regulations. Secondly, environmental samples were not collected to test the presence of avian influenza viruses. Thirdly, the low virus isolation rate could be due to the possible low prevalence of avian influenza viruses and low viral load in samples.

In conclusion, our results suggest transmission of avian influenza viruses from wild birds to poultry. Hence, public health officials must consider methods to disrupt peridomestic novel avian influenza virus transmission in these aquatic bird environments.
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Influenza A(H3N2) has been a major cause of seasonal influenza in humans since 1968, and has evolved by antigenic drift under the constantly changing human herd immunity. Increasing evidence suggests that the antigenic change occasionally occurred concomitant with the alterations of the N-glycosylation site profile and hemagglutination activity of the virion surface protein hemagglutinin (HA). However, the structural basis of these changes remains largely unclear. To address this issue, we performed molecular dynamics simulations of the glycosylated HA trimers of the A(H3N2), which has a novel pattern of Asn-X-Ser/Thr sequons unique in the new A(H3N2) epidemic clade 3C.2a and is characterized by attenuated ability to agglutinate nonhuman erythrocytes. Comparison of the equilibrated structures of the glycosylated HA trimers with and without the 3C.2a-specific mutations reveals that the mutations could induce a drastic reduction in the apical space for the ligand binding via glycan-shield rearrangement. The results suggest that the 3C.2a strain has evolved an HA structure that is advantageous for evading pre-existing antibodies, while also increasing the ligand binding specificity. These findings have structural implications for our understanding of the phenotypic changes, evolution, and fate of influenza A(H3N2).

Keywords: MD simulation, influenza A(H3N2), HA protein, N-linked glycans, mutations, structural change

INTRODUCTION

The hemagglutinin (HA) protein of influenza virus is a glycosylated type I integral membrane protein that protrudes from the mature virion surface and plays critical roles in viral interactions with hosts. The HA protein is synthesized in infected cells as a precursor HA0, and is subsequently cleaved by cellular proteases to HA1 and HA2 subunits that are covalently attached by a disulfide bond. The mature HA protein on the virion is composed of three pairs of the HA1/HA2 subunits (Ha et al., 2003). The tip of the HA protein forms a globular structure, termed the globular head, and confers on the virus an ability to attach cells via interactions with the sialic acid-containing glycan moiety on the target cell surface (Ha et al., 2003). Meanwhile, the HA globular head constitutes the major viral antigenic sites that induce neutralization antibodies in infected hosts. These functional and antigenic features drive sequence and structural variations, particularly near the receptor-binding site in the globular head, according to specific rules (Smith et al., 2004; Koel et al., 2013). Importantly, the sequence variation on the globular head causes various phenotypic changes of viruses, including changes in antigenicity and receptor specificity. Therefore, it is critical to determine the structural changes in the HA globular head in order to understand the viral interplay with the hosts and evolution. Unfortunately, however, it is usually time consuming to characterize mutation-induced structural changes by experimental approaches alone.

Computational science is a rapidly growing area that now successfully complements the experimental and theoretical sciences in various fields, including life science. For example, recent advances in molecular dynamics (MD) simulation enable us to characterize changes in the three-dimensional structures of the mutated proteins in relatively short timescales compared with the experimental approaches (Ode et al., 2012; Sato et al., 2013). The MD simulations have been used to disclose the structural basis of the adaptation and evolution of the highly mutable human immunodeficiency virus (HIV). This includes elucidation of the HIV structural changes associated with the phenotypic changes in viral neutralization sensitivity and receptor tropism (Naganawa et al., 2008; Yokoyama et al., 2012, 2016; Kuwata et al., 2013), viral sensitivity to antiviral protein (Miyamoto et al., 2012), viral drug sensitivity (Yuan et al., 2013), viral growth in non-natural host cells (Yokoyama et al., 2016), and viral sensitivities to antibodies by drug-resistance mutations (Alam et al., 2016; Hikichi et al., 2016).

In this study, we used the MD simulation to gain new insights into the roles of mutations in a recent epidemic variant of the influenza A(H3N2) viruses. The A(H3N2) viruses have emerged on 1968 in humans of southern Asia and were soon widespread in the world. Thereafter, the A(H3N2) has been a major cause of seasonal influenza in humans to date. During the 2014/15 epidemic season of influenza, a new A(H3N2) substrain had rapidly predominated in humans worldwide (Skowronski et al., 2016). Notably, the hemagglutination activity of this substrain somehow could be measured with only a small portion of the viral population using a conventional hemagglutination assay with nonhuman erythrocytes (Skowronski et al., 2016). The A(H3N2) substrain is characterized by alterations of the N-glycosylation sequons on the globular heads of the HA protein as compared with other A(H3N2) clades (Skowronski et al., 2016) and is now referred to as 3C.2a. The oligosaccharides on the HA protein play key roles in viral antigenicity (Aytay and Schulze, 1991; Abe et al., 2004; Saito et al., 2004; Ping et al., 2008; Das et al., 2010; Wang et al., 2010; Wanzeck et al., 2011) and binding specificity/affinity to the cellular receptor (Gunther et al., 1993; Ohuchi et al., 1997; Gambaryan et al., 1998; Matrosovich et al., 1999; Tsuchiya et al., 2002; Wang et al., 2009; de Vries et al., 2010; Liao et al., 2010). However, it remains unclear how the 3C.2a mutations altered the HA structure and attenuated the hemagglutination activity with nonhuman erythrocytes. To address this issue, we here examined the structural effects of the four mutations in the globular heads using MD simulations. The obtained results predicted that the mutations could induce rearrangement of the glycan shield around the receptor-binding surface of the HA protein, leading to shrinkage of the ligand-accessible space.

MATERIALS AND METHODS

Genetic Clades Determination

Genetic clades determination of the influenza virus in Japan has been performed routinely as the part of the work of the National Epidemiological Surveillance of Infectious Diseases in Japan1 and the Global Surveillance of Influenza in the WHO Reference Laboratories2. Information on the specimen collection and weekly report of HA type is available on the National Epidemiological Surveillance of Infectious Diseases3. Briefly, RNAs were extracted from viruses by using QIAamp viral RNA kit (QIAGEN, Dusseldorf, Germany). The HA genes were amplified from extracted RNAs by RT-PCRs using gene-specific primers (the primer sequences are available upon request) and SuperScript III One-step RT-PCR system with Platinum Taq (Invitrogen, Carlsbad, CA, USA). Sequencing reactions were performed with BigDye terminator kit (Applied Biosystems) and sequences were determined using 3730xl DNA analyzer (Applied Biosystems, Foster City, CA, USA). The genetic clades were determined by the generation of phylogenetic trees of the HA genes. The phylogenetic trees were constructed using MEGA 6 software (Tamura et al., 2013) with the neighbor-joining method. The numbers of HA sequences obtained in the individual periods are 39, 83, 125, 108, 70, and 77 for the September 2013 – Jan. 2014, February 2014 – August 2014, September 2014 – January 2015, February 2015 – August 2015, September 2015 – January 2016, and February 2016 – August 2016, respectively. The nucleotide sequences used in this study are registered at GISAID, a publicly accessible influenza virus database4. Accession number at GISAID for the HA sequence used for the molecular modeling in this study is EPI543763 (A/Switzerland/9715293/2013 strain).

Molecular Modeling of a Glycosylated HA Trimer in the Ligand-free State

Three-dimensional (3-D) models for glycosylated extracellular domains of HA trimers of influenza A (H3N2) in the ligand-free state were constructed by homology modeling with Molecular Operating Environment (MOE) (Chemical Computing Group Inc., Montreal, QC, Canada). The crystal structure of the HA trimer of the influenza A/Victoria/361/2011 (H3N2) virus (PDB code: 4O5N; resolution: 1.75 Å; amino acid residues 4–325 and 330–502 for HA1 and HA2 peptides, respectively) was used as the modeling template. Obtained models were optimized by energy minimization using MOE and an Amber10: Extended Huckel Theory (EHT) force field implemented in MOE, which combines Amber10 and EHT bonded parameters for the large-scale energy minimization (Gerber and Muller, 1995; Case et al., 2005). The high-mannose oligosaccharide Man5GlcNAc2 was added to potential N-glycosylation sites in HA using Online Glycoprotein Builder5.

MD Simulation of Glycosylated HA Trimer Models

Glycosylated HA trimer models in a ligand-free state were subjected to MD simulation essentially as described for simulations of HIV-1 gp120 (Yokoyama et al., 2016). MD simulations were performed by the PMEMD (Particle Mesh Ewald Molecular Dynamics) module in the AMBER 14 program package (Case et al., 2014), employing the Amber ff99SB-ILDN force field, a protein force field with improved side-chain torsion potentials (Lindorff-Larsen et al., 2010), the GLYCAM06 force field, a biomolecular force field for glycans (Kirschner et al., 2008), and the TIP3P water model for simulations of aqueous solutions (Jorgensen et al., 1983). Bond lengths involving hydrogen were constrained with SHAKE, a constraint algorithm to satisfy a Newtonian motion (Ryckaert et al., 1977), and the time step for all MD simulations was set to 2 fs. A non-bonded cutoff of 10 Å was used. After heating calculations for 20 ps until 310 K using the NVT ensemble for the constant volume, temperature, and numbers of particles in the system, simulations were executed using the NPT ensemble for the constant pressure, temperature, and numbers of particles in the system at 1 atm, at 310 K, and in 150 mM NaCl for 100 ns. Root mean square deviations (RMSDs) between the heavy atoms of the two superposed proteins were used to measure the overall structural differences between the two proteins (Case et al., 2005). The RMSD was calculated using the cpptraj module in AmberTools 14, a trajectory analysis tool (Case et al., 2014). We used “Computer System for the Prediction of Mutations of Pathogens” at Research Center for Zoonosis Control, Hokkaido University for the MD simulations.

Calculation of Root Mean Square Fluctuation (RMSF)

We calculated RMSFs of individual components of the high mannose oligosaccharides Man5GlcNAc2 around the receptor binding site between 50 to 100 ns of MD simulations to quantify structural dynamics of glycans during the MD simulations. The average structures during the last 50 ns of MD simulations were used as reference structures for RMSF calculation. RMSFs were calculated as previously described (Naganawa et al., 2008; Yokoyama et al., 2012, 2016; Kuwata et al., 2013) by using the ptraj module in Amber, a trajectory analysis tool (Case et al., 2005).

RESULTS

Temporal Dynamics of Clade Populations of A(H3N2) Viruses Since September 2013

Over the 2014/15 influenza season, influenza surveillance reports from reference laboratories warned of a global epidemic of a new A(H3N2) variant population, termed 3C.2a. In Japan, the 3C.2a was first detected as a relatively minor population over the season from February to August in 2014, during which four A(H3N2) clades co-existed (Figure 1, upper panel). However, the 3C.2a rapidly became dominant at the beginning of the winter season in 2015, displaced pre-existing clades, and has continually predominated at the collection sites in Japan ever since, representing 76 of 77 (98.7%) clades in the season from February to August in 2016 (Figure 1, lower panel). In parallel, another A (H3N2) clade, 3C.3a, which co-existed in the same period as the 3C. 2a over the February to August 2014 season, became minor after February 2015 (Figure 1). These results are consistent with the reports on the global epidemic of the 3C.2a from the WHO Reference Laboratories6, and suggest the selective advantage of the 3C.2a for human-to-human transmission during the study period. Notably, hemagglutination activity of the 3C.2a was significantly attenuated when measured with a conventional hemagglutination assay (Skowronski et al., 2016). Together, these data suggest that certain structural changes occurred in the HA protein to confer selective advantages on the 3C.2a.
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FIGURE 1. Temporal dynamics of clade populations of A (H3N2) viruses since September 2013. The clade-populations based on the phylogenetic tree of the hemagglutinin (HA) genes are shown by pie charts. The periods of each pie chart are determined by the collection dates of specimens. The clades are colored as follows: 3C.2, light blue; 3C.2a, blue; 3C.3, light orange; 3C.3a, orange; 3C.3b, light magenta.



Amino Acid Signatures of the 3C.2a HA Protein

Molecular epidemiological data from above study and the global surveillance of influenza in the WHO Reference Laboratories suggest that the A (H3N2) clades, 3C.2a and 3C.3a, were diversified from 3C.2 and 3C.3, respectively and thereafter the 3C.2a had dominated over the 3C.3a. Therefore, we examined differences in HA proteins between the clades 3C.2a and 3C.3a. The HA protein of the 3C.2a population has multiple amino acid substitutions as compared with the clade 3C.3a (amino acid numbers 3, 128, 138, 142, 144, 159, 160, 311, 326, and 489). In this study, we focused on the four substitutions around the receptor-binding surface on the tip of the HA protein, i.e., Ala128Thr, Asn144Ser, Ser159Tyr, and Lys160Thr (Figure 2). The Ala128Thr and Lys160Thr create new potential N-glycosylation sites, Asn-X-Ser/Thr, whereas Asn144Ser results in the loss of a single N-glycosylation site. Ser159Tyr is located adjacent to the Lys160Thr. The Ala128Thr substitution initially detected in the 3C.2 and had been preserved in its descendent, 3C.2a, whereas the other three substitutions newly emerged in the 3C.2a (Figure 2A). All the mutations are placed at or near the major antigenic elements for H3 HAs, such as antigen sites A (amino acids 140-146) and B (amino acids 155-160 and 188-198) (Webster and Laver, 1980; Gerhard et al., 1981; Wiley et al., 1981; Knossow et al., 1984; Wiley and Skehel, 1987) (Figure 2B).
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FIGURE 2. Amino acid signatures of the 3C.2a HA protein. Types and 3-D locations of amino acid substitutions around the receptor-binding surface on the tip of the HA protein are shown. (A) Types of amino acid residues among five A(H3N2) variant strains emerged in the 2013–2016 periods in Japan. (B) Locations of different amino acid residues between 3C.3a and 3C.2a are highlighted by cyan color on the HA protein model of the 3C.3a strain (A(H3N2) 2015/16 vaccine strain: A/Switzerland/9715293/2013).



MD Simulations of Glycosylated HA Trimers in the Ligand-free State

To understand the structural impacts of the four mutations on the tip of the 3C.2a HA protein, we constructed molecular models of the glycosylated HA trimers with and without the mutations. Two structural models of the glycosylated HA trimers in a ligand-free state were constructed by homology modeling: a model for the A(H3N2) 2015/16 vaccine strain (A/Switzerland/9715293/2013) that belongs to the perishing clade 3C.3a (Figures 1, 2) and a model for A/Switzerland/9715293/2013 possessing the four 3C.2a-specific mutations on the HA globular heads (Ala128Thr, Asn144Ser, Ser159Tyr, and Lys160Thr). The obtained models were optimized by energy minimization using the MOE:EHT force field (Gerber and Muller, 1995; Case et al., 2005) and were subjected to the MD simulations using the Amber ff99SB-ILDN force field (Lindorff-Larsen et al., 2010) and the GLYCAM06 force field (Kirschner et al., 2008) as described previously (Yokoyama et al., 2016).

The structural dynamics of the glycosylated HA proteins in solution were monitored by RMSD between the initial model structure and the structures at given time points of the MD simulation (Figure 3). For the protein portions of the glycosylated HA molecules, the RMSDs sharply increased in the beginning and reached a near plateau after 20 ns of the MD simulations in both the 3C.3a and its mutant with 3C.2a mutations (Figures 3A,B). This RMSD profile was similar to that obtained with the glycosylated HIV-1 gp120 protein (Yokoyama et al., 2016). In addition, we monitored the RMSDs of the glycan portions of the glycosylated HA molecules. We obtained an RMSD profile that was similar to that of the protein portions: there was a sharp increase soon after the MD simulation onset followed by a near plateau after 20 ns (Figures 3C,D). These results suggest that the structural distortions of the amino acid residues and glycans of the initial models were relieved shortly after the start of MD simulation under thermodynamic driving forces in solution. The data also predict that the HA structure can reach a state of thermodynamic equilibrium in solution.
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FIGURE 3. Molecular dynamics (MD) simulations of glycosylated HA trimers in a ligand-free state. Molecular models of glycosylated extracellular domains of HA trimer in a ligand-free state were constructed by homology modeling using MOE (Chemical Computing Group Inc., Montreal, QC, Canada) and subjected to MD simulations using the AMBER 14 program package (Case et al., 2014) as described in the Section “Materials and Methods”. The structural dynamics of the HA trimers in solution were monitored by root mean square deviations (RMSD) between the initial model structure and the structures at given time points of MD simulation. (A,C) HA trimer of a representative strain (A/Switzerland/9715293/2013) belonging to the subclade 3C.3a. (B,D) HA trimer of the A/Switzerland/9715293/2013 with Ala128Thr, Asn144Ser, Ser159Tyr, and Lys160Thr substitutions. (A,B) RMSDs of the protein portions. (C,D) RMSDs of N-glycans.



Finally, we compared the 3-D structure of the HA trimer in a state of thermodynamic equilibrium during the MD simulations (100 ns) between the 3C.3a and its mutant (Figure 4A). A marked structural difference between the 3C.3a and its mutants was detected on the globular heads of the HA protein at 100 ns of two MD simulations: the glycan moieties were placed more compactly in the mutant than in the 3C.3a (Figures 4A,B). Consequently, the space for the access of ligands around the receptor-binding site was more confined in the mutant (Figure 4C). The apical spaces for ligand binding could be influenced not only by the arrangements of glycans but also by fluctuation of the glycans. Therefore, we examined structural fluctuations of the individual glycans around the receptor binding site by calculating RMSF using snapshots of structures from 50 to 100 ns of each MD simulation. In the present HA models, the high mannose oligosaccharides Man5GlcNAc2 were attached on the asparagine residues of potential N-glycosylation sites around the receptor binding site (Figure 5A). We calculated RMSFs of individual components of the oligosaccharides, such as GlcNAc and Man, at positions 1 to 7 (Figure 5B). Notably, RMSFs of the glycan components at given positions, and the profiles of RMSFs at the seven positions were similar among the four N-glycosylation sites. The data indicate that all glycans fluctuated in a similar fashion around the receptor binding site during the MD simulations. These results suggest that the apical spaces for ligand binding are mainly influenced by arrangements of glycans and that the spaces are constantly different between the two models during the MD simulations.
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FIGURE 4. Comparison of HA trimer models at 100 ns of MD simulations. The 3-D structure of the HA trimer in a state of thermodynamic equilibrium during the MD simulations (100 ns) was compared between the vaccine strain and its mutant. (A) Side view, (B) top view. (C) Receptor-binding region. Helix and loops in the receptor-binding site are marked by red and blue colors, respectively. The tryptophan at position 153 for the binding of sialic acid is shown.
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FIGURE 5. Molecular dynamics of the individual glycans around the receptor binding site. (A) Illustration of components of the high mannose oligosaccharides Man5GlcNAc2. (B) Root Mean Square Fluctuation (RMSF) of oligosaccharides. Structural fluctuations of the individual components of glycans around the receptor binding site of the HA proteins were analyzed by calculating RMSF using snapshots of structures from 50 to 100 ns of each MD simulation. The average structures during the last 50 ns of MD simulations were used as reference structures for RMSF calculation.



DISCUSSION

In this report, we studied the structural impact of mutations residing in the HA globular head of a recent epidemic clade population of the A(H3N2). This clade, termed 3C.2a, predominated over other co-existing A(H3N2) clades including the clade 3C.3a during the 2014/15 and 2015/16 seasons, and retained a unique set of sequon mutations in the HA globular heads (Figures 1, 2). To analyze the HA structures under near physiological conditions, we performed MD simulations of the glycosylated HA trimers and obtained structures in a state of thermodynamic equilibrium in solution (Figure 3). Comparisons of the obtained structures revealed marked changes in the glycan shield around the receptor-binding site (Figures 4, 5). This finding has important implications for our understanding of phenotypic changes, evolution, and fate of the influenza virus A(H3N2).

First, the present results indicate that the 3C.2a-specific mutations have an impact on the immunological features of the HA protein. Our MD simulations show that the glycans on the HA globular head are rearranged by the mutations into a configuration markedly distinct from that of the 2015/16 vaccine strain (Figures 4, 5). Therefore, these mutations could induce changes in the HA antigenicity. These structural findings are consistent with previous reports demonstrating critical roles of the oligosaccharides on the HA protein in the viral antigenicity of influenza viruses (Aytay and Schulze, 1991; Abe et al., 2004; Saito et al., 2004; Ping et al., 2008; Das et al., 2010; Wang et al., 2010; Wanzeck et al., 2011). Moreover, we found that the glycan rearrangement resulted in shrinkage of the access space on the top of the HA protein near the receptor-binding site of the globular head (Figure 4). This structural change could cause steric hindrance for binding of the antibodies directed to the antigen site B. Thus, it is likely that the HA protein of the 3C.2a had a selective advantage in evading antibodies against receptor-binding site as compared with the 3C.3a HA. These possibilities are consistent with the rapid spread and predominance of the clade C3.2a over the clade 3C.3a in human populations during the study period (Figure 1) (Skowronski et al., 2016). Antigenic analysis of these viruses should be done to make sure these possibilities.

Secondly, the present results indicate that the 3C.2a-specific mutations impact the receptor specificity of the HA protein. Our MD simulations showed that the new arrangement of glycans on the HA globular head could shrink the space for the access of the sialic acid-containing glycan moiety on the target cell surface (Figure 4). This structural change could cause an increase in the ligand specificity and/or affinity of the HA protein, and thereby lead to a preference for receptors on the human respiratory organs, but not for receptors on the nonhuman erythrocytes. These structural findings are consistent with the attenuation of hemagglutination activity of the 3C.2a HA protein when assessed with a conventional hemagglutination assay using nonhuman erythrocytes (Skowronski et al., 2016). Similarly, previous studies have demonstrated that the oligosaccharides on the HA protein surface play key roles in the binding specificity and the affinity to infection receptors (Gunther et al., 1993; Ohuchi et al., 1997; Gambaryan et al., 1998; Matrosovich et al., 1999; Tsuchiya et al., 2002; Wang et al., 2009; de Vries et al., 2010; Liao et al., 2010).

Thirdly, the present findings have implications in terms of the adaptive evolution of A (H3N2). Previous reports have highlighted the importance of changes in the glycan shield for viral adaptation (Deom et al., 1986). Interestingly, the numbers of potential N-glycosylation sites in the HA protein have been continuously increasing since 1968: only two sequons existed –in the initial strains, whereas more than 7–10 sequons are common in the present epidemic strains (Blackburne et al., 2008). This change is likely to be a basic strategy by which A (H3N2) has maintained its presence in human populations with changing herd immunity over the last 48 years. However, the change also runs the risk of creating an evolutionary “dead-end” for the virus, because the acquisition of new glycans on the HA globular head increases the chances for steric hindrance during receptor binding. Notably, both the present and recent studies suggest that the HA protein possessing the 3C.2a-type glycan shield would significantly affect ligand specificity (Figure 4) (Skowronski et al., 2016). Thus, the 3C.2a has evolved an HA structure that is advantageous for evading pre-existing antibodies, while also reducing ligand affinity to nonhuman glycan moieties.

Finally, the present have structural implications in the fate of influenza A (H3N2) viruses. Our study indicates that an increase in the number of the glycan moieties around the receptor-binding site could induce a drastic reduction in the apical space for ligand binding (Figure 4). As discussed above, continuous interactions between A (H3N2) and human immunity seem to force the virus to serially increase the numbers of glycans on the HA protein. This eventually may reduce the HA binding affinity via an increase in steric hindrance even to the human ligands, and thereby decrease the replication fitness of the virus for spread among humans. Thus, if the overall tendency of HA to increase the numbers of glycosylation sites (Blackburne et al., 2008) continues in the future, it may eventually put the influenza A (H3N2) viruses in an evolutionary cul-de-sac.
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Newcastle disease virus (NDV) is a prototype member of avian paramyxovirus serotype 1 (APMV-1), which causes severe and contagious disease in the commercial poultry and wild birds. Despite extensive vaccination programs and other control measures, the disease remains endemic around the globe especially in Asia, Africa, and the Middle East. Being a single serotype, genotype II based vaccines remained most acceptable means of immunization. However, the evidence is emerging on failures of vaccines mainly due to evolving nature of the virus and higher genetic gaps between vaccine and field strains of APMV-1. Most of the epidemiological and genetic characterizations of APMVs are based on conventional methods, which are prone to mask the diverse population of viruses in complex samples. In this study, we report the application of a simple, robust, and less resource-demanding methodology for the whole genome sequencing of NDV, using next-generation sequencing (NGS) on the Illumina MiSeq platform. Using this platform, we sequenced full genomes of five virulent Malaysian NDV strains collected during 2004–2013. All isolates clustered within highly prevalent lineage 5 (specifically in lineage 5a); however, a significantly greater genetic divergence was observed in isolates collected from 2004 to 2011. Interestingly, genetic characterization of one isolate collected in 2013 (IBS025/13) shown natural recombination between lineage 2 and lineage 5. In the event of recombination, the isolate (IBS025/13) carried nucleocapsid protein consist of 55–1801 nucleotides (nts) and near-complete phosphoprotein (1804–3254 nts) genes of lineage 2 whereas surface glycoproteins (fusion, hemagglutinin-neuraminidase) and large polymerase of lineage 5. Additionally, the recombinant virus has a genome size of 15,186 nts which is characteristics for the old genotypes I–IV isolated from 1930 to 1960. Taken together, we report the occurrence of a natural recombination in circulating strains of NDV in commercial poultry using NGS methodology. These findings will not only highlight the potential of RNA viruses to evolve but also to consider the application of NGS in revealing the genetic diversity of these viruses in clinical materials. Factors that drive these evolutionary events and subsequent impact of these divergences on clinical outcome of the disease warrant future investigations.

Keywords: Newcastle disease virus, avian paramyxovirus 1, next-generation sequencing, phylogenetic analysis, recombination

INTRODUCTION

Newcastle disease virus (NDV) is a type species of an avian paramyxovirus serotype 1 (APMV-(1), which belongs to genus Avulavirus in the family Paramyxoviridae. The virus carry negative-sense, single-stranded, and non-segmented RNA genome, which encodes for at least six structural proteins, including nucleocapsid protein (NP), phosphoprotein (P), matrix protein (M), fusion protein (F), haemagglutinin-neuraminidase (HN), and large protein (L) (Chambers et al., 1986). Through the RNA editing of the P gene, one accessory non-structural protein (known as V) is synthesized, and probability a second protein named W is also produced (Locke et al., 2000). The HN and F proteins are surface glycoproteins that determine the virus neutralization and protection. The NP, P, and L proteins encapsidate the viral nucleic acid; the M protein lined the virus envelope and V protein interfere with interferon (IFN) responses (Dortmans et al., 2011; Zenglei and Liu, 2015).

Depending on the pathogenicity in chicken, NDV strains are classified into highly virulent (velogenic), intermediate (mesogenic), and avirulent (lentogenic) strains (Alexander, 1997). The amino acid sequence of the F protein cleavage site has been used to determine the pathogenicity of NDV (Nagai et al., 1976). Generally, the sequence of the F protein cleavage site in mesogenic and velogenic strains of NDV consists of a polybasic cleavage site (R/K) RQ(R/K) R↓F, which is readily recognized by ubiquitous furin, an intracellular protease abundant in several cells and tissues, and consequently cleaves in many tissues resulting in systematic infection. In contrast, initiation of viral infection by cleavage of the F protein in lentogenic strains is restricted to respiratory and enteric systems and thus limiting the infections in these organs (Collins et al., 1993).

Although all NDV's strains are grouped within APMV-1, yet viruses show significant genetic diversity (Alexander, 1997; Aldous et al., 2003; Kim et al., 2007a). Without any incongruity, there are two methods which are currently being used to classify APMV-1 strains into different clusters. Aldous et al. (2003) have divided APMV-1 into six lineages and 13 sub-lineages, which later included three sub-lineages (Aldous et al., 2003; Snoeck et al., 2009). According to the second system, APMV-1 has been divided into two main categories which are represented as class I and class II. The class I is also subdivided into nine genotypes while the class II is subdivided into at least 13 genotypes (Ballagi-Pordány et al., 1996; Czeglédi et al., 2006; Kim et al., 2007b). In general, there is just slight dissimilarity that exists amid the two systems (Miller et al., 2010) in which lineage 6 comprised class I viruses and lineage 1, 2, 4, and 5 consisted of viruses belonging to genotype I, II, VI, and VII of class II, respectively. Furthermore, highly diverse lineage 3 comprised of genotype III, IV, V, and VIII of class II viruses (Miller et al., 2010). Several previous studies have shown that genotype V, VI, and VII of class II viruses were the most prevalent viruses presently circulating globally. Out of these, lineage 5 or genotype VII of class II viruses were the most predominantly isolated strains of NDV from Asia, Africa, Middle East, and South America (Khan et al., 2010; Miller et al., 2010; Munir et al., 2012; Perozo et al., 2012). A recent study has classified NDV strains into several new genotypes based on the mean inter-populationary evolutionary distance of 10% as the cutoff value (Diel et al., 2012). Based on that study, viruses in class I formed a single genotype, while class II viruses were separated into 15 genotypes including 10 earlier established genotypes (I - IX and XI) and five new genotypes (X, XII, XIII, XIV, and XV). The subsequent study introduced two additional genotypes into this classification system (XVII and XVIII) from NDV outbreaks occurring in the Asia, west, and central Africa (Munir et al., 2012; Snoeck et al., 2013). Taken together, none of the classification systems represent a clear lineage/genotype-specific disease potential, geographical distribution or host specifications.

Similar to other RNA's viruses, NDV holds potential for evolution (Miller et al., 2010). However, limited information is available that clearly defines events of evolution, recombination, and possible gained pathogenicities of NDV strains in avian hosts. This lack of information is partly due to (i) mainly NDVs are characterized based on the partial sequence of F or HN genes which are insufficient to identify recombination (Song et al., 2011), (ii) full genetic characterized of majority of APMVs is performed using conventional methodologies (PCRs and Sanger sequencing) which is not only error prone but also less capable to identify poorly presented virus population in the complex samples, and (iii) initial clinical material appeared to be insufficient for amplification of full genome in conventional PCRs. This requires propagation of viruses in chicken eggs, and this process may favor the replication of fitter viruses and masking the recombined strains that by any means are lower in population. Despite these shortcomings, recombination events, and evolution diversities have been reported in the NDV (Qin et al., 2008; Chong et al., 2010). Previously, Han et al. (2008) have reported a natural recombination NDV isolate named cockatoo/Indonesia/14698/90 (AY562985) with anonymous major parental lineage and two minor parental-like lineages derived from vaccine lineage and anhinga/U.S. (Fl)/44083/93 lineage, in that order (Han et al., 2008).

One of the driving forces for recombination and increasing pathogenic potential of viruses is the immune pressure imposed by the extensive vaccination (Read et al., 2015). For NDV, the primary means of disease control has been the employment of exhaustive vaccination program in both layer and broiler poultry sectors. Despite mass vaccination being practiced, NDV outbreaks have been reported throughout the world and have led to substantial economic losses to the industry over the years (Miller et al., 2010). This escaped protection has been linked to the partial protection by the current vaccines and persistent virus shedding in the immunized birds (Xiao et al., 2012; Samuel et al., 2013).

In Malaysia, an intensive vaccination program has been placed, however, the disease is continuously emerging, and the impact is enormous (Yusoff and Tan, 2001; WAHID, 2015). In this regards, we have recently characterized several isolates of NDV from various states of Malaysia from 2004 to 2005 (Tan et al., 2010). This characterization was based on the partial F gene sequences which limit the full genetic characterization and detection of recombination events. Here, we optimized a simple, robust and less resource-demanding methodology for the whole genome sequencing of APMVs using next-generation sequencing (NGS) technology. Using this protocol, we generated unbiased consensus-level full genomes of five APMVs strains which were obtained from clinical outbreaks during 2004–2013 in Malaysia. Phylodynamics and evolutionary analysis revealed recombination between lineage 2 and 5 and shown features that are unique for this lineage/genotype of APMV-1. The presented results are crucial to establishing bases for the vaccine-induced immune pressures, vaccine failure, and potential of APMVs to evolve for higher pathogenicity.

MATERIALS AND METHODS

Samples Collection

Five NDV isolates were obtained from individual outbreaks in the commercial poultry farms that were vaccinated for Newcastle disease (ND) located in different states in Malaysia (Table 1). Two isolates, IBS002/11 and IBS005/11, were isolated in 2011 while other three isolates, MB128/04, MB 076/05, and IBS025/13, were isolated in 2004, 2005, and 2013, respectively. Apart from IBS025/13, all samples were detected positive previously using reverse transcriptase PCR (RT-PCR) which is based on the partial F gene (data not shown). In addition, these isolates have been characterized in the past as genotype VII NDV isolates which are based on the partial F gene sequencing (Berhanu et al., 2010; Tan et al., 2010; Roohani et al., 2015).


Table 1. Clinical description and vaccination history of Malaysian NDV isolates used in this study.
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Virus Specimens

All NDVs used in this study were triple plaque-purified on chicken embryo fibroblast (DF1 cells) and propagated by inoculating into 9 days-old specific-pathogen-free (SPF) embryonated chicken eggs and stored in liquid nitrogen. Virus stocks of the selected NDV isolates were thawed and propagated in the allantoic cavity of 9 days old SPF embryonated chicken eggs according to European Community Directive 92/66/EC (CEC, 1992) and identified using hemagglutination (HA) test. Allantoic fluids from the sample showing high HA titers more than 27 were divided into working stocks and stored at −20°C. These allantoic fluids were used as working stocks for pathogenicity assessments and sequencing.

RNA Extraction and Quality Control

Genomic viral RNA was extracted from the infected allantoic fluid of SPF eggs by using TRIzol® Reagent (Invitrogen, USA) according to the manufacturer's instructions. After air drying, the RNA pellet was resuspended in 40 μL nuclease-free water (Ambion, USA). The quantity and purity of the extracted RNA were checked by Eppendorf BioSpectrometer® subsequently, and was then stored at −80°C for further analysis.

Designing of Primers

Based on the complete genome of NDV strain chicken/Banjarmasin/010/10 (HQ697254.1), five pairs of primer sets (Table 2) were designed to amplify the whole genome of five Malaysian NDV isolates. The full genome of NDV was divided into 5 fragments encompassing hypervariable regions flanked by more conserved sequence regions. The fragments that were identified with the most conserved regions were subjected to NCBI Primer 3 and Primer-BLAST tool and five diverse primer pairs were designed. An additional primer pair was designed for the third fragment, which consists of the highly variable regions.


Table 2. Primers used to amplify the complete genome of lineage 5 NDV.
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cDNA Synthesis

First-strand cDNA synthesis (reverse transcription) was performed using MMLV Reverse Transcriptase First-Strand cDNA synthesis kit (Epicentre, USA). Briefly, the following components were combined on ice: 6.5 μL of RNase-Free Water, 5 μL of viral RNA sample and 1.5 μL of fragment 1 forward primer (Table 2) for a 12.5 μL total reaction volume, incubated at 65°C for 2 min with heated lid and chilled on ice for 1 min. A second reagent mix of 2 μL MMLV RT 10 × Reaction Buffer, 2 μL 100 mM DTT, 2 μL dNTP PreMix, 0.5 μL RiboGuard RNase Inhibitor and 1 μL MMLV Reverse Transcriptase were added to each first-strand cDNA synthesis reaction and mixed gently on the ice. The reaction was incubated at 37°C for 60 min followed by heating at 85°C for 5 min and chilled on ice for at least 1 min. The cDNA was briefly centrifuged and immediately used or stored at −80°C for future analysis.

Synthesis of Double Strand DNA

Based on the manufacturer's instructions of using KAPA HiFi Hot Start Ready Mix (KAPA Biosystems, USA) kit, the cDNA was used to synthesize a double strand DNA. Briefly, 3 μL of cDNA was combined with 12.5 μL of 2 × KAPA HiFi Hot Start Ready Mix, 0.9 μL of 10 μM forward primer and reverse primer up to 25 μL volume with PCR-grade water. The thermal cycling protocol for the PCR was included with an initial denaturation at 95°C for 3 min followed by a sequence of 30 cycles, which comprised denaturation at 98°C for 20 s, annealing at 60°C for 20 s, extension at 72°C for 2 min and final extension hold at 72°C for 5 min. The PCR product was detected in 0.8% agarose gel electrophoresis and purified using MEGAquickspin™ Total Fragment DNA Purification Kit (iNtRON Biotechnology, South Korea) as per manufacturer's instructions.

Next-Generation Sequencing Library Preparation and Sequencing

Each DNA originated from the isolates was quantified by using Qubit dsDNA HS Assay Kit (Invitrogen, USA) and then normalized to 0.2 ng/μL. A total of 1 ng of DNA was subjected to library preparation using Nextera XT DNA Sample Prep Kit (Illumina Inc., San Diego, CA, USA) by following the manufacturer protocol. Briefly, the DNA was tagmented (fragmented and tagged) by the Nextera XT transposome. The tagmented DNA was used as template in a 50 μl of PCR with 12 cycles and processed as outlined in the Nextera XT protocol. Additionally, AMPureXP beads (Beckman Coulter Inc., Fullerton, CA, USA) was applied to purify the amplified DNA.

After PCR clean up, DNA fragment size and library concentration was analyzed by using 2100 Bioanalyzer (Agilent Technologies, USA) and Library Quantification Kit (KAPA Biosystems, USA). Afterward, DNA libraries were normalized to 4 nM and libraries with unique indexes were pooled in equal volumes. Pooled libraries were denatured and diluted with 0.2 N NaOH and pre-chilled Hybridization Buffer (HT1) to produce a denatured 12 pM library in 1 mM NaOH solution. The final library was sequenced using MiSeq (Illumina Inc., San Diego, CA, USA) with the read length of 2 × 150 bp.

Analysis of the Data

The overlapping paired-end reads were filtered on the Phred quality score (Q30) and imported to CLC Genomics Workbench software version 7.5.1 (CLC bio, Aarhus, Denmark) for adapter trimming and de novo assembly of the paired-end reads to contigs. The contigs were then subjected to BLASTN at NCBI and based on the highest sequence similarity and lowest E-value, reference genomes were determined. Low coverage contigs were excluded and when necessary, partial but overlapping contigs were combined. Final consensus having more than 99% coverage to full genome sequences were then examined for appropriate assembly depending on the length and the presence of the expected intact NDV open reading frames.

Confirmation Using Sanger Sequencing

Two gaps were observed in the consensus of IBS005/11 at the nucleotide positions of 1708–1743 and 1821–1882. Forward primer sequence 5′-GCCATCCCAAGACAACGACA-3′ aligning nucleotide position of consensus at 1555 and the reverse primer sequence 5′- CCCTGGGCCGTTATTATGCT-3′ aligning position of IBS005/11 consensus at 1956 were designed by using NCBI Primer 3 software to close the gap. The PCR product was observed in 1.5% agarose gel. Similarly, 7 nucleotides gap was observed in the consensus of MB128/04 at the nucleotide positions 1698–1708. This gap was closed using the same forward and the reverse primer sequences earlier mentioned. Additionally, the recombination region (1–2766 bp) including the 6 nucleotides deletion at the position 1647 of 5′ NCR of the NP gene was validated twice by sequencing the fragment 1 (Table 2) of the IBS025/13 NDV isolate by primer walking technology.

The cDNA template was synthesized as previously described and PCR was performed according to PCR conditions mentioned above. Both PCR products were purified with MEGAquickspin™ Total Fragment DNA Purification Kit (iNtRON Biotechnology, South Korea) as per manufacturer's instructions. Sanger sequencing was performed from both directions in order to close the gaps and confirmation of recombination region in the IBS 025/13 isolate. Finally, the obtained sequences were aligned with the consensus by using MEGA6 software (Tamura et al., 2013).

Amplification of the 3′- and 5′- Terminal Ends of the Viral RNA

To determine the leader and trailer at the 3′- and 5′- terminal ends of the viral RNA, rapid amplification of cDNA ends (RACE) was performed as described earlier on de Leeuw and Peeters (1999). The 5′ end primer L-cDNA (5′- AAGTCACAATACTGGGTCTCAG -3′), which was designed from L gene of genotype VII NDV strain, chicken/Banjarmasin/010/10 (HQ697254.1) was used to generate single-stranded cDNA as described above. The T4 RNA ligase (New England Biolabs Inc, USA) was then used to ligate the generated single-stranded cDNA so as to anchor primer (5′- CACGAATTCACTATCGATTCTGGATCCTTC-3′). One micro liter of ligation mixture was used for PCR with KAPA HiFiHotStartReadyMix (KAPA Biosystems, USA) in accordance with the manufacturer's instructions. The primers used were anchor-complementary (5′-GGATCCAGAAT-CGATAGTGAATTCG-3′) and L-PCR (5′-CAGCCAAGGGAT-ATTACAGTAACT-3′). The PCR consisted of 30 cycles of 1 min at 98°C, 20 s at 60°C and 20 s at 72°C. The PCR products were then cloned into pJET 1.2 blunt/cloning vectors (Thermo Fisher Scientific, Inc, USA) and verified by sequencing. The anchor primer was ligated to the 3′ prime end of genomic RNA with T4 RNA ligase as described above in order to determine the sequence of the 3′-terminal ends. Then, the anchor-complementary primer was used to generate the cDNA. Hence, anchor-complementary and NP-PCR primers were used to conduct PCR. Primer (5′-GGAGCTGCTCGTATTCGTC-3′) was used to generate fragments for strains MB076/05, IBS002/11, IBS005/11, and MB128/04. Meanwhile, NP-PCR primer (5′- CGAGGAGCTGTTCGTACTCATCAA-3′) was used for strain IBS025/13. The PCR conditions were the same as have been described above.

Recombination among NDV Sequences

SimPlot program (Ray, 2003) was used to identify putative recombination breakpoints in the sequenced whole genome of NDV isolates and to identify sequences possibly originated from a recombination. The program is based on a sliding window process and consists of a way of graphically displaying the coherence of the sequence relationship over the entire length of a set of aligned homologous sequences. The window width and the step size were set to 200 bp (or 500 bp) and 20 bp, respectively. In addition, Recombinant Program v4.56 (RDP4) was used for the detection of recombination events, likely parental isolates of recombinants and recombinant breakpoints. Various methods such as RDP, GENECONV, Chimaera, MaxChi, BOOTSCAN, and SISCAN with default settings (Martin et al., 2005) were used by the RDP4 program.

Phylogenetic and Pairwise Sequence Comparisons (PASC) Analysis

The nomenclature of the NDV isolates in this study was based on genotypes (Ballagi-Pordány et al., 1996; Czeglédi et al., 2006) and lineages (Aldous et al., 2003; Snoeck et al., 2009; Munir et al., 2012). CLUSTALW (Thompson et al., 1997) was used to align all the NDV sequences while MEGA6 software was used to analyze all the phylogenetic. The model with lowest BIC (Bayesian Information Criterion) value was selected as the most suitable model for phylogenetic analysis (Tamura et al., 2013). The reliability of the lineages defined for NDV was determined by Pair-Wise Sequence Comparisons (PASC) using selected NDV strains available in GenBank representing all lineages except lineage 6 and Malaysian isolates. All reference isolates used in this study were named first with accession number followed by country of origin, respected lineage and year of isolation. Also, mean distances among and within lineages were calculated using PASC in MEGA6 software.

Ethics Statement

The animals used for this research were kept in the house and animal care procedures were conducted according to the local animal welfare regulations and EU directive (EU Directive on the protection of animals used for scientific purposes 2010/63/EU) (EU, 2010) under bio-safety level (BSL2) enhanced experimental animal facility at the Faculty of Veterinary Medicine, UPM. The animal experimental protocol for Intracerebral Pathogenicity Index (ICPI) study was approved by the Institutional of Animal Care and Use Committee (IACUC), Faculty of Veterinary Medicine, UPM (reference number UPM/IACUC/AUP-R028/2013); the local animal care authority. Animals were monitored for a minimum of three times per day by a qualified and registered veterinarian to ensure animal welfare and health. The end point of all these in vivo animal experiments was death; although, a humane endpoint was pre-defined in the protocol and applied to prevent any pain, distress or suffering. The humane endpoint was decided for chicks used for ICPI study manifested terminal clinical signs. Animals showing terminal signs including anorexia and paralysis were sacrificed by cervical dislocation under sedation in accordance with standard guidelines (EU, 2010; Leary et al., 2013).

Intracerebral Pathogenicity Index Assessment in SPF Chickens

Pathogenicity of NDV isolates was assessed by using a standard ICPI test as earlier stated (OIE, 2012). Briefly, 50 μl of allantoic fluid of each NDV isolate with an HA titer more than 16 HA units/50 μl and diluted 10-fold in PBS without antibiotics were inoculated intracerebrally to 1-day-old chicks (n = 10). Ten chicks were kept as uninoculated control. All the chicks were being monitored at least three times per day for an 8-day period of observation. The NDV isolates that scored an ICPI > 1.5 were identified as velogenic strains, <0.7 as lentogenic and those with intermediate ICPI values were considered as mesogenic strains (OIE, 2012).

RESULTS

Whole Genome Sequencing of NDV

The present study proposes a pipeline to generate consensus level sequences with more than 99% coverage of the full genome. The consensus level genome sequences of five NDV isolates belonging to genotype VII were generated for the first time in Malaysia. The whole genome sequences of these NDV isolates were deposited in the GenBank and are available under the following accession numbers: KR074407 for MB128/04, KR074406 for MB076/05, KR074404 for IBS002/11, KR074405 for IBS005/11 and IBS025/13 for KT355595.

Summary of the genomic features of the Malaysian isolates, including starting and ending positions of each gene, intergenic, and coding regions, represented in Tables 3, 4. The genome length of 4 NDV isolates (MB128/04, MB076/05, IBS002/11, and IBS005/11) and IBS025/13 isolate was calculated to be 15,192 nts and 15,186 nts respectively, which putatively consisted of 6 different genes with each gene containing a single or multiple open reading frames (ORFs) as indicated in Tables 3, 4.


Table 3. Summary of the genome organization and the predicted protein length of the sequenced MB128/04, MB076/05, IBS002/11, and IBS005/11 isolates.
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Table 4. Summary of the genome organization and predicted protein lengths in the sequenced IBS025/13 isolate.
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Biological and Molecular Pathogenicity Assessment

The isolates in the current study exhibited ICPI values more than 1.5 and the F protein cleavage site sequences exhibited 112R/K-R-Q-R/K-R↓F117 motif similar to mesogenic and velogenic NDV strains, which is another characteristic considered by the World Organization for Animal Health (OIE) to assess the pathogenicity (OIE, 2012) (Table 5).


Table 5. Biological and molecular characterization of NDV isolates.
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Phylogenetic and Pairwise Sequence Comparison (PASC) Analysis of NDV Isolates

Genomic information is the basis used by the two currently available methods in NDV classification, where one is to identify strains by lineages and the other by classes/genotypes. The phylogenetic and pairwise sequence comparison data presented in this study is based on the lineage classification proposed by Aldous et al. (2003) and Munir et al. (2012). According to the phylogenetic analysis of partial F gene, all the isolates clustered with lineage 5 (Figure 1). Moreover, in line with the PASC analysis, the isolates also have the highest percentage identity (PI) to NDV strains belonging to lineage 5. The NDV isolates MB128/04 and MB076/05 isolated in 2004 and 2005, respectively, showed the highest PI of 92.41% to lineage 5 (Table 6). Meanwhile, PASC analysis of the genetic similarity among sub-lineage under lineage 5 indicated that the isolates showed the highest PI to sub-lineage 5a. However, except for IBS025/13, the genomic divergence between the lineage 5a and the sequenced viruses isolated during the period from 2004 to 2011 is increasing (Table 7). The phylogenetic tree was drawn based on nucleotide sequence of complete genome sequences, and it shows the clustering of the isolates with lineage 5 (Figure 2A). The robustness of the genetic groupings and topology of the phylogenetic trees were also confirmed by the findings obtained from the PASC analysis of the complete genome as well as F, HN, M, and L protein sequences of MB128/04, MB076/05, IBS002/11 and IBS005/11 isolates, respectively, whilst PASC analysis of NP and P protein sequences of IBS025/13 isolate showed the highest percentage identity to lineage 2 viruses (Table 8). Furthermore, maximum likelihood phylogenetic trees constructed based on NP and P proteins of IBS025/13 isolate indicated that those proteins were clustered with lineage 2 viruses and substantiated the results obtained from PASC analysis (Figure 2B).
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FIGURE 1. A phylogenetic analysis of the Newcastle disease viruses; Phylogenetic relationship among 120 published NDV isolates and 5 Malaysian isolates based on F gene nucleotide sequences between 47 and 422 positions. The sequences used were obtained from GenBank. As identified by Aldous et al. (2003), Class II viruses representing lineages 1–5 (n = 120) and Malaysian isolates from 2004 to 2013 (n = 5) identified with 373 base pair region encoding the amino terminal end of the fusion protein. Tree construction was done using the Neighbor-Joining method with the maximum composite likelihood substitution model after 1000 bootstrap replication by using MEGA 6. Lineage 6 of APMV-1 was excluded in the analysis. Isolates presented in this study was marked with a red triangle ([image: yes]).




Table 6. Pairwise sequence comparison of the partial F gene sequences of Malaysian isolates based on different lineages.
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Table 7. PASC analysis of the partial F gene sequences of Malaysian isolates based on lineage 5.
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FIGURE 2. The maximum likelihood phylogenetic trees constructed by using 5 Malaysian NDV isolates. (A) The phylogenetic tree based on nucleotide sequence of complete genome compared with 38 representative complete genomes of lineage 1–5 belongs to APMV-1. (B) The phylogenetic trees based on amino acids sequence of NP, P, M, F, HN, and L proteins compared with 38 representative protein sequence of lineage 1–5 belongs to APMV-1. The tree is drawn to scale, with branch lengths measured in the number of substitutions per site. Evolutionary analyses were conducted in MEGA6. Malaysian isolates MB128/04, MB076/05, IBS002/11, and IBS005/11 presented in this study are marked with a triangle (Δ) and IBS025/13 with a circle (◦).




Table 8. Estimates of the evolutionary distance of NP, P, F, HN, M, L amino acid and complete genome nucleotides sequences between Malaysian NDV isolates and each lineage.
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Recombination Analysis of NDVs Using Simplot and RDP

A standard similarity plot (Simplot) (Ray, 2003) was used to analyze the possible events of recombination in the sequenced isolates with representative isolates of lineages 1–5 obtained from GenBank. Since the analysis revealed that NP and P gene regions of isolate IBS025/13 have the highest genomic similarity toward lineage 2 viruses over lineage 5 (Figures 3A,B), we also investigated the first 1/3 of NDV genome alignment to identify potential breakpoints by using recombinant detection program (RDP) (Martin et al., 2005). Possible breakpoints at nucleotide position 1–2766 and 2767–2984 were detected by p-value equal to RDP (8.418E-4), Geneconv (1.617E-3), BootScan (8.349E-4), MaxChi (1.612E-1) and SiScan (2.509E-10). The most convincing evolutionary evidence for recombination was the occurrence of incongruent phylogenetic trees (Zhang et al., 2010). Maximum composite likelihood phylogenic trees were constructed in both break points using MEGA 6 software with 1000 bootstrap values according to the best model selected on lowest BIC. The results confirmed clustering of IBS025/13 isolate with lineage 2 NDVs at breakpoint 1–2766 and breakpoint 2767–2984 with lineage 5 NDVs (Figures 4A,B). Further evidence on the event of recombination in NDV was provided by sequence comparisons within the species-defining clusters (Han et al., 2008). Nucleotide fragment of 1–2766 of IBS025/13 was used as a query in BLAST in the GenBank, which showed the highest sequence identity of 99% to Lasota (AF077761), B1 (AF309418), Clone 30 (Y18898) lineage 2 NDV vaccine strains (data not shown). Sequence analysis confirmed the NP gene of IBS025/13 from nucleotide position 55–1801, which include both the 3′ and 5′ untranslated regions (UTR) were derived from lineage 2 isolates (Table 4). In addition, the deletion of 6 nts at the UTR region of NP gene revealed similar genome length to lineage 2 NP genes. Meanwhile, the entire 3′ UTR of P gene (1804–1886) and two-thirds of P gene from position 1887–2776 of IBS025/13 also resemble lineage 2 isolates (Table 4).


[image: image]

FIGURE 3. Results from SimPlot Analysis of IBS025/13. The evidence for recombination of strain IBS025/13. (A) The similarity of the complete genome of IBS025/13 from SimPlot analysis with 38 representative complete genomes belonged to APMV-1. Standard similarity plot constructed using all sites of the complete genome within a sliding window of 200 bp wide centered on the position plotted with a step size between plots of 20 bp. The y-axis gives the percentage of identity. (B) The similarity of the first 1/3 genome representing NP, P, and M gene of IBS025/13 from SimPlot analysis with most similar nucleotide sequences belong to APMV-1. Standard similarity plot constructed using all sites of the first 1/3 genome with a window size of 200 bp and a step size of 20 bp. The y-axis gives the percentage of identity. Red vertical lines indicate the possible breakpoints.
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FIGURE 4. Neighbor-joining phylogenies inferred for the two regions (A,B) delimited by the breakpoints. The percentage of replicate trees in which the associated taxa clustered together in the bootstrap test (1000 replicates) is shown next to the branches (only N70% is shown). The tree is drawn to a scale, with branch lengths in the same units as those of the evolutionary distances used to infer the phylogenetic tree. The Maximum Composite Likelihood model as described in Methods, and are in the units of the number of base substitutions per site was used to compute the evolutionary distances. Codon positions included were 1st + 2nd + 3rd + non-coding. All the positions that contained gaps and missing data were removed completely from the dataset (complete deletion option). Phylogenetic analyses were conducted in MEGA6. Malaysian isolates presented in this study are marked with a triangle (Δ) and the putative mosaic is indicated with a circle (◦).



DISCUSSION

In 2013, more than 3000 ND outbreaks were reported from Asian countries to the World Organization for Animal Health (WAHID, 2015). Characterizing and understanding the molecular epidemiology of the currently circulating NDV strains in the world, is essential for the controlling and preventing ND outbreaks (Miller et al., 2010). The current approach used only five sets of primers to cover the whole genome of NDV, and the protocol could support the multiplexing of 94 samples by tagging unique combination of indexes during a single sequencing run with a fast turn-around time, which dramatically reduced the cost and laborious work needed to be conducted in complete genome sequencing. Since adopted method used a unique combination of indexes to each NDV sample during multiplexing and raw sequenced data was filtered according to the tagged indexes, generated sequences are originated purely from the NDV isolates obtained from outbreaks. Moreover, NGS based on Ion Torrent Personal Genome Machine (PGM, Life technologies), has been used to sequence the complete genome of avian paramyxoviruses type 4 (Wang et al., 2013).

Genome lengths of the MB128/04, MB076/05, IBS002/11 and IBD005/11 isolates were similar to the genome length of genotype V–VIII. and IX in class II APMV-1. Studies have shown that the genome length of these genotypes have evolved by an insertion of 6 nts at the nucleotide position of 1647 in the 5′ non-coding region (NCR) of the NP gene of early genotypes (I–IV), which have genome length of 15,186 nts (Czeglédi et al., 2006). Interestingly, genome length of IBS025/13 NDV isolated in 2013 was 15,186 nts, similar to the genome length of early NDV genotypes (I–IV) isolated during 1930–1960s (Czeglédi et al., 2006). In this isolate, deletion of 6 nts at the same position of 5′ NCR of the NP gene was observed subsequently confirmed by targeted region amplification and sequencing using primer walking technology. In addition, the NP and P gene regions of IBS025/13 were sequenced thrice using Sanger sequencing to confirm the recombinant events.

The OIE recognizes the ICPI as a test which can be used to assess the pathogenicity of NDV. An NDV strain with an ICPI ≥ 0.7 is identified as a virulent or “notifiable” to the OIE. The cleavage site motif 112R/K-R-Q-R/K-R↓F117 is cleavable by a wide range of proteases that subsequently cause systemic infection (Panda et al., 2004; Maminiaina et al., 2010; Miller et al., 2010). The cleavage site motif of the isolates also demonstrated the sequences of velogenic strains and these findings confirm the velogenic nature of the Malaysian NDV isolates (Table 5) reported in this study.

Previously, Munir et al. (2012) have indicated that NDV sub-lineages under lineage 5 can be identified with cut-off PI at 95% based on partial F gene sequences. In that study, viruses in lineage 5 can be further divided into 9 sub-lineages, from 5a to 5i with previously characterized NDV isolates including recent isolates reported from African countries and Pakistan. Based on the above study, MB128/04 and MB076/05 can be placed in the sub-lineage 5a. One of the salient findings of this study is, although IBS002/11 and IBS005/11 that were isolated in 2011 have the highest PI-value to the sub-lineage 5a, the PI-value was <95%. The findings illustrate the evolutionary pattern observed in NDV isolates from 2004 to 2011 and urged a reviewing of the current sub-lineage cut off point of lineage 5 in NDV classification or placing NDV isolates IBS002/11 and IBS005/11 under a new sub-lineage of lineage 5. Furthermore, the findings of this study support a reviewing of the current nomenclature of NDV as proposed by Miller et al. (2010) and Munir et al. (2012). The phylogenetic tree drawn based on complete nucleotide sequences of isolates shows the clustering of the isolates with lineage 5 and these findings agreed with Miller et al. (2010), who propounded that currently, the predominant circulating NDV isolates in the Asian region are of lineage 5.

In comparison to the traditional NDV classification method by partial F gene, the whole genome analysis is advantageous for the identification of recombination events. Other previous studies have reported the evidence of recombination in F gene sequences between genotype II and genotype VII, poultry and ostrich NDVs (Yin et al., 2011). Moreover, Chong et al. (2010) and Han et al. (2008) have reported recombinants of NDVs that involved multiple genotypes. The results of the current study present the first natural recombination event detected between lineage 2 and 5 following isolation and sequencing of virus from an ND outbreak in chicken.

Vaccination against NDV has been described as the most effective prevention strategy seconded to strict bio-security measures in modern poultry farming where live and killed vaccines are widely used throughout various countries in the world. Despite intensive vaccination, the occurrence of NDV outbreaks in endemic countries in Asia, Africa, and Central America is puzzling (Czeglédi et al., 2006). High-density rearing in modern poultry farming, which enhances close animal-to-animal contact, favoring transmission of virulent viruses over milder forms and selective immune pressure exerted by improper vaccination, can affect the evolution of circulating virulent viruses (Miller et al., 2010; Zenglei and Liu, 2015). Additionally, improper vaccination strategy, immune suppression and presence of variant NDV strains have been implicated as the main underlying factors of poor vaccine efficacy against ND (Okoye and Shoyinka, 1983; Yu et al., 2001; Cho et al., 2007; Dortmans et al., 2012; Perozo et al., 2012).

Based on bioinformatics analysis, it has been reported that vaccination with live attenuated viruses altered the evolution of NDV by sustaining a large effective population size of a vaccine-related genotype, allowing for co-infection and recombination of vaccine and wild-type strains (Chong et al., 2010). In that study, recombination events in NP gene of Cockatoo/14698 Indonesia (AY562985) and F gene of Layer/SRZ03 China (EU167540) of genotype VII isolate with genotype I isolates were identified by maximum likelihood trees and RDP3 program (Chong et al., 2010). The current study provides the evidence of recombination in NDV between vaccine lineage and the circulating lineage 5 following an isolation and sequencing. Since live attenuated vaccines are being carried out in most of the NDV-endemic countries, the likelihood of recombination between vaccine and field strains is relatively high. The magnitude of occurrence and underlying molecular mechanisms of natural recombination in NDV is not well documented. Many research groups have documented natural recombination events for NDV (Han et al., 2008; Qin et al., 2008; Chong et al., 2010; Zhang et al., 2010; Yin et al., 2011). However, it has also been suggested that the recombination between different NDV strains is a rare event (Afonso, 2008) and that apparent genetic recombination in NDV may be an artifact (artificial recombination) (Song et al., 2011). Nevertheless, evidence of recombination between wild type and vaccine strains of NDV is relatively under-reported compared to other RNA viruses including avian influenza viruses (Webster et al., 1974), infectious bursal disease virus (Hon et al., 2008) and infectious bronchitis virus (Cavanagh et al., 1992).

Taken together, this study has described the application of NGS-based technology for complete genome sequencing of genotype VII NDV isolates. The protocol was able to generate consensus-level full genome sequence of five virulent NDVs obtained from outbreaks during 2004–2013 in Malaysia. The in-depth studies conducted on the different genotype VII NDV demonstrated the increase in the evolutionary distance of F and HN proteins of circulating lineage 5 NDVs against lineage 2. Furthermore, this study provides the evidence of recombination between the vaccine lineage and circulating virus, which warrants the importance of continuous investigations on the genome-wide study of NDV diversity.
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Although Newcastle disease virus (NDV) with high pathogenicity has frequently been isolated in poultry in China since 1948, the mode of its transmission among avian species remains largely unknown. Given that various wild bird species have been implicated as sources of transmission, in this study we genotypically and pathotypically characterized 23 NDV isolates collected from chickens, ducks, and pigeons in live bird markets (LBMs) in South China as part of an H7N9 surveillance program during December 2013–February 2014. To simulate the natural transmission of different kinds of animals in LBMs, we selected three representative NDVs—namely, GM, YF18, and GZ289—isolated from different birds to evaluate the pathogenicity and transmission of the indicated viruses in chickens, ducks, and pigeons. Furthermore, to investigate the replication and shedding of NDV in poultry, we inoculated the chickens, ducks, and pigeons with 106 EID50 of each virus via intraocular and intranasal routes. Eight hour after infection, the naïve contact groups were housed with those inoculated with each of the viruses as a means to monitor contact transmission. Our results indicated that genetically diverse viruses circulate in LBMs in South China's Guangdong Province and that NDV from different birds have different tissue tropisms and host ranges when transmitted in different birds. We therefore propose the continuous epidemiological surveillance of LBMs to support the prevention of the spread of these viruses in different birds, especially chickens, and highlight the need for studies of the virus–host relationship.

Keywords: newcastle disease virus (NDV), phylogenetic analysis, pathogenicity, transmission, South China

INTRODUCTION

Due to its high morbidity and mortality, Newcastle disease (ND) is considered to be the most significant and widespread infectious disease in commercial poultry—one that can cause severe economic losses in poultry, particularly chickens, and affect a range of other domestic species, including ducks and pigeons (Sinkovics and Horvath, 2000; OIE, 2012). In chickens, the clinical manifestation of NDV strains varies significantly due to the degree of strain virulence and host susceptibility (Alexander, 2000). NDV strains are categorized as highly virulent (velogenic), moderately virulent (mesogenic), or avirulent (lentogenic), all according to pathogenicity for chickens gauged by the intracerebral pathogenicity index (ICPI) and mean death time (MDT; OIE, 2012).

Historically, NDV strains have been divided into two major divisions—class I and class II—which contribute to the extensive genetic diversity among poultry worldwide, with class I being further divided into nine genotypes distributed worldwide in waterfowls and class II comprising 18 (I–XVIII) genotypes when the sequences are isolated over time (Ballagi-Pordány et al., 1996; Liu et al., 2003; Kim et al., 2007; Miller et al., 2010; Diel et al., 2012; OIE, 2012; Snoeck et al., 2013). With the exception of 9a5b, class I strains are avirulent in chickens and have historically been recovered from aquatic birds (Shengqing et al., 2002; Kim et al., 2007; Diel et al., 2012). Genotypes I, II, V, VI, VII, and IX of NDV have often been isolated in South China (e.g., Guangdong Province), although genotypes V, VI, and VII of class II strains are the predominant genotypes there and contain only virulent viruses (Jinding et al., 2005; Cai et al., 2011; Kang et al., 2014; Wang et al., 2015). In 1948, genotype IX emerged as a unique group including the first virulent NDV strains (F48E9) in South China, and members of the genotype are occasionally isolated from a wild variety of bird species (Liu et al., 2003). To date, many newly emergent strains isolated from a wide range of birds contribute to increasing the global burden of NDV and cause enormous losses in the poultry industry (Liu et al., 2003; Jinding et al., 2005; Kim et al., 2007; Kang et al., 2014). In 1981, genotype VI of NDV strains was first isolated from pigeons and was repeatedly isolated in China until 1985, when genotype VII became more epidemic and posed a constant threat to domestic poultry (Mase et al., 2002; Liu et al., 2003; Cai et al., 2011). Genotype VII of NDV strains have continued to circulate in poultry throughout South China and are now considered to be enzootic as they spread around the globe.

NDV has a wide range of hosts, as more than 250 bird species have been found to be susceptible by natural or experimental infections, although wild waterfowl and shorebirds are regarded to be the reservoir of the virus in nature (Kaleta and Baldauf, 1988). Chickens, pigeons, and ducks are most commonly susceptible to infection with the same NDV strain, though they exhibit different susceptibility (Erickson et al., 1980; Cattoli et al., 2011; Smietanka et al., 2014). As the most susceptible poultry, chickens are subject to high morbidity and mortality if infected with virulent NDV (Bogoyavlenskiy et al., 2005; Kang et al., 2014). Aquatic birds, including ducks, as natural reservoirs of NDV show nearly no obvious clinical symptoms when infected with NDV strains, even those virulent in chickens (Zhang et al., 2011; Kang et al., 2014). However, since the first large-scale outbreak of ND in geese in South China in 1997, duck-origin NDV strains have exhibited high virulence in waterfowl (Jinding et al., 2005; Zhang et al., 2011).

Some type 1 pigeon paramyxoviruses (PPMV-1) behave similarly to non-virulent viruses according to ICPI tests in 1-day-old chickens; whereas the strains are highly pathogenic to pigeons, the serial passaging of PPMV-1 in chickens results in increased virulence (Kommers et al., 2003; Dortmans et al., 2011). As a result, upon the natural transmission from pigeons to chickens, PPMV-1 strains may evolve into virulent viruses and induce major outbreaks (Dortmans et al., 2011). In China, the implementation of extensive vaccination procedures among commercial poultry farms and the culling of infected poultry have reduced the number of epizootic outbreaks of ND since the 1980s (Liu et al., 2003; Kang et al., 2014). However, genotypes V, VI, VII, and IX of NDV continue to circulate and frequently cause outbreaks in China (Cai et al., 2011; Qiu et al., 2011; Zhang et al., 2011; Kang et al., 2014; Wang et al., 2015). Nevertheless, very little information is available regarding the epidemiology, evolutionary trends, and transmission of the virus circulating in South China.

Previous studies have shown that PPMV-1 can be transmitted from infected pigeons to chickens placed in naïve contact (Alexander and Parsons, 1984; de Oliveira Torres Carrasco et al., 2008). At the same time, duck-origin NDV isolate can infect chickens and ducks and be transmitted to naïve contact chickens and ducks (Kang et al., 2014). However, little information is available regarding the pathogenesis and transmission of NDV among chickens, ducks, and pigeons. In this study, we therefore investigated the presence of NDV in chickens, ducks, and pigeons in live bird markets (LBMs) in South China and selected three viruses isolated from the different birds to better evaluate the pathogenicity and transmission of the NDV among various types of bird.

MATERIALS AND METHODS

Ethics Statement

The present study was carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the Ministry of Science and Technology of the People's Republic of China. All animal experiments were performed in animal biosafety level 3 facilities and were conducted under the guidance of South China Agricultural University's Institutional Animal Care and Use Committee and the Association for Assessment and Accreditation of Laboratory Animal Care International accredited facility. The protocol was reviewed and approved by the Committee on the Ethics of Animal Experiments of the animal biosafety level 3 Committee of South China Agricultural University, the approve ID is SCXK (Guangdong) 2013-0019.

Virus Isolation and Biological Characterization

Isolates were collected in LBMs in South China's Guangdong Province as part of an avian influenza (H7N9) surveillance program during December 2013–February 2014 by the Key Laboratory of Zoonosis Prevention and Control of Guangdong, China. Oropharyngeal and cloacal swab specimens were collected from commercial chickens, ducks, and pigeons from LBMs, also in Guangdong Province. A total of 214 swab samples were collected in 1.5 mL centrifuge tubes containing 1.0 mL transport medium (50% glycerol in phosphate-buffered saline [PBS]) with antibiotics (penicillin, 2000 U/mL; amphotericin B, 2000 U/mL; streptomycin, 2 mg/mL) and shipped to South China Agricultural University. The oropharyngeal and cloacal swab samples were inoculated in 10-days-old specific-pathogen-free (SPF) embryonated chicken eggs, as previously described (Kang et al., 2015). A hemagglutination (HA)-inhibition (HI) test was conducted using four HA units of the isolates and virus purification performed, as described by Office International Des Epizooties (OIE; OIE, 2012). A total of 23 NDV strains were isolated (Table 1). The MDT in 9-days-old SPF embryonated chicken eggs and ICPI tests in 1-day-old SPF chickens were performed according to OIE's (2012) standard procedure. Isolates were titrated in 10-days-old SPF-embryonated chicken eggs and stored at −80°C for further characterization. The evaluation of 50% egg infective doses (EID50) was calculated by using the Reed–Muench method (Reed and Muench, 1938).

Table 1. Epidemiological, genetic, and biological characteristics description of 23 NDVs isolated from South China.
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Animals

To test pathogenicity and reproduce the natural conditions of NDV transmission in chickens, ducks, and pigeons, we selected three strains representative of and circulating in South China: genotype VII Chicken/Guangdong/GM/2014 (GM), genotype IX Duck/Guangdong/YF18/2014 (YF18), and genotype VI Pigeon/Guangdong/GZ289/2014 (GZ289), each a predominant chicken-origin, duck-origin, and pigeon-origin genotype, respectively. A total of 27 6-weeks-old SPF white Leghorn chickens were supplied by Guangdong Dahuanong and housed in isolator cages under negative pressure with food and water provided ad libitum. A total of 27 pigeons (15-weeks-old Columba livia rock pigeons) and 27 commercially available domestic ducks (2-weeks-old Peking ducks) were purchased from a pigeon farm in Gaoming and a duck farm in Yunfu, respectively, and housed in isolators. All pigeons and ducks were confirmed to be serologically negative for ND by HI assays during a 1-day period before experimentation.

Genetic and Phylogenetic Analyses

We previously determined the complete genome sequence of the GM strain from LBMs in Guangdong Province preserved in our laboratory (Wang et al., 2014). The complete genome of the other two viruses YF18 and GZ289 used in this study were sequenced. For the other 20 isolates, viral genomic RNA was extracted from infected allantoic fluid by using an RNA isolation kit (RNeasy Mini Kit, Qiagen, Hilden, Germany) according to the manufacturer's instructions and reverse transcribed into cDNA with a cDNA synthesis kit (SuperScript RT-PCR, Invitrogen, Carlsbad, CA, USA). PCR amplification was carried out using primers specific to the complete genomes of NDV, as described previously (Kang et al., 2014), and the NDV F gene open reading frame was amplified using primers, also as described previously (Kang et al., 2014). PCR products were purified with a DNA purification kit (Corning, NY, USA) and sequenced using a cycle sequencing kit (BigDye Terminator, Applied Biosystems, Foster City, CA, USA) according to the manufacturer's protocol. Nucleotide sequences were compiled and edited using Lasergene version 7.1 software (DNASTAR, Madison, WI, USA). A phylogenetic tree based on the F gene open reading frame and the complete genome of the NDVs were constructed by using the maximum likelihood method with the generalized time reversible GTR+G+I4 model, using molecular evolutionary genetics analysis software (MEGA version 5.02), in following (Tamura et al., 2011; Diel et al., 2012). The statistical significance of the tree was assessed with a bootstrap value of 1000.

Animal Experiments

To assess the pathogenicity and transmission of the three representative isolated NDV strains GM, YF18, and GZ289, in chickens, ducks, and pigeons, three groups of 6-weeks-old SPF chickens, 2-weeks-old Peking ducks, and 15-weeks-old C. livia rock pigeons (nine birds per group) were inoculated with 106 EID50 of the indicated virus in a volume of 200 μL via intraocular and intranasal routes. Eight hour after infection, an additional three chickens, ducks, and pigeons were inoculated intranasally with 200 μL PBS and placed in physical contact—that is, in the same cage and sharing food and water ad libitum—with inoculated birds in order to monitor contact infection. We euthanized three inoculated birds (dead or ill with depression, torticollis, incoordination, and tremors) from each subgroup 3 days postinoculated (DPI) to test the virus replication from various tissues from the thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, kidney, and spleen. Oropharyngeal and cloacal swabs from all infected and contacted birds were collected for the detection of viruses shedding at 3, 5, 7, 9, and 11 DPI and suspended in 1000 μL transport medium (50% glycerol in PBS) with antibiotics (penicillin, 2000 U/mL; amphotericin B, 2000 U/mL; streptomycin, 2 mg/mL) for viral detection and titration in eggs. Virus titers were calculated as described previously (Kang et al., 2014). All birds were observed daily every 8 h for illness or death during the course of the 14-days experimental period. We collected serum samples from each surviving bird for serologic testing at 14 DPI. All samples were confirmed to show seroconversion by HI test using four HA units of isolates based on standard procedures (OIE, 2012).

Nucleotide Sequence Accession Numbers

Gen Bank accession numbers of the complete F genes of the 23 South China strains described in this study are designated in Table 1 (KT381585 to KT381606). The complete genome sequences of the GM, YF18, and GZ289 strains obtained in the present study are available from Gen Bank under the accession numbers DQ486859, KR014814, and KR014815, respectively.

RESULTS

Pathogenicity Analysis

Samples of chickens, ducks, and pigeons were taken at LBMs in Guangzhou, Yunfu, and Gaoming, China, where 42 chickens (Gallus gallus), 38 ducks (Peking), and 27 pigeons (C. livia) had oropharyngeal and cloacal swab samples taken as part of an avian influenza (H7N9) surveillance program (Table 1). Table 1 presents the initial biological characterizations of 23 NDV isolates, including MDT and ICPI. The seven class I genotype III and four class II genotype I or II samples with MDTs of >120 and with ICPIs of 0–0.2 h were consistent with a lentogenic pathotype. The other 12 strains from South China had MDTs of 42–87 h and ICPIs of 1.22–1.83 and were thus considered velogenic strains (OIE, 2012). Table 1 also lists the F protein cleavage site amino acid sequence of the 23 field isolates of NDV derived in this study, consistent with the virulence pathotype identified by MDT and ICPI tests.

Genetic and Phylogenetic Analyses of NDV Isolates

Based on the complete F genome sequences derived from different birds (Figure 1A), three strains were assigned to genotypes I, one to genotype II, eight to genotype VI, three to genotype VII, and one to genotype IX, for a total of 16 samples in class II. Seven samples were positive for avirulent class I strains. To further determine their molecular characteristics, we selected three strains noted in the previous section for the complete genome sequenced. The sequences were compared with 52 complete representative NDV genome sequences obtained from Gen Bank. Based on complete nucleotide sequences, phylogenetic analysis revealed that the GM, YF18, and GZ289 strains clustered into class II genotypes VII, IX, and VI, respectively (Figure 1B). In sum, we have shown that 23 NDV strains derived from chickens, ducks, and pigeons in LBMs were virulent or avirulent circulating in South China and have confirmed the coexistence of different genotypes of NDV in domestic poultry in vivo, thereby suggesting that NDV may be transmitted between types of domestic poultry and pigeons in South China.
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FIGURE 1. Phylogenetic tree of NDV strains. (A) Phylogenetic analysis based on the F-gene open reading frame (1662 nt) of viruses representing NDV class I and II available in Gen Bank. (B) Phylogenetic analysis based on the complete genome sequence (15192 nt) of the GM, YF18, and GZ289 strains derived from different birds. Viruses highlighted with the black triangles (▲) were characterized in this study. The tree was constructed using the Maximum Likelihood method with the Generalized Time Reversible GTR+G+I4 model of software MEGA (version 5.02), with 1000 bootstrap trials to assign confidence to the groupings.



Pathogenicity and Transmission of NDV among SPF Chickens

To evaluate tissue tropism and pathogenicity of three representative South China strains GM, YF18, and GZ289, in chickens, we inoculated each chicken with 106 EID50 of infective allantoic fluid of the indicated virus in a 200 μL volume via intraocular and intranasal routes and euthanized three chickens from each subgroup at 3 DPI, after which the remaining chickens were observed clinically for 2 weeks.

All chickens exposed to GM died within 3 DPI. All chickens inoculated with YF18 died by 5 DPI. However, none of the chickens infected GZ289 virus died. No symptom was observed in the GZ289-inoculated chickens despite their seroconversion; none of the naïve contact-group chickens seroconverted (Table 2). The GM, YF18, and GZ289 isolates were replicated systemically in various tissues of SPF chickens on 3 DPI, including thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, kidney, and spleen (Table 2). The GM, YF18, and GZ289 viruses showed remarkable replication in the lungs; with mean titers were 8.75, 8.25, and 3.42 log10EID50, respectively. In addition, the selected three viruses furthermore replicated to the mean titer of 6.75, 6.75, 2.00 log10EID50 in the spleen, respectively. In the GM inoculated chicken, the mean titers were from 6.50 to 8.75 log10EID50 in the tested tissues, which were greater than those in the YF18 and GZ289-inoculated chickens (Table 2). In other words, the GM virus replicated more highly in the chickens.

Table 2. Lethality, seroconversion, and tissues tropism among chickens in an intraspecies study of NDV transmissiona.
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GM, YF18, and GZ289 viruses shedding from the inoculated chickens were detected in oropharyngeal and cloacal swabs at 3, 5, 7, 9, and 11 DPI (Table 3). In the infected chickens, the GM virus was recovered from the oropharyngeal (4.79 log10EID50)on 3 DPI and from the cloacal (5.29 log10EID50) on 3 DPI (Table 3). The YF18 virus was shed from the oropharynx in inoculated chickens within 5 DPI (2.50–5.25 log10EID50). But, it only could be shed from the cloaca within 3 DPI (4.92 log10EID50). GZ289 virus shedding was detected from oropharyngeal and cloacal swabs only at 3 DPI (3.29 and 2.88 log10EID50, respectively).

Table 3. Virus titers in oraopharyngeal and cloacal swabs from chickens.
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To determine whether these three viruses could be horizontally transmitted among chickens, 8 h after infection, three chickens were inoculated with 200 μL PBS via the same routes as a naïve contact group and housed with those inoculated with the GM, YF18 or GZ289 viruses. In naïve contact-group chickens, housed with inoculated GM chickens during the observed time, died within 7 DPI (Table 2). GM virus was recovered from the oropharyngeal swabs (4.00–4.13 log10EID50) and from the cloacal swabs (3.75–3.92 log10EID50) at 3 and 5 DPI (Table 3). The naïve contact chickens housed with YF18 died within 7 DPI (Table 2). The virus shedding was detected from oropharyngeal and cloacal swabs at 3, 5, and 7 DPI (3.00–4.00 log10EID50 and 3.00–4.17 log10EID50, respectively). The naïve contact chickens housed with GZ289 virus still survived in 14 DPI, but none seroconverted (Table 2). Meanwhile, GZ289 virus was not recovered from oropharyngeal and cloacal swabs during the trial period from contact birds (Table 3).

Our study indicated that GM and YF18 were highly pathogenic to chickens, and could be transmitted by contact with naïve chickens, while the GZ289 virus did not replicate well in chickens, and did not spread by naïve contact (Figure 2).
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FIGURE 2. Transmission studies of NDV in chickens, ducks and pigeons. Three groups of chickens, ducks, and pigeons were inoculated with 106 EID50 of the indicated virus via the intraocular and intranasal routes and, 8 h after infection, three birds were placed into the same cage to monitor contact infection.



Pathogenicity and Transmission of NDV among Domestic Ducks

To assess the tissue tropism and pathogenicity of the three viruses in ducks, we inoculated each duck with 106 EID50 of the indicated virus in 200 μL via intraocular and intranasal routes and euthanized three ducks from each subgroup at 3 DPI. The remaining ducks were observed clinically for 14 days.

All ducks in the three infected virus groups survived during the period of infection (Table 4). The HI titers of groups inoculated with GM, YF18, and GZ289 were 8.0 log2, 7.7 log2, and 7.3 log2, respectively. In the ducks in the contact group, the HI titers for YF18 were all 5 log2, though none of the three ducks in the GM and GZ289 groups seroconverted (Table 4).

Table 4. Lethality, seroconversion, and tissues tropism among ducks in an intraspecies study of NDV transmissiona.
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In the inoculated ducks, the YF18 virus was replicated systemically in the tissues of the thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, kidney, and spleen on 3 DPI (Table 4). The YF18 virus replicated more highly in the lungs (5.00 log10EID50). The mean virus titers in the thymus, cecal tonsils, bursa of Fabricius, trachea, brain, kidney, and spleen were 3.33, 2.67, 2.75, 1.92, 1.58, 3.58, and 2.83 log10EID50, respectively. Generally, the GM and GZ289 virus titers were lower than those of YF18 in ducks. Those two viruses replicated in some tested tissues, including those of the thymus, cecal tonsils, bursa of Fabricius, lung, kidney, and spleen, but not in those of the trachea or brain (Table 4). The GM and GZ289 viruses replicated more highly in the lungs (4.17 and 3.92 log10EID50, respectively).

GM, YF18, and GZ289 viruses shedding from the inoculated ducks were detected in oropharyngeal and cloacal swabs at 3, 5, 7, 9, and 11 DPI (Table 5). In the infected ducks, the GM virus could be detected only from oropharyngeal and cloacal swabs at 3 DPI (1.96 and 1.58 log10EID50, respectively). YF18 virus shedding was detected in the oropharynx in inoculated ducks within 7 DPI, with virus titers from 1.58 to 2.42 log10EID50, and from the cloaca within 3 DPI, with virus titers of 1.75 log10EID50. Lastly, GZ289 virus shedding occurred with both oropharyngeal and cloacal swabs at 3 DPI (1.75 and 1.83 log10EID50, respectively).

Table 5. Virus titers in oropharyngeal and cloacal swabs from ducks.
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To determine whether these viruses could be horizontally transmitted among ducks, 8 h after infection three ducks were inoculated with 200 μL PBS via the same routes as a naïve contact group placed with those inoculated with the GM, YF18, or GZ289 virus. During the experiment period, no ducks in the naïve contact group inoculated with the GM, YF18, or GZ289 virus died (Table 4). In the naïve contact group representing YF18, the virus titers of oropharyngeal swabs were detectable only at 3 DPI (1.75 log10EID50), whereas cloacal swabs did not show any detectable virus during the period (Table 5). GM and GZ289 virus shedding was not testable in the oropharyngeal or cloacal swabs of the naïve contact duck, even at 14 DPI (Table 5).

In our study of the ducks, the YF18 virus was found to infect ducks and be transmitted among ducks via naïve contact. Although the GM and GZ289 viruses could infect ducks, they could not be transmitted among them by naïve contact (Figure 2).

Pathogenicity and Transmission of NDV among Pigeons

To investigate the tissue tropism and pathogenicity of the three viruses in pigeons, we inoculated each pigeon with 106 EID50 of the indicated virus in 200 μL via intraocular and intranasal routes and euthanized three pigeons from each subgroup at 3 DPI. All remaining pigeons were observed clinically for 14 days.

No pigeons died during the observation period. In pigeons inoculated with the GZ289 virus, or in those in naïve contact with GZ289 virus-inoculated pigeons, HI titers were far higher than those observed for the two other viruses. In GZ289-inoculated pigeons, three seroconverted and showed high titers (9.3 log2), whereas two pigeons in the contact group seroconverted with relatively high titers (6.0 log2). The HI titers of groups inoculated with the GM and YF18 virus were 8.3 log2, and 8.7 log2, respectively, although none of the three contact pigeons seroconverted (Table 6).

Table 6. Lethality, seroconversion, and tissues tropism among pigeons in an intraspecies study of NDV transmissiona.
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The GM and GZ289 viruses replicated systemically in pigeons, which was detectable in all tested tissues at 3 DPI, including those of the thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, kidney, and spleen (Table 6). The YF18 virus replicated only in some tested tissues, including those of the thymus, lung, cecal tonsils, kidney, and spleen; mean virus titers were 1.67, 2.33, 1.83, 1.75, and 2.08 log10EID50, respectively. The GM, YF18, and GZ289 viruses showed remarkable replication in the lungs, with mean titers of 4.42, 2.33, and 5.33 log10EID50, respectively. The three selected viruses furthermore replicated in the spleen to mean titers of 2.92, 2.08, and 4.92 log10EID50. These results indicate that GZ289 replicated more highly than the other two viruses in tested tissues of infected pigeons.

GM, YF18, and GZ289 viruses shedding from the inoculated pigeons were detected in oropharyngeal and cloacal swabs at 3, 5, 7, 9, and 11 DPI (Table 7). The GM virus could be isolated from both the oropharyngeal and cloacal swabs within 5 DPI (1.54–1.83 and 1.83–2.42 log10EID50, respectively). In the YF18 virus- inoculated group, the virus titers of the cloacal swabs were detectable only at 3 DPI (1.75 log10EID50); however, the virus titers of the oropharyngeal swabs could not be detected during our observation period (Table 7). The GZ289 virus was shed from both the oropharyngeal and cloacal swabs in inoculated pigeons within 11 DPI, except at 3 DPI (1.58–3.83 and 1.92–3.33 log10EID50, respectively).

Table 7. Virus titers in oropharyngeal and cloacal swabs from pigeons.
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To determine whether these three viruses could be horizontally transmitted among pigeons, 8 h after infection, three pigeons were inoculated with 200 μL PBS via the same routes as a naïve contact group placed with those inoculated with the GM, YF18, or GZ289 viruses. No pigeons died in the naïve contact subgroup placed with those exposed to the three selected viruses (Table 6). No virus in the naïve contact pigeons with GM or YF18 could be isolated from oropharyngeal or cloacal swabs (Table 7). In the naïve contact group with GZ289, virus shedding could be detected from oropharyngeal swabs at 5, 7, and 9 DPI (1.67–1.83 log10EID50) and tested from cloacal swabs only at 7 and 9 DPI (1.58–1.67 log10EID50).

In sum, the GZ289 virus could infect and transmit among pigeons by naïve contact. Though the GM and YF18 viruses could infect pigeons, they could not transmit among pigeons by naïve contact (Figure 2).

DISCUSSION

South China's Guangdong Province is considered to be an ideal transmission area for NDV. It hosts numerous large-scale LBMs and live poultry markets, as well as a multitude of small backyard farms and small-scale poultry farms (Shortridge and Stuart-Harris, 1982). These poultry, including chickens, ducks, geese, pigeons, and numerous other species, are traded in LBMs daily. Due to the constant close proximity of these poultry, viruses achieve transmission in different birds and contribute to emergent novel NDVs. Indeed, South China is considered to be a virus epicenter, due to large-scale severe acute respiratory syndrome, high pathogenic avian influenza, H5N1, and dengue outbreaks (Shortridge and Stuart-Harris, 1982; Qiu et al., 1993; Zhong et al., 2003; Chen et al., 2004). We therefore propose conducting routine surveillance, using chilled instead of live poultry for sale, and temporary rest days in poultry markets to prevent the intra- and interspecies transmission of NDV.

In recent years, NDV has caused large-scale outbreaks in poultry in many countries around the world, including China (Zhang et al., 2011; Chong et al., 2013; Kang et al., 2014), Japan (Mase et al., 2002), Southern Brazil (Marks et al., 2014), Indonesia (Xiao et al., 2012), South America (Diel et al., 2012), and West Malaysia (Jaganathan et al., 2015). In China, though the implementation of intensive vaccination and the culling of infected birds are effective policies for controlling ND in poultry and rural farms, virulent NDV can still frequently be isolated in vaccinated poultry (Liu et al., 2003; Zhang et al., 2011; Kang et al., 2014). Genetic and phylogenetic studies have shown that NDV is continuously evolving, with viruses of different genotypes undergoing simultaneous changes in distinct geographic areas (Diel et al., 2012; Chong et al., 2013). In our study, we characterized genetic and pathotypic properties of NDV strains isolated from chickens, ducks, and pigeons in LBMs in the province. The genetic and phylogenetic analysis of the complete sequences of the F protein gene showed that seven of 23 poultry-derived strains were avirulent class I NDV, three of 23 were class II genotype I, and one strain was class II genotype II. These results indicate that, similar to low pathogenic avian influenza, lentogenic NDVs prevalently circulate among domestic poultry at LBMs (Seal et al., 2005; Zhu et al., 2014). Additionally, as results of phylogenetic analyses show, 12 velogenic strains isolated from different birds related to predominant strains of class II genotypes VI, VII, and IX, thus suggesting the coexistence of different genotypes of NDV circulating simultaneously in South China, as well as a high probability of the emergence of new strains via recombination. Accordingly, epidemiological surveillance and further investigation at LBMs in South China is necessary in order to clarify the genetic evolution of NDV and thus issue early warnings.

PPMV-1 is generally virulent, though upon infecting chickens can result in clinical diseases expected of NDV with low virulence (OIE, 2012); however, these viruses remain a hidden threat to the poultry industry (de Oliveira Torres Carrasco et al., 2008). Previous studies have demonstrated that PPMV-1 strains are capable of being transmitted from infected pigeons to chickens and turkeys housed in physical contact, as well as that systemic replication can occur in those chickens and turkeys, as shown by the shedding the virus via oropharyngeal and cloacal routes and a humoral immune response to the virus; however quails and geese did not exhibit any clinical signs or shed the virus (Alexander and Parsons, 1984; Smietanka et al., 2014). Very few studies have examined the infectivity, pathogenesis, and transmission of NDV and PPMV-1 infections in different birds. In response, the aim of our study was to investigate the susceptibility and transmission of chickens, ducks, and pigeons following infection with three NDV strains—namely, Chicken/Guangdong/GM/2014 (GM), Duck/Guangdong/YF18/2014 (YF18), and Pigeon/Guangdong/GZ289/2014 (GZ289)—and to provide useful information for improving control strategies against ND. Our results demonstrate that GM is highly pathogenic to chickens and can transmit among them as well as ducks while circulating in chickens. YF18 was highly pathogenic in chickens, might have moderate or low pathogenicity in ducks and pigeons, and does not transmit to pigeons. In addition, GZ289 isolated from pigeons showed low pathogenicity to chickens and domestic ducks and could transmit only in pigeons (Figure 2). These results showed that NDVs isolated from different birds exhibit different host ranges and tissue tropisms. Nevertheless, our study posed several limitations—for instance, we do not know the infective dose for each virus for each species, owing to the adaptability of a virus within a single species.

At least one previous study has reported that pigeons exhibited high morbidity and mortality rates, whereas chickens showed no clinical signs, when infected with the same PPMV-1 strain (Guo et al., 2014). However, opposite results were found by Dortmans et al. (2011)—ones consistent with the results of our experiments—who failed to induce clinical signs in pigeons infected with pigeon strain AV324 or FL-Herts, though the virus was shed from the oropharynx and cloaca in inoculated pigeons (Dortmans et al., 2011). These findings suggest that the course of experimental infection with PPMV-1 in different birds can vary greatly and most likely depends on the infective dose for each of the viruses, the inoculation route, the immunity of the host, and the age and species of the birds.

Current NDV vaccines in circulation, including class II genotype II vaccine virus (B1, Clone-30, and La Sota) and genotype I vaccine virus (V4), are still used at a large scale, most extensively for protecting poultry flocks from ND in South China (Hu et al., 2009). However, until now, well-controlled findings have not demonstrated the role of vaccination in any attempt to control NDV outbreaks by preventing virus transmission in poultry flocks. Moreover, current vaccines can prevent NDV outbreaks, yet not stop viral shedding in vaccinated poultry flocks (Kapczynski and King, 2005). Additional studies are therefore needed to identify the best vaccine candidate, not only for preventing clinical disease and mortality, but also to decrease the magnitude of viral shedding from vaccinated birds.

A correlation exists between antibody response and shedding after infection with virulent NDV in susceptible animals (Miller et al., 2013). During the course of our study, the statistical analysis of serological results showed significant differences among chicken, duck, and pigeon groups exposed to different viruses, as well as the naïve contacts. In chickens in the contact group, the virus was detectable from oropharyngeal and cloacal swabs inoculated with GM and YF18, whereas in ducks in the contact group, we could detect the virus only from oropharyngeal and cloacal swabs inoculated with YF18, with HI titers for the GM, YF18, and GZ289 of 5, 6, and 4 log2, respectively. In contact group pigeons, the virus could be detected only from oropharyngeal and cloacal swabs inoculated with GZ289. Moreover, HI titers for GZ289 at 14 DPI were all 6 log2, though none of the three pigeons in the GM and YF18 groups seroconverted (HI titers = 4). In all, the efficient replication, high seroconversion, and shedding of relatively high titers in naïve contact groups suggest that NDV isolated from different birds was transmitted to the naïve contact group.

Altogether, our results provide clear evidence that genetically diverse viruses circulate in LBMs in South China's Guangdong Province and illustrate that the three NDV strains isolated from different birds have varying levels of infectivity, pathogenicity, and transmission in chickens, ducks, and pigeons. Our findings thus emphasize the need for constant epidemiological studies in LBMs, in order to enhance active surveillance toward preventing the spread and evolution of these viruses.
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Newcastle disease (ND), caused by virulent strains of Newcastle disease virus (NDV), is a highly contagious disease of birds that is responsible for heavy economic losses for the poultry industry worldwide. However, little is known about host-virus interactions in waterfowl, goose. In this study, we aim to characterize the host immune response in goose, based on the previous reports on the host response to NDV in chickens. Here, we evaluated viral replication and mRNA expression of 27 immune-related genes in 10 tissues of geese challenged with a genotype VIId NDV strain of goose origin (go/CH/LHLJ/1/06). The virus showed early replication, especially in digestive and immune tissues. The expression profiles showed up-regulation of Toll-like receptor (TLR)1–3, 5, 7, and 15, avian β-defensin (AvBD) 5–7, 10, 12, and 16, cytokines [interleukin (IL)-8, IL-18, IL-1β, and interferon-γ], inducible NO synthase (iNOS), and MHC class I in some tissues of geese in response to NDV. In contrast, NDV infection suppressed expression of AvBD1 in cecal tonsil of geese. Moreover, we observed a highly positive correlation between viral replication and host mRNA expressions of TLR1-5 and 7, AvBD4-6, 10, and 12, all the cytokines measured, MHC class I, FAS ligand, and iNOS, mainly at 72 h post-infection. Taken together, these results demonstrated that NDV infection induces strong innate immune responses and intense inflammatory responses at early stage in goose which may associate with the viral pathogenesis.
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INTRODUCTION

Newcastle disease (ND), caused by Newcastle disease virus (NDV), is regarded as one of the most important avian diseases (Häuslaigner et al., 2009). The virus caused an economically serious disease in almost all poultry (Alexander, 1988; Sun et al., 2013). Waterfowls, such as duck and goose, are generally considered to be natural reservoirs or carriers of NDV, even those most virulent for chicken (Alexander, 2001; Alexander and Senne, 2008). However, ND outbreaks in domestic waterfowl have frequently been reported in East Asian countries, including Korea, Japan, and China, since the 1980s (Liu et al., 2003; Lee et al., 2004; Mase et al., 2009). In the affected flocks of duck, egg production sharply declined by about 70%, morbidity was about 80%, and mortality varied from 30 to 50%. The diseased birds showed diarrhea and nervous signs, and the dead birds mainly manifested by focal hemorrhage, necrosis of the intestinal mucosa, and congestion and hemorrhage of the ovarian follicles (Liu et al., 2010, 2015; Dai et al., 2013). Similarly, serious ND outbreaks have also been reported in flocks of geese in China (Liu et al., 2003). The geese challenged with NDV of goose origin showed clinical signs such as anorexia, white diarrhea, depression, nasal discharges, ocular, and dead (Wan et al., 2004; Häuslaigner et al., 2009). In Asia, the main virulent NDV strain belongs to Genotype VIId, which is a major threat to the poultry industry, including goose (Hu et al., 2015). Thus, understanding the underlying mechanism of NDV pathogenesis, as well as development of novel alternative therapeutic approaches is of great importance. Recently, most reports have focused on the molecular characteristics and pathogenicity of epidemic strains (Kumar et al., 2011; Chen et al., 2012; Wang et al., 2015), while the host–virus interactions remain largely unknown.

Innate immunity is considered to be the first line of host defense against virus infection. The host innate response play an important role early in the process on an infection, as some of these responses may prevent the initial viral replication or they may send appropriate signals in order to initiate other innate mechanisms as well as adaptive responses. Prominent among these are Toll-like receptors (TLRs) (Abdul-Careem et al., 2009). In mammals, at least 13 TLRs have been identified. In chicken, TLR1A and B, TLR2A and B, TLR3, TLR4, TLR5, TLR7, TLR15, and TLR21 have been identified (Paul et al., 2013). It has been shown that several TLRs recognize viral pathogen-associated molecular patterns (PAMPs): TLR3, detects double-stranded RNA (dsRNA) derived from viral replication whereas single stranded RNA (ssRNA) are detected by TLR7 and TLR8 (Sang et al., 2008). TLRs provide various means of limiting virus replication until adaptive immune responses are activated. For example, TLR3 plays a critical role in eliminating herpes simplex virus-2 infection in mouse reproductive tract (Ashkar et al., 2004; Abdul-Careem et al., 2009), or inhibiting NDV replication in HeLa cells (Cheng et al., 2014). Upon recognize invading virus, TLRs activate downstream signaling cascades, leading to the secretion of soluble factors, such as cytokines and host defense peptides (HDPs), which in turn mediate innate immune responses to limit viral replication (Seth et al., 2006; Takeuchi and Akira, 2010).

Newcastle disease virus induced host immune responses in chickens (Marina and Hanson, 1987). NO production in vitro was upregulated in chicken peripheral blood mononuclear cells (PBMCs) and heterophils in response to NDV challenge (Sick et al., 2000; Ahmed et al., 2007). Accordingly, inducible NO synthase (iNOS) mRNA expression was upregulated in NDV-infected chicken PBMCs in vitro (Ahmed et al., 2007). In addition, NDV also induced interferon (IFN)-α and IFN-β mRNA in chicken macrophages (Sick et al., 1998), IFN-γ mRNA in PBMCs (Ahmed et al., 2007), and IFN-α, IFN-β, interleukin (IL)-1β and IL-6 in chicken splenic leukocytes (Rue et al., 2011). In agreement with the observations in vitro, there are multiple genes induced in spleen of NDV-infected chickens in vivo, including some chemokines and cytokines, types I and II IFNs, IFN effectors and iNOS (Rue et al., 2011). These findings were confirmed by our recent results that pigeon NDV induces immune responses characterized by activation of TLRs, particularly TLR3 and TLR7, avian β-defensin (AvBD) 2 and 10, and iNOS of pigeons at 7 days post infection (Li et al., 2015). Up to now, particular attentions are mostly given to the pathogenicity and origin of NDV, while studies on host immune response to NDV infection are scarce. Here, a genotype VIId of class II NDV strain of goose origin (go/CH/LHLJ/1/06) (Xu et al., accepted), which was isolated from geese in 2006 in our laboratory, was selected as the model pathogen. In order to characterize the host immune response in goose, based on the previous reports on the host response to NDV in chickens, we examined the virus replication and induction of innate host responses in tissues of geese challenged with the NDV strain in this study.

MATERIALS AND METHODS

Ethics Statement

All animal experimental procedures were approved by the Ethical and Animal Welfare Committee of Heilongjiang Province, China (License no. SQ20150508).

Virus and Animals

Goose isolate of NDV (go/CH/LHLJ/1/06) was isolated from the field in 2006 in Heilongjiang Province, China, and proved to be a virulent NDV strain with mean dead time of 51 h in embryonating chicken eggs, and intracerebral pathogenicity index of 1.86 (Alexander et al., 1998; Xu et al., accepted). In addition, it was found that the virulent NDV strain causes a mortality rate of 20% in geese (Xu et al., accepted).

One-day-old geese were hatched in this study. The geese were reared to observe health status for 40 days old. Clinical health of the geese was confirmed by a histopathological examination. In addition, the sera of the birds were confirmed to be negative for NDV-specific hemagglutination inhibition antibodies before experiments were done. The challenge test was conducted in isolators in biosafety level 3 facilities under negative pressure.

Nucleotide Sequencing of Immune Molecules in Geese

The total RNA was extracted and cDNA was synthesized as previously described (Li et al., 2015). The resultant cDNA product was used for subsequent PCR by using Ex-Taq polymerase (Takara Bio, Shiga, Japan). The primers were designed by aligning the nucleotide sequences of respective genes from geese (Anser), chickens (Gallus gallus), and ducks (Anas platyrhynchos) using software of DNAStar (Lasergene Corp, Madison, WI, USA). Briefly, the primers of 18S rRNA, TLRs (2, 3, 4, 5, 7, and 15), AvBDs (1, 2, 3, 5, 6, 9, and 10), MHC class I, and cytokines (IL-1β, IL-2, IL-6, IL-8, IL-18, and IFN-γ), were designed based on respective nucleotide sequences of geese. The nucleotide sequences of TLR1, AvBDs (4, 7, 12, and 16), iNOS, and FAS ligand (FASLG) of both chickens (G. gallus) and ducks (A. platyrhynchos) were aligned by using software of DNAstar as well. The consensus sequences were selected and used for primer design (Table 1). The PCR products were cloned and sequenced as previously described (Li et al., 2015). The resultant plasmids were used as respect control for subsequent quantitative RT-PCR.

TABLE 1. PCR primer sequences and predicted product lengths.
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Bioinformatic Analysis

Basic searches were conducted with BLAST program analysis1. Phylogenetic tree was performed from aligned amino acid sequences by the neighbor-joining method with 1,000 bootstraps using the MEGA4 program software (Molecular Evolutionary Genetics Analysis, version 6.0, Armonk, NY, USA).

Experimental Design and Real-Time RT-PCR of mRNAs in Tissues

At the age of 40 days, the geese were allotted randomly to three groups. Groups 1 and 2 have 10 birds each and was inoculated intranasally with 100 μl of the NDV strain (go/CH/LHLJ/1/06) at 106 50% egg infective doses. Group 3 has twenty birds and was inoculated with 100 μl of phosphate-buffered saline only, and served as a control. At 36 and 72 h post infection (hpi), five geese from Groups 1 and 3 were killed and ten tissue samples, including brain, trachea, lungs, kidneys, liver, proventriculus, spleen, cecal tonsil, Harderian glands, and bursa of Fabricius were collected. All of these collected tissues were used for real-time RT-PCR analysis of NDV and host genes. Birds in group 2 and the remaining birds in group 3 were kept to observe the clinical signs and mortality for 3 weeks post-challenge. The dead birds were examined for the gross lesions in different organs.

One-step Real-time PrimeScript RT-PCR (Takara Biotechnology, Dalian, China) was used to evaluate the mRNA levels of the selected genes as described previously (Li et al., 2015). The preparation of the real-time RT-PCR followed the QIME requirement http://www.clinchem.org/content/55/4/611.long. Briefly, RNA was extracted as described above. The assays were performed using 2 μL of total RNA and the One-step Real-time PrimeScript® RT-PCR kit (Takara Biotechnology, Dalian Co., Ltd.) in a 20-μL reaction on a LightCycler® 480II Real-Time PCR system (Roche, Basel, Switzerland) according to previous studies (Li et al., 2015; Xu et al., 2015). Serial tenfold dilution of plasmids containing goose18S rRNA, TLRs (1, 2, 3, 5, 7, and 15), AvBDs (1–7, 9, 10, 12, and 16), cytokines (IL-1β, IL-6, IL-8, and IL-18), iNOS, MHC class I and FASLG were used as controls. The mRNA of these genes was evaluated. All amplifications were conducted in triplicate. The concentration of target cDNA in a sample was deduced from the crossing point obtained and from the corresponding standard curve. The data are expressed for each sample as the copy number of each target cDNA normalized to that of the reference gene (18S rRNA), as described previously (Li et al., 2015).

One-step Real-time PrimeScript RT-PCR was also used for detecting the viral RNA of the NDV strain in the tissues of geese as described previously (Guo et al., 2014). The primers and probe were designed based on the M gene sequence of the NDV strain used in this study. The primers and probe were as follows:

forward, 5′–CTCAGTGATGTGCTCGGACC–3′;

reverse, 5′–CCTGGGGAGAGGCATTTGCTA–3′;

probe, 5′–[FAM]TTCTCTAGCAGTGGGACAGCCTGC[BHQ1]–3′ BH.

Statistical Analysis

Data are expressed as means ± SD. The statistical significance was assessed by using SAS software (1996) as previously described (Li et al., 2015). Correlation between the relative gene expression of immune molecules and NDV was performed using Pearson’s tau using SAS software (1996), and P < 0.05 was considered to be statistically significant.

The nucleotide sequences of both of anser_AvBD7 and anser_AvBD12 obtained in current study are available from GenBank under the accession numbers KR018386 (anser_AvBD7) and KR018387 (anser_AvBD12). The nucleotide sequences of anser_AvBD4, anser_AvBD16, TLR1, FASLG and iNOS are shown in detail in Supplementary Figure S2–S6 in the Supplementary Materials, due to nucleotide sequences of them are shorter than 200 bp.

RESULTS

Sequence Analysis of Immune Molecules

Using a set of primers designed to amplify conserved AvBDs sequences, four novel AvBDs (4, 7, 12, and 16) were identified from both spleen and bone marrow of healthy geese. The open reading frames (ORFs) of two of these novel AvBDs contained 201 and 198 nt, respectively, and encoded 66 and 65 amino acids, respectively. The other two contained only parts of the ORFs with 171 and 180 bp, and encoded 56 and 59 amino acids, respectively. A BLASTN search revealed that the sequence of the first peptide (56 amino acids) showed the highest amino acid identity (80.9%) to chicken AvBD4, comparing with other AvBDs and defensins of the mammals. Hence, the first peptide was designed as goose AvBD4. The sequence of the remaining peptides (66, 65, and 59 amino acids) shared the highest amino acid identities to chicken AvBD7 (84.4%), AvBD12 (87.4%) and duck AvBD16 (66.3%), respectively, and designed as goose AvBD7, AvBD12, and AvBD16, respectively. Moreover, the GXC motif and the six cysteine residues were found in the predicted amino acid sequences of these four peptides that are conserved across all β-defensins. These four novel AvBDs were named anser_AvBD4, anser_AvBD7, anser_AvBD12, and anser_AvBD16 (Figure 1). Phylogenetic analyses were performed on the amino acid sequences of β-defensins, including these four novel AvBDs, the other reported AvBDs, and some mammalian β-defensins (Supplementary Figure S1). All these β-defensins segregated into eight distinct clades. Anser_AvBD4 formed a branch with AvBD4 from other avian species; anser_AvBD7 formed a branch with AvBD7 and AvBD6 from other avian species; anser_AvBD12 formed a branch with AvBD12–14 from chickens and two mammalian β-defensins (Mus musculus Defb2 and Sus scrofa PBD2); and anser_AvBD16 formed a branch with AvBD3, 8, 16, 103a, and 103b from other avian species.
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FIGURE 1. Deduced amino acid sequence alignment of four novel avian β-defensin (AvBDs) from geese. The six conserved cysteines (C) are framed. The GXC motif is underlined. Dashes indicate that no identical or conserved residues were observed.



Other than the former four novel AvBDs, we tried to amplify other AvBDs (i.e., 8, 11, 13, and 14), which have not been characterized from geese till now. Unfortunately, none of these AvBDs were identified in the current study. In addition, partial sequences of 18S rRNA, TLRs (1, 2, 3, 5, 7, and 15), AvBDs (1–3, 5, 6, 9, and 10), cytokines (IL-1β, IL-2, IL-6, IL-8, IL-18, and IFN-γ), iNOS, MHC class I, and FASLG were amplified using respective primers (Table 1) from both spleen and bone marrow of healthy geese. The sequences of these peptides shared >95% identity to the respective sequences from geese that were available in a public database (data not shown).

Pathogenic Observation and Viral Replication in Geese

The geese in the control group did not show any clinical signs and none of these geese died during the experiment. In contrast, two geese died in group 2 on 3 dpi although none of the NDV-challenged geese showed clinical observations. Gross lesions, such as hemorrhage and edema in the proventriculus, hemorrhagic changes in the trachea, congestion in the lung, slight enlargement and congestion in livers were observed in the dead birds (Xu et al., accepted).

To understand the severity of pathology in the early infection period, we examined virus replication by real-time RT-PCR in ten tissues of geese of the control, 36 and 72 hpi, including brain, trachea, lungs, kidneys, liver, proventriculus, spleen, cecal tonsil, Harderian glands, and bursa of Fabricius. Samples from the control birds were negative. In contrast, the virus showed early replication, and was detected as early as 36 hpi, increased by 72 hpi in six tissues (i.e., kidneys, liver, proventriculus, spleen, cecal tonsil, and bursa of Fabricius). In addition, the virus replication was not detectable in brain, trachea, lung, and Harderian glands of infected geese (Figure 2).
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FIGURE 2. Viral RNA copies in the tissues of geese in response to Newcastle disease virus (NDV) infection. Viral RNA copy numbers in the tissue samples from five geese in each group were measured by quantitative PCR at 36 and 72 hpi. The control is the mean of results of Control-36 h and Control-72 h, due to results from both groups are almost the same. All assays were performed in triplicate, with five replicates per experiment, and each bar is the mean ± SD. a,b,cThe values with different letters are significantly different (P < 0.05).



Upregulation of TLR Expression in Response to NDV Infection

We analyzed expression patterns of TLR1–5, 7, and 15 of geese in response to NDV infection (Figure 3). The majority of these genes showed upregulation in infected geese. It is notable that TLR1 mRNA expression levels were upregulated significantly in several tissues of infected geese, including trachea by 72 hpi, lung by 36 hpi, cecal tonsil for the duration of the experiment, and Harderian glands by 36 hpi (P < 0.05). Despite lack of significant difference, expression of the other TLRs was also upregulated in most tissues of infected geese, including: TLR2 in cecal tonsil by72 hpi; TLR3 in brain by 72 hpi; TLR5 in lung by 36 and 72 hpi; TLR7 in cecal tonsil by 36 and 72 hpi; and TLR15 in trachea and Harderian glands by 36 hpi, and cecal tonsil by 72 hpi (P > 0.05). In contrast to extensive distribution of the above TLRs, TLR4 was detected only in lungs, proventriculus, and spleen, and no obvious difference was found between infected and control geese.
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FIGURE 3. Relative gene expression of toll-like receptors (TLRs) in the tissues of geese in response to NDV infection. (1) Brain, (2) Trachea, (3) lung, (4) kidneys, (5) Liver, (6) proventriculus, (7) spleen, (8) cecal tonsil, (9) Harderian gland, (10) bursa of Fabricius. cDNA copy numbers in the tissue samples from five geese of each group were measured by quantitative PCR at 36 and 72 hpi. TLR levels were normalized to the levels of 18S rRNA in the same samples. The control is the mean of results of Control-36 h and Control-72 h, due to results from both groups are almost the same. All assays were performed in triplicate, with five replicates per experiment, and each bar is the mean ± SD. a,bThe values with different letters are significantly different (P < 0.05).



Differential Expression of AvBDs in NDV-Infected Geese

Most of the AvBDs measured were detectable in all the tissues from both the control and NDV-infected geese, except for AvBD1, 3 6, and 10 (Figure 4). AvBD3 was not detected in these tissues from either infected or control geese (data not shown). AvBD1 expression was completely suppressed in cecal tonsil by 36 and 72 hpi (P < 0.05). In the NDV-infected geese, there was significant upregulation in mRNA expression of AvBD5 in several tissues, including lung by 36 hpi, proventriculus by 72 hpi, and Harderian glands by 36 hpi, compared to the controls (P < 0.05). Expression of AvBD6, 7, 10, and 16 exhibited variable regulation in some tissues of geese in response to NDV infection. AvBD6 was significantly upregulated in trachea, lung, and cecal tonsil by 72 hpi, and in Harderian glands by 36 hpi (P < 0.05). In kidney, its expression was decreased by 36 hpi, and completely suppressed by 72 hpi (P < 0.05). AvBD7 was upregulated in trachea, but suppressed in liver for the duration of the experiment (P < 0.05). Furthermore, AvBD10 expression was upregulated in spleen by 72 hpi, but suppressed in Harderian glands by 72 hpi (P < 0.05). AvBD16 expression was increased by 36 hpi, but suppressed by 72 hpi in lung (P < 0.05). In addition, AvBD16 expression was upregulated in cecal tonsil for the duration of the experiment, and in Harderian glands by 36 hpi, compared to the controls (P < 0.05). In contrast to variable regulation of the above AvBDs in response to NDV infection, there was no significant regulation of AvBD2, AvBD4, and AvBD9 in all these tissues (P > 0.05).
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FIGURE 4. Relative gene expression of AvBDs in the tissues of geese in response to NDV infection. (1) Brain, (2) Trachea, (3) lung, (4) kidneys, (5) Liver, (6) proventriculus, (7) spleen, (8) cecal tonsil, (9) Harderian gland, (10) bursa of Fabricius. cDNA copy numbers in the tissue samples from five geese of each group were measured by quantitative PCR at 36 and 72 hpi. AvBD levels were normalized to the levels of 18S rRNA in the same samples. The control is the mean of results of Control-36 h and Control-72 h, due to results from both groups are almost the same. All assays were performed in triplicate, with five replicates per experiment, and each bar is the mean ± SD. a,bThe values with different letters are significantly different (P < 0.05).



NDV Infection Induces Cytokine Responses

We analyzed the expression patterns of IFN-γ and selected inflammatory cytokines (Figure 5). IFN-γ mRNA was induced by 36 hpi (P > 0.05), continued to increase by 72 hpi (P < 0.05) in both cecal tonsil and bursa of Fabricius. Expression of IL-8 was induced, although insignificantly by 36 hpi, and continued to rise by 72 hpi in spleen and cecal tonsil (P < 0.05). IL-8 mRNA was also induced in Harderian glands by 36 hpi (P < 0.05). Furthermore, IL-18 expression was increased significantly only in lung by 36 hpi (P < 0.05). For IL-1β, IL-2, and IL-6, little significant difference was detected at each time point in all tissues between the control and NDV-infected geese (P > 0.05).
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FIGURE 5. Relative gene expression of cytokines in the tissues of geese in response to NDV infection. (1) Brain, (2) Trachea, (3) lung, (4) kidneys, (5) Liver, (6) proventriculus, (7) spleen, (8) cecal tonsil, (9) Harderian gland, (10) bursa of Fabricius. cDNA copy numbers in the tissue samples from five geese of each group were measured by quantitative PCR at 36 and 72 hpi. Cytokine levels were normalized to the levels of 18S rRNA in the same samples. The control is the mean of results of Control-36 h and Control-72 h, due to results from both groups are almost the same. All assays were performed in triplicate, with five replicates per experiment, and each bar is the mean ± SD. a,bThe values with different letters are significantly different (P < 0.05).



Expression of iNOS in NDV-Infected Geese

Expression of iNOS was increased significantly only in trachea for the duration of the experiment (P < 0.05). In addition, despite the lack of significant differences, iNOS expression was also increased in lung and Harderian glands by 36 hpi (P > 0.05) (Figure 6).
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FIGURE 6. Relative gene expression of iNOS in the tissues of geese in response to NDV infection. (1) Brain, (2) Trachea, (3) lung, (4) kidneys, (5) Liver, (6) proventriculus, (7) spleen, (8) cecal tonsil, (9) Harderian gland, (10) bursa of Fabricius. cDNA copy numbers in the tissue samples from five geese of each group were measured by quantitative PCR at 36 and 72 hpi. iNOS levels were normalized to the levels of 18S rRNA in the same samples. The control is the mean of results of Control-36 h and Control-72 h, due to results from both groups are almost the same. All assays were performed in triplicate, with five replicates per experiment, and each bar is the mean ± SD. a,bThe values with different letters are significantly different (P < 0.05).



Expression of MHC Class I and FASLG in Response to NDV Infection

MHC class I expression was induced, although insignificantly by 36 hpi (P > 0.05), and continued to rise by 72 hpi in proventriculus (P < 0.05). Furthermore, MHC class I was significantly induced in Harderian glands by 36 hpi (P < 0.05). In contrast, MHC class I expression was suppressed in bursa of Fabricius by 36 hpi (P < 0.05) and 72 hpi (P > 0.05). For FASLG, despite the lack of significant regulation, expression of FASLG was clearly induced in spleen by 72 hpi (P > 0.05) (Figure 7).
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FIGURE 7. Relative gene expression of MHC class I, and FASLG in the tissues of geese in response to NDV infection. (1) Brain, (2) Trachea, (3) lung, (4) kidneys, (5) Liver, (6) proventriculus, (7) spleen, (8) cecal tonsil, (9) Harderian gland, (10) bursa of Fabricius. cDNA copy numbers in the tissue samples from five geese of each group were measured by quantitative PCR at 36 and 72 hpi. Gene levels were normalized to the levels of 18S rRNA in the same samples. The control is the mean of results of Control-36 h and Control-72 h, due to results from both groups are almost the same. All assays were performed in triplicate, with five replicates per experiment, and each bar is the mean ± SD. a,bThe values with different letters are significantly different (P < 0.05).



Relationship between Gene Expression of NDV and Immune Molecules in Spleen

Induction of host immune-related genes was accompanied by NDV replication in several tissues but their responses likely varied at each time point post-infection. Therefore, to clarify the relationship between viral replication and host immune response to NDV infection, we assessed the correlation between viral replication and gene expression in the spleen after infection, considering the importance of the spleen for both innate and adaptive immune responses (Figure 8). A significant positive correlation was shown between viral replication and mRNA expression for all TLRs measured by 72 hpi (P < 0.05), except for TLR15, but negative or few correlations by 36 hpi (P > 0.05). In addition, it is demonstrated that a high positive correlation was showed between viral replication and mRNA expression for TLR7 (P < 0.05). For AvBDs, significant positive correlation was observed only between viral replication and AvBD12 expression by 36 hpi (P < 0.05), whereas, we observed a significantly positive correlation between viral replication and expression of AvBD4, 5, 6, 10, and 12 by 72 hpi (P < 0.05) (Figure 8). Similarly, for cytokines, there was a high positive correlation between viral replication and mRNA expression for IFN-γ and IL-8 by 36 hpi (P < 0.05), while mRNA expression for all the cytokines had a high positive correlation with viral replication by 72 hpi (P < 0.05). Furthermore, mRNA expression of MHC class I and FASLG showed low correlation with viral replication by 36 hpi (P > 0.05), but high positive correlation with viral replication by 72 hpi (P < 0.05). iNOS expression showed a highly positive correlation with viral replication at both time points post-infection (P < 0.05). The results suggest that NDV infection caused an active host immune response mainly by 72 hpi.
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FIGURE 8. Correlation between viral RNA copies and relative gene expression of host immune molecules in spleen of geese in response to NDV infection. Significant correlation is indicated by a star (∗).



DISCUSSION

In this study, viral RNA was detectable in kidneys, liver, proventriculus, spleen, cecal tonsil, Harderian glands, and bursa of Fabricius as early as 36 hpi, and increased at 72 hpi. Furthermore, high viral load was found in both liver and spleen of NDV-infected geese at each time point. In contrast, high level of viral replication was detected in all of these 10 tissues measured in dead geese (died on 3 dpi) (Xu et al., accepted). Surprisingly, no apparent respiratory signs were observed in all of the NDV-infected geese although 20% of the birds were died due to NDV infection (Xu et al., accepted). This was different from that of chickens which showed obvious respiratory signs after NDV infection (Ecco et al., 2011). In addition, gross lesions were also observed in various organs in dead goose, such as hemorrhage and edema in the proventriculus and slight enlargement and congestion in liver. Interestingly, no obvious gross lesions were observed in the trachea and lung of the live birds, in contrast to hemorrhagic changes in the trachea and congestion in the lung and brain of dead birds (Xu et al., accepted). These results suggested differences between chicken and goose after NDV infection.

The expression levels of 27 immune-related genes in 10 tissues of geese infected with the NDV strain were analyzed in the present study. The actual mechanisms responsible for host defense against viral replication are still not known. However, it is likely that TLRs play a part initially. TLRs have a role to activate the innate immunity by recognizing PAMPs, in mammals as well as birds (Hghihghi et al., 2010; Li et al., 2015). To date, TLRs have been identified in several avian species, such as duck, chicken, goose, and pigeon. Most TLRs have a potential role in antiviral responses, regardless of species (Hghihghi et al., 2010; Ma et al., 2012a, 2013; Li et al., 2015; Xu et al., 2015). In the current study, expression of TLR1–5, 7, and 15 was evaluated in NDV-infected geese, and most of these TLRs, except TLR4, were induced in different tissues. Consistent with the current results, recent evidence revealed that both TLR3 and TLR7 are induced by NDV in chickens, as well as by PPMV-1, a variant strain of NDV, in pigeons (Rue et al., 2011; Cheng et al., 2014; Li et al., 2015). It has also been demonstrated that overexpression of TLR3 enhances activity of IFN-β promoter and transcription factor nuclear factor-κB, thereby decreasing viral protein synthesis and titer (Cheng et al., 2014). These results strongly suggest that TLR1–3, 5, 7, and 15 actively participate in the recognition of the innate proinflammatory response after NDV infection.

An innate host response can be induced by the interaction between TLRs and their specific ligands, leading to the secretion of HDPs and cytokines (Abdel-Mageed et al., 2014). It is well established that defensins are the important components of host early innate immunity beyond cytokines (Ma et al., 2012a,b, 2013; Cuperus et al., 2013; Li et al., 2015; Xu et al., 2015). In poultry, only the β-defensins are present (Lynn et al., 2007). So far, more than 50 AvBDs have been characterized in different bird species (Cuperus et al., 2013). In recent studies, AvBD1–3, 5, 6, 9, and 10 have been isolated from geese (Ma et al., 2012b, 2013). Although initially described primarily as antibacterial agents, recent studies have also demonstrated direct antiviral potential (Ma et al., 2011, 2012a; Li et al., 2015; Xu et al., 2015). In addition to the former seven AvBDs, four novel AvBDs (4, 7, 12, and 16) were identified from geese in the present study. We found that expression of all of these AvBDs showed variable regulation in some tissues in geese in response to NDV infection. AvBD1 expression was suppressed at an early stage in cecal tonsil of geese. In contrast, AvBD1 expression was unchanged in tissues of chickens challenged with infectious bronchitis virus (Xu et al., 2015), or increased in tissues of ducks infected with duck hepatitis virus (Ma et al., 2012a). These findings suggest that effect of viruses on expression of AvBD1 depends upon the organs examined, the breed of birds, or viral strains. Furthermore, consistent with previous studies (Ma et al., 2011, 2012a), expressions of AvBD5 and AvBD12 was upregulated in several tissues of geese in response to NDV infection. Regulation of AvBD6, 7, 10, and 16 expressions varied among tissues in geese in response to NDV challenge in this study. It was upregulated in some tissues but suppressed in others. These findings were partly consistent with previous studies on birds in response to other viral infections (Ma et al., 2011, 2012a; Li et al., 2015; Xu et al., 2015). To our surprise, a highly positive correlation was observed between viral replication and expressions of AvBD4–6, 9, 10, 12, and 16 in spleen at various time points post-infection; AvBDs have been shown to possess direct antiviral activity against viruses in vitro (Ma et al., 2011, 2012a; Li et al., 2015; Xu et al., 2015). However, the actual mechanisms responsible for this observation require further investigation.

In this study, we selected IFN-γ, IL-1β, IL-8, IL-2, IL-6, and IL-18 as indicators of antiviral and proinflammatory responses. These cytokines have been studied to understand the host immune response to a wide range of avian viruses and are important in infection control and virus clearance in birds (Ecco et al., 2011; Rue et al., 2011; Lee et al., 2013; Rasoli et al., 2014; Guan et al., 2015; Kang et al., 2015; Chimeno et al., 2016). The cytokine gene analysis showed that NDV infection in geese increased expressions of IFN-γ, IL-8, and IL-18. In addition, we also found the increased iNOS expression in NDV-infected geese. Moreover, the expression of these molecules highly correlates to the viral replication in the spleen. This result was similar to other reports which showed the correlation between high level of virus replication and intense inflammatory response caused by genotype VIId NDV in chickens and ducks (Ecco et al., 2011; Rue et al., 2011; Rasoli et al., 2014; Hu et al., 2015; Kang et al., 2015). The present findings are also in agreement with the observations in chickens infected by other avian viruses, including avian influenza virus (Lee et al., 2013; Guan et al., 2015), infectious bursal disease virus (Chimeno et al., 2016), and laryngotracheitis virus (Vagnozzi et al., 2016). Taken together, these results demonstrated that NDV infection induced strong innate immune responses and intense inflammatory responses at early stage in goose. These responses may associate with the viral pathogenesis.

Interestingly, MHC class I was significantly induced in proventriculus by 72 hpi and in Harderian glands by 36 hpi, whereas its expression was significantly suppressed in bursa of Fabricius by 36 hpi (P < 0.05). While, FASLG expression was slightly induced only in the kidneys and spleen, and remained at the basal level in the other tissues of geese in response to the NDV infection. The present result is inconsistent with that reported by Sarmento et al. (2008) in chickens infected by avian influenza H5N1 viruses. It is also found that expression of MHC class I was upregulated by avian influenza H3N2 virus (Tong et al., 2004). The possible reason might be that highly pathogenic viruses, such as avian influenza H5N1virus, have a mechanism to inhibit the expression of MHC class I. During infection with low pathogenic viruses such as avian influenza H3N2, as well as the current NDV strain, the viruses may be sensed by dendritic cells or macrophages and internalized into phagosomes. Here, they undergo proteolytic processing to produce antigenic peptides delivered by MHC-I molecules to the cell surface (Luo et al., 2014).

To our surprise, despite no viral replication detected in trachea and lung of infected geese at both time points, significant differences were found on expressions of several molecules, including TLRs (3, 5, and 15), AvBDs (5–7), IL-18, and iNOS in either of both tissues between the control and infected goose. Interestingly, result from our recent study showed viral RNA (go/CH/LHLJ/1/06) could be detected in both trachea and lung tissues in dead geese on 3 dpi (Xu et al., accepted). The result implies that host early defensing response against viral infection is active in both of trachea and lung, although the viral replication is later in both tissues than in the other tissues. However, the actual mechanisms responsible for the observation are not known and need to further study.

CONCLUSION

The present study demonstrated that NDV infection induces strong innate immune responses and intense inflammatory responses at early stage in goose which may associate with the viral pathogenesis. This study is the analysis on the host early immune response to challenge with virulent NDV and further investigation are required to characterize how NDV affects differential host responses of geese.
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Human metapneumovirus (HMPV), a member of the family Paramyxoviridae, was first isolated in 2001. Seroepidemiological studies have shown that HMPV has been a major etiological agent of acute respiratory infections in humans for more than 50 years. Molecular epidemiological, genetic, and antigenetic evolutionary studies of HMPV will strengthen our understanding of the epidemic behavior of the virus and provide valuable insight for the control of HMPV and the development of vaccines and antiviral drugs against HMPV infection. In this study, the nucleotide sequence of and genetic variations in the G gene were analyzed in HMPV strains prevalent in Yokohama City, in the Kanto area, Japan, between January 2013 and June 2016. As a part of the National Epidemiological Surveillance of Infectious Diseases, Japan, 1308 clinical specimens (throat swabs, nasal swabs, nasal secretions, and nasal aspirate fluids) collected at 24 hospitals or clinics in Yokohama City were screened for 15 major respiratory viruses with a multiplex reverse transcription–PCR assay. HMPV was detected in 91 specimens, accounting for 7.0% of the total specimens, and the nucleotide sequences of the G genes of 84 HMPV strains were determined. Among these 84 strains, 6, 43, 10, and 25 strains were classified into subgroups A2a, A2b, B1, and B2, respectively. Approximately half the HMPV A2b subgroup strains detected since 2014 had a 180-nucleotide duplication (180nt-dup) in the G gene and clustered on a phylogenic tree with four classical 180nt-dup-lacking HMPV A2b strains prevalent between 2014 and 2015. The 180nt-dup causes a 60-amino-acid duplication (60aa-dup) in the G protein, creating 23–25 additional potential acceptor sites for O-linked sugars. Our data suggest that 180nt-dup occurred between 2011 and 2013 and that HMPV A2b strains with 180nt-dup (A2b180nt-dup HMPV) became major epidemic strains within 3 years. The detailed mechanism by which the A2b180nt-dup HMPV strains gained an advantage that allowed their efficient spread in the community and the effects of 60aa-dup on HMPV virulence must be clarified.
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INTRODUCTION

The aim of this study was to strengthen our understanding of the epidemic behavior of Human metapneumovirus (HMPV) by providing virological data on the distribution patterns of HMPV. HMPV was first isolated in 2001 from young children suffering acute respiratory infections (ARIs), and was classified in the subfamily Pneumovirinae in the family Paramyxoviridae (van den Hoogen et al., 2001). Seroepidemiological studies have shown that the virus has been circulating globally for more than 50 years (van den Hoogen et al., 2001). HMPV is a major cause of upper and lower ARIs in infants and children (Collins and Karron, 2013), and also causes severe ARIs in aged adults and patients with underlying diseases (Boivin et al., 2002; Stockton et al., 2002; Falsey et al., 2003). Most children experience their first infection with HMPV before 5 years of age, but this infection does not provide lifelong immunity, and reinfection occurs frequently (van den Hoogen et al., 2001; Ebihara et al., 2004). In Japan, epidemics of HMPV have occurred between January and June, and especially in March and April (Kaida et al., 2006; Mizuta et al., 2010, 2013; Nakamura et al., 2013).

HMPV has a non-segmented negative-strand RNA genome of ∼13 kb. The HMPV genome contains eight genes in the order: 3′-N–P–M–F–M2–SH–G–L-5′ (Collins and Karron, 2013). The virus has three types of transmembrane viral proteins in its envelope, the fusion (F) protein, small hydrophobic (SH) protein, and glycoprotein (G protein), which are encoded by the F, SH, and G genes, respectively (Collins and Karron, 2013). The F protein is responsible for viral attachment and membrane fusion and is essential for viral infectivity (Biacchesi et al., 2004, 2005). Cell-surface integrins and glycosaminoglycans play roles in viral attachment and membrane fusion, mediated by the F protein (Cseke et al., 2009; Chang et al., 2012; Cox et al., 2012, 2015). The SH protein has properties consistent with those of viroporins and modulates the viral fusogenic activity (Masante et al., 2014). The G proteins of some lineages of HMPV also bind to glycosaminoglycans and contribute to HMPV infection (Thammawat et al., 2008; Adamson et al., 2012, 2013). The short cytoplasmic domain of the G protein inhibits the RIG-I-dependent signaling pathways (Bao et al., 2008). Despite these roles, the G and SH proteins are not essential for viral infectivity, but function as virulence factors (Biacchesi et al., 2004, 2005). Therefore, the G protein can be targeted in the development of antiviral drugs. The F protein is highly immunogenic and induces protective immunity, whereas the G and SH proteins are poorly immunogenic (Skiadopoulos et al., 2006).

The G protein is the most variable of the HMPV proteins, and mutations predominantly accumulate in the extracellular domain (Peret et al., 2004). The G protein has multiple potential glycosylation sites, and glycosylation can modify its immunogenicity (Liu et al., 2007). An evolutionary analysis of HMPV suggested that selective pressure is exerted on the G protein by the host’s adaptive immunity (Gaunt et al., 2011). HMPV is divided to two groups, A and B, based on variations in its nucleotide sequence and its reactivity to monoclonal antibodies (van den Hoogen et al., 2004). The G gene has the most variable nucleotide sequence, and each viral group is further divided to two subgroups, A1 and A2 in group A, and B1 and B2 in group B, based mainly on the variations in the G gene (Biacchesi et al., 2003; van den Hoogen et al., 2004). Further detailed analyses of HMPV strains have also suggested two clades in the A2 subgroup, A2a and A2b (Huck et al., 2006). These different subgroups of HMPV have been detected in varying proportions in different countries and regions. In this study, we identified the genetic variations in the G gene of the HMPV strains prevalent in Yokohama City, in the Kanto area, Japan, between January 2013 and June 2016. Our data demonstrate a 180-nucleotide (nt) duplication (180nt-dup) in the G gene of HMPV and suggest that 180nt-dup occurred between 2011 and 2013. The HMPV A2b strains containing 180nt-dup (A2b180nt-dup HMPV strains) became major epidemic strains within 3 years, possibly overwhelming the classical A2b HMPV strains.

MATERIALS AND METHODS

Clinical Samples and HMPV Detection

In Yokohama City between January 2013 and June 2016, 1308 clinical specimens (throat swabs, nasal swabs, nasal secretions, and nasal aspirate fluids) were collected from patients suffering upper or lower ARIs in 16 sentinel hospitals and clinics (eight pediatric clinics, four internal medicine clinics, and four hospitals) participating in the National Epidemiological Surveillance of Infectious Diseases (NESID), instituted by the Infectious Diseases Control Law in Japan, and in eight other medical institutions (one pediatric clinic and seven hospitals) (Anon, 2010). There were 113 hospitals and 2962 clinics in Yokohama City, and the population in the city was ∼3.7 million. Thus, the numbers of hospitals and clinics participated in this study were ∼9.7 and ∼0.4%, respectively, in the city. Before collecting the clinical specimens in which to analyze the viruses causing ARIs, the physicians at each medical institution obtained the informed consent of the patients or their guardians. The de-identified clinical specimens were sent to Yokohama City Institute of Public Health and subjected to multiplex RT–PCR with the Seeplex® RV15 OneStep ACE Detection kit (Seegene, Seoul, South Korea), which identifies 15 major respiratory viruses. The clinical specimens that were positive for HMPV were analyzed further.

RNA Extraction and RT–PCR

The RNAs were purified from clinical specimens (140 μl) using the QIAamp Viral RNA Mini Kit (Qiagen, Hilden, Germany), according to the manufacturer’s instruction, and dissolved in 60 μl of distilled water. The RNA in 5 μl of the purified RNA solution was reverse transcribed, and the G gene was amplified from the cDNA with RT–PCR using the PrimeScript II High Fidelity One Step RT–PCR Kit (TaKaRa Bio, Otsu, Japan) and a pair of G-gene-specific primers, SH7 (5′ primer) (van den Hoogen et al., 2004) and GR (3′ primer) (Banerjee et al., 2011). The reaction mixture was prepared in a 50 μl solution, and the reverse-transcription reaction was performed at 45°C for 10 min. The reverse transcriptase was inactivated at 94°C for 2 min. The G gene cDNA was amplified with PCR with 40 cycles of 10 s at 98°C, 15 s at 56°C, and 10 s at 68°C. The cDNA products were separated electrophoretically in 3% NuSieveTM 3:1 Agarose gel in 0.5% TBE buffer. When no G-gene-specific band was detected or was only barely detectable, 5 μl of the RT–PCR product was subjected to semi nested PCR. In this assay, the reaction mixture was prepared in a 50 μl solution, and the RT–PCR products were denatured at 94°C for 2 min. The G gene was then PCR amplified with 40 cycles of 10 s at 98°C, 15 s at 50°C, and 30 s at 68°C with Tks GflexTM DNA Polymerase (TaKaRa Bio) and a pair of G-gene-specific primers, SH7 (5′ primer) and GNR2 (3′ primer). The sequence of the GNR2 primer was 5′-GGATTCATTAAGAGGATCCATTG-3′. The products of the semi nested PCR were separated electrophoretically to detect the G gene.

Sequencing

The nucleotide sequences of the G gene of the HMPV strains were determined with direct sequencing. The amplified HMPV G genes were purified with the QIAquick PCR Purification Kit (Qiagen). The PCR products were subjected to cycle sequencing with the BigDye Terminator ver. 1.1 Cycle Sequencing Kit (Applied Biosystems, Foster City, CA, USA) and the SH7, GR, and GNR2 primers. The products of the cycle sequencing reactions were purified through Centri-Sep Spin Columns (Thermo Fisher Scientific), and the nucleotide sequences were determined with a 3500 Genetic Analyzer (Applied Biosystems). The nucleotide sequence data for the HMPV strains were aligned and edited with the BioEdit software (ver. 7.2.5) (Hall, 1999).

Phylogenetic Analysis

A multiple-sequence alignment was constructed with the MAFFT software (ver. 7.304b) using the default settings (Katoh et al., 2002). Phylogenetic analyses were performed with the maximum likelihood method in the MEGA software (ver. 7.0.20) (Kumar et al., 2016), and the statistical significance of the tree topologies was tested with bootstrapping (50 replicates).

N- and O-Glycosylation Site Analysis

Potential acceptor sites for N- and O-linked sugars were predicted with the NetNGlyc 1.01 and NetOGlyc 3.1 programs2, respectively.

Nucleotide Sequence Accession Numbers

The nucleotide sequence data reported in the present study were deposited in the DDBJ/EMBL/GenBank nucleotide sequence database under accession numbers LC192170–LC192253.

Estimating the Evolutionary Rate of the HMPV G Gene

The overall rate of evolutionary change (nucleotide substitutions per site per year) in the HMPV G gene was estimated with the BEAST 2 program3, which uses a Bayesian Markov Chain Monte Carlo (MCMC) approach (BEAST 2: A Software Platform for Bayesian Evolutionary Analysis4). An aligned G gene sequence dataset from the 84 HMPV strains detected in Yokohama City from 2013 to 2016 was analyzed with the BEAST 2 program using a strict HKY model. The MCMC chain was run for a sufficient length of time to ensure convergence (all expected sample size values exceeded 200 with a 10% burn-in).

Ethics Statement

These analyses have been done as a part of the National Epidemiological Surveillance of Infectious Diseases, Japan (NESID) as stipulated under the Infectious Diseases Control Law, and before collecting the clinical specimens, physicians in each medical institution obtained the informed consent of the patients or their guardians. The ethics committee of Yokohama City Institute of Public Health approved this study.

Prediction of the Year in Which 180nt-dup Occurred in the HMPV Genome

The consensus nucleotide sequence was determined using both the first 180-nucleotide sequence (1st-180nts) and the second 180-nucleotide sequence (2nd-180nts) in the 15 A2b180nt-dup HMPV strains (in total, 30 sequences of 180 nt) and was assumed to be the corresponding 180 nt of the hypothetical ancestral strain of the 15 A2b180nt-dup HMPV strains. The number of nucleotide substitutions in the 1st- and 2nd-180nts of each A2b180nt-dup HMPV strain was determined and compared with the corresponding 180 nt of the hypothetical ancestral strain, and the year in which 180nt-dup occurred in the HMPV genome was estimated based on the mean rate of nucleotide substitutions for the HMPV G gene.

RESULTS

Nucleotide Sequence and Phylogenetic Analyses

Human metapneumovirus was detected in 91 of 1308 specimens from ARI patients, accounting for 7.0% of the specimens. The basic and clinical characteristics of the patients infected with HMPV are summarized in Table 1. The entire nucleotide sequences of the open reading frames of the G proteins were determined for 84 of the 91 HMPV strains. These 84 HMPV strains had 73 unique G gene sequences, containing at least one nucleotide substitution, whereas the remaining 11 sequences were identical to other G gene sequences. A phylogenetic analysis was performed using the G gene sequences of the 84 HMPV strains and all the HMPV G gene sequences available at the National Center for Biotechnology Information (NCBI) nucleotide sequence database5. In total, 574 G gene sequences of HMPV strains were used to construct the phylogenetic tree (Figure 1). Among our 84 strains, 6, 43, 10, and 25 strains were classified in subgroups A2a, A2b, B1, and B2, respectively (Figure 1). No HMPV strain belonged to subgroup A1. These data are similar to previous findings in Japan (Matsuzaki et al., 2008; Mizuta et al., 2010; Toda et al., 2010; Omura et al., 2011; Nidaira et al., 2012; Nakamura et al., 2013). Table 2 shows the numbers of HMPV strains detected between January 2013 and June 2016 in Yokohama City and their subgroup classification. Multiple subgroup strains were detected in each year. Subgroup A2b strains were detected every year, and approximately half the A2b subgroup strains detected in 2014, 2015, and 2016 contained 180nt-dup in the G gene (Figure 2). 180nt-dup is a duplication of the 180 nt at nucleotide positions 371–550 (the first nucleotide of the initiation codon of the G gene is deemed to be nucleotide position 1). No A2b strain detected in 2013 contained 180nt-dup. The 15 A2b180nt-dup HMPV strains formed a small cluster on the phylogenetic tree (Figure 1), and the cluster also contained four classical A2b strains, which lack 180nt-dup and were detected in 2014 and 2015 in Yokohama City. These data suggest that 180nt-dup occurred in a specific ancestor of the HMPV strains in this cluster (Figure 2).

TABLE 1. Characteristics of patientsa infected with Human metapneumovirus (HMPV) strains.
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FIGURE 1. Phylogenetic tree of 574 Human metapneumovirus (HMPV) strains, constructed with the maximum likelihood method. A phylogenetic tree was constructed from the G gene sequences of 84 HMPV strains and all other available HMPV G gene sequences. In total, 574 G gene sequences of HMPV strains were included. The HMPV A2b subgroup strains containing a 180-nt duplication (180nt-dup) in the G gene (A2b180nt-dup HMPV) are shown in cyan boxes and the other HMPV strains detected in Yokohama City between January 2013 and June 2016 are shown in orange boxes.



TABLE 2. Numbers of HMPV strains detected in Yokohama City between January 2013 and June 2016 and their subgroup classification.

[image: image]


[image: image]

FIGURE 2. Nucleotide sequence alignment of HMPV strains. An alignment of the plus-sense nucleotide sequences of the 180-nt duplicated regions and adjacent regions of the HMPV G genes of 15 A2b180nt-dup HMPV strains, the hypothetical ancestral strain (Ancestor), and a representative classical A2b strain (P7015) is shown. The first 180-nt region (1st-180nt) and the second 180-nt region (2nd-180nt) are shown in green and pink boxes, respectively. The first nucleotide of the initiation codon of the G gene is deemed to be nucleotide position 1. The nucleotide sequence of the hypothetical ancestral strain was predicted by constructing a consensus sequence of the duplicated 180-nt sequences of all 15 A2b180nt-dup HMPV strains. Dots indicate nucleotides identical to those of the hypothetical ancestral strain. Hyphens in yellow boxes indicate gaps in the sequence.



Prediction of the Year in Which 180nt-dup Occurred

Although the 15 A2b180nt-dup HMPV strains seemed to be derived from a common ancestor, the 180nt-dup sequences of most A2b180nt-dup HMPV strains differed from one another (Figure 2). Even within the same viral genome, the 1st-180nt differed from the 2nd-180nt by one to six nucleotide substitutions. These observations were not unexpected, because substitutions would have occurred in each viral genome after the ancestral A2b strain had acquired 180nt-dup. RNA viruses are vulnerable to changes in their nucleotide sequences because the viral RNA-dependent RNA polymerase (RdRp) lacks proofreading activity. Therefore, the original 180-nt sequence in the hypothetical ancestral strain was predicted by constructing a consensus sequence of the 1st- and 2nd-180nts of the 15 A2b180nt-dup HMPV strains (Figure 2). The 360-nt sequence, consisting of the 1st- and 2nd-180nts of each of the 15 A2b180nt-dup HMPV strains, was then compared with that of the hypothetical ancestral strain (Figure 2). In the 1st-180nt, strain HMPV/Yokohama.JPN/P7916/2015 had the same nucleotide sequence as the ancestral strain, whereas the other 14 strains had one to six nucleotide substitutions relative to the sequence of the ancestral strain (Figure 2). In the 2nd-180nt, two strains (HMPV/Yokohama.JPN/P7450/2014 and HMPV/Yokohama.JPN/P7875/2015) had the same nucleotide sequence as the ancestral strain, whereas the other 13 strains had one to six nucleotide substitutions relative to the sequence of the ancestral strain (Figure 2). We then estimated the evolutionary rate of the HMPV G gene with the BEAST 2 program to predict the year in which 180nt-dup occurred. The evolutionary rate was estimated to be 4.3 × 10-3/site/year (95% highest probability density: 3.2–5.4 × 10-3/site/year), consistent with the rate previously estimated by de Graaf et al. (2008). Based on these data, 180nt-dup was predicted to have occurred in the ancestral strain between 2011 and 2013. Figure 3 shows a phylogenetic tree constructed with the 15 1st-180nts and the 15 2nd-180nts. The tree was rooted with the HMPV A2a strain HMPV/Yokohama.JPN/P7011/2013. Theoretically, the 1st- and 2nd-180nts in each strain should be identical at the time when the duplication occurred. However, among the 15 A2b180nt-dup HMPV strains, the 1st- and 2nd-180nts of 13 strains have diverged randomly and the 1st- and 2nd-180nts of each of these 13 strains were not located in the same cluster. These data suggest that these 13 strains had the same ancestral strain but acquired nucleotide substitutions in both the 1st- and 2nd-180nts independently of each other. In contrast, the 1st- and 2nd-180nts of two A2b180nt-dup HMPV strains, HMPV/Yokohama.JPN/P7886/2015 and HMPV/Yokohama.JPN/P7929/2015, were located in a distinct small cluster on the phylogenetic tree, suggesting that these two A2b180nt-dup HMPV strains had a different ancestral strain.
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FIGURE 3. Phylogenetic tree constructed with 1st-180nt and 2nd-180nt in the duplicated region of 15 A2b180nt-dup HMPV strains. The duplicated region contains the original 1st-180nt and the duplicated 2nd-180nt. A phylogenetic tree was constructed from the 1st- and 2nd-180nts of 15 A2b180nt-dup HMPV strains, and the tree was rooted with HMPV A2a strain HMPV/Yokohama.JPN/P7011/2013. The labels at the branch nodes indicate their statistical significance, calculated with bootstrapping (50 replicates).



Deduced G-Protein Amino Acid Sequences of A2b180nt-dup HMPV Strains

Figure 4 shows a nucleotide sequence alignment of a representative A2b180nt-dup HMPV strain (HMPV/Yokohama.JPN/P7450/2014) and a classical A2b HMPV strain (HMPV/Yokohama.JPN/P7015/2013), and their deduced amino acid sequences. Figure 5 shows amino acid sequence alignment of the G protein of 15 A2b180nt-dup HMPV strains, the hypothetical ancestral strain, and the representative classical A2b strain (HMPV/Yokohama.JPN/P7015/2013). Compared with the classical A2b strain, the A2b180nt-dup strains have a 60-amino-acid duplication (60aa-dup) in the G protein. Because the 180-nt region at positions 371–550 is duplicated, a codon (AGG) for arginine encoded at nucleotide positions 550–552 is replaced with a codon (ACA) for threonine (nucleotides in the duplicated sequence are underlined; the first nucleotide of the initiation codon of the G gene is deemed to be nucleotide position 1), which is followed by the duplicated nucleotide sequence encoding 60aa-dup (Figure 4). The 60aa-dup is located in the C-terminal half of the extracellular ectodomain (Figure 5) and contains many potential acceptor sites for O-linked sugars. The G protein of the classical A2b strains, which lack 60aa-dup, have 58–63 potential acceptor sites for O-linked sugars. With 60aa-dup, the G proteins of the A2b180nt-dup HMPV strains have acquired 23–25 additional potential acceptor sites for O-linked sugars. However, 60aa-dup does not affect the number of potential acceptor sites for N-linked sugars.
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FIGURE 4. Deduced amino acid sequence of A2b180nt-dup HMPV strain. A plus-sense nucleotide (nt) sequence alignment of a representative A2b180nt-dup HMPV strain (P7450) and a classical A2b HMPV strain (P7015), together with their deduced amino acid (aa) sequences, are shown. The 1st-180nt and 2nd-180nt regions are shown in green and pink boxes, respectively. The first nucleotide of the initiation codon of the G gene is deemed to be nucleotide position 1. Dots indicate nucleotides identical to those in the hypothetical ancestral strain. Hyphens in yellow boxes indicate gaps in the sequence.
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FIGURE 5. Amino acid sequence alignment of HMPV strains. Aligned amino acid sequences derived from the HMPV G genes of 15 A2b180nt-dup HMPV strains, the hypothetical ancestral strain (Ancestor), and a representative classical A2b strain (P7015) are shown. The region between amino acid (aa) 1–30 is the cytoplasmic tail (CT) domain, and the region between aa 31–53 is the transmembrane (TM) domain. The remaining region is the extracellular ectodomain (EE). The 1st-180nt and 2nd-180nt regions are shown in green and pink boxes, respectively. The amino acid sequence of the hypothetical ancestral strain was predicted by constructing a consensus sequence of all 15 A2b180nt-dup HMPV strains. Dots indicate amino acids identical to those of the hypothetical ancestral strain. Hyphens in yellow boxes indicate gaps in the sequence.



DISCUSSION

In the present study, we determined the G gene sequences of 84 HMPV strains detected in Yokohama City between January 2013 and June 2016. Our data demonstrate that HMPV strains of the four subgroups A2a, A2b, B1, and B2 were prevalent in Yokohama City in this period. Most importantly, the analysis detected 180nt-dup in the G genes of circulating HMPV A2b strains. Among the 32 A2b strains detected in Yokohama between 2014 and 2016, 15 (46.9%) contained 180nt-dup. Because 180nt-dup does not cause a frameshift in the G mRNA sequence, it generates the 60aa-dup in the G protein. A previous study (Leyrat et al., 2014) suggested that the extracellular ectodomain of the HMPV G protein sterically shields the F protein from recognition by host immune factors. These additional 60 amino acids may enhance this steric inhibition effect. The additional potential acceptor sites for O-linked sugars in the 60aa-dup region may also contribute to the evasion of immune recognition by the host, as has been observed for Ebola virus (Francica et al., 2010).

Similar duplications in the G gene have been reported in Respiratory syncytial virus (RSV), another member of the subfamily Pneumovirinae in the family Paramyxoviridae. A 72-nt duplication (72nt-dup) was detected in the G gene of genotype ON1 RSV strains in subgroup A (Eshaghi et al., 2012). A 60-nt duplication (60nt-dup) was also detected in the G gene of the genotype BA RSV strains in subgroup B (Trento et al., 2003). When we searched the currently available nucleotide sequence databases of viruses, we found no HMPV strain with a sequence duplication in the G gene. However, during the preparation of this manuscript, a similar report of 180nt-dup was presented at the 19th Annual Meeting of the European Society for Clinical Virology held in September 2016 (Pinana et al., 2016). Although only the abstract of the study is available, the study identified nine HMPV strains with 180nt-dup among 52 A2b strains detected in Barcelona, Spain, between 2014 and 2016 (Pinana et al., 2016). That study suggests that the virulence of the nine HMPV strains containing 180nt-dup was elevated based on the clinical manifestations of the children infected with those HMPV strains (Pinana et al., 2016). No such clinical differences were evident in our data.

Our data suggest that 180nt-dup occurred between 2011 and 2013. Importantly, these A2b180nt-dup HMPV strains became some of the major strains circulating in Yokohama City within 3 years. However, further surveillance data are required to determine whether these novel HMPV A2b strains persist as predominant strains. An increased frequency of A2b180nt-dup HMPV strains among the A2b strains was also observed in Barcelona, Spain (Pinana et al., 2016). Together, these data suggest that A2b180nt-dup HMPV strains are already circulating globally.

Although similar duplications in the G gene have been observed in RSV, the size of the duplication in the A2b180nt-dup HMPV strains is 2–3 times larger than that observed in the RSV G gene. Therefore, 60aa-dup, which results from 180nt-dup, may alter the viral antigenicity and the G protein functions more dramatically than the duplications observed in the RSV G gene. No significant difference in virulence was observed in the genotype ON1 and BA RSV strains when they acquired 72nt-dup and 60nt-dup, respectively, in their G genes (Sato et al., 2005; Tabatabai et al., 2014). However, these strains have spread rapidly and globally, and are currently the predominant strains in many countries (Trento et al., 2006; Duvvuri et al., 2015). Our data suggest that within 3 years, the A2b180nt-dup HMPV strains became one of the major strains of this pathogen. The mechanism by which the A2b180nt-dup HMPV strains gain an advantage over other strains when spreading in human populations, possibly by overwhelming the classical strains, and the effects of 180nt-dup in the G gene on HMPV virulence must be clarified.
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Respiratory syncytial viruses (RSVs) including subgroups A (RSV-A) and B (RSV-B) are an important cause of acute respiratory tract infections worldwide. RSV-A include major epidemic strains. Fundamental questions concerning the evolution, persistence and transmission of RSV-A are critical for disease control and prevention, yet remain unanswered. In this study, we generated 64 complete G gene sequences of RSV-A strains collected between 2008 and 2015 in Guangdong, China. Phylogenetic analysis was undertaken by incorporating 572 publicly available RSV-A sequences. Current data indicate that genotypes GA1, GA4, and GA5 are endemic with limited epidemic activity. In contrast, the GA2 genotype which likely originated in 1980 has spread rapidly and caused epidemics worldwide. By analyzing GA2 genotype sequences across epidemic seasons within Guangdong, we find that RSV-A epidemics in Guangdong are caused by a combination of virus importation and local persistence, although the magnitude of the latter is likely overestimated due to infrequent sampling in other regions. Our results provide new insights into RSV-A evolution and transmission at global and local scales and highlights the rapid and wide spread of genotype GA2 compared to other genotypes. In order to control RSV transmission and outbreak, both local persistence and external introduction should be taken into account when designing optimal strategies.
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INTRODUCTION

Human respiratory syncytial virus (RSV) is recognized as an important cause of acute respiratory tract infections (ARI), especially in children under 5 years old (Storey, 2010). The clinical manifestations of RSV infection range from mild symptoms in the upper respiratory tract to severe disease such as bronchiolitis and pneumonia (Welliver, 2003). RSV infection induces only partially protective immune responses that do not confer long-lasting protection (Gonzalez et al., 2012), therefore repeated infections of RSV are common (Henderson et al., 1979; Glezen et al., 1986). It has been estimated that RSV infects 70% of children during their first year of life and nearly all children older than two (Gonzalez et al., 2012). RSV infections cause an estimated 3.4 million children’s hospital admissions annually, leading to a huge medical burden (Nair et al., 2010).

Respiratory syncytial viruse strains are classified into two major subgroups, RSV-A and RSV-B, according to their antigenic and genetic variability (Mufson et al., 1985). The two subgroups are further classified into different genotypes according to the genetic divergence of the viral G gene (Botosso et al., 2009). RSV-A include major epidemic strains (Scott et al., 2006). Based on G gene phylogenies, RSV-A can be classified into at least seven genotypes (GA1-7) (Trento et al., 2015). Co-circulation of different RSV-A genotypes in a population was previously considered as a reason for repeated infection and annual viral outbreaks (Garcia et al., 1994). However, recent surveillance has suggested that a single genotype of RSV-A, GA2, has spread internationally and become predominant in successive epidemic seasons (Eshaghi et al., 2012; Houspie et al., 2013; Agoti et al., 2014; Liu et al., 2014; Pierangeli et al., 2014; Duvvuri et al., 2015).

The prevention and control of RSV relies on our understanding of the virus’ evolution and dissemination. Questions such as how RSV epidemics occur persist and reappear at global and local scales are important for designing optimal surveillance and prevention strategies, but remain largely unanswered (Hirano et al., 2014; Bose et al., 2015; Kimura et al., 2016). RSV is also proved as one of major etiologies of ARIs in mainland China (Liu et al., 2014; Dong et al., 2016; Fan et al., 2016). However, the dynamics of RSV infections in China are not clearly illustrated due to a lack of continuous surveillance on RSV epidemics. In this study, we collected RSV-A strains between 2008 and 2015 in Guangdong, China. These were sequenced and combined with other publicly available RSV-A sequences. We undertook phylogenetic, spatial and molecular clock analyses to investigate the molecular epidemiology of RSV-A at both global and local scales.

MATERIALS AND METHODS

Ethics Statement

In this study, all analyses were performed anonymously and did not involve human experimentation. This study was approved by the Ethics Review Committee of the Guangdong Center for Disease Control and Prevention. Respiratory samples were collected from patients in accordance with the guidelines of the Ministry of Health, P. R. of China, for public health purposes. Written consent was prepared and signed by all of patients or their guardian(s) when samples were collected.

Clinical Samples

Respiratory syncytial viruse surveillance was performed in four sentinel hospitals (Sun Yat-Sen Memorial Hospital, Guangdong No.2 Provincial People’s Hospital,Guangzhou Women and Children’s Medical Center and The Second Affiliated Hospital of Guangzhou Medical University) in Guangzhou, the capital city of Guangdong Province, from January 2008 to December 2015. Patients suspected of having ARIs from both inpatient and outpatient were enrolled according to these criteria: acute fever (T ≥ 38°C), and/or abnormal leukocyte count, with any one respiratory symptom (such as sore throat, cough, expectoration, and dyspnoea/tachypnoea). Nasopharyngeal swabs (NPSs) were collected within 24 h after admission. The age and sex distributions of patient are shown in Supplementary Table S2.

Viral Test and RSV Sequencing

Nasopharyngeal swabs were kept and transported in viral transport medium and stored at -70°C prior to analysis. Total viral nucleic acids (DNA and RNA) were extracted using QIAamp MiniElute Virus Spin kits (Qiagen, Valencia, CA, USA) according to the manufacturer’s instructions. For each specimen, RSV infection was detected by using qRT-PCR with a QIAGEN OneStep RT-PCR Kit and RSV F gene specific primers and a probe, RSV-F: 5′-GCGTAACWACACCTKTAAGCACT-3′ and RSV-R: 5′-CTTTGCTGYCTWACTATYTGAACATTG-3′ RSV-Probe: FAM-ATCAATGATATGCCTATAACAAATGA-BHQ1. PCR was performed with the following thermal profile: reverse transcription at 45°C for 10 min, followed by 10 min at 95°C; and 40 cycles of 95°C 15 s and 55°C 60 s. RSV-positive confirmed samples were further screened for subgroup (A/B) by amplifying and sequencing the full length of G genes which were further used for phylogenetic analysis. Briefly, RNA was firstly reverse transcribed into cDNA using random hexamer primers and SuperScript II Reverse Transcriptase (Invitrogen, USA). Then the G gene was amplified by using nested PCR with Taq PCR Master Mix Kit (Qiagen). The primers used for RSV-A are as follow: RSVA-F1 (5′-TCAAGCAAATTCTGGCCTTA-3′) and RSVA-R1 (5′-CAACTGCAATTCTGTTTACAGCA-3′); RSVA-F2 (5′-CCTTTGAGCTACCAAGAGCTC-3′) and RSVA-R2 (5′-GAGTGTGACTGCAGCAAGGA-3′). PCR was performed with the following thermal profile: 94°C 3 min, 40 cycles of 94°C 30 s, 52°C 60 s, and 72°C 1 min 40 s and followed by final extension at 72°C 10 min. Around 1300 bps PCR products were sequenced using an ABI3730xl DNA Analyzer at IGE Biotech Co., Ltd. (Guangzhou, China). The RSV-A sequences generated in this study have been submitted to GenBank (accession numbers KX009654- KX009717). Some RSV-A sequences collected from one sentinel hospital (Guangzhou Women and Children’s Medical Center) between 2011 and 2013 were previously submitted and were included in analysis of virus local transmission (Figure 3).

Sequence Alignment and Maximum-Likelihood Phylogenetic Analysis

RSV-A sequences generated in this study were combined with all publicly available RSV-A G gene sequences with known sampling date and known sampling location in GenBank1. Partial sequences covering different parts of the G gene were excluded and identical sequences collected in the same sampling location on the same date were removed to improve computation time. In total, 572 sequences that covered at least 95% of G gene were included in the phylogenetic analysis (Supplementary Table S3). Multiple sequence alignment was performed using ClustalW (Larkin et al., 2007) and alignments were minimally edited by hand using Aliview (Larsson, 2014). Recombination was checked by using the GARD tools (Kosakovsky Pond et al., 2006) available from the Datamonkey facility2, which did not yield any indications of recombination being present in our data sets. The best-fit nucleotide substitution model (GTR + G) were selected by using W-IQ-TREE with the Bayesian information criterion (Trifinopoulos et al., 2016). Temporal accumulation of genetic divergence was assessed from maximum likelihood mid-point rooted phylogenies using the linear regression approach implemented in TempEst (formerly Path-O-Gen) (Rambaut et al., 2016).

Dated Phylogenetic Analysis

Bayesian Markov chain Monte Carlo (MCMC) phylogenetic inference was performed using BEAST, under a GTR + G substitution model (Shapiro et al., 2006) and a GMRF Bayesian skyride coalescent model (Minin et al., 2008). Preliminary analysis indicated high values for the coefficient of variation parameter of the molecular clock model, therefore an uncorrelated lognormal (UCLD) relaxed clock model was used in the final analysis to accommodate variation in substitution rates among branches (Drummond et al., 2006). Three independent MCMC runs of 1 × 108 steps were computed and 10–20% burn-in was discarded from each, resulting in a total of 2.0 × 108 total steps. Model parameters and trees were sampled every 10,000 MCMC steps. Convergence and behavior of MCMC chains was inspected using Tracer v1.63 (Lemey et al., 2014). A subset of 500 trees was randomly drawn from the combined posterior distribution of trees and used as an empirical distribution for subsequent phylogeographic analysis (Lemey et al., 2014). Maximum clade credibility (MCC) phylogenetic trees were also estimated for representative Guangdong RSV-A sequences and closely related sequences by setting strong priors value on virus evolution rates.

Phylogeography

We employed a Bayesian discrete phylogeographic approach to investigate viral spatial movement among four geographic regions (Africa, America, Asia, and Europe; Figure 3). Two RSV-A sequences from Australia were included in the Asia group. To ensure a realistic model of the direction of virus transmission, we used an asymmetric continuous-time Markov chain (CTMC) model (Edwards et al., 2011) to estimate ancestral locations and to estimate location posterior probabilities for each node in the time-scaled phylogenies.

RESULTS

Epidemiology of RSV in Guangdong

A total of 3843 ARI samples were collected from four surveillance hospitals in Guangzhou, the provincial capital of Guangdong, China, between 2008 and 2015. RSV was detected in 295 samples (7.68%, Supplementary Table S1). The seasonal distribution of RSV cases and the frequency of RSV positivity in ARI cases are shown in Figure 1. Although RSV infection peaks in each winter, from December to March, the seasonality of RSV infection in Guangdong is obscure, as a high relative risk of RSV infection is sometimes also observed in other seasons, e.g., in September 2011 and June 2015 (Figure 1). Notably, RSV epidemic activity was substantially increased in 2014 and 2015, with both more infection cases and higher positive rates in ARI samples in these years (Figure 1; Supplementary Table S1). RSV was detected in 14.1 and 13.8% of all tested samples collected in 2014 and 2015, which represents an almost threefold increase on the values for 2009–2013 (Supplementary Table S1). In total, 122 RSV positive samples were successfully sequenced in order to obtain full length G gene sequences; 64 samples were classified into the RSV-A subgroup through sequence alignment.
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FIGURE 1. Temporal distribution of RSV infections cases and RSV positive rates in acute respiratory tract infection samples collected in Guangzhou, Guangdong province, from 2008 to 2015.



Genetic Evolution of RSV-A Through History

Spatial and temporal phylogenetic analyses were performed to describe the evolution of RSV-A. All other publicly available G gene sequences of RSV-A were combined with the new sequences generated in this study (see Materials and Methods). The evolutionary rate for RSV-A was estimated to be 2.3 × 10-3 substitutions/site/year (95% highest posterior density interval, HPD = 2.0–2.6 × 10-3 substitutions/site/year). As Figure 2 shows, the RSV-A G gene phylogeny was classified into major RSV genotypes, as previously described (Peret et al., 1998). Genotype GA1 represents older strains, mainly sampled between 1980 and 1990. Strains near the root of GA1 genotype primarily circulated in the USA (Figure 2). In addition, the spread of GA1 viruses appears to be geographically limited as most sequences in this genotype were identified in America. Although an American origin for the GA1 genotype seems the most probable (posterior probability = 1.0), this might be also caused by sampling biases (Figure 2). The GA1 genotype was rarely detected in the last 10 years, indicating that this genotype may be extinct or cause only sporadic infections. In comparison, the GA5 genotype has been continuously detected in the USA from 1979 to 2013 (Figure 2). Occasional GA5 infections have been also reported in countries on other continents, including Netherlands (Tan et al., 2012), Spain (Trento et al., 2015), Viet Nam (Do et al., 2015), and South Africa (Pretorius et al., 2013). Despite this, more than 90% of GA5 genotype strains were identified in American countries (Figure 2).
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FIGURE 2. Molecular clock phylogeny of global RSV-A G gene sequences. The tree shown is a maximum clade credibility (MCC) phylogeny, Branch colors represent the most probable ancestral locations of each branch, inferred using a phylogeographic model (see Materials and Methods for details). Four major genotypes of RSV-A are denoted on the right. Black circles indicate posterior probabilities >0.80 at selected nodes. Location posterior probabilities are noted above specific branches. Transverse axis shows time line in units of years.



Genotypes GA2 and GA7 are closely related in the phylogenetic tree. The common ancestor of these two genotypes descended from an ancestral lineage that can be date to around 1978 (1970–1975, 95% HPD). GA7 viruses circulated for an only short period (1984–1998) and were rarely detected after 2000. GA2 viruses share a common ancestor around 1980 (1978–1982, 95% HPD) and have become the most prevalent genotype in the last decade. In contrast to the “endemic” pattern observed for genotypes GA1 and GA5, GA2 spread to countries outside the Americas after its emergence. Strains from different locations including Uruguay, the USA, Netherland and Korea contribute to the “trunk lineage” of the GA2 genotype (sequences collected 1990–2005, Figure 2). The geographic spread of RSV-A GA2 was particularly pronounced after 2005 (Figure 2). After this, a significant change in RSV epidemiology was observed in different locations, with a shift from the circulation of multiple genotypes to prolonged circulation of predominant genotype GA2 (Botosso et al., 2009; Houspie et al., 2013). Most recently, the new variant of GA2, termed ON1, was identified in Ontario (Canada) and Panama in 2010 (Eshaghi et al., 2012). The ON1 genotype has spread widely in a short period of time, notably in 2011–2012, (Figure 2) and was reported as the dominant RSV-A strain in Europe in 2012–2013 (Pierangeli et al., 2014; Trento et al., 2015), in Africa in 2012 (Agoti et al., 2014) and in Asia in 2014 (Liu et al., 2014).

RSV-A Infection in Guangdong 2008–2015

The above analyses provided a basic overview on RSV-A evolution and transmission on a global scale. To further understand how RSV-A viruses circulated in a local area, we also estimated MCC phylogenetic trees from RSV-A sequences from Guangdong, China, together with closely related sequences from other regions. All Guangdong strains collected in 2008–2015 belong to genotype GA2. However, these strains were segregated into multiple subclusters and strains collected from the same epidemic season fell into different subclusters (Figure 3A). For example, strain 0263_GD-CHN_2008 is phylogenetically quite distinct from other strains collected in Guangdong 2008 such as 0185 and 0198, which grouped with contemporary strains from other countries.
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FIGURE 3. Molecular clock phylogeny of G gene sequences from Guangdong between 2008 and 2015. Phylogeny was estimated using maximum Clade Credibility (MCC) on the basis of G gene sequences obtained from Guangdong between 2008 and 2015 and closely related sequences from other regions. Posterior values of interested clusters are shown next to nodes. Guangdong RSV-A strains in interested clusters are highlighted with dots filled with colors. (A) Viral strains belong to the new emerged ON1 genotype is shown as a triangle. The interested clusters of RSV-A strains with high posterior values are highlighted with boxes and denoted. (B) Phylogeny of ON1 genotype RSV-A viruses. The interested clusters are highlighted and denoted.



In the phylogenetic tree (Figure 3A), we found several local clusters (GA2-2, GA2-3, and GA2-5) of Guangdong sequences, and also clusters that contained both Guangdong and non-Guangdong strains (GA2-1 and GA2-4). Local clusters contained viral strains collected from successive epidemic seasons, e.g., from 2011 to 2015 in the GA2-1 cluster. One interpretation of this result is that GA2 viruses have persisted in Guangdong between seasons. However, it is also equally possible that each local cluster was imported into Guangdong multiple times, but these importations are not observed due to the limited sampling of RSV from other locations. The presence of a sequence from Paraguay in cluster GA2-1 support the idea that there is substantial international movement of RSV lineages that is not being detected in current data due to limited virus sequence data from many regions. In the GA2-4 cluster, strain KM586822_GD-CHN_2011 is closely related to external strains sampled in the USA and India collected in previous years.

A similar pattern was observed for ON1 subgenotype viruses detected in Guangdong. The ON1 genotype is characterized by a 72 nt insertion in the viral G gene, resulting in 24 additional amino acids, of which 23 are duplications of amino acid positions 261–283 (Eshaghi et al., 2012). This new variant was first detected in Guangdong in 2012 (Figure 3B), and was predominant in Guangdong samples between 2014 and 2015, accounting for 9 of 9 strains sequenced in 2014 and for 36 of 38 (95%) strains analyzed in 2015 (Figure 3B). Local clusters of Guangdong strains collected between 2014 and 2015 were observed in the ON1 genotype (ON-1, ON-2, and ON-3, Figure 3B). In addition, Guangdong strains related to P14226_GD-CHN_2014 were more closely to a strain identified in Spain in 2012 (KF915233_SPA_2012) and this cluster is correspondingly termed ON-4. As discussed above, the amount of regional and international mixing of RSV observed in the phylogeny is likely underestimated due to limited sampling in many regions, although the highly similar sequences in cluster ON-3 probably do represent circulation within Guangdong or China itself, during the epidemics in 2014 and 2015. The amino acid alignment of the G protein of ON1 strains matches the corresponding phylogeny. Figure 4 shows part of an alignment containing the variable mucin-like domains of the G protein (McLellan et al., 2013). The earliest ON1 strain from Guangdong (1119_GD-CHN_2012) shows 100% amino acid identity (across the full length of the G protein) to the first ON1 strain, identified in Canada in 2010. Viral strains within the clusters defined in Figure 3B show the same or highly similar amino acid changes. Several substitutions are specific to Guangdong and Chinese RSV strains belong to the ON1 genotype, specifically Lys216Asn, Ser299Arg and Pro300Ser.
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FIGURE 4. G-protein sequences alignment of ON1 genotype viruses. Representative Guangdong ON1 RSV-A strains and closely related strains are included. The highly variable region in the C-terminal of G-protein sequences (200–310, corresponding to the strain ON67-1210A_2010, accession number JN257693) is shown. The viruses are clustered according to the result of Figure 3B. The positions which are exclusively found in Guangdong strains are highlighted in black box.



DISCUSSION

RSV is one of the most important respiratory pathogen worldwide. Compared to human influenza viruses, the molecular epidemiology of RSV is largely unknown at both local and global scales. In this study, we undertook phylogenetic, spatial and molecular clock analyses on RSV-A by using sequences data from public database and from the surveillance in Guangdong China between 2008 and 2015. To achieve robust results in molecular clock and phylogeographic analyses, we used complete or nearly complete (>95%) G gene sequences in this study. RSV-A strains with partial sequences or without information on the date and location of sampling were not included. As a consequence, some genotypes like GA3, GA4, and GA6, which may include one or a few sequences, were not represented in the phylogenetic tree. The importance of these sequences is limited because these genotypes (present as minor clades in phylogenies of partial G gene sequences) were rarely detected after 2010 in epidemiological studies (Trento et al., 2015).

At the global scale, different circulation patterns are observed for different genotypes of RSV-A. Genotypes such as GA1, GA4, and GA5, are more endemic and display limited epidemic activity throughout their history (Figure 2). All appear to have originated and mainly circulated in America, with a few sequences identified on other continents, although this conclusion will not be reliable if early molecular surveillance of RSV was strongly biased toward infections in the USA. However, a distinct pattern is observed for the GA2 genotype, which appears to be more geographically widespread and epidemically active (Eshaghi et al., 2012; Houspie et al., 2013; Trento et al., 2015). Molecular clock analysis reveals that circulation of RSV-A can be classified into three distinct periods (Figure 2). Before 1990, RSV-A most sequenced infection cases were mainly identified in America. Between 1990 and 2005, driven by the emergence of GA2, RSV-A viruses were increasingly detected in countries on different continents and temporary co-circulation of different genotypes is observed. The most significant feature of RSV-A molecular epidemiology is the predominance of GA2 genotype after 2005 (Eshaghi et al., 2012; Houspie et al., 2013; Agoti et al., 2014; Liu et al., 2014; Pierangeli et al., 2014; Duvvuri et al., 2015). The prevalence of the GA2 genotype in a population may inhibit the circulation of other genotypes, such as GA7 and GA5, which now are rarely detected, even in America. One possible explanation for this could be the immune cross-protection in a in population generated by GA2 infection. A recent in vitro study by Treno et al. (2015) suggested that an antibody (MON-3-88) generated by GA2 virus infection exhibited a broad reactivity to other genotypes including GA3, GA5, and GA7, but not to GA1.

Our study benefits from the continuous surveillance of RSV in Guangdong, enabling us to investigate the genetic diversity of RSV-A across different epidemic seasons in a defined region. Our results indicate that local RSV-A epidemics are caused by a combination of local virus persistence and repeated re-introductions from external locations.

As studies of influenza A viruses have shown (Nelson et al., 2006, 2007; Russell et al., 2008), a simple test of persistence versus seeding is to examine the phylogenetic relationships of strains sampled between epidemics. If epidemics are mainly caused by virus persistence, new emerged strains would be descended from, and thus more closely related to, strains from previous epidemic in this area. Conversely, if epidemic strains are related to contemporary strains from outside, the epidemics are more likely caused by virus importations.

The phylogenetic analysis highlights both local and global clusters are identified during RSV-A epidemics in Guangdong (Figures 3A,B). In addition, the phylogenetic tree mainly based on the Guangdong RSV-A strains (Figure 2) is quite similar with the full phylogeny tree of GA2 genotype at global level (Figure 3; Supplementary Figure S1). Some Guangdong strains collected in 2008 are near the root of GA2 genotype while the recent sequences collected between 2011 and 2015 in Guangdong fall into the major contemporary cluster of GA2 genotype. One interpretation of this pattern is that the RSV-A circulation in Guangdong is in equilibrium with global RSV-A virus distribution. An alternative but more complex explanation is that viral strains in Guangdong are under parallel evolution after the early dissemination occurred before 2008. The molecular epidemiology of new emerged ON1 suggests the former explanation should be preferred. The ON1 genotype was first detected in Ontario in the winter of 2010/11 (Eshaghi et al., 2012). Thereafter the genotype has been widely spread and prevalent in South Africa (Agoti et al., 2014), Germany (Prifert et al., 2013), Italy (Pierangeli et al., 2014), and Malaysia (Khor et al., 2013). The ON1 RSV-A virus was detected in Guangdong in 2012 and possesses the G protein with the 100% amino acid sequence identity of the Canadian strain suggesting that the novel sub-genotype ON1 virus detected in Guangdong in 2012 is more likely from external seeding. After the possible early introductions, some ON1 strains collected in Guangdong in 2014 and 2015 possess a few amino acid substitutions in G protein are exclusively found in Guangdong and Beijing city (Cui et al., 2015) of China between 2014 and 2015. The prevalence of ON1 genotype in Guangdong also led to the increasing of RSV clinical infection cases and positive rate of RSV in ARIs, 2014–2015. Interestingly, the most recent study from Kenya also suggested both new introductions and local persistence of RSV-A viruses contribute the recurrent of epidemics (Otieno et al., 2016). However, it should be also noted that current phylogenies likely substantially underestimate the contribution of re-introductions to a given location (e.g., Guangdong) due to low levels of sequence sampling from many countries and regions. More representative sampling across the globe, or within a more geographically confined area of interest, will provide more robust results on transmission pattern of RSV-A virus. Another limitation should be emphasized is that our analysis do not have extensive Guangdong RSV-A sequences even though large number of ARIs samples are collected (Supplementary Table S1). This is a common problem for RSV epidemiology studies, partly because a wide range of pathogens can cause ARIs, including bacteria and other viruses besides RSV such as Influenza viruses, parainfluenza virus, adenovirus and human rhinoviruses (van den Hoogen et al., 2001; Azziz-Baumgartner et al., 2012; Kwofie et al., 2012; Marcone et al., 2012). However, the limit surveillance data in Guangdong has already shown some local clusters of RSV with several distinct mutations (Figures 3 and 4) and the ON1 prevalence in Guangdong following its emergence in Canada. These results provide the evidence of the joint transmission pattern of RSV-A in Guangdong.

Currently, the RSV GA2 genotype that circulate worldwide has turned into a predominant RSV-A genotype with new variants emerging through a process of continuous evolution that appears somewhat similar to that observed for the global circulation of seasonal influenza viruses (Russell et al., 2008) and human noroviruses (Siebenga et al., 2010; Lu et al., 2016). Our local data suggest RSV-A epidemics in Guangdong are caused by viruses seeded from external regions and viruses persist in local jointly. In this context, for global RSV disease control and vaccine development, much more detailed surveys of RSV-A genetic diversity and evolution in all affected areas, comparable to the surveillance undertaken here for Guangdong province, should be encouraged.
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Classical swine fever virus (CSFV) causes an economically important and highly contagious disease of pigs worldwide. C-strain vaccination is one of the most effective ways to contain this disease. Since 2014, sporadic CSF outbreaks have been occurring in some C-strain vaccinated provinces of China. To decipher the disease etiology, 25 CSFV E2 genes from 169 clinical samples were cloned and sequenced. Phylogenetic analyses revealed that all 25 isolates belonged to subgenotype 2.1. Twenty-three of the 25 isolates were clustered in a newly defined subgenotype, 2.1d, and shared some consistent molecular characteristics. To determine whether the complete E2 gene was under positive selection pressure, we used a site-by-site analysis to identify specific codons that underwent evolutionary selection, and seven positively selected codons were found. Three positively selected sites (amino acids 17, 34, and 72) were identified in antigenicity-relevant domains B/C of the amino-terminal half of the E2 protein. In addition, another positively selected site (amino acid 200) exhibited a polarity change from hydrophilic to hydrophobic, which may change the antigenicity and virulence of CSFV. The results indicate that the circulating CSFV strains in Shandong province were mostly clustered in subgenotype 2.1d. Moreover, the identification of these positively selected sites could help to reveal molecular determinants of virulence or pathogenesis, and to clarify the driving force of CSFV evolution in East China.

Keywords: classical swine fever virus, genetic diversity, phylogenetic analysis, positive selection, subgenotype 2.1d

INTRODUCTION

Classical swine fever (CSF), previously known as hog cholera, is an economically important, highly contagious disease of pigs that is classified as a notifiable disease by the Office International des Epizooties (Jiang et al., 2013). CSF is characterized by fever and hemorrhage with an acute or chronic course (Luo et al., 2011). CSF was first recognized in Tennessee, USA, in 1810, and then rapidly spread throughout the world (Edwards et al., 2000). As a result of systemic immunizations with live attenuated vaccines and/or strict epidemiological surveillance, CSF had been controlled and successfully eradicated from domestic pigs in some countries and regions, such as Australia, New Zealand, North America, and Western Europe (Paton and Greiser-Wilke, 2003; Ji et al., 2015). However, it still significantly affects swine production in Asia, South America, Eastern Europe, and parts of the former Soviet Union (Ji et al., 2015).

The causative agent, CSFV, is a member of the genus Pestivirus within the family Flaviviridae (Lowings et al., 1996). The positive-sense, single-stranded RNA CSFV genome is 12.3 kb in length, and it comprises one large ORF that is flanked by two NTRs (Rumenapf et al., 1991; Tautz et al., 2015). The ORF codes a 3898-AA polyprotein that is co- and post-translationally processed by cellular and viral proteases into four structural (C, Erns, E1, and E2) and eight non-structural proteins in the order NH2–(Npro-C-Erns-E1-E2-p7-NS2-NS3-NS4A-NS4B-NS5A-NS5B)–COOH (Rumenapf et al., 1991; Chang et al., 2010). The E2 protein is the main immunogen of CSFV, and it induces the production of neutralizing antibodies that provide protection against lethal challenge (Beer et al., 2015); it also plays multiple roles in the viral life cycle, and it mediates the entry of the virus into host cells (Sanchez et al., 2008; Shen et al., 2011).

The various isolates of CSFV consist of one serotype, reflecting a narrow range of evolutionary divergence (Vanderhallen et al., 1999; Deng et al., 2005). Therefore, genetic typing of the virus has been used to understand the evolution and spread of viruses, and the origins of disease outbreaks (Deng et al., 2005). 5′-NTR (96 nt), partial E2 (190 nt), and NS5B (409 nt) sequence similarities are extensively used for genetic analyses and to study viral diversity (Lowings et al., 1996; Greiser-Wilke et al., 1998; Paton et al., 2000). Recently, the full-length E2 coding sequence (1,119 nt) was also demonstrated to be reliable in detailed phylogenetic analyses (Postel et al., 2012; Beer et al., 2015). Analyses using these three or four regions have similarly classified CSFV into three genotypes, each with three to four subgenotypes (Lowings et al., 1996; Paton et al., 2000; Deng et al., 2005). Thus far, subgenotypes 1.1–1.4, 2.1–2.3, and 3.1–3.4 can be differentiated (Lowings et al., 1996; Paton et al., 2000; Postel et al., 2013).

Determining the selection pressures that have shaped the genetic variation of viruses is a major part of many molecular evolution studies (Kosakovsky Pond and Frost, 2005). A powerful method for studying adaptive molecular evolution is the use of a codon substitution model to identify AA sites where the dN exceeds the dS in a maximum likelihood context (Anisimova et al., 2001; Shen et al., 2011). Estimates of dN that are significantly different from dS provide convincing evidence for non-neutral evolution (Kosakovsky Pond and Frost, 2005). In viruses, the AAs at the interacting sites between envelope proteins and host molecules are continuously evolving under positive selection (Shen et al., 2011).

Since late 2014 in many regions of Shandong province in East China, a CSF epidemic, which is characterized by abortions and stillbirths of sows, as well as fever, anorexia, skin hemorrhages, and high-mortality among nursery pigs, has been occurring in many pig herds that were immunized with attenuated CSFV vaccines (the C strain, Hog Cholera Lapinized Virus). Most pigs in Shandong are vaccinated according to the following schemes: sows and boars are vaccinated simultaneously three times per year. Piglets are vaccinated first via an intramuscular injection at 21–28 days of age, and they receive a second vaccination at 7–8 weeks of age. Replacement gilts and boars are then vaccinated at 12–16 weeks, followed by a supplementary immunization before estrus (unpublished data). Here, we conducted a molecular epidemiological survey of 25 CSFV isolates and showed that the circulating CSFV strains in Shandong province were mostly clustered in subgenotype 2.1d. The selection pressures that act on the E2 gene of these new isolates and 120 reference strains were further analyzed to obtain insights into the driving forces of CSFV evolution in swine populations under regular vaccination programs.

MATERIALS AND METHODS

Sample Preparation and Virus Isolation

A total of 169 tissue specimens, including the spleen, lymph nodes, tonsils, brain, lungs, and kidneys, were collected from clinically ill nursery pigs from different pig herds of various sizes in Shandong province from December 2013 to June 2015. The tissue samples were collected in accordance with the guidelines of the Shandong Agricultural University Animal Care and Use Committee (SDAUA-2013-001) and dissected for cryopreservation and fixed in 10% neutral formalin for virus detection and histological examination, respectively. Tissue samples were homogenized in Dulbecco’s modified Eagle’s medium (Gibco, Grand Island, NY, USA), and then the tissue homogenates were centrifuged at 10,000 × g (4°C) for 10 min. Then, the suspension was passed through a 0.22-μm filter (EMD Millipore, Billerica, MA, USA) and transferred to PK-15 cell monolayers. Then, the cells were incubated at 37°C in 5% CO2 for 3–5 days, and the cultures were harvested and stored at –80°C as viral stocks.

Histological Examination and Polymerase Chain Reaction (PCR) Detection

The formalin-fixed samples were processed and embedded in paraffin. Thin sections of the fixed tissues were stained with H&E and examined microscopically. Viral DNA and RNA of the harvested cultures were extracted using the EasyPure viral DNA/RNA kit (TransGen, Beijing, China) according to the manufacturer’s instructions for the detection of suspected viruses. Four major pathogens, including CSFV, PRRSV, PRV, and PCV2 were detected by PCR or reverse transcription (RT)-PCR (Hu et al., 2015).

E2 Gene Amplification and Sequencing

Primers based on the published sequence of the CSFV Shimen strain (GenBank accession no. AF092448) were designed to amplify the complete E2 gene (forward primer: GTAAATATGTGTGTGTTAGACCAGA, reverse primer: GTGTGGGTAATTRAGTTCCCTATCA; Zhang et al., 2015). The viral RNA of CSFV-positive cultures was extracted, and the complete E2 gene was amplified using the EasyScript One-Step RT-PCR SuperMix (TransGen, Beijing, China). Briefly, 6 μL of RNA template, 25 μL of Reaction Mix, 1 μL of Enzyme Mix, and 16 μL of RNase-free water were mixed with 1 μL of each primer (10 μM). One-step RT-PCR was performed using the following conditions: 45°C for 25 min, 94°C for 5 min, followed by 30 cycles of 94°C for 30 s, 55°C for 30 s, and 72°C for 2 min, followed by a final extension at 72°C for 7 min. PCR/RT-PCR products were analyzed by 1% agarose gel electrophoresis. Target fragments were excised from the gels for purification using the Gel Extraction Kit (Tiangen, Beijing, China). Purified PCR products were cloned into the pMD18-T vector (TaKaRa, Beijing, China). Recombinant clones and the forward and reverse primers were sent to Sangon Bioscience (Shanghai, China) for sequencing.

Phylogenetic Analysis of the E2 Gene

The E2 gene sequences that were amplified from the clinical samples (Table 1) were aligned with 120 sequences in GenBank (Supplementary Table S1), and phylogenetic trees were constructed using MEGA 6.0 software1 by the maximum likelihood method based on the Tamura–Nei model (Tamura and Nei, 1993; Tamura et al., 2013). Bootstrap values were estimated for 1,000 replicates. Trees were determined based on the full-length E2 sequence (1,119 nt) and a partial E2 sequence (190 nt) (Lowings et al., 1996).

TABLE 1. Characteristics of the 25 new isolates and GenBank accession no. of E2 genes (1,119 nt).
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Identities and AA Substitution Analysis of the E2 Gene/Protein

The nt and AA sequence identities of the 25 new CSFV isolates and eight representative CSFV isolates, including Shimen (AF092448, 1.1), SXCDK (GQ923951, 2.1a), HEBZ (GU592790, 2.1b), GDPY2008 (HQ697223, 2.1c), SDQS (JQ001834, 2.1d), LAL290 (KC851953, 2.2), Novska (HQ148061, 2.3), and TWN (AY646427, 3.4), were calculated using the MegAlign module (Clustal W method) of the Lasergene package (DNASTAR Inc., Madison, WI, USA). The AA substitutions of the new isolates were compared with those of the representative CSFV isolates, which included three genotypes (1.1–1.4, 2.1–2.3, and 3.4).

Selection Pressure Analysis of the E2 Gene

An analysis of the selection pressure acting on the codons of the E2 envelope protein, including the 25 new isolates and 120 reference strains, was conducted using the HyPhy open-source software package available at the datamonkey web-server2 (Delport et al., 2010). The level of positive selection was estimated using five different approaches: single likelihood ancestor counting (SLAC), fixed effects likelihood (FEL), internal fixed effects likelihood (IFEL), mixed effects model of evolution (MEME), and fast unbiased Bayesian approximation (FUBAR) (Sharma et al., 2013). The best nucleotide substitution model for different datasets, as determined via the available tool on the datamonkey server, was used in the analysis.

RESULTS

Gross and Histological Lesions of CSF-Suspected Cases

Systematic necropsies were performed on pigs with clinical signs of CSF, including fever, anorexia, diffuse hemorrhage of the skin (Figure 1A), and conjunctivitis. Obvious hemorrhagic spots were found on the surface of the epicardium (Figure 1B). Scattered hemorrhagic infarcts were observed on the edge of the spleen (Figure 1C). Multiple lymph nodes were hemorrhagic and turgid (Figure 1D). The renal cortex were densely covered with petechial hemorrhages (Figure 1E). A mixture of small and large hemorrhagic spots, as well as ulcers, was seen on the surface of the gastric mucosa (Figure 1F). Histological examination mainly confirmed viral encephalitis, hemorrhages of many tissues, and necrotic foci of lymphoid tissues. The brain tissue exhibited typical viral encephalitis with lymphocyte infiltration around the small blood vessels (Figure 1G), as well as the proliferation of glial cells (Figure 1H). The histological structure of the spleen was disordered and characterized by necrosis, hemorrhage, and depletion of lymphocytes (Figure 1I). The lymph nodes showed hemorrhagic necrotizing lymphadenitis with necrotic lymphocytes and hyperplastic reticular cells (Figure 1J). The glomerulus and mesenchyme were hemorrhagic (Figure 1K).


[image: image]

FIGURE 1. Gross and histological lesions of CSF-suspected pigs. (A) Diffuse hemorrhage of skin. (B) Epicardium hemorrhage. (C) Infarcts scattered on the edge of spleen. (D) Lymph nodes were hemorrhagic and turgid. (E) Renal cortex was densely covered with petechial hemorrhages. (F) Hemorrhagic spots and ulcer on the surface of gastric mucosa. (G) Lymphocyte infiltration around the small blood vessels in brain. H&E stain, ×400. (H) Proliferation of glial cells in brain. H&E stain, ×200. (I) Histological structure of spleen was disordered and characterized by necrotic lymphocytes and hemorrhage. H&E stain, ×100. (J) Lymphoid nodules showed necrotic lymphocytes and hyperplastic reticular cells and hemorrhage. H&E stain, ×400. (K) The glomerulus and mesenchyme were hemorrhagic. H&E stain, ×200.



Pathogens Detected in the Clinical Samples

The PCR/RT-PCR results showed that 25 of the 169 tissue specimens collected from different herds were positive for CSFV. Among the 25 samples, 12 samples were positive for PCV2, five for PRV, and four for PRRSV (data not shown). All 25 amplified E2 genes were sequenced and submitted to GenBank (Table 1).

Phylogenetic Analysis of the E2 Gene

A total of 145 full-length E2 gene (1,119 nt) sequences and 145 corresponding partial E2 gene (190 nt) sequences, including the sequences of the 25 new isolates, were used to construct phylogenetic trees (Figure 2). The analysis resulted in a classification of all 145 CSFVs into three main groups (genotypes 1–3) containing eight subgroups (1.1–1.4, 2.1–2.3, and 3.4; Figure 2).
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FIGURE 2. Phylogenetic analysis of different genomic regions of the 25 new isolates and 122 reference strains. (A) Full-length E2 gene sequences. (B) Partial E2 gene sequences. 23 newly isolated strains (indicated by [image: image]) accompanied with seven references strains (indicated by [image: image]) were clustered into subgenotype 2.1d. The other two newly isolated strains (labeled by [image: image]) belonged to subgenotype 2.1b.



Of the 25 new isolates, 21 isolates that were isolated in 2015 (SDHZ-15, SDJNi2-15, SDLY-15, SDTA4-15, SDSK-15, SDXT-15, SDMZ1-15, SDXLS-15, SDZB-15, SDTA3-15, SDMZ2-15, SDJNi4-15, SDLY-15, SDLW2-15, SDWK-15, SDZB2-15, SDJNi5-15, SDTA2-15, SDJNi1-15, SDLW1-15, and SDJNi3-15), two previously isolated strains (SDTA1-13 in 2013 and SDJNa-14 in 2014), and seven previously sequenced isolates [SDQS11 (JQ001834), ZS1-08 (FJ607779), Zj0801 (FJ529205), ZJ7.2005 (DQ907714), HuZ2-05 (EF683606), SX-04 (EF683623), and SH2-05(EF683621)] belonged to the new subgenotype 2.1d (Zhang et al., 2015). The remaining two new isolates, SD19-15 and SDJNi6-15, were clustered in subgenotype 2.1b. Phylogenetic trees based on the two different gene sequences, including the 145 full-length E2 gene sequences (Figure 2A) and 145 partial E2 gene sequences (Figure 2B), produced similar results. It is evident that all of the recently isolated CSFV strains in Shandong province were surprisingly divergent from the Shimen reference strain and the vaccine strain HCLV, and that the subgenotype 2.1 CSFV strains (mainly subgenotype 2.1d) predominated in more recent CSF epidemics in Shandong province in East China.

Site Mutation Analysis of the E2 Gene

The E2 gene of the 25 new isolates is 1,119 nt long, encoding a 373-AA protein. When compared with each of the eight reference strains (Table 2), the 25 newly isolated strains shared the lowest nt identities (81.7–82.5%) and AA identities (88.5–90.1%) with the TWN strain (subgenotype 3.4). The new isolates shared the highest nt and AA sequence similarities with 2.1 reference strains. When compared with each of the four subgenotypes of genotype 2.1, the two new isolates, SD19-15 and SDJNi6-15, had the highest nt identity (94.2%) and AA identities (96.2 and 97.1%, respectively) with the 2.1b reference strain HEBZ, while the other 23 new isolates shared the highest nt identities (95.9–97.5%) and AA identities (96.2–98.4%) with the 2.1d reference strain SDQS (Table 2, Supplementary Tables S2 and S3). In addition, the 25 new isolates had greater similarities to subgenotype 2.1b isolates than to either subgenotype 2.1a or 2.1c isolates, indicating a high similarity between subgenotypes 2.1b and 2.1d; these results are in accordance with the report by Zhang et al. (2015).

TABLE 2. Nucleotide (nt) and AA identities of E2 gene between the 25 new isolates and other eight representative CSFV isolates (%).
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Compared with the reference strains, the two 2.1b new isolates, SD19-15 and SDJNi6-15, showed no characteristic AA substitutions, while the other 23 new isolates, which belonged to the 2.1d subgenotype, had some unique characteristics (Figure 3). Compared with all of the other isolates, the new 2.1d isolates, as well as four of the 2.1d reference strains (DQ907714, FJ529205, FJ607779, and JQ001834) showed consistent AA substitutions, including an R at position 31 (R31), S34, I56, K303, and A331. The subgenotype 2.1d isolates also showed unique AA substitutions, including G/D/N36S, D97N, K/N159R, and V/M/I168A. In addition, some subgenotype 2.1d isolates had two AA substitutions at positions 200 (Q200L) and 205 (R205K) compared with subgenotype 2.1a, 2.1b, and 2.1c isolates.
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FIGURE 3. Amino acid (AA) sequences alignments of E2 genes of the 25 new isolates and 29 representative CSFV isolates. Consistent molecular characteristics of 2.1d strains were indicated by blue boxes [image: image]. Unique AA substitutions of 2.1d strains compared with all other strains were indicated by red boxes [image: image]. Unique AA substitutions of 2.1d strains compared with subgenotype 2.1a, 2.1b, and 2.1c strains were indicated by black boxes [image: image].



Selection Pressure Analysis

A selection pressure analysis of the E2 gene of 145 global CSFV strains revealed seven positively selected sites (AAs 17, 34, 72, 168, 200, 240, and 283) by at least two methods (Table 3). The detected positively selected sites were diverse, and most of the sites were hydrophilic sites (Table 4). There were no regular changes in polarity of the positively selected AAs, but a change from a polar AA (Q) at position 200 to non-polar AAs (V, P, and L) was observed (Table 4).

TABLE 3. Selection pressure analysis of E2 protein (373 codons) of CSFV using SLAC, FEL, IFEL, MEME, and FUBAR methods (www.datamonkey.org).
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TABLE 4. Positions and polarities of the positively selected amino acid (AA).
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DISCUSSION

In China, a nationwide policy of biannual vaccinations of pigs in the spring and autumn has been performed using the C-strain vaccine, and large-scale outbreaks of CSF have rarely occurred since its introduction (Shen et al., 2011). Some of the cases that occurred were acute, but many cases of CSF were seen as subclinical, causing reproductive failure, neonatal death, or chronic infection in nursery pigs (Luo et al., 2011; Ji et al., 2015). However, in 2014, pigs in some herds in China that were immunized with attenuated CSFV vaccines showed CSF-suspected symptoms (Zhang et al., 2015), and subsequently a similar epidemic unexpectedly occurred in Shandong province, which caused heavy economic losses. To identify the pathogeneses and pathogens, specimens were collected and systemic examinations were performed, and the CSFV infection status was confirmed.

To further study the molecular epidemiology of CSF, 25 isolated CSFV strains were obtained, and their genetic diversity was analyzed. The full-length E2 gene sequence (1,119 nt), which provides better resolution for phylogenetic analysis than 5′-NTR, partial E2 gene, and NS5B sequences (Blacksell et al., 2004; Sarma et al., 2011; Zhang et al., 2015), was sequenced and examined in this study. Both the full-length E2 sequence and partial E2 sequence showed similar results, as the CSFV isolates could be divided into three genotypes (1, 2, and 3) as well as 11 subgenotypes [1.1–1.4, 2.1 (2.1a, 2.1b, 2.1c, and 2.1d), 2.2, 2.3, and 3.4]. Compared with representative strains of subgenotypes 1.1, 2.1, 2.2, 2.3, and 3.4, the 25 isolates all belonged to subgenotype 2.1, and most of the strains (92%, 23/25) were clustered in the newly defined subgenotype 2.1d (Figure 2, Table 2). High sequence variability is found in mainland China where CSFV subgenotype 1.1, 2.1, 2.2, and 2.3 strains are found, and subgenotype 2.1b has been shown to be the predominant strains within the last 10 years (Tu et al., 2001; Chen et al., 2010a; Beer et al., 2015). In this study, CSF cases caused by a new subgenotype, 2.1d, of CSFV in Shandong province were diagnosed following outbreaks in other provinces (Zhang et al., 2015), and the earliest discovered CSFV isolate, SDTA1-13, which was identified as subgenotype 2.1d in this study, was first isolated in 2013. The results indicate that the new strains may have emerged over a short period of time and spread to several provinces in China, which is worthy of attention because all of the new strains were isolated from CSFV-immunized pigs (Zhang et al., 2015). The pathogenicity, antigenicity, and virulence of the newly defined 2.1d isolates remain unclear, but we speculate that the unique molecular characteristics of the 2.1d isolates may contribute to the adaptive evolution of CSFV under C-strain vaccination, and may be responsible for the unsatisfactory immunoprotection of C-strain vaccinations.

To further study the molecular characteristics of CSFV strains, a selection pressure analysis of E2 AA sequences was performed, and the results showed that the protein mainly underwent purifying selection pressures. RNA viruses are known to have significantly greater mutation rates per site per round of replication than DNA viruses, a difference that is attributed to the error-prone nature of viral RNA-dependent RNA polymerases, and most mutations in coding regions are deleterious (Weiss, 2002; Hughes and Hughes, 2007). A mechanism to decrease the accumulation of deleterious mutations is essential for RNA viruses to remain stable, and purifying selection provides a useful tool to purge such mutations (Domingo and Holland, 1997). In addition, purifying selection was reportedly more effective in RNA viruses than in DNA viruses (Hughes and Hughes, 2007). Seven positively selected sites were observed in the E2 protein, which is the main immunogen of CSFV. E2 is a type I transmembrane protein with a transmembrane domain in its carboxyl-terminus that is anchored in the viral envelope (Li et al., 2013). The amino-terminal half of the E2 protein, which is an extracellular motif that contains four antigenic domains (A, B, C, and D), was more variable than the carboxyl-terminal half (van Rijn et al., 1994). E2 has a unique architecture consisting of two immunoglobulin-like domains (I and II). Domains D/A map to domain II (AAs 91–168) in the E2 crystal structure, and domains B/C correspond to domain I (AAs 1–90) (Li et al., 2013). Among the detected seven positively selected sites, AAs 17, 34, and 72 belonged to domains B/C. AA 168 belonged to domains D/A. Moreover, the other three sites (AAs 200, 240, and 283) are located in the carboxyl-terminal half of the E2 protein. Domains B/C, which form an independent antigenic unit, are responsible for antigenic specificity among various CSFVs, and the D/A domains of various CSFVs are relatively conserved (van Rijn et al., 1994; Chang et al., 2010). It has been reported that single mutations in the E2 B/C domains could lead to variations in viral neutralization (Chen et al., 2010b). The three positively selected sites found in domains B/C of the amino-terminal half of the E2 protein, which mediates viral entry into target cells, suggest that these changes could be associated with viral escape from neutralizing antibodies, and they could explain the lower severity of the clinical signs that developed in most of the affected animals. The positively selected AA 200 is reportedly necessary for the attenuation of the highly virulent Brescia strain, but the mechanisms mediating this attenuation remain unknown (Risatti et al., 2007; Tang et al., 2008). In this study, we observed a polarity change of AA 200 from hydrophilic to hydrophobic, which may contribute to a change of the antigenicity and virulence of CSFV. The other three positively selected sites (AAs 168, 240, and 283) found in this study are the first to be reported, and their biological significance needs to be further characterized. Understanding the functional importance of these positively selected AAs could help to predict possible changes in virulence, which will aid the study of the mechanism of immune evasion, and prevent CSF in the future.

CONCLUSION

The 25 CSFV isolates from East China were clustered in subgroup 2.1, and most of the isolates, together with some previously sequenced strains, formed the newly defined subgenotype 2.1d, indicating that 2.1d CSFV strains may be predominant epidemic strains in Shandong province. The selection pressure analysis revealed that the envelope protein-encoding E2 gene had undergone positive selection, and several positively selected sites were identified, which could help to identify the molecular determinants of virulence or pathogenesis, and to clarify the driving force of CSFV evolution in East China. Empirical studies are required to assess the antigenicity and virulence of the 2.1d CSFV strains, as well as the influence of the positively selected AAs identified in this study on CFSV virulence or pathogenesis.
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Gene-associated with retinoid-interferon-induced mortality 19 (GRIM-19) targets multiple signaling pathways involved in cell death and growth. However, the role of GRIM-19 in the pathogenesis of hepatitis virus infections remains unexplored. Here, we investigated the restrictive effects of GRIM-19 on the replication of hepatitis C virus (HCV). We found that GRIM-19 protein levels were reduced in HCV-infected Huh7 cells and Huh7 cells harboring HCV replicons. Moreover, ectopically expressed GRIM-19 caused a reduction in both intracellular viral RNA levels and secreted viruses in HCVcc-infected cell cultures. The restrictive effect on HCV replication was restored by treatment with siRNA against GRIM-19. Interestingly, GRIM-19 overexpression did not alter the level of phosphorylated STAT3 or its subcellular distribution. Strikingly, forced expression of GRIM-19 attenuated an increase in intracellular lipid droplets after oleic acid (OA) treatment or HCVcc infection. GRIM-19 overexpression abrogated fatty acid-induced upregulation of sterol regulatory element-binding transcription factor-1 (SREBP-1c), resulting in attenuated expression of its target genes such as fatty acid synthase (FAS) and acetyl CoA carboxylase (ACC). Treatment with OA or overexpression of SREBP-1c in GRIM-19-expressing, HCVcc-infected cells restored HCV replication. Our results suggest that GRIM-19 interferes with HCV replication by attenuating intracellular lipid accumulation and therefore is an anti-viral host factor that could be a promising target for HCV treatment.
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INTRODUCTION

After entry into hepatocytes, hepatitis C virus (HCV) becomes uncoated, and the viral genome is translated into a single polyprotein that is co- and post-translationally processed into structural and non-structural proteins (Gale and Foy, 2005; Lindenbach and Rice, 2005). The HCV non-structural proteins, such as NS3 helicase, NS5A, and NS5B RNA-dependent RNA polymerase, assemble as a replicase complex (RC) that is associated with lipid-rich membrane structures (Aizaki et al., 2004; Lindenbach and Rice, 2005). The newly synthesized viral genomes are packaged into viral particles by the structural proteins, including core, E1, and E2. It has been reported that lipid droplets (LDs) are important organelles for the viral packing step in HCV production (Miyanari et al., 2007). Moreover, newly assembled HCV particles are observed in close proximity to LDs, indicating that some steps of virus assembly occur near LDs (Miyanari et al., 2007). The resulting virus is released from the hepatocyte in association with host lipoproteins, and therefore, in the blood, HCV is present as a lipoprotein-coated virus (Meredith et al., 2012). Host lipid architectures and molecules involved in lipid metabolism are closely associated with the HCV lifecycle (Suzuki, 2012). Many studies have shown that lots of host factors participate in HCV infection and play important roles in efficient viral replication and propagation (Li et al., 2009). One such host factor is signal transducer and activator of transcription 3 (STAT3) (McCartney et al., 2013; Kong et al., 2016; Vallianou et al., 2016). It was reported that HCV core interacts with and activates STAT3. The interaction induces expression of STAT3-dependent genes, such as Bcl-XL and cyclin-D1, resulting in cellular transformation (Yoshida et al., 2002). Another study has shown that STAT3 enhances HCV replication through positive regulation of microtubule dynamics (McCartney et al., 2013). More recently, it has been demonstrated that HCV NS4B induces the production of reactive oxygen species (ROS) via the endoplasmic reticulum overload response (EOR)-mediated cancer-related STAT3 pathway (Kong et al., 2016). Furthermore, the roles of cellular regulators of STAT3 such as protein inhibitor of activated STAT (PIAS) and suppressor of cytokine signaling (SOCS3) have been investigated in the context of HCV pathogenesis (El-Saadany et al., 2013; Li Q. et al., 2014; Xu et al., 2014; Aslam et al., 2016; Zhao et al., 2016). However, the function of gene-associated with retinoid-interferon-induced mortality 19 (GRIM-19), which is another cellular inhibitor of STAT3, remains largely unexplored in HCV infection.

GRIM-19 was identified as an interferon (IFN)-β- and retinoic acid (RA)-induced gene with pro-apoptotic properties in breast cancer cell lines (Angell et al., 2000). Studies have demonstrated that GRIM-19 targets multiple signaling pathways and plays a critical role in controlling cell death and growth. Overexpression of GRIM-19 induces cell death, and its suppression or inactivation promotes cell growth (Moreira et al., 2011). Regarding the role of GRIM-19 in cancer development, GRIM-19 expression was severely downregulated in a number of primary renal cell carcinomas (Alchanati et al., 2006), as well as in hepatocellular carcinoma (Liu et al., 2014) and oral squamous cell carcinoma (Li M. et al., 2014). Accordingly, upregulation of GRIM-19 can suppress the growth of specific cancers (Li M. et al., 2014; Liu et al., 2014). These tumor-suppressive activities of GRIM-19 may be attributed to its inhibitory role in the function of STAT3. GRIM-19 was shown to suppress STAT3-induced gene expression via direct interaction with the trans-activation domain (TAD) of STAT3 (Nallar et al., 2008). In this way, binding of GRIM-19 to STAT3 induces changes in the intracellular distribution of STAT3 and renders cells sensitive to cell death (Shulga and Pastorino, 2012).

Interestingly, the function of GRIM-19 was reported to be impeded by viral factors of oncogenic viruses (Kalvakolanu et al., 2010). The viral interferon regulatory factors (vIRFs) from human herpesvirus-8 (HHV-8), implicated in cellular transformation, bind to GRIM-19 and block its ability to induce apoptosis (Seo et al., 2002). Similarly, a non-coding 2.7-kb viral RNA (β2.7) produced by human cytomegalovirus (CMV) enters mitochondria and locks GRIM-19 into Complex-I, rendering it incapable of triggering apoptosis (Reeves et al., 2007).

In this study, we investigated the role of GRIM-19 as a host factor restricting HCV infection. We observed that HCV infection downregulates GRIM-19 at the post-transcriptional level and that GRIM-19 overexpression interferes with HCV replication. Regarding the mechanism for these effects, we found that GRIM-19 decreases intracellular lipid accumulation by regulating the expression of the sterol regulatory element-binding transcription factor-1 (SREBP-1c) gene and its downstream genes. These results suggest that GRIM-19 may be an anti-viral host factor that could be exploited for the development of novel antiviral agents.

MATERIALS AND METHODS

Antibodies and Reagents

Mouse monoclonal anti-GRIM-19 antibody was purchased from Abcam (Cambridge, MA, USA). Mouse monoclonal anti-β-actin and mouse monoclonal anti-flag antibodies were obtained from Sigma–Aldrich (St. Louis, MO, USA). Mouse monoclonal anti-HCV core antibody was purchased from Thermo Scientific (Rockford, IL, USA). Mouse monoclonal anti-HCV NS5A antibody was obtained from Virogen (Watertown, MA, USA). Polyclonal antibodies specific to phospho-STAT3, STAT3 (Ser-705), and acetyl CoA carboxylase (ACC) were purchased from Cell Signaling Technology, Inc. (Danvers, MA, USA). Horseradish peroxidase (HRP)-conjugated anti-mouse, anti-rabbit immunoglobulin G (IgG), mouse monoclonal anti-SREBP-1c, mouse monoclonal anti-fatty acid synthase (FAS), and goat polyclonal anti-stearoyl CoA desaturase (SCD) antibodies were obtained from Santa Cruz Biotechnology (Santa Cruz, CA, USA). Scrambled siRNA and siRNA targeting GRIM-19 were obtained from Santa Cruz Biotechnology.

Clinical Materials and Ethics Statement

Four liver tissues from patients with chronic HCV infection were obtained during surgical procedures such as cholecystectomy, adrenalectomy, or partial liver resection for intrahepatic duct stones (Seoul St. Mary’s Hospital, Seoul, South Korea). Three out of four patients had cirrhotic liver, and the other patient had chronic hepatitis without cirrhosis. None of them had history of anti-viral treatment. In addition, four liver tissues without viral hepatitis were also obtained during surgical procedures, and they were described in the previous report (Sung et al., 2015). The study conformed to the current ethical principles of the Declaration of Helsinki and was approved by the Institutional Review Board of both Seoul St. Mary’s Hospital and Daejeon St. Mary’s Hospital at the Catholic University of Korea. All patients who provided their tissues completed written informed consents before inclusion in the study. Additionally, their personal identifying information was restricted for analysis purposes and is not available to the public.

Cell Culture

Huh7 cells were kindly provided by Dr. Jane C. Moores (The Regent of the University of California, Oakland, CA, USA). Dr. Francis Chisari (The Scripps Research Institute, CA) generously provided Huh7.5.1 cells. The cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM; Invitrogen, Carlsbad, CA, USA) supplemented with 10% fetal bovine serum (FBS), 1% antibiotics (100 μg/mL of penicillin, 0.25 μg/mL of streptomycin), and 10 μM HEPES in a humidified incubator at 37°C in 5% CO2.

HCVcc Preparation and Infection

Full-length, infectious HCV RNA of the genotype 2a HCV clone JFH1 was prepared by in vitro transcription using a MEGAscript T7 kit (Ambion) and electroporated into Huh7 cells to obtain cell culture-derived HCV (HCVcc) as previously described (Wakita et al., 2005). Huh7 cells were infected with HCVcc at a multiplicity of infection (MOI) of 0.3 by adsorption for 6 h with periodic rocking and then maintained in complete DMEM as previously described (Sun et al., 2012).

HCV Replicon Systems

An HCV subgenomic replicon (SGR) construct (pSGR-JFH1) and an HCV full-genomic replicon (FGR) construct (pFGR-JFH1) were kindly provided by Dr. Takaji Wakita (National Institute of Infectious Diseases, Tokyo, Japan). The constructs were linearized and then used for in vitro transcription as described above. Huh7 cell-derived cell lines containing the HCV SGR or HCV FGR were established by transfection of in vitro-transcribed HCV subgenomic or HCV full-genomic RNA, followed by selection with 500 μg/mL G418 sulfate as previously described (Date et al., 2007). The selected cell lines were maintained in complete DMEM containing 500 μg/mL G418 sulfate. HCV genotype-3 replicon cells derived from Huh7.5.1 cells were kindly provided from Dr. Sung Key Jang (Pohang University of Science and Technology, Pohang, Kyungbuk, South Korea).

Western Blot Analysis

Huh7 cells and Huh7 cells in which HCV replication occurs were lysed with PRO-PREP Protein Extraction Solution (iNtRon BIOTECHNOLGY) containing protease inhibitors. Total protein content was determined using a Bradford protein assay kit (Bio-Rad Laboratories, Hercules, CA, USA). Thirty micrograms of the extracted proteins were subjected to western blot analysis. The analysis was performed as previously described (Choi et al., 2015). The density of each band was analyzed using the Multi Gauge V3.0 program (Fujifilm, Tokyo, Japan).

Plasmids

pcDNA3_GRIM-19 was constructed to overexpress GRIM-19. The GRIM-19 gene was amplified by PCR with GRIM-19-specific primers (GRIM-19-HindIII-F, 5′-CCCAAGCTTACCATGGCGGCGTCAAAGGTG-3′ and GRIM-19-EcoR I-R, 5′-CGGAATTCTTACGTGTACCACATGAAGCCG-3′) using cDNAs that were reverse transcribed using random primers from RNA extracted from Huh7 cells. The PCR products were cut with HindIII and EcoRI and inserted into a pcDNA3 vector (Invitrogen) in frame. To evaluate the efficiency of transfection with foreign gene-encoding plasmid in Huh7 cells, pEGFP-C1_GRIM-19 was constructed. The GRIM-19 gene was amplified by PCR with GRIM-19-specific primers (GRIM-19- BglII, GGAAGATCTATGGCGGCGTCAAAGGTGAAG and GRIM-19-EcoRI-R) as described above. The PCR products were cut with BglII and EcoRI and inserted into the pEGFP-C1 vector (Clontech Laboratories, Mountain View, CA, USA) in frame. pcDNA3_EGFP was kindly provided by Dr. Sean B. Lee (Tulane University, New Orleans, LA, USA). pcDNA3.1-2xflag-SREBP1c was purchased from Addgene (Cambridge, MA, USA).

Transient Transfection

To investigate the effects of GRIM-19 on HCV replication and lipogenesis, Huh7 cells or Huh7 cells in which HCV replication occurs were transfected with various plasmids as described above using FUGENE HD (Promega, Madison, WI, USA) according to the manufacturer’s protocol.

Real-time Quantitative Reverse Transcription-PCR (rqRT-PCR)

The levels of HCV RNA in Huh7 cells infected with HCVcc were evaluated to verify the anti-HCV effects of GRIM-19. Total RNA was extracted with TRIzol reagent (Invitrogen) and purified according to the manufacturer’s recommendations. cDNA was synthesized from 2 μg of total RNA with primers specific for the HCV 5′UTR (HCV-5′UTR-R, 5′-ACCACAAGGCCTTTCGCAACCCAACGCTAC-3′) using ImProm-II reverse transcriptase (Promega). cDNA was then subjected to real-time, quantitative RT-PCR (rqRT-PCR) using primer pairs and a TaqMan probe targeting a region within the HCV 5′UTR as previously described (Kim et al., 2009). rqRT-PCR was performed using a LightCycler 480 Probes Master kit (Roche Applied Science) and a LightCycler 480 system (Roche Applied Science) according to the manufacturer’s instructions. Endogenous mRNA levels of GRIM-19 and genes involved in lipid metabolism were also assessed using the LightCycler 480 Probes Master kit and the LightCycler 480 system with gene-specific primers and fluorescent probes recommended by Roche Universal Probe Library Design Center. The thermal conditions were designed using the Roche Universal Probe Library’s thermocycling conditions following the manufacturer’s instructions. Human β-actin was used as a reference gene. All fluorescence data were analyzed using LightCycler 4.0 software (Roche Applied Science), and Ct results were exported to Excel spreadsheets. The comparative Ct method was used for relative quantification and normalization.

Dual-luciferase Assay

Changes in HCV-internal ribosome entry site (IRES) activity were confirmed by a dual-luciferase assay. A dual-luciferase reporter construct was kindly provided by Dr. Jong-Won Oh (Yonsei University, Seoul, South Korea). It contains a CMV promoter-controlled Renilla luciferase reporter gene followed by the HCV IRES-controlled firefly luciferase reporter gene. Huh7 cells infected with HCVcc were cotransfected with the dual-luciferase reporter construct and pcDNA3_GRIM-19 using fuGENE HD. At 48 h post-transfection, dual-luciferase assays were performed with a Dual-Luciferase Reporter Assay System (Promega) according to the manufacturer’s instructions.

Subcellular Fractionation

Huh7 cells infected with HCVcc were transfected with pcDNA3 or pcDNA3_GRIM-19. After 48 h, the cells were subjected to subcellular fractionation into nuclear and cytoplasmic fractions using an NE-PER kit (Pierce, Rockford, IL, USA) according to the manufacturer’s recommendations.

Reverse Transcription-polymerase Chain Reaction (RT-PCR)

The mRNA levels of bcl2 and mmp2 were evaluated using RT-PCR. Total RNA extraction and cDNA synthesis using random primers were performed as described above. Gene amplification was performed with GoTaq Polymerase (Promega) and specific primer pairs for bcl2 (bcl2-F, 5′-TCCCTCGCTGCACAAATACTC-3′, and bcl2-R, 5′-TTCTGCCCCTGCCAAATCT-3′) and mmp2 (mmp2-F, 5′-CCACTGCCTTCGATACAC-3′, and mmp2-R, 5′-GAGCCACTCTCTGGAATCTTAAA-3′). The PCR program ran as follows: 10 min at 94°C; 30 cycles of 94°C for 30 s, 55°C for 30 s, and 72°C for 45 s; followed by a final 10 min incubation at 72°C. The amplified products were separated on 1.5% agarose gels containing 0.5 mg/mL ethidium bromide. The nucleic acids were visualized under UV light using a Gel-Doc CQ system (Bio-Rad, Vienna, Austria), and the band densities of each gene were analyzed using the Multi Gauge V3.0 program with β-actin serving as a loading control.

Apoptosis Assays

Apoptosis was detected with Annexin V/propidium iodide (PI) staining (BD BioSciences) according to the manufacturer’s instructions. In total, 10, 000 cells were counted by flow cytometry using a fluorescence-activated cell sorter (FACS, Becton-Dickinson, San Jose, CA, USA). The resulting data were analyzed using Summit 5.2 software (Beckman Coulter Inc., Miami, FL, USA).

Intracellular Lipid Droplet Quantification

Huh7 cells and HCVcc-infected Huh7 cells were treated with 100 μM oleic acid (OA) in serum-free DMEM containing 1% BSA at 24 h post-transfection with pcDNA3_GRIM-19 or pEGFP-C1_GRIM-19. Twenty-four hours later, the cells were subjected to Nile Red staining to evaluate the changes in intracellular lipid content. The cells were washed with ice-cold phosphate-buffered saline (PBS) and fixed with 4% paraformaldehyde for 5 min at room temperature. After being washed with PBS again, the cells were stained with Nile Red (0.5 μg/mL) and 4′,6-diamidino-2-phenyl-indole (DAPI, 1 μg/mL) (Sigma–Aldrich). After staining, intracellular LDs were quantified by measuring density of fluorescence with a microplate reader (Molecular Devices, Sunnyvale, CA, USA), and the results were normalized to the cellular DAPI content (Hur et al., 2012). The distribution of lipid in cells was observed under an LSM 510 inverted laser-scanning confocal microscope (Carl Zeiss, Jena, Germany).

Immunofluorescence Staining

Huh7 cells and HCVcc-infected Huh7 cells were fixed with 4% paraformaldehyde for 30 min, and permeabilized with PBS containing 0.2% Triton X-100 for 30 min at room temperature. After washing three times with PBS, the cells were treated with a blocking solution (PBS containing 1% BSA, 0.1% gelatin, and 5% goat serum) for 30 min at room temperature, incubated with primary antibody overnight at 4°C, and washed five times with PBS containing 1% BSA and 0.1% gelatin. The cells were further incubated with secondary antibodies (Molecular Probes, Eugene, OR, USA) for 2 h and washed five times with PBS. Nuclei were visualized using (DAPI) in PBS for 10 min. Stained slides were observed under an LSM 510 inverted laser-scanning confocal microscope (Carl Zeiss).

Statistical Analysis

All data are representative of a minimum of three independent experiments. The data are expressed as the mean ± SD or ±SEM. For comparison of multiple groups, one-way analysis of variance (ANOVA) with Tukey’s post hoc test was used to define statistically significant differences among groups. For statistical comparisons between two groups, Student’s t-test was used. The statistical significance of differences between groups is expressed by an asterisk (∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001).

RESULTS

GRIM-19 Protein Levels Are Downregulated in HCV-infected Cells

First, we examined the expression of GRIM-19 protein in Huh7 cells infected with genotype 2a HCVcc. As shown in Figure 1A, GRIM-19 expression decreased in Huh7 cells infected with HCVcc. On the 3rd day of HCV infection, protein level of GRIM-19 was downregulated by approximately 20%. Moreover, GRIM-19 expression was decreased by approximately 50% on the 12th day of HCV infection. To confirm the downregulation of GRIM-19 in HCV-replicating cells, we assessed GRIM-19 expression in genotype 2a HCV SGR cells and FGR cells. In these cells, the GRIM-19 protein level was lower than that in Huh7 control cells (Figure 1B). Furthermore, in the genotype 3 HCV FGR cell line derived from Huh7.5.1 cells, the expression level of GRIM-19 was lower compared to that in parental Huh7.5.1 cells (Figure 1C). Interestingly, GRIM-19 mRNA levels were not altered in the cells with active HCV replication (Figure 1D). Next, we determined the protein levels of GRIM-19 in liver tissues from patients with chronic HCV infection. Compared to the liver tissues without viral hepatitis, HCV-infected livers expressed markedly lower levels of GRIM-19 protein (Figure 1E). These results suggest that HCV infection causes downregulation of GRIM-19 at the post-transcriptional level.
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FIGURE 1. Hepatitis C virus (HCV) infection and viral replication reduced GRIM-19 expression. (A,B) Protein levels of GRIM-19 were evaluated using western blot analysis in Huh7 cells infected with HCVcc at days 3, 6, 9, and 12 post-infection (A), FGR cells (B), and SGR cells (B). The relative protein expression was normalized to β-actin as a reference. (C) The endogenous GRIM-19 level was assessed by western blot analysis in Huh7.5.1 cells or Huh7.5.1-derived HCV genotype 3 full genomic replicon cells. The relative protein expression was normalized to β-actin as a reference. (D) Relative levels of endogenous GRIM-19 mRNA in SGR cells, FGR cells, and HCVcc-infected Huh7 cells compared to that in Huh7 cells. β-actin was used as a reference gene. (E) Protein levels of GRIM-19 in liver tissues from patients with chronic liver diseases (CLD) caused by persistent HCV infection (n = 4) were analyzed by western blot analysis. Tissue lysates from liver without viral hepatitis were used as a control (normal; n = 4). β-actin was used as a loading control. The values of the GRIM-19 protein levels were expressed relative to the level in control tissues (right). All data represent the mean ± SEM (n = 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001 compared to control.



Ectopically Expressed GRIM-19 Reduces HCV RNA Replication

To investigate the roles of GRIM-19 in the HCV viral life cycle, we overexpressed GRIM-19 in HCVcc-infected or HCV replicon cells (Figure 2). GRIM-19 was ectopically expressed in the cells via transient transfection as described in section “Materials and Methods”. Before evaluation of the effect of GRIM-19 overexpression on HCV replication, the transfection efficiency of Huh7 cells was checked using flow cytometry after transfection with enhanced green fluorescent protein (EGFP)-fused GRIM-19-encoding plasmids. As shown in Figure 2B, GFP fluorescence was detected in a high percentage of Huh7 cells transfected with EGFP-fused GRIM-19-encoding plasmids, even though the density of fluorescence among the cells was different. In the same transient transfection conditions, GRIM-19 was overexpressed in HCVcc-infected Huh7 cells. When Huh7 cells were infected with HCVcc at an MOI of 0.3, the level of intracellular HCV RNA was gradually increased until the 12th day after infection (Figure 2G). The level of intracellular HCV RNA on the 15th day was comparable to that on the 12th day (data not shown). These results indicate that the ratio of Huh7 cells infected with HCVcc to uninfected cells reached the highest level on approximately the 12th day after HCVcc infection at an MOI of 0.3. Therefore, to examine the effect of GRIM-19 overexpression on HCV replication, Huh7 cells infected with HCVcc were seeded on the 9th day post-infection, and the next day, the cells were transfected with GRIM-19 encoding plasmid. After 48 h, the levels of intracellular HCV RNA and protein were evaluated. As shown in Figure 2C, GRIM-19 overexpression resulted in an approximately 50% decrease in the levels of intracellular HCV RNA in Huh7 cells infected with HCVcc. Moreover, transient transfection with GRIM-19-encoding plasmid also reduced the protein level of HCV NS5A (Figure 2C, right). Ectopically expressed EGFP did not have an effect on the levels of either intracellular HCV RNA or HCV NS5A protein (Figure 2C). Interestingly, GRIM-19 transfected, HCVcc-infected cells secreted a much lower number of viral particles (Figure 2D, left). When Huh7 cells were re-infected with culture supernatants obtained from HCVcc-infected, GRIM-19-transfected cells, the levels of intracellular HCV RNA were lower (Figure 2D, right). Anti-HCV activity of GRIM-19 was also confirmed in FGR cells and SGR cells. As expected, GRIM-19 overexpression reduced the HCV RNA level to less than 50% in FGR cells and SGR cells (Figures 2E right, F). Additionally, ectopically expressed GRIM-19 reduced the protein level of HCV core in FGR cells (Figure 2E, right). Moreover, in the cells, EGFP overexpression did not have an effect on the levels of either intracellular HCV RNA or HCV core protein (Figure 2E). Furthermore, repeated transfection of Huh7 cells infected with HCVcc with GRIM-19 encoding plasmid resulted in additive inhibitory effects on HCV RNA replication (Figure 2G). In the first round of transfection with GRIM-19, the level of HCV RNA was 59% that of pcDNA3-transfected cells. After the fourth round of GRIM-19 transfection, the level of HCV RNA was 19% that of vehicle-transfected, HCVcc-infected Huh-7 cells. To confirm the suppressive function of GRIM-19 on HCV replication, we examined whether the inhibitory effect of GRIM-19 on HCV replication could be abolished by siRNA against GRIM-19. In HCVcc-infected, GRIM-19-overexpressing Huh7 cells, transfection with GRIM-19 siRNA abrogated the suppressive effect of GRIM-19 on HCV replication (Figure 2H). Collectively, these results suggest that GRIM-19 overexpression inhibits HCV.
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FIGURE 2. Anti-HCV activity of ectopically expressed GRIM-19. (A) Overexpression of GRIM-19 was induced by transfection with pcDNA3_GRIM-19 in Huh7 cells. At 48 h post-transfection, GRIM-19 overexpression was detected by western blot analysis. (B) Huh7 cells were transfected with pEGFP-C1 or pEGFP-C1-GRIM-19. After 48 h, the cells were subjected to flow cytometry to evaluate the transfection efficiency. (C) HCVcc-infected Huh7 cells at day 9 post-infection were transfected with pcDNA3, pcDNA3_GRIM-19 or pcDNA3_EGFP. After 48 h, the intracellular levels of HCV RNA were evaluated by rqRT PCR (left), and the protein level of HCV NS5A was detected by western blot analysis (right). The values of the HCV RNA levels were expressed relative to the level in cells transfected with pcDNA3. (D) At day 9 post-infection, HCVcc-infected Huh7 cells were transfected with pcDNA3 or pcDNA3_GRIM-19. After 48 h, the culture media was used to evaluate the extracellular level of HCV RNA (left) as well as for re-infection. After another 48 h, the HCV RNA levels in re-infected Huh7 cells were evaluated by rqRT PCR. (E) Levels of HCV RNA and HCV core protein in FGR cells were analyzed after transfection with pcDNA3, pcDNA3_GRIM-19 or pcDNA3_EGFP as in (C). (F) The values of the HCV RNA levels are analyzed in SGR cells transfected with pcDNA3 or pcDNA3_GRIM-19 as in (C). (G) To examine the inhibitory effect of repeated transfection with pcDNA3_GRIM-19, Huh7 cells were infected with HCVcc at an MOI of 0.3. After 24 h, cells were transfected with pcDNA3 or pcDNA3_GRIM-19. The cells were maintained at 3-day intervals and transfected with pcDNA3 or pcDNA3_GRIM-19 repeatedly. At 3, 6, 9, and 12 days post-infection, cells were harvested, and HCV RNA levels were evaluated. (H) At day 9 post-infection, HCVcc-infected Huh7 cells were transfected with pcDNA3 or pcDNA3_GRIM-19. After 24 h, the cells were transfected with scrambled siRNA or GRIM-19-siRNA. Changes in GRIM-19 levels were assessed by western blot analysis 48 h post-transfection with siRNAs (bottom). In addition, HCV RNA levels were evaluated by rqRT-PCR (top). (I) HCV-IRES activity in Huh7 transfected with pcDNA3 or pcDNA3_GRIM-19. The data represent the means ± SEM (n = 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001 compared to control.



Viral Internal Ribosome Entry Site (IRES)-Mediated Translation of the HCV Genome Is Not Altered by GRIM-19

Next, we investigated whether GRIM-19 overexpression had an effect on HCV-IRES activity. Huh7 cells were transfected with GRIM-19-encoding plasmid and a dual-luciferase reporter construct, allowing cap-dependent expression of Renilla luciferase and HCV IRES-dependent translation of firefly luciferase. As shown in Figure 2I, forced expression of GRIM-19 did not alter HCV IRES activity. These results suggest that the suppressive effect of GRIM-19 on HCV RNA replication is not caused by alteration of HCV-IRES activity.

GRIM-19 Overexpression Does Not Alter the Subcellular Localization or the Transcriptional Activity of Phosphorylated STAT3 in HCVcc-infected Cells

As described above, one of the host factors that interact with HCV proteins is STAT3. Because GRIM-19 is known to interact with phosphorylated STAT3 and transport it out of the nucleus (Shulga and Pastorino, 2012), we investigated whether GRIM-19 overexpression has an effect on STAT3 activation in HCVcc-infected Huh7 cells. First, we aimed to confirm the amount and subcellular localization of phosphorylated STAT3 in Huh7 cells infected with HCVcc after transfection with a GRIM-19-encoding plasmid. The level of phosphorylated STAT3 increased after infection with HCVcc in Huh7 cells (Figure 3A); however, overexpression of GRIM-19 did not reduce the increased phosphorylation of STAT3 (Figure 3A). Furthermore, GRIM-19 overexpression did not induce translocation of phosphorylated STAT3 (Figure 3B). Follow-up experiments showed that the expression levels of bcl2 and mmp2, which are induced by transcriptional activation of STAT3, were not altered by overexpression of GRIM-19 (Figure 3C). Furthermore, GRIM19 overexpression did not induce sufficient apoptosis to show anti-HCV activity in HCV-replicating Huh7 cells (Figure 3D). These results suggest that the inhibitory effect of GRIM-19 on HCV replication is not associated with altered STAT3 activation in HCV-infected cells.
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FIGURE 3. GRIM-19 overexpression did not alter STAT3 transcriptional activity. (A) The expression and phosphorylation of STAT3 after transfection with pcDNA3 or pcDNA3_GRIM-19 were evaluated by western blot analysis. β-actin was used as an internal control for loading. (B) To evaluate subcellular localization of phospho-STAT3, STAT3, and GRIM-19, HCVcc-infected Huh7 cells were transfected with pEGFP-C1 or pEGFP-C1_GRIM-19. After 48 h, the cells were subjected to subcellular fractionation followed by western blot analysis. PARP and SOD1 were used as markers for the nucleus and cytosol. (C) The mRNA levels of bcl2 and mmp2 were assessed by RT-PCR with a gene-specific primer set. The mRNA expression was normalized to β-actin as a reference and expressed relative to the density of Huh7 cells. Values represent means ± SD. (D) Examination of the induction of apoptosis by overexpression of GRIM-19 in Huh7 cells or FGR cells. The cells were transfected with pcDNA3 or pcDNA3_GRIM-19. After 48 h, apoptosis was determined by a Annexin V/PI staining.



GRIM-19 Attenuates Intracellular Lipid Accumulation

The level of HCV RNA was significantly downregulated by transfection with GRIM-19-encoding plasmids in SGR cells (Figure 2F). This suggests that the anti-viral function of GRIM-19 may be closely associated with HCV replication or viral RC formation. As shown in Figure 2I, GRIM-19 overexpression does not restrict viral translation. In addition, the dependence of HCV replication and viral RC formation on intracellular lipid accumulation is well known (Kapadia and Chisari, 2005; Mankouri et al., 2010; Pisonero-Vaquero et al., 2014; Akil et al., 2016). Therefore, we further investigated whether GRIM-19 overexpression affects intracellular lipid accumulation. Huh7 cells and HCVcc-infected Huh7 cells were transfected with GRIM-19-encoding plasmids. In both types of cells, treatment with OA increased intracellular lipid levels by up to approximately 140% (Figures 4A,D). However, in cells overexpressing GRIM-19, the levels of intracellular lipid accumulation after treatment with OA were comparable to that of untreated cells (Figures 4A,D). Moreover, the number and size of LDs after OA treatment were smaller in the cells transfected with EGFP-fused GRIM-19-encoding plasmids compared to that in untransfected cells (Figures 4B,E). Furthermore, as shown in Figure 4C, HCV core protein was detected in most Huh7 cells infected with HCVcc on the 9th day post-infection, and in the cells, the amount of intracellular lipids increased without OA treatment, as previously reported (Figure 4D) (McRae et al., 2015; Akil et al., 2016). Additionally, overexpression of GRIM-19 significantly reduced the level of intracellular lipid accumulation caused by HCV infection (Figure 4D). These results may indicate that GRIM-19 can ameliorate intracellular lipid accumulation in hepatocytes.
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FIGURE 4. GRIM-19 overexpression inhibited lipid accumulation. (A) Huh7 cells were transfected with pcDNA3 or pcDNA3_GRIM-19. After 24 h, cells were treated with 100 μM OA. After an additional 24 h, intracellular lipid accumulation was visualized by Nile Red staining and observed under a confocal microscope (left). Red, lipid droplets (LDs); blue, DAPI; original magnification 200×. Fluorescence densities of Nile Red were quantified using a microplate reader and normalized to the cellular DAPI content. The values of intracellular lipid level were expressed relative to the level in the cells transfected with pcDNA3 and without OA treatment (right). The data represent the mean ± SEM (n = 3). ∗∗P < 0.01, ∗∗∗P < 0.001 compared to control. (B) Huh7 cells were transfected with pEGFP-C1 or pEGFP-C1-GRIM-19. After 24 h, cells were treated with 100 μM OA. After an additional 24 h, intracellular lipid accumulation was assessed by Nile Red staining. Red, LDs; Green, EGFP or EGFP-fused GRIM-19; blue, DAPI; original magnification 800×. (C) HCV core was immunostained in Huh7 cells infected with HCVcc at day 9 post-infection. Red, HCV core; blue, DAPI; original magnification 400×. (D) Changes of intracellular lipid accumulation by GRIM-19 overexpression was assessed in Huh7 cells infected with HCVcc at day 9 post-infection as in (A). (E) Smaller size and number of LDs in GRIM-19 overexpressing cells were visualized in HCVcc infected Huh7 cells as in (B).



GRIM-19 Overexpression Downregulates the Expression Levels of SREBP1-c and Its Target Genes

Next, we investigated the mRNA level of transcription factors involved in regulating the intracellular lipid level after transfection with GRIM-19-encoding plasmids. We examined the expression of the following transcription factors: (i) SREBP-1c, known to induce de novo lipogenesis to generate free fatty acid (FFA) (Sanders and Griffin, 2016); (ii) peroxisome proliferator-activated receptor α (PPARα), required for mitochondrial, peroxisomal, and microsomal FFA oxidation (Memon et al., 2000); and (iii) peroxisome proliferator-activated receptor γ (PPARγ), which is known to contribute to FFA uptake (Ahmadian et al., 2013). Among these three transcription factors, only SREBP-1c expression levels were significantly upregulated in Huh7 cells treated with 100 μM OA and downregulated by transfection with GRIM-19-encoding plasmids before OA treatment (Figures 5A left, C). Interestingly, the mRNA levels of SREBP-1c target genes involved in triglyceride biosynthesis such as FAS, SCD, and ACC were upregulated following treatment with OA and downregulated as a result of GRIM-19 overexpression induced prior to OA treatment (Figure 5B). Moreover, increased ACC and FAS protein levels resulting from OA treatment were downregulated by ectopically expressed GRIM-19 (Figure 5C). In both FGR cells and Huh7 cells infected with HCVcc, the expression levels of SREBP-1c, FAS, and ACC were remarkably downregulated by GRIM-19 overexpression (Figures 5D,E). Unexpectedly, the protein levels of SCD were not significantly altered by GRIM-19 overexpression in the cells (Figures 5C–E). Next, we further determined the effect of GRIM-19 on the expression levels of other enzymes involved in lipid metabolism. Interestingly, the expression levels of diacylglycerol acyltransferase-1 (DGAT-1) and diacylglycerol acyltransferase-2 (DGAT-2), which catalyze the final step in triglyceride biosynthesis, were not significantly affected by GRIM-19 overexpression (Figure 5F). Likewise, microsomal triglyceride transfer protein (MTP), which is involved in the assembly/secretion of very low density lipoproteins (VLDL), was not upregulated by OA treatment even though overexpression of GRIM-19 decreased the MTP mRNA level (Figure 5F). Taken together, these results demonstrate that GRIM-19 may ameliorate intracellular lipid accumulation by regulating the expression of SREBP-1c and its target genes.
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FIGURE 5. Effect of GRIM-19 overexpression on the expression levels of genes involved in lipid metabolism. (A) Examination of the mRNA levels of three transcription factors that regulate the intracellular lipid level in Huh7 cells treated with OA or transfected with pcDNA3 or pcDNA3_GRIM-19. The mRNA expression was normalized to β-actin as a reference and the values of mRNA level were expressed relative to the level in cells transfected with pcDNA3 and without OA treatment. (B) mRNA levels of target genes of SREBP-1c were analyzed as in (A). (C) Protein levels of SREBP-1c and its target genes in Huh7 cells treated as in (A) were analyzed using western blot analysis. β-actin was used as an internal control for loading. (D,E) Protein levels of SREBP-1c and its target genes after transfection with pcDNA3 or pcDNA3_GRIM-19 in FGR cells (D) and Huh7 cells infected with HCVcc at day 9 post-infection (E). β-actin was used as an internal control for loading. (F) mRNA levels of DGAT1, DGAT-2, and MTP were analyzed as in (A). The data represent the mean ± SEM (n = 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001 compared to control.



GRIM-19 Restricts HCV Replication through Downregulation of SREBP-1c

To confirm the suppressive effect of GRIM-19 on intracellular lipid accumulation, we examined whether the restrictive effect of GRIM-19 on HCV replication could be abolished by OA treatment or normalization of SREBP-1c expression. As shown in Figure 6A, OA treatment in the absence of GRIM-19 transfection increased the HCV RNA titer in HCVcc-infected Huh7 cells. Moreover, in HCVcc-infected, GRIM-19-overexpressing Huh7 cells, downregulation of HCV RNA was restored by OA treatment (Figure 6A). In the same manner, SREBP-1c overexpression increased the level of HCV RNA and abolished the restrictive effect of GRIM-19 on HCV replication (Figure 6B). These results suggest that the inhibitory effect of GRIM-19 overexpression on HCV replication is mediated by downregulation of SREBP-1c.
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FIGURE 6. Restoration of GRIM-19 inhibition of HCV replication. At day 9 post-infection, HCVcc-infected Huh7 cells were transfected with pcDNA3 or pcDNA3_GRIM-19. After 24 h, the cells were treated with OA (A) or transfected with SREBP-1c-overexpressing plasmids (B). After an additional 48 h, intracellular levels of HCV RNA were evaluated by rqRT PCR (top), and the overexpressed protein levels was detected by western blot analysis (bottom). The values of the HCV RNA levels were expressed relative to the level in cells transfected with pcDNA3. The data represent the mean ± SEM (n = 3). ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001 compared to control.



DISCUSSION

In this study, we uncovered a new biological function of GRIM-19 in lipid metabolism, as summarized in Figure 7. HCV replication caused the GRIM19 protein level to decrease. However, restoration of the downregulated level of GRIM-19 by transient transfection with a GRIM-19-encoding plasmid restricted HCV replication. Interestingly, GRIM-19 overexpression downregulated the expression of SREBP-1c and its target genes, resulting in abrogation of the intracellular lipid accumulation induced by HCV replication. These results suggest that GRIM-19 can be thought of as a host factor that restricts HCV replication.
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FIGURE 7. A proposed model of the mechanism underlying the anti-HCV activity of GRIM-19. After HCV infection, lipid biosynthesis is upregulated via SREBP-1c activation. SREBP-1c is a transcription factor that enhances the expression of genes involved in fatty acid biosynthesis such as ACC, FAS, and SCD, causing increased levels of triglycerides that help create an appropriate microenvironment for persistent HCV infection. Conversely, GRIM-19 function is downregulated through the reduction of its protein levels in HCV-replicating cells. However, restoration of GRIM-19 expression can disrupt this suitable microenvironment by downregulating SREBP-1c expression.



It is known that HCV exploits host lipid architectures and molecules involved in lipid metabolism for its efficient replication and propagation (Miyanari et al., 2007; Negro and Sanyal, 2009; Syed et al., 2010). For example, HCV genome replication, in common with other positive-strand RNA viruses, occurs within a “membranous web” derived from intracellular vesicles (Egger et al., 2002; Miyanari et al., 2007). Additionally, it has been reported that LDs act as a platform for HCV replication and assembly (Miyanari et al., 2007). HCV core protein recruits HCV RNA, non-structural proteins, and replication complexes to LD-associated membranes. Thus, this recruitment is critical for infectious virus particle production (Miyanari et al., 2007). For these reasons, HCV induces intracellular lipid accumulation to optimize the cellular environment for persistent infection (Kapadia and Chisari, 2005; Mankouri et al., 2010; Akil et al., 2016). As one of the strategies to increase intracellular lipids, HCV activates SREBPs (Waris et al., 2007; Negro and Sanyal, 2009; Syed et al., 2010). Recent research has demonstrated that HCV NS4B, NS5A, and core protein may activate SREBP-1c and its target genes, resulting in enhanced fatty acid biosynthesis (Park et al., 2009; Syed et al., 2010; Xiang et al., 2010; Garcia-Mediavilla et al., 2012). Moreover, inhibiting or silencing SREBP by treatment with 25-hydroxycholesterol inhibits HCV replication (Su et al., 2002; Yang et al., 2008; Li et al., 2013). In the present study, we showed that GRIM-19 overexpression impeded the lipid accumulation induced by OA treatment and HCV infection through downregulation of SREBP-1c expression. Furthermore, the expression of SREBP-1c target genes, such as ACC and FAS but not SCD was markedly downregulated by GRIM-19 overexpression. Luyimbazi et al. (2010) demonstrated that translation of SCD is regulated by eukaryotic initiation factor 4E (eIF4E), suggesting that mTOR may regulate SCD through the mTOR/4E-BP1/eIF4E axis. More recently, it was reported that eIF4E could be activated in HCV-replicating cells for efficient viral translation (George et al., 2012; Licursi et al., 2012; Panda et al., 2014). Based on these reports, we speculate that eIF4E activation by HCV could be one of the reasons that mRNA levels of SCD are decreased by GRIM-19 overexpression but the protein levels of SCD are not affected under the same conditions. However, future investigations are needed to understand the exact mechanisms of a sustained level of SCD protein after transfection with GRIM-19-encoding plasmids. Despite the fact that SCD expression was not modulated by GRIM-19 overexpression, these findings suggest that GRIM-19 may abrogate intracellular lipid accumulation by inhibiting SREBP-1c activation and that these inhibitory effects could restrict HCV replication.

Signal transducer and activator of transcription 3, a major oncogenic transcription factor involved in cancer development and progression, is regulated by GRIM19 in some tumor cell lines (Alchanati et al., 2006; Kalakonda et al., 2007), but little is known regarding their relationships in viral infections. For this reason, we explored a specific functional link between GRIM19 and STAT3 in HCV infection. However, our results showed that the inhibitory effect of GRIM-19 on HCV replication was not associated with altered STAT3 activation in HCV-infected cells. Moreover, the precise mechanism by which GRIM-19 downregulates SREBP-1c gene expression remains unclear. Hence, further investigation is warranted concerning the functional links among GRIM-19, STAT3, and SREBP-1c in HCV infection. Interestingly, a recent study showed that leptin-induced STAT3 downregulates SREBP-1c expression in hepatic stellate cells (Zhang et al., 2013). Therefore, it appears that STAT3 activity is not strongly associated with GRIM-19 inhibition of SREBP-1c expression.

To date, the role of p53 in lipid metabolism is still uncertain; however, p53 and its target genes may be anti-viral host factors in HCV pathogenesis because they are also impaired by HCV infection (Nishimura et al., 2009). Recently, Zhou et al. (2011) demonstrated that the p53 tumor suppressor was regulated by GRIM-19 expression. They showed that GRIM-19 helps to stabilize p53 by interacting with E6 and E6AP proteins and inducing ubiquitination and degradation of E6AP, resulting in the promotion of apoptosis in a cervical cancer cell line (Zhou et al., 2011). In contrast, another study by Ruedo-Rincon et al. (2015) demonstrated that p53 could decrease SCD expression by repressing SREBP-1c. Based on these results, we speculate that p53 is involved in the negative regulation of SREBP-1c expression by GRIM-19. However, future investigations are needed to understand the exact mechanisms of the interaction between p53 and GRIM-19 during SREBP1-c expression and lipid metabolism.

CONCLUSION

Our data reveal a previously unknown role of GRIM-19 in lipid metabolism during HCV pathogenesis. GRIM-19 overexpression abrogated intracellular lipid accumulation through downregulation of SREBP-1c and its target genes, resulting in restriction of HCV replication. These results provide valuable information regarding GRIM-19, a host factor involved in HCV replication. Furthermore, this new knowledge regarding GRIM-19 may facilitate new strategies against diseases related to lipid metabolic disorders.
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Since the beginning of this century, humanity has been facing a new emerging, or re-emerging, virus threat almost every year: West Nile, Influenza A, avian flu, dengue, Chikungunya, SARS, MERS, Ebola, and now Zika, the latest newcomer. Zika virus (ZIKV), a flavivirus transmitted by Aedes mosquitoes, was identified in 1947 in a sentinel monkey in Uganda, and later on in humans in Nigeria. The virus was mainly confined to the African continent until it was detected in south-east Asia the 1980’s, then in the Micronesia in 2007 and, more recently in the Americas in 2014, where it has displayed an explosive spread, as advised by the World Health Organization, which resulted in the infection of hundreds of thousands of people. ZIKV infection was characterized by causing a mild disease presented with fever, headache, rash, arthralgia, and conjunctivitis, with exceptional reports of an association with Guillain–Barre syndrome (GBS) and microcephaly. However, since the end of 2015, an increase in the number of GBS associated cases and an astonishing number of microcephaly in fetus and new-borns in Brazil have been related to ZIKV infection, raising serious worldwide public health concerns. Clarifying such worrisome relationships is, thus, a current unavoidable goal. Here, we extensively review what is currently known about ZIKV, from molecular biology, transmission routes, ecology, and epidemiology, to clinical manifestations, pathogenesis, diagnosis, prophylaxis, and public health.
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THE VIRUS

Zika virus (ZIKV) is an arbovirus (arthropod-borne virus) classified into the Flavivirus genus within the Flaviviridae family1. Flaviviruses are small enveloped single stranded positive RNA viruses that include important human and animal pathogens such as yellow fever virus (YFV), dengue virus (DENV), West Nile virus (WNV), St. Louis encephalitis virus (SLEV), Japanese encephalitis virus (JEV) or tick-borne encephalitis virus (TBEV) (Gould and Solomon, 2008). Historically, ZIKV was discovered in the course of investigations designed to study the vector responsible for the non-human cycle of yellow fever in Uganda almost 70 years ago. The first isolation was made in April 1947 from the serum of a febrile sentinel rhesus monkey (named Rhesus 766) that was caged in the canopy of Zika Forest, near Lake Victoria (Dick et al., 1952). The second isolation was made from Aedes africanus mosquitoes caught in the same forest in January 1948 (Dick et al., 1952). Thus, ZIKV received its name from the geographical area where the initial isolations were made. Both isolations were performed by intracerebral inoculation into Swiss albino mice of the samples containing the virus (serum from febrile monkey or mosquito homogenates) demonstrating that ZIKV was a filterable transmissible agent (Dick et al., 1952). These early filtration studies indicated that the size of ZIKV was in the range of about 30–45 nm in diameter (Dick, 1952). Further transmission electron microscopy analysis of ZIKV infected cells revealed that the virions were spherical particles with an overall diameter of 40–43 nm and a central electron dense core being 28–30 nm in diameter (Bell et al., 1971; Hamel et al., 2015). Although there are still no specific studies on the structure of ZIKV, it can be inferred from other flaviviruses (Mukhopadhyay et al., 2005) that the viral particles should be about 50 nm in diameter, which is compatible with the observations performed for ZIKV. Cryoelectron microscopy reconstructions of flavivirus particles have shown that virions are composed by a central core that contains the capsid or core (C) protein associated with the viral genomic RNA. This nucleocapsid is enclosed into a lipid bilayer derived from the host cell. The membrane (M) and envelope (E) proteins are anchored into the lipid envelope and conform the smooth outer shell of the virion, which is constituted by 180 copies of the M and E proteins arranged as 90 anti-parallel homodimers (Kuhn et al., 2002; Mukhopadhyay et al., 2003). Regarding the stability of the virion, it has been described that ZIKV suspensions were most stable at pH of 6.8–7.4 and particles were inactivated at pH of under 6.2 and over 7.8, by potassium permanganate, ether, and temperatures of 58 °C for 30 min, or 60°C for 15 min, but the infectivity was not effectively neutralized with 10% ethanol (Dick, 1952).

Genome

The flavivirus genome is constituted by a single-stranded RNA molecule of positive polarity that, in a similar manner to cellular mRNAs, includes a cap structure at its 5′ end (Dong et al., 2014). Proper methylation of this structure is important not only for efficient translation of viral genome, but also for evasion of immune response (Daffis et al., 2010). The sequence of the prototype strain of ZIKV MR766, which corresponds to a passaged virus derived from the initial ZIKV isolated by intracerebral inoculation of the serum of the febrile monkey (Rhesus 766) into mice in 1947 (Dick, 1952; Dick et al., 1952), revealed that the ZIKV genome was 10794 nucleotides in length (Kuno and Chang, 2007). The genome contains a single open reading frame (ORF) that encodes a polyprotein of about 3400 amino acids (Figure 1) that is expected to be cleaved into the mature viral proteins (see next section for polyprotein processing). The single ORF is flanked by two untraslated regions (UTR) located at the 5′ and 3′ ends of the genome, which in the prototype ZIKV MR766 are of 106 and 428 nucleotides in length, respectively (Kuno and Chang, 2007). Remarkably, and in contrast to cellular mRNAs, ZIKV genome lacks a 3′ poly(A) tract and ends with CUOH in a similar manner to the other flaviviruses. Subsequent studies have confirmed that this basic organization is shared among other isolates of ZIKV, although differences in length and nucleotide sequence have been documented among different isolates, even among ZIKV MR766 isolates with different passage history (Lanciotti et al., 2008; Haddow et al., 2012; Baronti et al., 2014; Berthet et al., 2014). The cyclization of flavivirus genome between 5′ and 3′ terminal regions, which is important for the functionality of the genome, is mediated by the interaction of complementary sequences located with genome regions termed conserved sequences (CSs). These CS (CS1 to CS3) are also present in the ZIKV genome, suggesting that has the potential for cyclization. Nevertheless, it has to be remarked that the organization of the CS in the 3′end of ZIKV is different from that of other mosquito-borne flaviviruses (Kuno and Chang, 2007).
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FIGURE 1. Schematic view of Zika virus (ZIKV) genome organization. The open reading frame (ORF) (boxes) that encodes structural and non-structural proteins is flanked by two untranslated regions (UTR). The proportion of each region was calculated from the ZIKV MR766 sequence available at GenBank (NC_012532.1). Scale bar: 1 kb.



Viral Proteins

The viral polyprotein encoded by the single ORF in ZIKV (Figure 1), as in other related flaviviruses, is supposed to be cleaved by cellular and viral proteases into three structural proteins: the capsid (C), premembrane/membrane (prM/M), and envelope (E), and seven non-structural proteins (NS1, NS2A, NS2B, NS3, NS4A, NS4B, and NS5). The predicted cleavage sites of ZIKV basically follow the patterns established for other mosquito-borne viruses, and, likewise, cysteine residues within the polyprotein are well conserved relative to other mosquito-borne flavivirus (Kuno and Chang, 2007). Different proteases participate in the processing of the viral polyprotein: the host cellular signalase which cleaves M/E, E/NS1, and the C-terminal hydrophobic region of NS4A (termed 2K peptide)/NS4B. The viral serine protease (NS3) is expected to cleave the junctions between the virion capsid protein (Cv) and the C-terminal hydrophobic domain of capsid protein (Ci) [Cv/Ci], NS2A/NS2B, NS2B/NS3, NS3/NS4A, NS4A/2K peptide, and NS4B/NS5. The NS1/NS2A is believed to be cleaved by an unknown cellular signalase (Kuno and Chang, 2007). Of key importance is the proteolytic cleavage of prM to give the pr peptide and M protein, which is produced by furin-like protease located in the trans-Golgi network during the egress of the particles and promote the maturation of the virions (Mukhopadhyay et al., 2005).

The analysis of the polyprotein sequence predicts the presence of potential N-glycosylation sites in the ZIKV proteins prM, E, and NS1 (Kuno and Chang, 2007; Baronti et al., 2014; Berthet et al., 2014). However, the functional significance of the N-glycosylations is not clear in related flaviviruses, since deglycosylated flaviviruses can maintain the same antigenicity, suggesting that carbohydrate does not play a major role in the antigenic properties of the virus (Winkler et al., 1987), and that glycosylation does not alter epitope recognition (Vorndam et al., 1993). On the other hand, glycosylation could be important for replication and maturation (Li et al., 2006). In the case of ZIKV, there are differences among strains due to a 12 nucleotides deletion on the glycosylation motif located at position 154 in the E protein (E-154), which is present in many flaviviruses (Lanciotti et al., 2008; Haddow et al., 2012; Baronti et al., 2014). Remarkably, there are differences on this site even between ZIKV isolates with different passage history, such as those of the prototypic strain ZIKV MR766, indicating that passage history influences glycosylation sites (Haddow et al., 2012). However, the loss of glycosylation on the E-154 residue is not unique to ZIKV and has also been observed in other flaviviruses (Adams et al., 1995; Berthet et al., 1997). Although the functional role of glycosylation in the E protein is not clear, the presence of this glycosylation in other flaviviruses has been associated with the ability to cause significant human outbreaks (Shirato et al., 2004). Moreover, it has been suggested that the fact that ZIKV strains isolated during the recent human outbreak in Oceania contain this N-linked glycosylation signal, whereas the majority of other strains does not, could indicate that the N-linked glycosylation of the E protein plays a role on the pathogenicity of ZIKV (Baronti et al., 2014; Berthet et al., 2014). Nevertheless, functional studies are required to provide an experimental confirmation of this hypothesis.

Regarding the functions of the flaviviral proteins, the three structural proteins participate in the assembly of the virions. As commented above, the C protein associates with the genomic RNA to conform the core of the virions, and the E protein should mediate the binding to the cellular receptor of the virus and promotes the fusion of the virions with the endosomal membranes of the target cell during viral entry (Mukhopadhyay et al., 2005; Roby et al., 2015). Relative to prM function, this protein assists the folding of E protein as a sort of chaperone and prevents premature fusion of the particles prior to be released from the infected cell, and the cleavage of prM into M protein also promotes the maturation of the viral particles (Mukhopadhyay et al., 2005; Roby et al., 2015).

To our knowledge there are currently no specific studies addressing the function of non-structural proteins of ZIKV, but it is expected that some functions could be inferred from related flaviviruses (Martin-Acebes and Saiz, 2012; Acosta et al., 2014), such as the induction of membrane rearrangements associated with flavivirus replication (NS4A), and the immunomodulation (NS1, NS2A) or regulation of RNA replication and viral assembly (NS2A). Furthermore, NS2B acts as a cofactor for the viral trypsin-like serine protease NS3, which can also act as a helicase. NS5 is the viral RNA dependent RNA polymerase that is in charge of genome replication, and that also displays a methyltransferase domain necessary for capping the 5′ end of the viral genomic RNA. Since flavivirus non-structural proteins constitute major targets for antiviral research (Noble and Shi, 2012; Luo et al., 2015), deciphering the specific role of the non-structural proteins in ZIKV infection could greatly contribute to the development of antiviral strategies against this pathogen.

Host Cell-Virus Interactions

Zika virus can infect a broad range of cells from different tissues and species. For instance, experimental infection by blood meal has revealed that ZIKV replicates in the midgut and salivary glands of diverse Aedes mosquitoes (Li et al., 2012; Wong et al., 2013), and also in vitro in cultured mosquito cells C6/36 (Hamel et al., 2015). ZIKV also replicates in a wide variety of mammalian cell types. Experimental infection in mice has revealed that the virus replicates mainly in brain cells, including neurons, and astroglial cells (Weinbren and Williams, 1958; Bell et al., 1971), and, in vitro, it can replicate in cultured monkey cell lines such as LLC- MK2, or Vero, inducing cytopathic effect (Way et al., 1976). Furthermore, the titer of ZIKV in cultured cells seems to well correlate with the infectivity of the virus in vivo (Way et al., 1976). In addition, it has also been recently reported that ZIKV can replicate in human skin cells and also in immature dendritic cells (Hamel et al., 2015). This ability of the virus to replicate in cells from different sources could be related to its transmission cycle, which includes replication in mosquito (vector) and mammalian cells (host).

It has been described that ZIKV enters the cell using adhesion factors such as DC-SIGN (Dendritic Cell-Specific Intercellular adhesion molecule-3-Grabbing Non-integrin) and diverse members of the phosphatidylserine receptor family (Hamel et al., 2015). Once the attached viral particles are internalized into the cell (Figure 2), the viral genome should be released inside the cytoplasm to start translation and replication. The mechanism of penetration of the flavivirus genome into the cytoplasm is initiated by the fusion of the viral envelope with the membranes of the cellular endosomes from the host cell, a process triggered by acidic pH inside cellular endosomes (Stiasny et al., 2011; Vazquez-Calvo et al., 2012). This mechanism of penetration is consistent with, as mentioned before, an early observation showing that ZIKV particles were sensible to acidic pH, and were inactivated by treatment with acidic pH lower than 6.2 (Dick, 1952). Along this line, the sensitivity of ZIKV particles to acidic pH is consistent with the observation performed with other flaviviruses indicating that, in the absence of target membranes, the exposure of flavivirus virions to acidic pH induces rearrangements of the E glycoprotein, which result in a loss of infectivity (Gollins and Porterfield, 1986). The viral RNA acts as mRNA inside the cytoplasm of the infected cell, and negative-strand viral RNA is synthesized and directs positive-strand RNA synthesis in association with a virus-induced network of membranes derived from the endoplasmic reticulum, ER (Figure 2). Electron microscopy studies of virus infected cells showed that ZIKV virions are found in short chains within tubular elements of the ER, which appeared to be in continuity with distended cisternae (Bell et al., 1971). These images were similar to membrane rearrangements observed in other flavivirus infected cells (Welsch et al., 2009; Martin-Acebes et al., 2011; Miorin et al., 2013). Although flavivirus replication is thought to occur in the cellular cytoplasm, it should be noted that one study reported that ZIKV antigens could be found in infected cell nuclei (Buckley and Gould, 1988).
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FIGURE 2. Schematic view of the ZIKV cellular lifecycle. See text for details.



De novo synthesized positive strand-RNA has to be packaged in progeny virions that bud into the ER to form enveloped immature virions (Figure 2). These virions traffic through the Golgi complex and, then, the prM is cleaved in the trans-Golgi network for particle maturation prior to release from the infected cell (Mukhopadhyay et al., 2005; Roby et al., 2015). Remarkably, the observations made for other flaviviruses have revealed that not all the copies of the prM protein in the secreted virions are cleaved, and, thus, that a proportion of them remains unprocessed in the secreted virions (Plevka et al., 2011). Even more, the amount of prM within the flavivirus virions varies with the cell line used for the production of the virus and the infecting flavivirus, and could be of key importance for the antigenicity of the particles (Pierson and Diamond, 2012; Lok, 2016).

Knowledge regarding the cellular response to ZIKV infection is still scarce. However, it has been experimentally probed that replication of ZIKV provokes an innate antiviral response, inducing the transcription of TLR3, RIG-I, and MDA5, as well as that of several interferon stimulated genes, such as OAS2, ISG15, and MX1, characterized by a strongly enhanced beta interferon gene expression (Hamel et al., 2015). In addition, ZIKV infection is sensitive to interferon (IFN) signaling, as pretreatment of primary skin fibroblasts with IFN-alpha, beta, and gamma reduces ZIKV infection (Hamel et al., 2015). ZIKV infection also upregulates the autophagic pathway in infected skin fibroblasts (Hamel et al., 2015), which is consistent with the observations for other related flaviviruses (Blazquez et al., 2014). Moreover, the autophagic marker LC3 colocalizes with viral proteins within ZIKV-infected cells, and the infection can be reduced by treatment with the autophagy inhibitor 3-methyladenine, whereas upregulation of autophagy using Torin 1 increases ZIKV replication (Hamel et al., 2015).

MOLECULAR CLASSIFICATION

Zika virus is genetically and antigenically related to Spondweni virus. Both viruses form a unique clade (clade X) within the mosquito-borne flavivirus cluster (Kuno et al., 1998) (Figure 3). Phylogenetic analyses reveal the existence of two major lineages: one includes the African strains, and the other the Asian and American strains (Haddow et al., 2012; Alera et al., 2015) (Figure 4). The African lineage is further divided into two groups, the East African cluster, containing the genetic variants of the prototypic MR766 strain isolated in Uganda in 1947, and a second group including West African strains (Olson et al., 1981).
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FIGURE 3. Representative phylogram showing the relationships between strains of the genus Flavivirus. Accession numbers are displayed in the tree. The arrow indicates ZIKV. The scale indicates 0.2 substitutions/site. The tree was based on complete NS5 nucleotide sequence, built from a multiple alignment using Clustal omega and Phylogeny.fr (Dereeper et al., 2008).
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FIGURE 4. Representative phylogram showing the relationships between ZIKV strains. The accession number, country of isolation and year is displayed in the tree. The scale indicates 0.03 substitutions/site. The tree was based on complete NS5 nucleotide sequence, built from a multiple alignment using Clustal omega and Phylogeny.fr.



Phylogenetic studies (Faye et al., 2014) have established the date of the emergence of ZIKV in east Africa around 1920 (confidence range of 1892–1947). The same study dated the transmission of eastern African ZIKV to Asia around 1945 (confidence range 1920–1960), where the virus was first detected in the late 1960s in Malaysia (Marchette et al., 1969), and subsequently across south-east Asia. These data indicated a widespread occurrence of ZIKV from Africa to Southeast Asia, west and north of the Wallace line (Lanciotti et al., 2008).

Phylogenetic studies have confirmed that Pacific Island ZIKV strains are related to the Asian lineages (Gatherer and Kohl, 2016). Due to the great geographical distances involved, it seems likely that the virus was introduced to the island either by a viremic person, an enzootic host species, or an infected mosquito transported to the island (Haddow et al., 2012). On the other hand, recent transmission to the Americas appears to have originated in the Pacific Islands (Campos et al., 2015; Zanluca et al., 2015). Phylogenetic analysis of the sequences placed the Brazilian and other American strains in a clade with sequences from the Asian lineage, showing a 99% identity with a sequence from a ZIKV isolate from French Polynesia (Baronti et al., 2014; Campos et al., 2015) (Figure 4). It has been postulated that two events may have led to the introduction of ZIKV in Brazil, the 2014 FIFA World Cup tournament and an international canoe racing event (Musso, 2015), but since Pacific nations were only represented among the canoe racers, the latter seems to be a likeliest introduction route.

As exemplified in Figure 4, ZIKV strains collected in the same geographical region during several years show minimal changes on their sequences, as is the case of strains collected from mosquitoes in a 3 years interval in Central African Republic (Berthet et al., 2014). In this regard, it has been described that infection and transmission modes of ZIKV allow the accumulation of synonymous mutations and negatively selected certain sites (Faye et al., 2014). The arbovirus life cycle imposes several barriers to non-synonymous mutations in some important genes as a consequence of the intrinsic constraints associated with dual replication in mammalian and invertebrate hosts, thus driving to a more slowly fixation of mutations of these viruses when compared with RNA viruses transmitted by other routes. In fact, arboviruses, which are able to successfully adapt to diverse cell types, are characterized by a high rate of deleterious mutations (Holmes, 2003).

Human-to-human transmission of the Asian ZIKV strains along the Pacific Islands and South America has been associated with significant NS1 codon usage adaptation to human housekeeping genes, which could facilitate viral replication and increase viral titers (Freire et al., 2015). Furthermore, this report predicted the presence of several epitopes in the NS1 protein that are shared between ZIKV and DENV, pointing to a significant dependence of the recent human ZIKV spread on NS1 translational selection.

As mentioned above, it is noteworthy to note that several of the ZIKV strains exhibited a 4 amino acid deletion corresponding to the envelope protein 154 glycosylation motif found in many flaviviruses (Berthet et al., 2014).

TRANSMISSION CYCLE

Mosquitoes

The arthropod vectors of the ZIKV natural transmission cycle are mosquitoes of the genus Aedes (Diagne et al., 2015). As mentioned early, the virus was first isolated from A. africanus (Dick et al., 1952) and, since then, ZIKV has been isolated from A. aegypti (Marchette et al., 1969), the main vector of the virus, and also from A. albopictus (Grard et al., 2014), confirming that both species are competent vectors.

Aedes aegypti is currently distributed in Asia and Oceania, the Americas, and in a few regions of Africa and Europe (Madeira and the north-eastern Black Sea coast)2; however, it has been recently predicted that this species might soon colonize some southern European regions, as well as temperate North America and Australia (Kraemer et al., 2015). The first evidence of the role of A. aegypti in the urban transmission cycle of ZIKV was suggested after its isolation from a pool of mosquitoes collected in 1966 in Malaysia, in what it was the first isolation from a mosquito other than A. africanus (Marchette et al., 1969).

Aedes albopictus, the so-called Asian tiger mosquito, is also widely distributed. This species is currently circulating in Asia, North, Central and South America (Kraemer et al., 2015), northern Australia, and in some areas of Africa and southern Europe, where it has spread in the past two decades to France, Germany, Italy, and Spain (Paupy et al., 2009; Dyer, 2016). Contrary to A. aegypti, A. albopictus can hibernate and survive in cool temperature regions (Thomas et al., 2012). This species can also efficiently transmit the virus, as demonstrated during the outbreak that took place in Gabon in 2007, where, among all species tested (including A. aegypti), it was the only one in which the virus was detected, thus confirming that A. albopictus may also play an important role in ZIKV transmission (Grard et al., 2014).

The ability of ZIKV to be efficiently transmitted by both mosquito species (A. aegypti and A. albopictus) that feed on humans further complicates their control and, thus, that of ZIKV. Both species grow very close to human populations, but while A. aegypti feed almost exclusively on humans in daylight hours and typically rest indoors (Scott and Takken, 2012), A. albopictus is usually exophagic and bites humans and also domestic and livestock animals (Paupy et al., 2009), although under some circumstances it preferentially feed on humans, hence, confirming that it can also have an anthropophilic behavior similar to A. aegypti (Ponlawat and Harrington, 2005; Delatte et al., 2010). Therefore, methods of control for a species may not be accurate to control the other one. Furthermore, when the populations of A. aegypti is reduced, the opportunistic invasive A. albopictus may rapidly move into the area (Higgs, 2016).

Aedes aegypti and, to a lesser extent, A. albopticus are clearly involved in ZIKV transmission and spread, but other Aedes spp., such as A. polynesienis, are suspected to have also contributed to it, as it was the case during the 2013–2014 outbreak in the French Polynesia (Cao-Lormeau et al., 2014). In fact, ZIKV has been also isolated from, at least, other 15 Aedes species in different regions of the world (Table 1). Even more, in the Kédougou region of Senegal, ZIKV was also amplified from pools of three mosquito species other than Aedes: Anopheles coustani, Culex perfuscus, and Mansonia uniformis (Diallo et al., 2014).

TABLE 1. Zika vector mosquito species.
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As in other arboviral infections, local overwintering could be an important aspect for maintenance and spread of ZIKV. Detection of the virus in a pool of A. furcifer males in 2011 in Senegal, even though no infected A. furcifer females were collected, strongly suggested that ZIKV is vertically transmitted, at least in this species, and that this transmission route may be an important mechanism of local maintenance (Diallo et al., 2014).

Finally, although most of these data were obtained by analyses of ZIKV naturally infected mosquitoes, their current vector competence still has to be clearly established. In this sense, different Aedes species (A. aegypti, A. unilineatus, A. vittatus, and A. luteocephalus) were recently tested in their susceptibility to ZIKV oral infection, and, although all of them were susceptible, viral genome could be amplified from saliva only in the case of A. vittatus and A. luteocephalus mosquitoes (Diagne et al., 2015).

Humans and Non-human Primates

During outbreaks, humans are the primary host for ZIKV (Staples et al., 2016), and both urban (Grard et al., 2014) and sylvatic (Berthet et al., 2014) viral transmission have been demonstrated. First ZIKV isolation from humans was reported in 1954 in Nigeria (Macnamara, 1954), although antibodies to the virus had been previously found during early surveys on human sera in different regions of Africa (Dick, 1952; Smithburn, 1952). Recently, and albeit an estimated 80% of ZIKV infected people are asymptomatic3, during the ongoing outbreak in Brazil, ZIKV RNA has been identified in brain, placenta, and amniotic fluid specimens, and its presence has been associated to microcephaly in infants and miscarries during pregnancy (Martines et al., 2016; Mlakar et al., 2016).

One important aspect that still has to be clarified is whether ZIKV infection in humans drives to viral titers enough to initiate a new cycle when an infected person is bitten by a naïve mosquito. Early studies attempting to infect A. aegypti from a ZIKV-infected human volunteer to further transmit the agent to newborns mice were unsuccessful (Bearcroft, 1956), probably because viremia was too low, even though the volunteer was bitten during the acute phase of the disease (4–6 days after infection). Later on, a recent attempt to isolate circulating virus from infected patients of the 2007 Gabonese outbreak on mammalian (Vero) and insect (C6/36) cell lines was again unsuccessful, presumably because of low viral titers (despite two patients presenting only 1 and 4 days after symptom onset), although the inappropriate initial storage conditions could have also contributed to it (Grard et al., 2014). In this line, the estimated number of genome copies circulating in ZIKV-infected patients during the 2007 outbreak on the Pacific Island of Yap was reported to be 0.9 × 103–7.2 × 105 cDNA copies/ml (Lanciotti et al., 2008). These relatively low levels of viremia among ZIKV-infected patients are very far from those reported for other arboviruses, as Chikungunya (CHIK) and DENV-2, where an estimated 107 and 108 cDNA copies/ml were reported, respectively (Caron et al., 2012), but they are in the range of other dead-end flavivirus infection in humans, such as that of WNV, where viral loads from 50 to 6.9 × 105 copies/ml are observed (Pupella et al., 2013). Therefore, further experiments are needed to clarify this issue.

In the case of non-human primates, it is known that epizootics occur in them (McCrae and Kirya, 1982), but it is unclear whether they are an obligatory reservoir in the transmission to humans. In Africa, ZIKV natural transmission cycle involves primarily Cercopithecus aethiops and Erythrocebus patas monkeys (Faye et al., 2013). In Asia (Borneo), antibodies against ZIKV have been detected among semi-captive and wild orangutans (Wolfe et al., 2001). However, this study reported a higher prevalence of anti-ZIKV antibodies in humans than in orangutans, suggesting a possible incidental infection of these animals through contact with mosquitoes infected by viremic people, or from recently established sylvatic cycles. Nonetheless, it is also possible that sylvatic ZIKV transmitting mosquitoes in Borneo have a more narrow distribution, or an ecology that does not lead to frequent exposure by orangutans.

An acute symptomatic ZIKV infection case after a monkey bite has been recently described (Leung et al., 2015). Even though transmission throughout mosquito bite could not be completely discharged, the presence of ZIKV in the human pharynx and the previous identification of ZIKV RNA in saliva from asymptomatic infected patients (Besnard et al., 2014) could be consistent with a potential transmission from primates’ bite (Leung et al., 2015).

Other Vertebrates

Information regarding the possible susceptibility of animals other than human and non-human primates is limited. Antibodies directed against ZIKV have been found in several vertebrates species, such rodents, birds, reptiles, goats, sheep, and cattle in Kenya (Johnson et al., 1977), and in Pakistan, where some species of rodents were suggested as possible reservoirs of ZIKV (Darwish et al., 1983). In addition, the rapid periodicity of amplification observed in Senegal along the 2011 outbreak could support that, besides primates, other vertebrates may also play a role in ZIKV circulation (Diallo et al., 2014).

Non-vector

Sporadic reports of direct human-to-human transmission have been reported to occur perinatally, sexually, and through breastfeeding and blood transfusion. Likewise, occupational transmission in the laboratory setting has also been described (Filipe et al., 1973).

Perinatal transmission from two mothers to their new-borns during the French Polynesia outbreak has been documented, although contamination during delivery was not completely discarded (Besnard et al., 2014). Sera from the mothers were positive for ZIKV by reverse transcriptase polymerase chain reaction (RT-PCR) within 2 days post-delivery and those of their newborns within 4 days after birth. In addition, high ZIKV RNA load was detected in breast milk samples from both mothers, albeit the virus could not be multiplied in susceptible cell cultures. Therefore, ZIKV transmission by breastfeeding must be considered and further clarify. Similarly, a first case of perinatal transmission of ZIKV was suspected to have occurred during the same outbreak from a mother that present a ZIKV infection-like syndrome 2 weeks before delivery, with the newborn showing a maculopapular rash at birth; however, virological investigations were not performed in this case (Besnard et al., 2014).

Besides these sporadic cases of non-vector transmission, the most surprising phenomenon on ZIKV infection is, without any doubt, the unexpected number of infants supposedly born with microcephaly (see clinical manifestations and pathogenesis section below) in Brazil during the ongoing viral outbreak, apparently as a result of their mothers being infected during pregnancy, since, in some cases, ZIKV-RNA has been detected in the amniotic fluid of the mothers4. Around 4000 cases of Zika-related microcephaly have been recorded in that country until now since October 2015, accounting for over 40 infants deaths (Higgs, 2016). Furthermore, ZIKV has been recently found in the fetal brain tissue of a baby with microcephaly after termination of the pregnancy requested by the infected woman (Mlakar et al., 2016).

At present (February 2016), three reported cases indicate that ZIKV could be sexually transmitted. In August 2008, a scientist was bitten many times while studying mosquitoes in south-eastern Senegal. Six days after returning to his home in Colorado (U.S.), he felt ill with symptoms of Zika fever and hematospermia. By then, he had had unprotected intercourse with his wife, who had not been outside the U.S. during the previous year, which subsequently developed symptoms of Zika fever. Virus infection was confirmed by serologic testing in both, but the presence of ZIKV in the semen of the patient was not investigated (Foy et al., 2011). A second report described the presence of replicative ZIKV and a high ZIKV RNA load in semen (1,1–2,9 × 107 copies/ml) and urine (3,8 × 103 copies/ml) samples of a patient during the 2013 outbreak in Tahiti, but no RT-PCR amplification was obtained from sera collected at the same time (Musso et al., 2015b). In early February 2016, the Dallas County Health and Human Services Department (U.S.) reported a third case, still under investigation, of a person that apparently contracted Zika fever after sexual contact with an ill person who had recently returned from a ZIKV high risk country5.

In addition to perinatal, breastfeeding, and sexual sporadic transmission of ZIKV, the potential for viral transmission through blood transfusion was demonstrated during the French Polynesian outbreak. Almost 3% (42/1505) of blood donors, who were asymptomatic at the time of donation, were found positive for acute ZIKV infection by specific RT-PCR (Musso et al., 2014a). Further studies are needed to assess the actual risk of ZIKV transmission through blood products and the risk to generate a disease in the recipient, but these data point to the necessity for quickly adapting blood donation safety procedures to the local epidemiological context. In fact, the Pan American Health Organization, PAHO6, and the European Centre for Disease Prevention and Controls, ECDC7, have recently issued a bulletins to alert their national health and blood safety authorities on this still poorly recognized viral infection.

Finally, ZIKV has been also detected in saliva samples (Besnard et al., 2014) with even higher frequency than in blood samples (Musso et al., 2015a) and, thus, saliva is another transmission source that have to be considered.

In resume, although ZIKV transmission by routes other than mosquito bites has been so far sporadic, further studies are mandatory to clearly establish their possible role on ZIKV epidemics.

ECOLOGY

Most arboviruses are perpetuated in transmission cycles independent of human hosts, but those with sylvatic cycles often infect people who accidentally intrude on their natural habitats. Nonetheless, in many instances, humans are dead-end hosts in complex transmission cycles that involve different wild and domestic vertebrate hosts, as in the case of JEV (Wolfe et al., 2001) or WNV (Martin-Acebes and Saiz, 2012). Less frequently, arboviruses may jump from this sylvatic transmission cycle to a mainly human-mosquito transmission cycle, as it likely was the case of CHIKV.

In the case of ZIKV, early studies indicated that non-human primates were the primary vertebrate hosts, with occasional participation of humans in the transmission cycle, even in highly enzootic areas. This theory was based on evidences indicating that A. africanus, a species with a greater preference for them than for humans (Haddow and Dick, 1948; Haddow et al., 1964), was the principal (if not the only) ZIKV vector (Haddow et al., 1964). However, by now, it seems clear that, as commented before, A. aegypti and, to a lesser extent, A. albopticus are the main vectors and, thus, that humans probably serve as primary amplification hosts when their viremia is sufficient in duration and magnitude (Haddow et al., 2012).

Although it is still unknown if ZIKV overwinters in geographical areas without reports of cases, it appears that, as in other flaviviral infections, such as that caused by WNV (Martin-Acebes and Saiz, 2012), epidemics are more related to the specific mosquito species, its population density, competence, and behavior in a given area, as this can shape virus dynamics.

Aedes aegypti, which, as mentioned before, is found throughout Asia, Oceania, the Americas and in some regions of Africa and Europe2 (Kraemer et al., 2015), does not overwinter, but can be sheltered in domestic settings, which provides protection against environmental conditions and numerous aquatic habitats suitable for oviposition. Beside Georgia, this species does not currently circulate in Europe, but there are no climatic reasons to believe that, if re-introduced, it cannot become widely established in southern Europe as before (Reiter, 2010).

Meanwhile, A. albopictus, the most invasive mosquito species in the world (Medlock et al., 2012), have spread during the last 30–40 years to North, Central and South America, parts of Africa, southeastern Asia, China, Japan, northern Australia, and southern Europe (Paupy et al., 2009). This successfully colonization of new regions is due to its ability to adapt to different climates through the production of cold-resistant eggs, with temperate strains surviving cold winters in northern latitudes. On top of that, its preference for container habitats (e.g., tires and vases) in domestic settings has resulted in increased potential for contact with humans (Medlock et al., 2012).

ZIKV pandemic is currently in progress, with many important questions still unanswered. However, as seen during recent years with other viral agents, urban overcrowding, constant international travel, disruption of the ecologic balance, and climate changes can favored the unexpected emergence of asleep, or yet unknown, infectious agents (Fauci and Morens, 2016). Therefore, comprehensive and integrated investigations have to be conducted to better understand the complex ecosystems in which agents of current and future pandemics could be aggressively evolving.

EPIDEMIOLOGY

Africa

Since the first isolation of ZIKV in 1954 from an inhabitant of Nigeria (Macnamara, 1954), many serological and entomological studies have reported the circulation of the virus across a widespread area of Africa, including Kenya (Geser et al., 1970), Nigeria (Lee and Moore, 1972; Monath et al., 1973; Fagbami, 1979), Sierra Leone (Robin and Mouchet, 1975), Gabon (Jan et al., 1978; Grard et al., 2014), Uganda (McCrae and Kirya, 1982), Central African Republic (Saluzzo et al., 1981), Senegal (Monlun et al., 1993; Diallo et al., 2014; Althouse et al., 2015), and Ivory Coast (Akoua-Koffi et al., 2001), with prevalence ranging 1.3–52%. At present, Cape Verde is the only African country where, since last year, active viral transmission is currently being reported8,9 (Figure 5). From the beginning of the outbreak in October 2015 to 7th February of this year, the Health Authorities have reported 7362 cases without associated neurological disorders10. In any case, and although until now human cases of ZIKV related disease have only been sporadically documented in Africa, it should be kept in mind that this might have been partially due to underdiagnoses, mainly in areas where DENV and CHIKV circulate, as infection with all these viruses presents similar clinical signs (Weissenbock et al., 2010; Grard et al., 2014).
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FIGURE 5. Map showing worldwide autochthonous and imported ZIKV human cases since the last 9 months. See text for details.



Asia

In Asia, distinguishing ZIKV infection from other arboviral infections (dengue, yellow fever, and other tropical diseases) is also difficult, so that, early epidemiological data should be treated with caution. In the early 50’s, seroprevalence of ZIKV in humans was reported in several countries: India, Malaysia, Philippines, Vietnam, and Thailand with variable rates, 8–75% (Smithburn, 1954; Smithburn et al., 1954; Hammon et al., 1958; Pond, 1963; Marchette et al., 1969). As the time went by, other countries reported seroprevalence in humans: Indonesia (Java island) from 1977 to 1978 (Olson et al., 1981, 1983) and Pakistan in 1980 (Darwish et al., 1983). More recently a few sporadic human cases have been documented: a confirmed case in Cambodia in 2010 (Heang et al., 2012), an infected traveler who returned from Indonesia in 2013 (Kwong et al., 2013), and some several ZIKV positive cases from travelers returning from Thailand during 2012–2014 (Buathong et al., 2015). Very recently, in January 2016, WHO notified a case of ZIKV infection in a traveler coming back to Finland after spending a few months in the Maldives11 (Figure 5).

Oceania

In April 2007, a ZIKV outbreak was reported in Yap Island, Micronesia. The way through the virus was introduced is still unknown, but, as commented before, it has been proposed it was due to an infected mosquito or to an asymptomatic person with undetected infection. Serological analysis indicated that 73% of Yap residents had been infected with ZIKV, but not a single hospitalization, hemorrhagic manifestation, or death were reported during the outbreak (Duffy et al., 2009).

After detection of the first case of ZIKV infection in the French Polynesia in October 2013, during the following outbreak, up to an estimated 11% of population was affected (Cao-Lormeau et al., 2014; Musso et al., 2014b). Most of the clinical cases presented low fever, asthenia, wrist and fingers arthralgia, headache, rash, and only one patient presented Guillain–Barre syndrome (GBS) 7 days after laboratory confirmation of ZIKV infection. It is noteworthy to remark that, after this outbreak, the incidence of GBS in French Polynesia increased 20-fold (Oehler et al., 2014). The reasons for this increase are not known yet. Analyses of the circulating virus have shown that it was genetically closely related to the 2007 Yap and the 2010 Camboya strains, which were not associated to a noticeable number of GBS cases.

Following the French Polynesia outbreak in late 2013, subsequent outbreaks occurred in New Caledonia, Eastern Island, and the Cook Islands. In New Caledonia, the first cases of ZIKV infection were imported from French Polynesia in November 2013, and, subsequently, in January 2014, the first autochthonous case was documented, driving the New Caledonia Health Authority to declare an outbreak situation in February 2014. Up to 1385 laboratory confirmed cases were reported (Dupont-Rouzeyrol et al., 2015). The outbreak in Eastern Island also started in January 2014, accounting for 51 confirmed cases (Tognarelli et al., 2016).

In Australia, the first case of ZIKV infection was notified in 2012 in a traveler returning from Indonesia (Kwong et al., 2013). Since then, all cases have been imported from countries affected by the virus. Nonetheless, as A. aegypti, the main ZIKV vector, is present mainly in areas of North Queensland, this region is at risk of an eventual local transmission of ZIKV from infected returning travelers12. A few imported cases have been confirmed in New Zealand too, but as the mosquito vectors are not commonly found in these territories, the risk of local transmission is so far low13.

In the past 9 months, Fiji, New Caledonia, Vanuatu, Solomon Islands, Marshall Islands, American Samoa, Samoa, and Tonga (Figure 5) have reported autochthonous cases8,9 but only the latter three have ongoing outbreaks14.

America

At the beginning of 2015, first autochthonous transmission of ZIKV in Brazil was reported and, since then, the virus has rapidly spread throughout the Americas (Zanluca et al., 2015). The Brazilian Ministry of Health estimates that between 440 000 to 1 300 000 cases of ZIKV infections may have occurred in 2015 in the country15.

Since the initial report in Brazil, during the last 9 months, and as a 18th of February 2016, 29 countries, or territories, of America have also reported autochthonous cases of ZIKV infection: Aruba, Barbados, Bolivia, Bonaire, Brazil, Colombia, Costa Rica, Curaçao, Dominican Republic, Ecuador, El Salvador, French Guyana, Guadeloupe, Guatemala, Guyana, Haiti, Honduras, Jamaica, Martinique, Mexico, Nicaragua, Panama, Paraguay, Puerto Rico, Saint Martin, Suriname, Trinidad y Tobago, Venezuela, and Virgin Islands8 (Figure 5). Because the epidemic is still spreading in the Americas, it is reasonable to think that more countries will report autochthonous ZIKV infections in the coming months.

Despite outbreaks have occurred mainly in Caribbean countries/territories and central and south America, imported confirmed cases are starting to show in North America: USA and Canada (Figure 5). As of today, 82 and 3 imported cases have been reported in these countries, respectively16,17. Although the risk of ZIKV establishment in Canada and northern USA is low because of the absence of the vectors, it cannot be discarded that the virus persists and spreads in these regions causing autochthonous infected human cases, as it has happened with other related flaviviruses like WNV (Martin-Acebes and Saiz, 2012).

Europe

Nowadays, there is no evidence of autochthonous ZIKV infection in Europe. All reported cases were imported from people returning from affected countries. The first laboratory confirmed case was notified in November 2013 in Germany (Tappe et al., 2014). Since then, from 2015, imported cases have been documented in Norway (Waehre et al., 2014), Italy (Zammarchi et al., 2015), and Germany (Tappe et al., 2015). However, after the recent explosive expansion of the virus in the Americas, many European countries have reported imported cases of ZIKV infection in travelers returning home (Figure 5), including Austria, Denmark, Finland, France, Germany, Ireland, Italy, Portugal, the Netherlands, Spain, Slovenia, Sweden, Switzerland, and UK18.

As commented above, currently only A. albopictus has colonized Europe, mainly the Mediterranean area (Medlock et al., 2012; Kraemer et al., 2015). Since A. aegypti is the main responsible of the current transmission of ZIKV in other regions of the world, the actual risk of a ZIKV outbreak in Europe seems to be low. Nonetheless, beside the possible reintroduction of A. aegypti in the continent, A. albopticus is circulating in the southern regions of the continent and, since this species can also efficiently transmit the virus, surveillance programs should be implemented, mainly during warm seasons. In fact, autochthonous DENV and CHIKV infections in France (La Ruche et al., 2010; Delisle et al., 2015), Croatia (Gjenero-Margan et al., 2011), and Italy (Rezza et al., 2007) have already been documented.

CLINICAL MANIFESTATIONS AND PATHOGENY

Humans

Zika virus infection has been reported to be symptomatic only in around 18% of the cases (Duffy et al., 2009), in which it causes a mild, self-limiting disease with an incubation period of up to 10 days, often mistaken with other arboviral infections like dengue or chikungunya. Clinical manifestations in symptomatic cases resemble that of an influenza-like syndrome (Macnamara, 1954), being the most common symptoms fever, rash, arthralgia, and conjunctivitis; with headache, vomiting, edema, and jaundice being reported less frequently (Zammarchi et al., 2015). Digestive complications (abdominal pain, diarrhea, and constipation), mucous membrane ulcerations (aphthae), and pruritus are rarely observed. The symptoms usually resolve spontaneously after 3–7 days, but arthralgia may persist for up to 1 month (Foy et al., 2011). A post-infection asthenia seems to be also frequent. In any case, severe disease requiring hospitalization has been uncommon until now.

First description of clinical manifestations were reported in 1954 by Macnamara (Macnamara, 1954). In 1956, Bearcroft described the symptoms in an experimentally infected human volunteer (Bearcroft, 1956). A slight generalized headache and a rise in temperature started at the 3rd day, increasing during day 5. By day 7 the patient felt well and the temperature had fallen to normal. Jaundice did not develop, and no other evidence of hepatic dysfunction was found. The total white blood cells during the first 12 days after inoculation did not differ greatly from pre-inoculation counts. Urine estimations were consistently negative for bile pigments and albumin during this period. Estimations of total serum bilirubin carried out between the time of inoculation and the 17th day showed normal levels, and the site of inoculation appeared healthy.

In 1964, Simpson described his own acquired ZIKV illness while working with ZIKV strains isolated from A. africanus collected during 1962–1963 (Simpson, 1964). The illness began with a slight frontal headache, showing no other symptoms at the time. During the 2nd day he presented a diffuse pink maculopapular rash which covered the face, neck, trunk, and upper arms that spread gradually to involve all four limbs, and felt slight aching sensations in his back and thighs. Oral temperature at this time was normal in the morning, however he was slightly febrile throughout the day. The temperature returned to normal by the end of the day, and he felt much better, apart from a slight headache. The rash persisted to day 5, when it was fading until completely disappear. No other signs or symptoms were noted during the illness.

Information on laboratory tested alterations associated with ZIKV infection are limited, but may include transient leucopenia, with (Kutsuna et al., 2014) or without thrombocytopenia (Kwong et al., 2013), and slight elevation of serum lactate dehydrogenase, gamma-glutamyl transferase, and of inflammatory parameters (C– reactive protein, fibrinogen and ferritin) (Tappe et al., 2014). Serum aspartate aminotransferase (AST) and alanine aminotransferase (ALT) concentrations may or may not be elevated.

Guillain–Barre Syndrome (GBS)

An association of ZIKV infection with more severe disease outcomes, such as GBS has been also proposed. GBS is an autoimmune disease causing acute or subacute flaccid paralysis that can even cause death (van den Berg et al., 2013; Dominguez-Moreno et al., 2014), and that it has been previously associated with other flaviviral infections (Puccioni-Sohler et al., 2012). Remarkably, as aforementioned, during ZIKV outbreak reported in French Polynesia the incidence rate of GBS cases was approximately 20-fold higher than expected given the size of the French Polynesia population and its previously established incidence (1–2/100 000 population per year) (Oehler et al., 2014). Likewise, in Colombia, during the ongoing outbreak, 86 cases of GBS have been associated to ZIKV infection19. Based on the 600 000 expected Zika infections in the country, up to 1000 cases of GBS could be anticipated. These data point to a worrisome increase in the potential clinical severity of the disease (Roth et al., 2014).

Microcephaly

Similarly to GBS, even more disturbing is the astonishing rise in the number of babies born with microcephaly and neurological disorders that have been suggested to be associated with the current ZIKV outbreak in Brazil (Schuler-Faccini et al., 2016). These congenital infections presumably due to ZIKV exposure have been also associated with an increase in vision-threatening findings, which include bilateral macular and perimacular lesions, as well as optic nerve abnormalities in most cases (de Paula Freitas et al., 2016; Ventura et al., 2016a,b). By the end of 2015, Brazil’s Health Ministry reported an unusual spike in reported cases of microcephaly in the northeastern state of Pernambuco, where the affected children’s mothers had been in early pregnancy at around the same time as large ZIKV outbreaks occurred. The Ministry subsequently raised the alarm of a possible link to ZIKV. Although most cases have been described in Pernambuco, they have also been diagnosed in other eight Brazilian states so far (Oliveira Melo et al., 2016). However, it should be noted that neighboring Colombia has reported over 5000 cases of ZIKV in pregnant women and so far, only one documented case of microcephaly in a newborn, and other two with other congenital brain abnormalities have been very recently documented (Butler, 2016).

In any case, this possible association of microcephaly with ZIKV is still a matter of controversy among researchers. The Latin American Collaborative Study of Congenital Malformations (ECLAMC) suggested that the rise in reported cases of microcephaly might largely be attributable to the intense search for cases of the birth defect, and to misdiagnoses, that arose from heightened awareness in the wake of the possible link with ZIKV. However, it should be noted that a successful RT-PCR amplification of the complete ZIKV genome from a fetal brain tissue has been recently described (Mlakar et al., 2016). In this line, an expectant mother presented a febrile illness with rash at the end of the first trimester of pregnancy while she was living in Brazil. Ultrasonography performed at 29 weeks of gestation revealed microcephaly with calcifications in the fetal brain and placenta. After the mother requested termination of the pregnancy, the fetal autopsy revealed microcephaly, with almost complete agyria, hydrocephalus, and multifocal dystrophic calcifications in the cortex and subcortical white matter, with associated cortical displacement and mild focal inflammation. Electron microscopy analysis also revealed spherical virus particles with morphologic characteristics consistent with ZIKV. Likewise, very recently, the ZIKV genome has been detected and sequenced form amniotic fluid samples of two pregnant women whose fetuses where diagnosed with microcephaly, (Calvet et al., 2016).

The apparent risk of microcephaly was enough for the World Health Organization (WHO) to declare a public health emergency of international concern on February 1 (Rubin et al., 2016) that has lately been integrated into risk assessments by the ECDC4. Therefore, the most important current milestone in ZIKV investigations is to clearly elucidate the possible relationship of the infection with the development of serious neurological disorders.

Animal Models

The pathogenicity of ZIKV has been also evaluated in several animal models. Among these, the most widely used has been the mouse model. Moreover, initial isolation of ZIKV was performed by intracerebral inoculation of viral samples into mice (Dick, 1952). On these initial experiments, infectious virus was only recovered from infected brain mice, whereas no infectious virus able to replicate when inoculated in other mice was recovered from non-nervous tissues such as kidney, lung, liver, or spleens, highlighting the marked neurotropism of ZIKV. Infected mice displayed detectable signs of infection about 5–6 days post-infection, time at which virus titers peaked (Dick, 1952). The analysis of the pathological changes observed in ZIKV-infected mice brains revealed various stages of cellular infiltration and degeneration that were also found in the spinal cords. Degeneration of nerve cells, especially in the region of the hippocampus, resulted in an early and marked enlargement of astroglial cells with patchy destruction of the pyriform cells of Ammon’s horn (Weinbren and Williams, 1958; Bell et al., 1971). Microscopy analysis confirmed that the virus replicates in both neurons and astrogial cells (Weinbren and Williams, 1958; Bell et al., 1971). Remarkably, while mice of all ages tested were susceptible to intracerebral inoculations, mice of 2 week of age and over could rarely be infected by the intraperitoneal route. In contrast, mice younger than 2 weeks were highly susceptible to intraperitoneal inoculation of the virus (Dick, 1952). This finding is similar to that reported for other flaviviruses, such as Usutu virus (Blazquez et al., 2015). ZIKV-induced pathological changes are confined to the central nervous system in older animals, but myocarditis (and associated pulmonary oedema) and skeletal myositis can be also found in young (1–5 days old) animals infected with ZIKV (Weinbren and Williams, 1958). However, it has to be considered that only non-mouse-adapted strain of ZIKV seems to induce myocarditis (Weinbren and Williams, 1958). Besides mice, the susceptibility to ZIKV has been also evaluated in other non-primate small animal models, demonstrating that cotton-rats, guinea pigs, and rabbits did not show clinical signs of infection after intracerebral inoculation of a late passage mouse brain virus. Nevertheless, inoculation of low passage ZIKV in guinea pigs resulted in death at 6 days post-infection (Dick, 1952).

The pathogenicity of ZIKV in monkeys seems to be also mild, except from the sentinel Rhesus 766 from which ZIKV was initially isolated that exhibited a slight pyrexia (Dick et al., 1952). Experimentally infected monkeys developed an unapparent infection after subcutaneous inoculation with mouse recovered ZIKV. Only one of five monkeys tested showed a mild pyrexia after intracerebral inoculation, whereas the others showed no signs of infection (Dick, 1952). In any case, it should be noted that all infected monkeys showed viremia during the 1st week after inoculation, as well as induction of specific antibodies about 14 days post-inoculation (Dick, 1952). This induction of viremia in monkeys is supposed to play an essential role for the establishment of the enzootic transmission cycle between non-human primates and mosquitoes.

DIAGNOSIS

Different arboviral infections can have similar clinical presentations and, thus, their circulation may be underreported if specific diagnostic tools have not been implemented. In the case of ZIKV, diagnosis presents several drawbacks; there is no “gold standard” diagnosis tool, antibodies are frequently cross-reactive between flaviviruses, which limits the use of serology, viral culture is not routinely performed, and, so far, there is no antigenic detection test available (Musso et al., 2015a). At present, the diagnosis of ZIKV infection is mainly made through “in house” molecular (RT-PCR) and serologic [Ig M ELISA and plaque reduction neutralization test (PRNT)] assays, as only very recently molecular commercial tests for ZIKV have been made available20,21.

Antibody

An IgM ELISA was developed at the Arboviral Diagnostic and Reference Laboratory of the CDC to detect ZIKV using samples from Yap Island outbreak (Lanciotti et al., 2008). IgM was detectable as early as 3 days after onset of illness, but cross-reaction with other flaviviruses was observed. This cross-reactivity of sera from convalescent-phase patients was more frequent in those from patients with evidence of previous flavivirus infections than among those with apparent primary ZIKV infections, mainly in the case of previous DENV infection (Lanciotti et al., 2008; Duffy et al., 2009). This IgM cross-reactivity has been further corroborated (Zammarchi et al., 2015; Shinohara et al., 2016), so, as in many other flaviviral infections, ELISA positive results should be confirmed, either by testing an acute-phase serum sample collected as early as possible after onset of illness and a second sample collected 2–3 weeks later, or by additional assays, such as PRNT, that have to result in at least a fourfold increase in ZIKV neutralizing antibody titers when compared with that of the other viruses tested22.

Recently, a report analyzing the presence of IgG against different flaviviruses among blood donors in French Polynesia, based on the use of recombinant antigens comprising the domain III of the envelope protein of each virus strain, claimed to differentiate between them, as an overall seropositivity rates of 80.3% for at least one DENV serotype, 0.8% for ZIKV, 1.3% for JEV, and 1.5% for WNV were recorded (Aubry et al., 2015). In any case, it should be noticed that ELISA cross-reactivity can also be the result of co-infections with more than one flavivirus that co-circulate in the same regions, as recently reported for two cases (Dupont-Rouzeyrol et al., 2015).

Nucleic Acid

The diagnosis of ZIKV is at present primarily based on the detection of viral RNA from specimens by means of RT-PCR (Faye et al., 2008; Cao-Lormeau et al., 2014; Grard et al., 2014; Musso et al., 2015a; Zammarchi et al., 2015; Marcondes and Ximenes, 2016; Shinohara et al., 2016). However, as the viremic period is short, direct virus detection should be performed in samples took during the first 3–5 days after the onset of symptoms (Balm et al., 2012).

A specific ZIKV nucleic acid test (NAT) was implemented in routine practice during the French Polynesian outbreak (Musso et al., 2014a) on the basis of protocols implemented to prevent WNV transmission by transfusion in North America. Additional NATs have been developed based on specific Asian and African ZIKV strains targeting either the envelope or the NS5 regions (Duffy et al., 2009; Faye et al., 2013). Likewise, a one-step RT-PCR assay to detect ZIKV in human serum has also been developed (Faye et al., 2008). The assay showed to be rapid, sensitive, and specific to detect ZIKV in cell culture or serum. Nevertheless, since experimentally infected samples were used, it needs to be validated for diagnosis using clinical samples.

All these NATs have several limitations. Because of its nucleotide sequence specificity, NAT cannot be used to screen a wide range of pathogens with one run, being necessary the use of multiple assays if several pathogens are co-circulating in the same area, but multiple testing is expensive and time-consuming (Aubry et al., 2016), and it does not detect all infected blood donations, especially when nucleic acid loads are low and when sera are tested in large pools (Musso et al., 2015a). Therefore, use of alternative source of samples has been proposed. In this sense, the suitability of urine samples for diagnosing ZIKV infection has been recently confirmed, as RNA of the virus is detectable in urine at a higher load and with a longer duration than in serum (10 to >20 days, and >7 days once it become undetectable in serum) (Gourinat et al., 2015; Shinohara et al., 2016). Saliva has also been used as an alternative sample for routine ZIKV RNA detection, showing positivity more frequently than blood samples, but it did not increase the window of detection in contrast to what was reported for urine. Since ZIKV RNA detection was found negative in some saliva samples while positive in blood, saliva cannot replace blood samples, but just help on detection (Musso et al., 2015a). As a result of these data, it has been suggested to collect both blood and saliva samples to increase the sensitivity of molecular detection of viral RNA for Zika fever diagnosis in acute phase. On the other hand, urine sample can be associated at the late stages of the disease. Thus, when detection of ZIKV is of particular importance, using a combination of samples (blood/saliva/urine) is recommended (Musso et al., 2015a).

PROPHYLAXIS

Currently there are no specific antiviral agents, vaccine, or prophylaxis for ZIKV. Treatment is generally directed to symptom relief with analgesics and anti-pyretics. Therefore, developing an effective, safe, and affordable ZIKV vaccine, and search for antiviral effective compounds for disease treatment is a current challenge for Zika disease.

Vaccines for various flaviviruses have been produced during the past years, some of them being already in the market, such as those for YFV or WNV (Dauphin and Zientara, 2007; Ulbert and Magnusson, 2014; Monath and Vasconcelos, 2015). These vaccines have been produced using different strategies, inactivated or live-attenuated viruses, recombinant proteins or peptides expressed in different heterologous systems, recombinant subviral particles, chimeric backbone viruses, or naked cDNA (Ishikawa et al., 2014). Thus, it seems reasonable to think that similar strategies can be applied to ZIKV. For instances, a DNA based vaccine (SynCon, Phamaceutical, U.S.) has been recently produced, which it is expected to go into Phase I trials before the end of 2016. In addition, a global patent of two vaccine candidates (a recombinant vaccine and an inactivated vaccine) for ZIKV has been just filled (Bharat Biotech, India).

Developing effective specific therapies for ZIKV seems much more difficult, as so far, and despite several attempts have been made in the past years, none of such compounds are available against any flaviviral infection (Apte-Sengupta et al., 2014). Along with drugs, antibody mediated protection against ZIKV should also be addressed, as in other flaviviral infections (YF, WN, or dengue) experimental specific antibodies treatment has been some time successful (Roehrig et al., 2001; Ben-Nathan et al., 2003; Engle and Diamond, 2003).

Nevertheless, and despite the great effort that probably will be made within the scientific community in the coming years, it will take time until any drugs or vaccines against ZIKV will be commercially available.

Public Health and Preventive Measures

As previously detailed, ZIKV infection generally causes a non-severe disease (Zammarchi et al., 2015), but some areas newly affected by the virus are providing worrisome information on the already mentioned potential association of neonatal malformations (microcephaly) and GBS with ZIKV (Oehler et al., 2014; Mlakar et al., 2016; Tetro, 2016). As a consequence, and in the absence of another explanation for these connections, the WHO declared a Public Health Emergency of International Concern on the 1st of February of 201623, highlighting the importance of enhance the measures to reduce the ZIKV infection, particularly among pregnant women and women of childbearing age. In this way, as previously remarked, additional investigations are absolutely necessary to determine whether there is a casual link between ZIKV and microcephaly and GBS.

Currently, no vaccine or treatment exists to prevent ZIKV disease, although more probably several vaccine prototypes will be obtained soon. Thus, to facilitate the surveillance and control measures, research and development efforts should be intensified for ZIKV vaccines, therapeutics, and improved new diagnostics23, especially if the connection between ZIKV and microcephaly is confirmed.

In the meantime, prevention, and control of ZIKV infection are mainly focused on avoiding the bites of carrying mosquitoes responsible for disease transmission. These measures are the same as those recommended to prevent other diseases transmitted by mosquitoes bite (Martin-Acebes and Saiz, 2012), and include the use of insect repellent, wearing long-sleeved shirts and long pants, the elimination of standing water where mosquitoes can lay eggs, the minimization of outdoor activities coincident with the maximum activity of mosquitoes, the installation of window and door screens, and the implementation of accurate mosquito control programs24. ECDC and CDC recommend those pregnant women and those who are trying to get pregnant consider not travel to areas affected by the virus24,25. Furthermore, some American countries, including Colombia26, Honduras27, Ecuador28, El Salvador29, and Jamaica30 have recommended delay pregnancy during the ZIKV outbreak.

On the other hand, in territories where autochthonous ZIKV infection has not yet been detected, but potential vectors are present, the public health institutions should have a quick response to prevent local transmission when an imported case is confirmed. In this context, WHO called for health authorities to collaborate with the transport sector to ensure disinfection of aircraft from affected areas23.

As described before, a few cases of sexual transmission of ZIKV has been reported (Musso et al., 2015b; McCarthy, 2016). Even though further studies are needed to confirm the actual sexual risk of ZIKV transmission, the CDC recommend the proper use of preventive measures, such as condoms, if having sex (vaginal, anal, or oral) with a male partner while traveling, or if he has just comeback from an area where the virus is actively circulating; even more, in this latter case, sexual abstinence is recommended if the partner is pregnant31.

Likewise, and since spread of the virus through blood transfusion has been reported (Musso et al., 2014a), the countries affected by the virus should take measures to prevent this way of infection (Marano et al., 2016). Moreover, in territories free of ZIKV, people returning from affected areas should delay blood donations32.

The rapid spread of ZIKV in Brazil and the Americas, with the suspected neonatal malformations associated, is being cause for alarm and the mass media are even questioning if the 2016 Olympic Games in Rio should be delayed or even canceled. In fact, the Brazilian authorities are performing intense vector control programs to eliminate mosquito vector that transmit ZIKV and other arboviruses (Petersen et al., 2016).

FINAL REMARKS

After the discovery of ZIKV in 1947, several investigations were performed during the 1950s and 1960s to characterize the new pathogen but, since then, little more was done until the spread of the virus to the Micronesia in 2007. After that, with the explosive invasion of the Americas in 2015, and the possible association of ZIKV with severe neurological diseases, these investigations have significantly increased, and it should be expected that much more information regarding the biology and the clinical consequences of ZIKV infection will be available soon. Several issues have to be resolved. For instance, most of the virus molecular biology and the virus-host cell interactions have been inferred from other related flaviviruses, and, thus, they should be specifically analyzed. Likewise, the elucidation of the presence of determinants of virulence/pathogenicity, and the role that protein glycosylations can play on it will be of much interest. On the other hand, the role of humans in the spread of ZIKV, and whether vertical and sexual transmission routes are important factors for human-to-human spread also need to be clearly determined. No least is the improvement of more accurate diagnostic tools, the development of vaccines, and the design of antiviral therapies. Finally, without any doubt, currently the most important and pressing issue is to reveal whether ZIKV infection is the cause of the increase in the number of GBS and microcephaly cases lately reported.
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Limited availability of Indian rhesus macaques (IRM) is a bottleneck to study Zika virus (ZIKV) pathogenesis and evaluation of appropriate control measures in non-human primates. To address these issues, we report here the Mauritian cynomolgus macaque (MCM) model for ZIKV infection. In brief, six MCMs (seronegative for Dengue and ZIKV) were subdivided into three cohorts with a male and female each and challenged with different doses of Asian [PRVABC59 (Puerto Rico) or FSS13025 (Cambodia)] or African (IBH30656) lineage ZIKV isolates. Clinical signs were monitored; and biological fluids (serum, saliva, and urine) and tissues (testes and brain) were assessed for viral load by quantitative reverse transcription polymerase chain reaction and neutralizing antibodies (Nab) by 50% Plaque Reduction Neutralization Test (PRNT50) at various times post-infection (p.i). PRVABC59 induced viremia detectable up to day 10, with peak viral load at 2–3 days p.i. An intermittent viremia spike was observed on day 30 with titers reaching 2.5 × 103 genomes/mL. Moderate viral load was observed in testes, urine and saliva. In contrast, FSS13025 induced viremia lasting only up to 6 days and detectable viral loads in testes but not in urine and saliva. Recurrent viremia was detected but at lower titers compare to PRVABC59. Challenge with either PRVABC59 or FSS13025 resulted in 100% seroconversion; with mean PRNT50 titers ranging from 597 to 5179. IBH30656 failed to establish infection in MCM suggesting that MCM are susceptible to infection with ZIKV isolates of the Asian lineage but not from Africa. Due to the similarity of biphasic viremia and Nab responses between MCM and IRM models, MCM could be a suitable alternative for evaluation of ZIKV vaccine and therapeutic candidates.
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INTRODUCTION

Zika virus (ZIKV) is a flavivirus transmitted primarily through mosquitos, first reported in 1947 (reviewed in Plourde and Bloch, 2016). Though it was initially restricted to Africa and Asia, in the last couple of years increasing cases have been observed in as many as 70 countries worldwide. Though apparent clinical symptoms are reported only in 20% of the infected patients, the disease associated complications such as microcephaly in newborn children and neurological manifestations (Guillain–Barre syndrome) make ZIKV a major health concern. Considering the rapid spread and the associated disease complications, the World Health Organization (WHO) has recently declared ZIKV as a global health emergency. This health scare is compounded by the lack of effective prophylactic and therapeutic measures.

Currently, immune compromised mouse (Brault et al., 2016; Cugola et al., 2016; Dowall et al., 2016; Lazear et al., 2016; Zmurko et al., 2016) and rhesus macaque models (Abbink et al., 2016; Dudley et al., 2016) have been used for studies on the natural history and pathogenesis of ZIKV infection. Type-I interferon receptor deficient AG129 mice but not the parent 129Sv/Ev strain of mice were found to be susceptible to a lethal ZIKV infection (Dowall et al., 2016). Lazear et al. (2016) reported the development of neurological disease in IFNar1 (-/-) mice and IRF3, 5, and 7 triple knockout mice (Lazear et al., 2016). The AG129 model was also helpful in evaluating the antiviral activity of viral polymerase inhibitor 7-deaza-2′-C-methyladenosine (7DMA) (Zmurko et al., 2016). Using the Swiss Jim Lambert (SJL) mouse model, Cugola et al. (2016) were able to demonstrate fetal infection and microcephaly with a Brazilian strain of Zika virus. Though mouse models are easily accessible, non-human primates (NHPs) are an attractive model for ZIKV research and drug discovery due to their close similarity with humans. NHP models could provide invaluable information regarding mechanism of action, efficacy and safety of both drug and vaccine candidates and allow optimization of the product, dose and route as observed previously for HIV vaccines (Spearman, 2006). Rhesus macaques were shown to be susceptible to an Asian lineage of ZIKV (Dudley et al., 2016), with pregnant animals being viremic for longer period compared to non-pregnant animals. Evaluation of three vaccine candidates in rhesus monkeys successfully protected them against ZIKV challenge (Abbink et al., 2016).

The use of a number of non-rhesus macaque species, especially cynomolgus macaques, as a model for human infectious diseases has increased in recent years (Antony and MacDonald, 2015). This is mostly due to the reduced availability of Rhesus monkeys consequent to the ban on their export from India. Compared to Rhesus macaques, Cynomolgus macaques offer the advantages of smaller size and weight (Andrade et al., 2004), resulting in reduced amounts of drugs needed for studies administered on body weight basis. Smaller animal size also provides the additional benefit of easier animal husbandry practices (such as handling, space requirements, etc.), translating into significant cost-benefit. Considering these factors, we conducted a limited study (N = 2/group) to evaluate the suitability of cynomolgus monkeys as a potential alternative NHP model for ZIKV infection. Using a systematic approach of infection with ZIKV strains of different geographical origin, we demonstrate that cynomolgus monkeys can be successfully infected with ZIKV of Asian-lineage including isolates recently emerging in the current pandemic of the Americas, but not strains of African lineage.

MATERIALS AND METHODS

Care and Use of Animals

This study was designed to use the fewest number of animals possible, consistent with the objective of the study, the scientific needs, contemporary scientific standards, and in consideration of applicable regulatory requirements. This study design was reviewed by the IACUC at Southern Research Institute and was approved on 04/21/2016; it was assigned IACUC tracking number 16-03-014F. Animals were socially housed during the quarantine phase and single housed following the Day 0 challenge. Animals were housed in stainless steel cages that meet requirements as set forth in the Animal Welfare Act (Public Law 99-198) and the Guide for the Care and Use of Laboratory Animals (8th Edition, Institute of Animal Resources, Commission on Life Sciences, National Research Council; National Academy Press; Washington D.C.; 2011). Animals were housed in an environmentally monitored and ventilated room. Fluorescent lighting provided illumination approximately 12 h per day. The objective of this pilot proof of concept study was to evaluate the susceptibility of cynomolgus macaques to ZIKV of different geographic origins and did not involve statistical comparison between groups of animals. We’ve selected two monkeys per challenge strain and this is deemed sufficient to provide enough data to monitor immunological and virological endpoints against each strain. The use of two animals per strain is the minimum number sufficient to achieve the research goals. Based on the results obtained from this pilot study, statistically relevant sample size will be determined for future GLP studies.

Orchiectomy Surgery

The animals were initially given either atropine (0.02–0.04 mg/kg IM) to control respiratory secretions, then sedated with ketamine (10–50 mg/kg IM). Ketamine was followed by xylazine (0.30 mg/kg IM) for induction. The animals were then intubated, placed on a portable isoflurane machine, and isoflurane (0.5–5.0%) was used to bring the animals to the desired plane of anesthesia for the procedure. Anesthesia was maintained using approximately 1–3% isoflurane throughout the procedure. Before the initial incision, ketoprofen (2.2 mg/kg IM, SID) and buprenorphine (0.01–0.03 mg/kg IM, BID) were administered. A lidocaine/bupivacaine local block (at no more than 1.0 mg/kg of each agent) was given at the incision area before surgery began. Orchiectomy was performed to one testes per day. After surgery, animals were removed from the isoflurane machine and placed on towels/blankets with a warming system (Bair-Hugger mat) and monitored until they recovered their swallowing reflex. At this time, the endotracheal tube was removed and the animal was returned to its home cage. Animals were observed continually by trained technicians until they were able to sit upright, at which time they were considered to have recovered from the anesthesia. Ketoprofen (2.2 mg/kg IM, SID) and buprenorphine (0.01–0.03 mg/kg IM, BID) were given as post-operative analgesia for at least 2 days following the day of surgery.

Sequence Analysis

Comparative ZIKV genomic sequence analysis and alignments were performed using the NCBI BLAST Suite1. The “Megablastn, Blastn” programs were used for the genomic comparisons and “Primer-blast” for sequence specific primer homology analysis.

Viruses and Cell Culture

Vero cells (ATCC, CCL81) were grown in Dulbecco’s Minimal Essential Medium (DMEM, Lonza), supplemented with 10% fetal bovine serum (FBS), NEAA and L-Glutamine according to standard culture conditions. ZIKV strains were obtained from the following sources: IBH30656 (BEI Resources), PRVABC59 (CDC, Division of Vector-borne Infectious Diseases) and FSS13025 (UTMB Arbovirus Reference Collection). In addition, the following ZIKV isolates were used as reference strains for comparative sequence analysis: ZKV2015 (Genbank Accession #KU497555.1) (Calvet et al., 2016), Brazilian isolate Natal RGN, Bahia, Brazil (Seq. Accession# KU527068.1) (Calvet et al., 2016; Mlakar et al., 2016). Viral stocks of each strain were amplified in Vero cells and quantitated according to the standard plaque assay methodology.

Primers and Probes

Polymerase chain reaction (PCR) primers were designed to the NS1 region of the ZIKV genome, proximal to those described (Lanciotti et al., 2008) with modified target sequences enabling the detection of isolates PRVABC59 Puerto Rico (Asian lineage) and FSS13025 Cambodia (Asian lineage), IBH30656 Nigeria (African lineage). Primer and probe sequences are provided in Goebel et al. (2016). Primer and probe sequences were characterized for compatible melting temperatures (Tm), self-dimer and hairpin potential using the Integrated DNA Technologies (IDT, Coralville, IA) “Primer Analysis software” tool. All the primers and probes were synthesized at IDT Technologies. All primers were subjected to sequence analysis including specific ZIKV strain homology and hybridization potential across different clades. The probe has a 5′ 6-FAM reporter and an internal (9th position) ZEN quencher and a 3′ IBFQ Iowa black quencher. Primers and protocols used for the generation of the RNA template used for the standard curve for absolute quantitation were as described in Goebel et al. (2016).

Quantitative RT-PCR

Viral RNA was extracted from biological fluid samples (serum, urine, and saliva) and tissue samples, including testes and brain. Blood samples for serum were collected from anesthetized animals on 1–4, 6, 8, 10, 14, 30, and 60 days post-infection (p.i). Urine and oral swab saliva samples were collected on 1–4, 6, 8, 10, 14 days p.i. Urine samples were collected from anesthetized animals by catheterization or cystocentesis. Urine was not successfully collected at all time points, especially from females (indicated in Table 1). Saliva samples were obtained by swabbing the oral cavity with a cotton swab, followed by emersion of the swab into 2 mL PBS without Calcium and Magnesium (Lonza, 17-512F). Briefly, using the QIAmp Viral RNA Mini kit (Qiagen, 52906) total RNA was extracted and purified from a total biological sample volume of 140 μl (as per manufacturer) and eluted into 60 μL of nuclease free water (Ambion, AM9939). Total RNA was extracted from tissues samples as per manufacturer using the RNeasy Lipid Tissue mini kit (Qiagen, 74804). Briefly, several (100–150 mg) sections were dissected from each tissue sample. Tissue sections were subjected to mechanical tissue homogenization in 1 mL of QIAzol Lysis Reagent (Qiagen, 1023537) using a handheld tissue homogenizer (Omni International) fitted with a rotor stator. Purified RNA was eluted in 50 μL nuclease free water.

TABLE 1. Virus shedding in urine and saliva.
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Five μl of purified RNA from each test article was used in a 20 μl qRT-PCR reaction consisting of Fast Virus 4x Master Mix (Applied Biosystems, 4444436) containing 500 nM forward and reverse primers and 200 nM probe. Cycling parameters included an initial reverse transcription (RT) for 5 min at 53°C, followed by 1 min at 95°C and 45 cycles of two step cycling at 95°C for 5 s and 60°C for 50 s. A standard curve using positive control RNA template was established over a dynamic range of 6-logs (106–101) with each dilution in triplicate for absolute quantitation of test samples. The Ct values obtained for each of the 6 log dilutions indicate each strain specific primer probe set to be consistently within 1 Ct of each other. Furthermore, each of the strain specific primer and probe sets for the qRT-PCR reaction were found to have a very similar lower limit of quantitation (LLOQ) with values of no more than 10 copies/reaction or 500 copies/mL (data not shown).

Statistics

The mean viral genome copies found in 4 and 8 day p.i. teste samples were compared by one-way analysis of variance (ANOVA) followed by Bonferroni’s multiple comparison test. Differences in means were considered statistically significant for a p-value < 0.05.

Plaque Reduction Neutralization Test (PRNT50)

Briefly, Vero cells seeded at a concentration of approximately 3 × 105 cells/mL in 24-well plates were incubated for approximately 24 h. Day of assay, input virus (PRVABC59) and serially diluted serum samples were mixed and incubated for 1 h at 37 ± 1°C in the dilution plate. Supernatant from cell-seeded 24-well plates was decanted, then 100 μl of virus/serum mixture was transferred from the dilution plate to the cells. After 1 h adsorption, agarose-containing overlay media was added and plates were incubated at 37 ± 1°C, 5% CO2 for 3 days. The cells were fixed and stained using crystal violet solution and plaques were counted visually. The neutralizing antibody titer was expressed as the highest test serum dilution for which the virus infectivity is reduced by 50%.

RESULTS

Cohorts

A total of six cynomolgus macaques, seronegative for Dengue and ZIKV by ELSIA were subdivided in three cohorts, each containing a male and female. Animals were inoculated subcutaneously with ZIKV from either the Asian lineage (Puerto Rico isolate; PRVABC59, or Cambodian isolate; FSS13025) or an African lineage (Nigerian isolate; IBH30656). Male and female animals were inoculated on Day 0 with 5.0 × 105 PFU and 1.0 × 104 PFU, respectively. Previous studies have shown viremia in cynomologus macaques following infection with similar concentrations of Dengue virus. Additionally, natural levels of West Nile Virus (WNV) transmission through a mosquito “bite” reportedly range between 1.0 × 104 and 1.0 × 106 PFU (Styer et al., 2007; Cox et al., 2012). Biological fluids (serum, salvia, and urine) were collected at various times between 1 and 60 days p.i. Selected tissue samples were also collected including testes on days 4 and 8 and brain tissue upon animal sacrifice at study termination on day 60. Samples were assessed for viral load and shedding using reverse transcription followed by quantitative PCR (qRT-PCR) and immunological responses were assessed using the 50% Plaque Reduction Neutralization Test (PRNT50).

Clinical Observations

One animal challenged with IBH30656 developed a slight erythema around the injection site (Draize dermal score of 1) on study days 8 and 10. The erythema had resolved by day 14. No clinical symptoms were observed in any of the other animals during the course of the study.

Serum Viral Load Analysis

Viral load was determined by qRT-PCR in serum recovered from blood collected on days 1–4, 6, 8, 10, 14, 30, and 60. Both cohorts challenged with Asian lineage strains, PRVABC59 or FSS13025, resulted in substantial viral load that peaked between 2 and 3 days p.i. Maximal serum load for the PRVABC59 challenge (high/low dose) was (1.4 × 105/8.9 × 103) genome copies/mL and for FSS13025 (1.7 × 104/1.8 × 104) copies/mL (Figure 1). However, the cohort infected with the African lineage strain IBH30656 failed to produce a “productive” infection as viral load peaked 3 day p.i. at less than 100 copies/mL, well below our defined LLOQ detection.
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FIGURE 1. Viral load in the serum of ZIKV infected cynomolgus macaques. Animals were grouped into three cohorts, each containing a male (opened symbols) and female (closed symbols). Each cohort was challenged with ZIKV isolates at the dose indicated with either PRVABC59 (●), FSS13025 (▲), or IBH30656 (■). The serum viral load was determined using qRT-PCR at various days p.i. Notably, the serum viral load peaks around day 2–3 p.i. The LLOQ was previously determined to be 500 copies/mL and is indicated by the black dashed line.



Viral Clearance

Shortly after peaking at 2 or 3 days p.i., serum viremia diminished over the course of about 10 days depending on the virus. By 14 days p.i. all viral loads were below the LLOQ of the qRT-PCR assay at 500 copies/mL. Interestingly, we observed a consistent viral load rebound of about 2 log by 30 day p.i. in three of the four animals infected with either of the two Asian lineage strains. This viral load rebound from serum samples is consistent with that previously reported from a ZIKV challenge in rhesus macaques (Dudley et al., 2016). In cynomolgus macaques the rebound seems to persist longer, at least through day 30 p.i. which was the only intermediate viral load test point between day 14 and the study termination at day 60. Viremia associated with the later viral load rebound diminished to less than 100 copies/mL by 60 days p.i. (Figure 1).

Viral Shedding in Body Fluids

In contrast to the robust amounts of virus found in the serum of animals challenged with the Asian lineage viruses (PRVABC59 and FSS13025), saliva and urine samples produced moderate levels of viral load (<300 copies/mL). Lower viral loads in saliva may be partly due to the dilution of swabs in PBS prior to analysis. As expected, considering the serum viral load, the animals challenged with the African strain IBH30656 resulted in extremely low, sporadic amounts of detectable viral RNA levels (Table 1).

Tissue Analysis

One testicle was harvested at 4 and 8 days p.i. from the male of each cohort. The highest viral loads were consistently detected from testes samples collected on day 8 post-inoculation. Interestingly, the FSS13025 challenged male had the highest testes viral load (Figure 2). Again consistent with the serum analysis, no viral load was detected in the testes of animal challenged with the African strain IBH30656. Upon study termination (60 days p.i.) total brain samples were harvested from all animals. Multiple tissue sections from each brain were tested for viral load by qRT-PCR and all were negative for any residual viral genome copies.


[image: image]

FIGURE 2. Viral load in the testes of ZIKV infected cynomolgus macaques. Viral load in the testes of cynomolgus macaques infected with PRVABC59, FSS13025, or IBH30656 were detected by qRT-PCR on days 4 and 8 p.i. Multiple sections of each testicle were tested independently and reported here are the sections with the highest viral load. ∗p-value < 0.05.



Neutralizing Antibody Response

Neutralizing antibodies (Nabs) following Zika challenge are illustrated in Table 2. Sera collected on day 0 prior to challenge were all negative (PRNT50 ≤ 10). The IBH30656 challenged monkeys (5261 and 5257), that exhibited very low viral load throughout study period, also failed to produce cross reactive Nab to PRVABC59. The monkeys inoculated with the PRVABC59 and FSS13025 achieved high Nab titer to PRVABC59 by day 14. Monkey 5262 that recorded highest viremia also attained highest Nab titer of 7920. The day 14 Nab titers for these monkeys ranged from 1,053 to 7,920. All four monkeys suffered a moderate drop in titer on day 30 but Nab activity was persistent and achieved titers ranging from 797 to 2,380. Notably, monkey 5262 (PRVABC59) and 5259 (FSS13025), that experienced more apparent viremia rebound by 30 days p.i., attained >2-fold higher Nab response than the other monkey in the same cohort during this time. Nab titer was sustainable and all four macaques achieved durable PRNT50 titers ranging from 528 ≥ 1,071 at 60 days p.i.

TABLE 2. Development of anti-zika neutralizing antibodies following challenge.
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DISCUSSION

Arthropod-borne viruses such as the flaviviruses continue to pose a significant threat to global health. The origin and global spread of ZIKV during the ongoing pandemic is well-documented (Dick et al., 1952; Duffy et al., 2009; Haddow et al., 2012; Musso et al., 2014; Campos et al., 2015; Zanluca et al., 2015; Solomon et al., 2016). The significance of ZIKV is highlighted in the infection associated complications, such as Guillain–Barre syndrome (Oehler et al., 2014; do Rosario et al., 2016) and the risk of vertical transmission of the virus from mother to the fetus, which can result in devastating lifelong neurological complications including microcephaly (Brasil and Nielsen-Saines, 2016; Martines et al., 2016; Mlakar et al., 2016; Sarno et al., 2016). Considering the global health emergency posed by ZIKV, there is an ongoing concerted effort among the scientific community to develop new diagnostics, vaccines and antivirals to stem the pandemic. Identification of cost effective and robust animal models amenable to measuring viral load, viral shedding and building cellular and humoral immune correlates of vaccine efficacy is critical for the development of new vaccines and therapeutics. Here, we report the results from a limited study demonstrating the utility of cynomolgus macaques as a cost effective alternative NHP animal model for the study of ZIKV infection of Asian lineage.

Failure of the African strain IBH30656 to produce a significant viremia is in contrast to the previous work done in rhesus macaques by the Wisconsin National Primate Research Center2, where rhesus macaques developed a robust viremia when challenged with the prototypic African strain, Uganda MR766 (GenBank, LC002520, obtained from CDC, Ft. Collins, CO, USA). In addition to the differences in animal models, potentially significant genetic differences between the two African lineage strains may exist. These differences may encode changes leading to altered codon utilization or post-translation processing which have been proposed to play a role in ZIKV pathogenicity (Haddow et al., 2012; Gupta et al., 2016; van Hemert and Berkhout, 2016). Indeed, these two isolates have differences in passage history and share only 93% identity at the nucleotide level. Heterogeneity between available MR766 sequences makes genetic comparisons with IbH30656 difficult (Haddow et al., 2012). Additional studies are needed to further characterize the host and viral factors involved in divergent pathogenicity between ZIKV strains.

Interestingly, the Puerto Rican isolate PRVABC59 appeared to provide the most robust infection, resulting in rapid systemic serum viral load within the first 24 h p.i. (2.3 × 104 and 1.1 × 103 copies/mL) compared to the Cambodian FSS13025 isolate (6.4 × 102 and 5.0 × 102 copies/mL). The temporary lag in amplification of the FSS13025 isolate may suggest different replication kinetics between these two strains. In the rhesus macaque model, peak plasma viremia occurred between 2 and 6 days p.i. and peak virus titer ranged from 8.2 × 104 to 2.5 × 106 RNA copies/mL after 1.0 × 104 to 1.0 × 106 challenge with Asian strains (Dudley et al., 2016). Altogether, our study shows the peak viral load was moderately lower in the cynomolgus macaque, the duration and overall kinetics of virus replication produced by Asian strains were similar to those observed in the rhesus monkeys.

Recent bioinformatics and phylogenetic analyses, have suggested the possible derivation of the currently circulating (in the Americas) ZIKV pandemic isolates from the Asian lineage (Brasil et al., 2016; Calvet et al., 2016; Lanciotti et al., 2016). Furthermore, the sequences of clinical samples isolated from the American outbreak are highly conserved, and are therefore now recognized as a new clade of the Asian lineage (Enfissi et al., 2016; Wang et al., 2016; Ye et al., 2016). Using genomic sequence alignments, a comparison between historic Asian lineage isolates, currently circulating American clade isolates and original African lineage isolates demonstrates how divergent the American clade has become from the African lineage (Table 3). In our study, infection of NHPs with the African lineage virus (IBH30656) did not elicit an immune response that cross-neutralized to PRVABC59. This may be due to antigenicity difference between African and Asian lineage viruses but most likely is due to the failure of the virus to establish a productive infection. Numerous studies have now been published on comparative genomics and epidemiological analysis aimed at identifying critical adaptive mutation(s) or processes such as codon utilization or glycosylation that may contribute to the pathogenicity and/or fitness in transmission of the emergent American clade (Gupta et al., 2016; van Hemert and Berkhout, 2016; Ye et al., 2016).

TABLE 3. Genomic sequence comparison of ZIKV isolates.
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Broad systemic infection of cynomolgus macaques with two independent Asian lineage ZIKV isolates including one from the current circulating pandemic, observed in our studies, suggest the clinical relevance of this model. The failure to detect systemic infection after challenge with the the Nigerian IBH30656 strain of African lineage, is confounding, as other strains of the African lineage (MR766) have been used in rhesus macaques and found to produce robust infections in that animal model as stated above. Whether this observation is limited to Nigerian IBH30656 or more broadly, to other African isolates in cynomolgus macaques need to be explored further.

Additionally, it would be of great interest to elucidate the nature of the late recurrent viremia, now consistently seen in both the cynomolgus and rhesus models reported previously (Dudley et al., 2016). Although this “rebound virus” is eventually cleared in the NHP animal models discussed, the identification of tissue specific reservoir(s) for the rebound virus could lead to mechanisms posing additional adaptive risks and changes in the progression of the infection in humans, either through enhanced transmission or potentially escalating clinical complications.

In the context of viral reservoirs, it is interesting to note that the viral load of both PRVABC59 and FSS13025 in the testes at 8 days p.i. were higher in comparison to 4 days p.i. Importantly, this is well after the serum viral load had peaked between 2 and 3 days p.i. This observation is consistent with previously reported that male anatomical tissues have provided safe harbor for persistent viral titers, long after symptoms and or systemic viral load have resolved (Osuna et al., 2016).

Interestingly, Dudley et al. (2016) suggests that the viral plasma “blips” seen after systemic clearance maybe the result of viral seeding from these reservoirs. Importantly, understanding tissue specific viral reservoirs and their role in providing for mechanisms of viral adaptive immune escape would be critical to the understanding of non-arthropod vectored transmission in the current pandemic strain, and may provide strategic insights for the development of new vaccines and therapeutics.

In this study, detection of serum and tissue viral load was associated with the development of high functional Nab titers in cynomolgus macaques infected with PRVABC59. These results provide insight into the possibility of cynomolgus macaques as an alternative model to study vaccine immunogenicity and efficacy to decipher correlates of protective immunity. In light of possible Zika-Dengue bi-directional antibody-dependent enhancement (ADE) of disease (Dejnirattisai et al., 2016), availability of surrogate animal models of both viruses to predict safety and clinical benefit of candidate vaccines is essential. Cynomolgus macaques have been established as a model for Dengue virus infection and are currently be used for preclinical safety and efficacy of vaccine candidates. The objective of this study was to establish proof of concept Zika natural history data in a limited number of cynomolgus monkey’s to justify continued model development including an ADE model. Taken together, our preliminary data supports continued development of cynomolgus macaques as a model for ZIKV infection and certainly warrant further investigation with more statistically relevant numbers of animals. A cynomolgus macaque model of ZIKV infection could be a useful tool to understand the ZIKV natural infection, pathology and develop effective control measures.
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The prototypical neurotropic virus, rabies, is a member of the Rhabdoviridae family that causes lethal encephalomyelitis. Although there have been a plethora of studies investigating the etiological mechanism of the rabies virus and many precautionary methods have been implemented to avert the disease outbreak over the last century, the disease has surprisingly no definite remedy at its late stages. The psychological symptoms and the underlying etiology, as well as the rare survival rate from rabies encephalitis, has still remained a mystery. We, therefore, undertook a systems biomedicine approach to identify the network of gene products implicated in rabies. This was done by meta-analyzing whole-transcriptome microarray datasets of the CNS infected by strain CVS-11, and integrating them with interactome data using computational and statistical methods. We first determined the differentially expressed genes (DEGs) in each study and horizontally integrated the results at the mRNA and microRNA levels separately. A total of 61 seed genes involved in signal propagation system were obtained by means of unifying mRNA and microRNA detected integrated DEGs. We then reconstructed a refined protein–protein interaction network (PPIN) of infected cells to elucidate the rabies-implicated signal transduction network (RISN). To validate our findings, we confirmed differential expression of randomly selected genes in the network using Real-time PCR. In conclusion, the identification of seed genes and their network neighborhood within the refined PPIN can be useful for demonstrating signaling pathways including interferon circumvent, toward proliferation and survival, and neuropathological clue, explaining the intricate underlying molecular neuropathology of rabies infection and thus rendered a molecular framework for predicting potential drug targets.

Keywords: rabies, systems biology, protein–protein interaction network, signaling network, microarray, real-time PCR

INTRODUCTION

Growing evidence of inter-population and inter-individual variation in the attack rate and prognosis of specific infectious diseases suggest an underlying biological complexity. In fact, any perturbation in the densely organized inter-relationship of genetic and environmental factors may lead to this intricate behavior (Hunter, 2005). In particular, the strange survival pattern observed from fatal rabies infection of the central nervous system (CNS) introduces this infection as a complex disease (de Souza and Madhusudana, 2014).

The prototypical neurotropic virus, rabies, is a member of the Rhabdoviridae family that causes lethal encephalomyelitis (Sugiura et al., 2011). The viruses in this family are enveloped with a single stranded negative sense RNA genome. The genomic length of the rabies virus (RABV) is about 12 kb and encodes five proteins including nucleoprotein (N), phosphoprotein (P), matrix protein (M), glycoprotein (G), and a viral RNA polymerase (L) (Yousaf et al., 2012). This neglected virus leads to death once the symptoms develop and has a mortality rate of 1:100,000 to 1:1000 per year. The deceased intriguingly display no neural damage, neurohistopathological evidence, or induced severe immune response (Schnell et al., 2010). In an organized hijacking program, the virus travels from the muscle tissue to the nervous system, migrates to the spinal cord and freely covers certain parts of the brain (Schnell et al., 2010). The virus spreads centrifugally to other organs and subsequently to the next host. Although the host innate immune response including TLR, type 1 interferon, TNF alpha, and IL-6 are the first defense line against a viral infection, this virus easily propagates in the nervous system. This suggests that the RABV has a specific mechanism to suppress host innate immunity (Rupprecht, 1996; Ito et al., 2011; Gomme et al., 2012). Several laboratory strains of the RABV in addition to the wild types cause fatal acute encephalomyelitis associated with inflammation of the brain and spinal cord, leading to coma and death especially when the virus is injected intracerebrally in high dose (Meslin et al., 1996; Galelli et al., 2000; Baloul and Lafon, 2003; Baloul et al., 2004). In contrast to attenuated strains, wild type strains and CVS-11 do not induce histopathological changes indicative of apoptosis or necrosis in infected cells (Thoulouze et al., 1997, 2003a,b; Lay et al., 2003; Préhaud et al., 2003). Accordingly, despite over 100 years of controlling rabies by developing RABV vaccines and serotherapy, the precise neurological and immunological etiology as well as rare survival cases from rabies encephalitis still remains a mystery (Gomme et al., 2012; de Souza and Madhusudana, 2014).

After the emergence of omics technology, some studies have started to pave the way toward a better understanding of rabies fatal mechanism. Elucidating the essential biological processes involved in rabies progression has been based mainly on analyzing gene expression alterations. Zhao et al. reported expression profiling of mRNA and microRNA of rabies-infected cell (Zhao et al., 2011, 2012a,b, 2013). Suigiura et al. analyzed the gene expression profile of CNS tissue infected with CVS-11 (Sugiura et al., 2011). Changes in gene expression were also studied in marked neurons infected with recombinant RABV expressing CRE-recombinase (Gomme et al., 2012). Numerous other studies have also analyzed gene expression profiling using transcriptomic or proteomic methods within diverse cellular models in different species (Wang et al., 2005, 2011; Dhingra et al., 2007; Fu et al., 2008; Zandi et al., 2009, 2013; Han et al., 2011; Thanomsridetchai et al., 2011; Vaziri et al., 2012; Farahtaj et al., 2013; Francischetti et al., 2013; Kluge et al., 2013; Silva et al., 2013; Venugopal et al., 2013; Kasempimolporn et al., 2014; Kammouni et al., 2015; Mehta et al., 2015).

To increase the reliability of results and generalizability of these independent but related studies, it is recommended to statistically combine such data, commonly known as data integration or meta-analysis (Ramasamy et al., 2008). Several studies have shown the benefits of meta-analysis in terms of both higher statistical power and precision in detecting differentially expressed genes (DEGs) in different complex traits including infectious disease (Song et al., 2014; Camacho-Cáceres et al., 2015; Sharma et al., 2015; Yin et al., 2015; Wang C.-Y. et al., 2015; Wang X. et al., 2015). Further, data integration approaches at a higher level try to map multiple biological data levels into one mechanistic network to improve representativeness of data (Chen et al., 2008; Bowick and McAuley, 2011; Amiri et al., 2013; Depiereux et al., 2015; Paraboschi et al., 2015). The generated multi-dimensional network is likely to be more useful in inferring universally involved processes or pathways regardless of inter-studies differences (Azimzadeh Jamalkandi et al., 2015).

Having in mind the common concerns in meta-analysis, we horizontally integrated nine high-throughput transcriptome datasets to identify consensus DEGs. The underlying molecular network in rabies pathogenesis was then extracted based on protein–protein interaction network (PPIN) and signaling pathways by defining the identified DEGs as seed genes. Finally, using real-time PCR, we experimentally validated a number of key DEGs in rabies-infected cells. We demonstrate that a systems biomedicine approach, based on integrating omics datasets and experimental validation, may be used to shed light on a vague portrait of a complex disease pathobiology.

METHODS

Super Horizontal Integration

Datasets

We looked into all databases pertaining to microarray data at both levels of mRNA and microRNA. This was done by searching databases [Gene Expression Omnibus (GEO), ArrayExpress, Google Scholar, and PubMed NCBI] and studies regarding the rabies virus were extracted with rabies-related keywords including “rabies”, “RABV,” and “rhabdoviridae” (Figure 1A). Out of a total of 13 studies, 9 were selected for further analysis. The list of included studies and their respective features are given in Supplementary Table 1. In the majority of studies, “brain” and “brain spinal” were the tissues under investigation, and the rest were examined on Mus musculus-derived microglial cells. It should also be noted that only two out of nine inclusive studies were conducted on both mRNA and microRNA levels, with others analyzing only one level of data. Four, three, and two of these studies were performed on samples infected by CVS-11, FJDRV and ERA, and RABV-Cre, respectively.
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FIGURE 1. The abstract flowchart of this study design. (A) The four steps taken to obtain the primitive interaction network of the RABV infection. The first step was a systematic review of the literature regarding the RABV. GEO was used to obtain the expression values of studies at the two levels of expression profiling by array of coding and non-coding RNA. Having selected the studies according to our data integration criteria, we moved on to the second step in which we detected DEGs at each level using non-parametric methods. The third step included integration of results using the meta-analysis techniques described in Ramasamy et al. (2008). The implemented integration method revealed that 166 mRNA and 51 microRNA (9057 microRNA targets) are differentially expressed. The next step consisted of super horizontal integration of all transcriptome data. Finally, the 9162 expressed genes were mapped to STRING v 10.0 for further analysis. (B) The next stage of the approach which comprised three steps resulted in the rabies-implicated signaling network (RISN). Firstly, the PPIN of all 9162 genes was reconstructed using STRING v10. The combined score calculated in STRING was used as edge weight in the SHIDEG-PPIN. In the second step, the proximal nodes of the seed gene set (nodes) in the whole SHIDEG-PPIN were found to create the seed neighborhood network. Module finding was undertaken along with the global network analysis. Next, the significantly enriched signaling pathways were extracted in the network modules separately. These pathways were then merged together, forming the rabies-implicated signaling network (RISN). Finally, analysis the global network and functional module finding analysis was performed followed by biological inference.



Data Normalization

In order to prepare data for integration and detect DEGs, it is necessary to use preprocessed and background corrected microarray-data (Ramasamy et al., 2008). First, we checked the quality of recorded CEL format data all of which required to be normalized. The data were normalized by using the “Affy” package in Bioconductor (Gautier et al., 2004). This includes between and within array normalization which reduces the effect of noise and contributes to data consistency. The MA plot and qq-plot for the pairs of samples in each study was analyzed separately to check the normality of data after normalization as a quality control step. Although the qq-plot of some studies revealed that the normalization methods had worked fine, normalization was not successful in datasets with significantly small sample sizes mainly because normality assumptions are violated in low sample size studies.

Analysis of Differentially Expressed Genes (DEGs)

Assuming that microarray data are normally distributed, the routine procedure to detect DEGs is to perform t-test, however, this may result in misleading conclusions if the normality assumption is violated. A recent study showed that oligonucleotide expression values, resulting from widely acceptable calculation methods, are not normally distributed (Hardin and Wilson, 2009). This suggests that the results of t-test are biased and unreliable, especially when the sample size in each group is significantly small, and more robust methods should be implemented. Here, we used the Wilcoxon–Mann–Whitney non-parametric test as an alternative method to identify DEGs with the significance level set to 0.05. The next step was to remove the un-mapped probes and solve the problem of “many-to-many conversion” as described in Ramasamy et al. (2008). This was done for both studies of mRNA and microRNA. The computational scripts plus an example of raw data are provided in Data Sheet 1.

Meta-Analysis

The results at each level (mRNA and microRNA) were integrated separately, using the inverse-variance technique and combining effect sizes as described in Ramasamy et al. (2008). For integration purposes, the list of DEGs in each study was gathered and the effect size value of each gene was then calculated. We only selected genes with an absolute effect size value >0.8 or those with a fold-change <0.33 or >1.5 (in at least one study) as the frequently accepted cut-off for fold-change. We obtained two different lists of significant differentially expressed values for mRNA and microRNA, respectively. We obtained the target gene symbols of each microRNA accession ID using miRDB (http://mirdb.org; Wong and Wang, 2015). To be best of our knowledge, for Mus musculus, this is the most up-to-date repository to convert accession IDs. Finally, after these two parallel horizontal integrations, the union and intersection of the results were extracted as super-horizontally integrated DEGs (SHIDEGs) and the seed gene set of SHIDEGs, respectively.

Background Network Construction

We used the STRING database to constructed a large-scale PPIN from seven available interaction sources and chose the lowest cut-off for combined scores (Downloaded on 2 September 2015; Szklarczyk et al., 2014). A total of 8604 proteins based on 9162 SHIDEGs were represented in STRING. Accordingly, a total of 1,223,630 edges were extracted and the STRING combined scores were used as edge weights. Next, the weighted adjacency matrix was transformed to a new adjacency matrix using topological overlapping measure (TOM) function in WGCNA package of R software (Yip and Horvath, 2007; Langfelder and Horvath, 2008; Song et al., 2012). It should be noted that the TOM transformation increases the non-zero adjacency matrix elements as well as very low weight values in this case. The transformed weight distributions of STRING default cut-offs, from lowest to highest confidence, were thus considered to define a new threshold. The third quartile of transformed scores (0.4577) of the highest confidence was selected to strictly filter weak and false-positive interactions.

Neighborhood Ranking

Using the custom igraph package in R, we generated a matrix of all shortest paths between all pairs of nodes in a weighted network with the algorithm of Dijkstra (Csardi and Nepusz, 2006). First, we substituted raw weights with one-weight to increase reachability of nodes with high weights to seed gene set (nodes) in the shortest path finding procedure. We then defined a distance score, Dj, for each node in the PPIN as the difference in average of the shortest path to the node when starting on a non-seed node compared with when starting on a seed node, normalized by the average shortest path to reach the node from the whole network.

[image: image]

Here S is the set of nodes that fall into the seed gene set and NS is the set of nodes that are non-seed nodes. Therefore, a score greater than zero implies that node j falls closer on average to the seed nodes than it does on average to the rest of the network. The rabies network was generated based on the SHIDEGs seed gene set and each member of the seed gene set by scoring all nodes in the network and using a cutoff score of zero to define the neighborhood. It should be noted that the D scores were calculated without imposing any threshold on edge weights.

Undirected PPIN; Topological and Pathway Enrichment Analysis

To reconstruct a high confidence PPIN around our seed gene set, we used the 0.4577 threshold to filter weak interaction among neighborhood nodes. This filtering resulted in the proximal neighborhood network of seeds. Using Gephi version 0.9, the global topological properties of the resulting PPIN along with module identification was analyzed. To undertake enrichment analysis among the detected modules, ClueGO 2.1.7 (Bindea et al., 2009) in Cytoscape 3.2.1 was used based on Mus musculus using the following parameters: KEGG (Kanehisa et al., 2014), Reactome (Croft et al., 2014), and Wikipathway ontology databases (Kelder et al., 2012), default term selection options, hypergeometric test and Bonferroni step-down p-value correction.

Signaling Network Analysis

The rabies-implicated signaling network (RISN) was constructed based on the KEGG pathways enriched in the rabies PPIN. All statistically significant and frequent pathways in all PPIN modules were extracted and merged together to build a large-scale RISN. All SHIDEGs were then delineated in this network by different color labeling. After reviewing clinical and physiological evidences pertaining to the RABV, the whole RISN was delineated into a less complex network.

Cell Culture and Virus

The Neuro-2a cell line, a murine neuroblastoma cell line, and CVS-11 strain of the RABV (the challenge virus standard) were obtained from the WHO collaborating center for reference and research on rabies, Pasteur Institute of Iran (Tehran, Iran). Virus titers were determined by a focal infectivity assay using BSR (a line of BHK) cells. Neuro-2a cells were grown in Dulbecco's Modified Eagle Medium (DMEM) containing 4500 mg/L glucose and sodium bicarbonate, supplemented with 10% fetal bovine serum. Cultures were maintained at 37 C in a 5% CO2 humidified cell incubator with growth medium replaced every 48 h. For all experiments, cells were subcultured into 25 cm tissue culture flasks and were grown for 16 h before infection.

Total RNA Isolation, cDNA Synthesis, and Primer Design for PCR

Total mRNA was isolated from neuroblastoma cells (mock infected and infected with the CVS-11 strain of RABV) using the RNX RNA Isolation Kit (CinnaGen Inc., Tehran, Iran). The amount and purity of RNA were determined by Biotek microplate spectrophotometry. The extracted RNA was then treated with DNase to remove genomic DNA. Total RNA (1.7 μg/ml) was reverse transcribed into first-strand cDNA by the SuperScript III First-Strand Synthesis System (Thermo Fisher Scientific) and oligo(dT)18 according to the manufacturer's protocol. Primer specificity was tested by primer-BLAST (http://blast.ncbi.nlm.nih.gov/Blast.cgi) and experimentally by the positive control amplification. Optimal PCR conditions were identified for each primer pair. GAPDH was used as an internal control for RT-polymerase chain reactions.

Quantitative Real-Time PCR

Reverse transcription-quantitative real-time PCR (RT-qPCR) was carried out on a Rotor-Gene Q 5plex HRM instrument (Qiagen, Hilden, Germany) with EvaGreen fluorescence dye (Biotium, Hayward, USA) to monitor cDNA amplification of GNAI2, AKT3, IL21, and GAPDH through increased fluorescence intensity. The specificity of the amplified products was checked by melting curve analysis, and the expected size of the fragments was further visualized by gel electrophoresis (2% agarose) and staining with GelRed (Biotium, Hayward, CA). Results were confirmed by triplicate testing. Relative mRNA expression was calculated using the delta–delta Ct method (Livak and Schmittgen, 2001). Sequences were analyzed using Seqscanner. Statistical analysis was performed by depicting an error bar for each gene in each condition to compare relative expression of the abovementioned genes in uninfected and RABV-infected states.

RESULTS

This study comprises seven steps in two separate parts as illustrated in the Figure 1. After a systematic literature review, nine transcriptomic datasets pertaining to rabies were collected (Supplementary Table 1). DEGs were identified in the mRNA and microRNA datasets and used to construct a PPIN of rabies infection. In the second part, analysis of the PPIN neighborhood and rabies-implicated signaling was implemented to create a mechanistic description of the molecular pathogenesis of rabies infection (Figure 1B). The outcome of each step is discussed in more detail below.

Intersection of mRNA and microRNA Transcriptome Data by Super Horizontal Integration Reveals an Intriguing List of the Seed Gene Set

A total of 166 DEGs were identified at the mRNA level. Analysis at the microRNA level led to the identification of 51 genes which target 9057 genes on mouse genome. The genes at both mRNA and microRNA levels were combined to create a list of 9162 “super horizontally integrated-DEGs (SHIDEGs)” and a list of 61 intersecting genes considered as “seed genes” (Table 1). Of the 9162 SHIDEGs, 8604 (~93%) were mapped to STRING version 10 and the obtained network contained 1,223,630 weighted protein–protein interactions.


Table 1. Seed gene set.
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Next, we obtained gene ontology (GO) classifications for all seed genes. Using the Enrichr web based tools (Chen et al., 2013; Kuleshov et al., 2016) significantly enriched biological process (BP), molecular function (MF), and cellular component (CC) terms were retrieved and then ranked by combined scores (Figure 2). From a biological process point of view, diverse inflammatory responses such as cytokine-mediated signaling pathway (GO:0019221) and regulation of leukocyte activation (GO:0002694) were enriched. Also, the other moiety of BPs was generally associated with nucleotide biosynthetic processes (Figure 2A). This observation confirmed the role of immune signaling pathways and propagation apparatus in rabies infection. CC and MF enriched terms further accentuated the role of signaling alteration in development of rabies (Figures 2B,C).
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FIGURE 2. The significant GO terms based on the seed gene set. The enriched GO terms within (A) biological processes, (B) cellular components, and (C) molecular functions are presented separately. All terms were statistically significant (P < 0.05) and are ranked based on Enrichr combined scores.



Shortest Path-Based Scoring Allows Identification of the Seed Gene Neighborhood in the Protein–Protein Interaction Space

We applied network concepts to explore more thoroughly the potential functional relationship between the identified DEGs and RABV pathogenesis. We postulated that all integrated DEGs are involved in the global interactome perturbed by the RABV. We assumed that the SHIDEGs are more likely to interact directly with the RABV and the neighbors of SHIDEGs are of the next level of etiological importance. To identify the disease subnetwork of SHIDEGs in PPIN, we retrieved the entire protein–protein weighted interactions from STRING (Szklarczyk et al., 2014). The giant component comprising 8604 DEG products was selected for further analysis. Given the high false-positive rate in PPINs (Jafari et al., 2013, 2015), the topological overlap matrix (TOM)-based adjacency function was used to filter the effect of spurious or weak connections (Li and Horvath, 2007; Yip and Horvath, 2007). Proteins encoded by the 61 seed genes were identified in the refined global PPIN for neighborhood analysis.

Based on biological parsimony and the observed patterns in different signaling databases, biological responses are controlled via a short signaling cascade (Gitter et al., 2011; Silverbush and Sharan, 2014). We therefore used the shortest path algorithm to identify nodes in proximity of the seed nodes. We then ranked the nodes within the whole PPIN using distance D. From the total 8602 nodes within the robust PPIN, 3775 nodes had a positive score and therefore fell within the seed gene neighborhood.

Subsequently, to filter the edges having low weight, STRING combined score (weight of edges) were transformed using the TOM-based adjacency function and those above the 3rd quartile were retained. Of all nodes with D > 0, 694 nodes passed this filter and were considered as the “seed gene proximal neighborhood network”. This resulted in the selection of highly important relationships among nodes based on network topology (Figure 3).
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FIGURE 3. The network (SHIDEG-PPIN) onion diagram. (A) Identification of the rabies disease neighborhood network based on proximal nodes of the seed gene set. The PPIN of all DEG products (8602/9162) existed in STRING were ranked on the basis of their shortest path (SP) score with the 61 rabies SHIDEGs as seed nodes. Selecting various score cutoffs (99.5th, 95th and 56th quantiles) allow neighborhoods of various sizes to be defined as shown in the nested circles. The ranked list of neighbors of seed nodes demonstrated with their scores. (B) The minimized PPIN formed with the confident interactions (0.4 cut-off selected based on the TOM procedure) between the 61 seed nodes (green) and top 45 ranked proximal nodes (range of colors from cyan to purple) is shown at the top with node size representing degree of nodes.



The Identification of Rabies-Implicated Gene Products

The final rabies infection PPIN contained 694 nodes with 6097 interactions. The degree distribution (Supplementary Figure 1) and modularity index (~0.7) of this PPIN indicate that it has a modular structure and a scale free topology. Its average path length and diameter were 5.16 and 14, respectively, showing that this relatively large and sparse network is small-world. To infer the functionality of this refined network, we analyzed the network modules. Twelve modules were detected by the fast unfolding clustering algorithm implemented in Gephi (V. 0.9) (Bastian et al.).

To avoid bias in inferring global properties of the network, the top three central nodes in each module were specifically shown in Figure 4. This Figure illustrates these nodes in terms of degree and betweenness centrality measures. Interestingly, all of these nodes have diverse receptor binding and kinase activity functions based on GO enrichment analysis. On the other hand, our results revealed that inter-modular high-degree nodes related to CCR chemokine receptor binding (GO:0048020), R-SMAD binding (GO:0070412), responses to mechanical stimulus (GO:0009612), JAK-STAT cascade involved in growth hormone signaling pathway (GO:0060397), and negative regulation of neuron death (GO:1901215) were down-regulated by the RABV. In contrast, the local and global hub proteins associated with positive regulation of protein kinase activity (GO:0045860), cellular response to lipid (GO:0071396), neurotrophin TRK receptor signaling pathway (GO:0048011), G-protein coupled receptor binding (GO:0001664), and neuropeptide hormone activity (GO:0005184) were up-regulated, thus facilitating virus survival and propagation by avoiding programmed cell death.
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FIGURE 4. Top ranked nodes based on two centrality measures. The (A) degree and (B) betweenness centrality measures were calculated in the 12 modules (M1–M12) of the SHIDEG-PPIN proximal neighborhood network of the seed gene set. The over-expression and under-expression of these gene products are labeled by color.



The same scenario also applied to nodes with high betweenness centrality. For example, nodes associated with neurotrophin receptor binding (GO:0005165) and cellular response to organonitrogen compound (GO:0071417) were over-expressed while those associated with natural immune system were underexpressed (Supplementary Table 2). On top of that, the top five ranked nodes based on betweenness centrality, namely EP300, STAT1, RHOA, and PDGFA were under-expressed concurrently. This may lead to a lack of network coordination among different immune processes.

Given the abundance of receptors and kinases in this network, we performed pathway enrichment analysis on each module separately. Using ClueGO (Cytoscape plugin; Bindea et al., 2009), the statistically significant pathway terms were identified among those in the Kyoto Encyclopedia of Genes and Genomes (KEGG; Kanehisa et al., 2014) and Reactome (Croft et al., 2014) databases (Table 2 and Supplementary Table 3). We then ranked the enriched pathway terms based on gene coverage (Ansari-Pour et al., 2016).


Table 2. The enriched KEGG and Reactome pathways.
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Furthermore, to evaluate the quality of module discovery results, conformity of enriched pathways in a module was assessed with respect to the interconnectedness level of that module (Supplementary Table 4). Our results demonstrated that the KEGG enriched pathway similarity matrix was significantly correlated with the module interconnectivity matrix (P < 0.01) and that they were highly similar (Rand measure = 73%).

Toward Identifying the Signaling Network Involved in Rabies Pathogenesis

In order to retrieve casual relationships, we used the KEGG database and enrichment results to prune the proximal network of the seed gene set. By reviewing the significantly enriched pathways, all KEGG pathways (N = 47; Supplementary Table 3) were merged to reconstruct the enriched signaling network pertaining to rabies pathogenesis. The full signaling network is presented in Supplementary Table 5, but the merge of only 22 of them were presented in Figure 5. These 22 pathways were selected based on gene coverage, reported relevance to rabies pathogenesis and association with other viral infections. Then, the DEGs related to these pathways were used to mine the rabies-implicated signaling network (RISN) based on the following KEGG pathways: PI3K-AKT signaling pathway (KEGG:04151), cell cycle (KEGG:04110), Jak-STAT signaling pathway (KEGG:04630), circadian rhythm (KEGG:04710), pertussis (KEGG:05133), leishmaniasis (KEGG:05140), tuberculosis (KEGG:05152), hepatitis B (KEGG:05161), influenza A (KEGG:05164), herpes simplex infection (KEGG:05168), Epstein-Barr virus infection (KEGG:05169), inflammatory bowel disease (IBD) (KEGG:05321), PPAR signaling pathway (KEGG:03320), hematopoietic cell lineage (KEGG:04640), neuroactive ligand-receptor interaction (KEGG:04080), Notch signaling pathway (KEGG:04330), inflammatory mediator regulation of TRP channels (KEGG:04750), TNF signaling pathway (KEGG:04668), T cell receptor signaling pathway (KEGG:04660), cytokine-cytokine receptor interaction (KEGG:04060), chemokine signaling pathway (KEGG:04062), and ubiquitin mediated proteolysis (KEGG:04120). The main sink and source nodes in this directed network along with the nodes with high betweenness centrality in the whole RISN are listed in Table 3. The influence of nodes with high betweenness on propagating or focusing information among this signaling network is presented by the information release index (IRI), IRI = log(Outdegree/Indegree). The positive value of IRI indicates the propagating role of nodes and vice versa.
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FIGURE 5. A bird's eye view of RISN. The 22 over-expressed genes of significantly enriched KEGG pathways were selected and merged. The DEGs are labeled by different colors including orange and blue which indicates down-regulation and up-regulation of genes, respectively. The activator/inhibitor edges are also colored differently (red edges are inhibitors and black vice versa). The node colors represent its relative position in a directed network from brown (source nodes), cream (internal nodes) to green (sink nodes) and the node size is proportional to betweenness centrality value. In addition, the six detected modules in three parts are displayed separately: (A) Interferon circumvent, (B) Toward proliferation and survival, and (C) neuropathological clue.




Table 3. Details of the main sink and source nodes along with high betweenness centrality values in the whole RISN.
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Manually Curated Version of RISN

To simplify RISN, signaling pathways were manually extracted and merged based on the currently available data in KEGG, including WNT, MAPK/ERK, RAS, PI3K/AKT, Toll-like receptor, JAK/STAT, and NOTCH signaling pathways. The information flow from diverse ligands to various transcription factors is illustrated along with differential expression. As shown in Figure 6, information is converged toward several important proteins including PLC, MAPK1/2, PIK3, PKC, and JAK, and is then diverged toward several distinct transcription factors and finally end-point biological processes.
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FIGURE 6. The manually curated version of RISN. The over- and under-expressed genes are colored green and yellow, respectively. The cellular membrane and nuclear membrane are depicted by gray solid and dashed lines, respectively. Proteins are depicted by rounded rectangles, and DNA and small metabolite molecules are shown by circle. The phosphorylated P protein activated by AKT is denoted by P*, however, for the sake of simplicity, its process is not shown in the signaling pathway. Viral components are depicted by red shapes but with different caps to delineate activatory and inhibitory effects of RABV on RISN.



Our analysis revealed that two of three WNT signaling pathways were altered in rabies infected cells. The canonical WNT pathway (WNT/β-catenin) along with the non-canonical planar cell polarity (PCP) pathway were apparently active in infected neurons but the non-canonical WNT/calcium pathway was not induced. The PCP pathway is involved in up-regulation of components of the downstream pathway and cytoskeletal rearrangements of which the latter may implicate this pathway in cytoskeletal changes in neurons. This is consistent with previous studies reporting cooperative cytoskeletal changes (restructuration) for viral protein transportation and viral localization (Sagara et al., 1995; Ceccaldi et al., 1997; Song et al., 2013; Zandi et al., 2013).

There is also evidence of crosstalk between WNT and MAPK/ERK signaling pathways. It seems that in the rabid brains the MAPK/ERK signaling pathway, via cAMP-PCREB signaling, is involved in neuromelanin biosynthesis of which its accumulation depletes iron ions as observed in some neurodegenerative diseases such as Parkinson's disease (Good et al., 1992). Iron deficiency may also contribute to defective dopaminergic interaction with neurotransmission systems (Youdim, 2008). This is, however, a speculation and needs experimental validation in rabies infection cases.

Additionally, RAS signaling is activated through the C-Kit receptor and diverge toward PIK3 and MAPK/ERK signaling pathways. Downstream of RAS activation (ERK signaling and AKT) is highly complex but generally contributes to cell growth (Bender et al., 2015). Activated RAS signaling suppresses PKR-mediated responses to interferon response and double-stranded RNA degradation. Normally, viral transcripts trigger PKR phosphorylation and activation, and finally inhibit infection. Therefore, the RABV may replicate silently in RAS activated cells (Mundschau and Faller, 1994; Russell, 2002). This data-based hypothesis also requires experimental validation in rabid cases.

The AKT signaling pathway plays a critical role in the replication of the RABV similar to other non-segmented negative-stranded RNA viruses. Heavy phosphorylation of viral proteins (P protein) is mainly mediated via AKT activity (Sun et al., 2008). Subsequently, the activated P protein plays a crucial role in other signaling pathways such as Toll-like receptor and JAK/STAT signaling pathways which are responsible for viral genome detection and immune-modulatory functions against rabies, respectively. Accordingly, the viral G protein activates AKT signaling through phosphorylation and localization of PTEN (Terrien et al., 2012). The consequences of the activation and crosstalk of these signaling pathways are reduced apoptosis, cell survival and blocked cell cycle progression. Neuronal dysfunction, inhibition of apoptosis, and limitation of inflammation have been previously stressed by Gomme et al. (2012). It seems that these processes have been evolutionarily acquired to complete virus lifecycle and transfer to the new host. They also showed that most of DEGs are involved in signaling transduction and nervous system function, and therefore affect cell behavior by decreasing neurite growth, organization of cytoskeleton and cytoplasm, and microtubule dynamics.

It has been demonstrated that rabies infection up-regulates expression of CXCL10 and CCL5 proteins in a ERK1/2-, p38-, and NFkB-dependent manner (Nakamichi et al., 2004, 2005). CXCL10 is a major chemo-attractant of Th-1 cells. The up-regulation of interferon, chemokines, interleukin (IL), and IL-related genes were previously observed by Sugiura et al. (2011). They also reported the signaling pathways involved in rabies infection including interferon signaling, IL-15 production and signaling, and Granzyme B signaling which trigger apoptosis in immune target cells.

ERK and p38MAPK along with BCL2 family and the FasL receptor are important apoptosis committers. Currently, it is known that RISN inhibits apoptosis and also suppresses cell proliferation (Gomme et al., 2012). Also, JAK/STAT signaling is activated through its receptors, but as mentioned earlier STAT dimerization is inhibited via viral P protein activity. Therefore, downstream signaling of STATs, which is critical for interferon signaling and viral defense, is suppressed. Concomitant activation of JAK/STAT and AKT signaling pathways has a pro-survival function in neurons (Junyent et al., 2010). In a time-course study, Zhao et al. studied the gene expression profile of infected microglial cells and indicated some affected signaling pathways at different time points (Zhao et al., 2013). The MAPK, chemokine, and JAK-STAT signaling were also shown to be implicated in rabies infection along with other innate and adaptive immune response pathways. These pathways were also detected in two other independent studies on CNS of infected mice (Zhao et al., 2011, 2012b).

Viral pattern recognition is critical for early innate immunity response and modulation of pathogen-specific adaptive immunity. TLR3, a member of the TLR family which are pattern recognition receptors in cells, is increased in the cytoplasm of rabies infected cells. It plays major functions in spatial arrangements of infected cells and viral replication, and is observed in endosomes and Negri bodies which are only formed in the presence of TLR3 (Ménager et al., 2009).

NOTCH signaling is important for cell communication, neuronal function, and development in spatial learning and memory (Costa et al., 2003). Our data indicate that this signaling pathway is active in rabid brains. More detailed examination of the role of this signaling pathway in rabies infection is warranted.

Experimental Validation of Expression Alterations

Gene expression analysis of a number of randomly selected DEGs has been performed previously based on RT-qPCR as a routine validation method of microarray-based expression profiles (Zhao et al., 2011, 2012a,b, 2013) or fluorescent bead immunoassay (Sugiura et al., 2011). In all cases, the former experimentally confirmed DEGs identified in SHIDEGs were STAT1, STAT3, SOCS2, IRF1, IRF3, IRF7, IFNAR2, SH2D1A, CCL3, CCL5, CCRL2, CXCL10, Mx1, IFIT3, OASL2, USP18, IL6, IL10, IL23A, and RTP4. However, we examined another independent random gene set among RISN genes as a further step of validating the microarray-based results. The differential expression of AKT3, GNAI2, and IL21 was analyzed by comparing expression levels in murine neuroblastoma cells infected by the wild type RABV with control uninfected cells using RT-qPCR. The results indicated that the direction of differential expression of all three genes were consistent between RT-qPCR results and data integrated from multiple microarray chips (Figure 7, Supplementary Tables 6, 7). These results confirmed the down-regulation of GNAI2 and IL21. AKT3 expression values and statistical tests state that the expression of AKT3 is not up-regulated in infected samples. Our findings based on delta Ct method and comparing the raw expression values of AKT3 gene in both samples with the referenced values; however, firmly confirm that the value of gene is indeed up-regulated in infected samples.
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FIGURE 7. Experimental validation of microarray-based expression results. (A) Mock infected N2a cell culture image showing a normal morphology. (B) N2a cells infected with CVS strain of RABV with multiplicity of infection (MOI = 3), stained by FITC conjugated anti-rabies nucleocapsid polycolonal antibody. The images were captured 24 h post infection. (C) Expression profile of three randomly selected genes acting in different signaling pathways of the rabies-implicated signaling network (RISN). Expression levels were quantified using RT-qPCR in triplicates. The error bar plots indicate Mean ± SD and include the corresponding p-value of the statistical significance test. The vertical axis measures the negative inverse value of the logarithm of the mean value for each replicate using the delta Ct method.



DISCUSSION

Rabies is a fatal neuropathological disorder. The fatality of this infection is not because of neurological damage or neurohistopathological signs, but due to neurophysiological disruption of vital signs such as regular heart beat and respiratory rhythm. Other evidences that highlight this neural malfunction are known rabies symptoms such as hydrophobia, photophobia, and paralysis of facial and throat muscles. Although rabies infected cells can mount an innate immune response against this infection, the virus can control the expression and function of the proteins involved in the induction of apoptosis and efficiently suppresses the antiviral innate immune response. From a pathobiological point of view, we acknowledge that the RISN and the previously reported pathways which lead to the spread of RABV can also be triggered by unrelated viruses including other neurotropic RNA viruses, measles, and influenza. This infection would yield similar gene expression profiles by activating general host responses including activation of stress response, innate immune response, and interferon signaling signatures. Based on biological relevance, we partitioned RISN under the following three functional domains.

Interferon Circumvent

To escape innate and adaptive immunity, rabies perturbs Jak-Stat signaling by influencing interactions and expression. As shown in Figure 5A, two modules of RISN are likely to interfere with this signaling pathway. The inhibition of dimerization of Stat proteins and accumulation in nucleus by viral P protein are previously described (Vidy et al., 2005; Brzózka et al., 2006; Moseley et al., 2009; Lieu et al., 2013). Our findings showed the down-regulation of STAT proteins, which is plausible considering the feedback self-loop control on these proteins. This finding is supported by up-regulation of the feedback inhibitor known as the SOCS protein. The high betweenness value of JAK2 and its up-regulation indicate the role of activating innate and adaptive defense systems of infected cells against rabies. Additionally, the low IRI-value of JAK2 and transfer of information toward the “toward proliferation and survival” modules highlight its importance in rabies pathogenesis.

The expression alterations of IL6 and IL21 have been reported in rabies infection previously (Hemachudha et al., 1993; Megid et al., 2006; Quaranta et al., 2008; Dorfmeier et al., 2013; Srithayakumar et al., 2014). The down-regulation of IL21 and its receptors, IL21R, IL15R, and IL17F, following the down-regulation of STAT3, is very significant in the observed dampened immune system of the rabid given their role in proliferation and maturation of natural killer cells. Unlikely, the up-regulation of IL6, a neuroprotective cytokine, reinforces the anti-apoptotic effects of the rabies wild type strain. Both of these play a propagation role in this network with IRI-values above one. Despite vastly interfering with the Jak-Stat signaling, rabies infection could not decrease the expression of the famous antiviral molecule, IFNB1, and cell could have upregulated it against the infection. Surprisingly, however, the virus chooses another strategy to skip the interferon mechanism (Faul et al., 2010). This alternative plan is to perturb IFNB1 activation via IRF3. The over-expression of RORA and RORC is also important since they affect the circadian rhythm, calcium-mediated signal transduction and anti-inflammatory responses. It seems that the up-regulated MCL1 and BCL2L1, act in favor of survival, inflammation attenuation and apoptosis inhibition of neurons and disrupt endocytic vesicle retrieval. Also, decrease in function of CIITA and TBX1 causes decrease in the function and efficiency of TH1 and TH2. Overall under-expression of the Notch signaling pathway, including DLL1, NOTCH1, and RBPJ, along with the up-regulation of JAG1, an inhibitor of NOTCH1, is indicative of malfunction in cell-cell communication in CNS and neuronal self-renewal mechanism.

Toward Proliferation and Survival

Similar to other viral infection, the RABV hijacks the proliferation machine of cells to generate virions as much as possible. To achieve this goal, the strategy of the virus is to keep the cell alive and active and amplifies the production rate. Rabies achieves this by using cell envelope and preventing apoptosis. In fact, there was an inverse correlation between induction of apoptosis and the potency of a virus strain to invade the brain. This suggests that suppression of apoptosis may well be a strategy for neuro-invasiveness of pathogenic RABV and progression through the nervous system (Thoulouze et al., 2003a,b; Larrous et al., 2010). As shown in Figure 5B, up-regulated AKT2 and AKT3 play a central role in the tyrosine kinase module. It has been previously reported that AKT signaling is hijacked by non-segmented RNA viruses such as vesicular stomatitis virus (VSV) via phosphorylating P proteins (Sun et al., 2008). It has also been suggested to use AKT inhibitors as an anti-RABVdrug. Our findings underscore the importance of this signaling pathway in neuronal cells where AKT signaling is not normally hyperactive. This activated pathway, prompted by G viral proteins, may result in the activation of proliferation and growth machinery, and help viral protein folding and packaging via over-expression of HSPs (Lahaye et al., 2009, 2012). TSC2 also triggers apoptosis in immune cells via high representation of FASLG. These results in parallel with those in Sun et al. (2008) highlights the need for studying AKTs and anti-AKTs in rabies models.

Other Serine or Tyrosine kinases, including ITK, IKBKB and RAF1, and PIK3CG were under-expressed, thus resulting in the dampening of the inflammatory response especially with the up-regulation of anti-inflammatory proteins such as CHUK and cell proliferatory proteins, NRAS and KRAS. IRF3, IRF7, and IFNB1, which are upregulated naturally in response to viral infection, could not stimulate an immune response due to the activation of the P viral protein. Besides, IRF3 and IRF7 are involved in AKT activation and transformation of inflammatory to anti-inflammatory macrophages (Rieder et al., 2011; Tarassishin et al., 2011). The over-expressed AKT genes also inactivate FOXO3 and therefore disrupt the cell efforts toward apoptosis (Tarassishin et al., 2011). Expression of ANGPTL4 that causes Anoikis, a type of programmed cell death, is also decreased after this module activity (Terada and Nwariaku, 2011). The expression alteration of proteins involved in cell cycle regulation including RB1, RBL1, RBL2, TFDP2, and E2F1 is indicative of the triggering disruption and hijacking by the virus.

Neuropathological Clue

Hitherto, the underlying mechanism of escape from the immune system, apoptosis prevention and virus production in rabies infection was demonstrated by these modules (Figures 5A,B). However, importantly, the main cause of death in rabid is cardiac arrhythmia and breathing pattern disorders, for which its molecular basis should be tracked elsewhere. Meanwhile, trace of chemokines such as CCL3, CCL5 (a neuron survival factor), and CXCL10 in rabies infection has been previously detected (Nakamichi et al., 2005; Johnson et al., 2008; Li et al., 2012; Huang et al., 2014). These molecules along with their receptors are involved in the blood brain barrier (BBB) permeability and recruitment of different T cells (Figure 5C). In the natural cell cycle, MYD88 expression leads to an increase in expression of NFκB and hence programmed cell death. Seemingly, the expression and function of MYD88 in addition to NFκB is decreased (Figure 5C) which can lead to the suppression of apoptosis. Diverse chemokines as source nodes in RISN and information transduction to adenylate cyclases and MAP kinases via GNAI2 is likely to be a critical clue to discovering the etiological mechanism of rabies fatality.

Adenylyl cyclases (ADCYs) are central components of signaling cascades downstream of many G proteins. In the mammalians, of the ten ADCY isoforms identified, nine (ADCY1-9) are transmembrane proteins, whereas ADCY10 is a soluble isoform that lacks the transmembrane domains (Sunahara et al., 1996; Conley et al., 2013; Birrell et al., 2015). Although in the RISN the expression of ADCY1 and ADCY9 was decreased, the level of ADCY6 and ADCY7 was increased, the overall outcome is probably reduction of signal flow rousted by GPCR and ADCY. All ADCY isoforms catalyze the conversion of ATP to cyclic AMP (cAMP) and pyrophosphate. cAMP is a messenger involved in many biological processes including cell growth and differentiation, transcriptional regulation, apoptosis, and various other cellular functions (Patel et al., 2001). The main protein kinase activated by cAMP is protein kinase A (PKA). PKA transfers phosphate groups form ATP to proteins including ion channels on the cell membrane. Similar to changes in enzyme activity following biochemical modification, phosphorylation of ion channel proteins may also cause conformational changes and consequently increase chances of channel opening leading to depolarization of postsynaptic neurons, resulting in firing an action potential and altered electrical activity properties. On the other hand, ADCYs are integrated in lipid rafts and caveolae, and implicated in local cAMP micro-domains in the membrane (Schwencke et al., 1999). Subcellular compartmentalization of protein kinases (such as PKA) and phosphatases, through their interaction with A kinase anchoring protein (AKAPs), provides a mechanism to control signal transduction events at specific sites within the cell (McConnachie et al., 2006). The RABV may interfere with the lipid raft and the micro-compartment associated with the cAMP–AKAP–PKA complex and thus alter ion channel function, eventually leading to neuronal dysfunction. In line with this, it has been reported that NMDA and AMPA glutamate receptors form complexes with cytoskeletal and scaffold proteins in the post-synaptic density (PSD; Kennedy, 1997; Ziff, 1997). Interestingly, AKAP binds to PSD in complexes with NMDA and AMPA receptors (Colledge et al., 2000). It is also thought that regulation of this molecular architecture is essential for controlling glutamate receptors in hippocampal long-term potentiation (LTP) and long-term depression (LTD) synaptic plasticity (Lüscher et al., 2000; Tomita et al., 2001). Our data showed that the expression of PRKACA and AKAP13 subsequent to GNAI2 decreased significantly (Supplementary Table 5). It therefore seems that these complexes may be a preferential target of viruses to hijack cellular machinery.

Neuropathological observations indicate that functional alterations precede neuronal death, which is responsible for the clinical manifestation and fatal outcome in rabies. Indeed, Gourmelon et al. reported that disappearance of rapid eye movement (REM) sleep and the development of pseudoperiodic facial myoclonus are the first manifestations in the EEG recordings of mice infected with the challenge virus standard (CVS) of fixed RV (Gourmelon et al., 1986). It has also been reported that electrical activity of brain terminates 30 min prior to the cardiac arrest, indicating that cerebral death occurs before vegetative function failure in experimental rabies (Fu and Jackson, 2005). Considering the increased activity of voltage-gated channels by phosphorylation in response to PKA stimulation, initiating a signaling pathway from ADCY to ion channel functioning could be a possible mechanism by which the RABV hijacks the neurons. Consistently, Iwata et al. showed that ion channel dysfunction occurs in mouse neuroblastoma cells infected by RV (Iwata et al., 1999). They reported that not only the functional activity of voltage-dependent sodium and inward rectifier potassium channels were decreased, but also the resting membrane potential was decreased, indicating membrane depolarization. Therefore, decreased activity of these channels could preclude infected neurons from firing action potentials and generating synaptic potentials, thus leading to functional impairment. Fu and Jackson (2005) observed that neurotransmitter releases from rat hippocampus, after inoculation with RV CVS-24, was increased at day 1, reached a peak at day 3, and then declined by day 5. Manifestations of clinical signs of rabies were consistent with day 5 of inoculation when neurotransmitter release was equal or below the level prior to infection, suggesting that neurons are no longer capable of releasing neurotransmitters at the synaptic junctions and this may be the underlying basis of clinical signs including paralysis (Fu and Jackson, 2005).

Since there is a paucity of data pertaining to rabies influence on physiological processes, particularly on neuronal electrophysiological properties, further studies need to be undertaken to confirm whether neuronal dysfunction occurring in rabies infection is due to an aberrant signaling pathway initiating from ADCY-cAMP-PKA and finalizing with ion channel phosphorylation. It should be noted that any alterations in different ion channels may result in dysfunction of neurons and brain regions which are responsible for vital tasks including attention, thinking and respiration.

CONCLUSION

Knowledge-driven studies are mostly non-automatic, heuristic, expert-dependent, and evidence-based surveys. Although this strategy of problem solving is valuable in identification of novel findings, it suffers from certain limitations and subjective biases. With the emergence of omics technologies, data-driven studies have exploited the large and ever-growing publicly available deposited datasets as a complementary approach to knowledge-based studies (Sun et al., 2012). Data-driven approaches are computationally demanding and require complex interpretations but this is dependent directly to the original data itself (Hua et al., 2006; Sun et al., 2012). Here, we combined data- and knowledge-driven studies to potentially identify a less-biased signaling network of rabies infection. We thus undertook a systematic approach which initiated with a data-driven approach and was then extended by a comprehensive complementary knowledge-based approach. In addition, we included all available high-throughput whole-transcriptome datasets in a horizontal (meta-analysis) and super-horizontal (miRNA and mRNA) integration approach. Critically, signaling pathways were then used as a scaffold for data integration to identify key players in signaling pathways and genes. Finally, we constructed a bird's-eye view map, RISN, of signaling deviations including host–pathogen interaction data. Uniquely, this signaling pathway illustrates the host-rabies interaction signature.

In summary, we demonstrate that seven signaling pathways including (1) WNT, (2) MAPK/ERK, (3) RAS, (4) PI3K/AKT, (5) Toll-like receptor, (6) JAK/STAT, and (7) NOTCH are involved in controlling cell cycle, cell survival, viral replication and folding, synapse regulation, and regulation of immunity. Among the many involved proteins, divergence and convergence of signals indicates that PLC, MAPK1/2, PIK3, PKC, and JAK are potentially the most critical of all in rabies pathogenesis. Interestingly, signals are converged toward these proteins and are then diverged toward several distinct transcription factors and end-point biological processes (Figure 8).


[image: image]

FIGURE 8. The manually curated version of RISN in a nutshell. To summarize the biological processes involved in the infected neuron, the signaling pathways along with their triggers and consequences are delineated based on Figure 6. Activated and inhibited pathways are colored green and red, respectively. Viral components are depicted by red shapes but with different caps to delineate activatory and inhibitory effects of RABV on RISN.



In addition to confirming former reports on the inhibition of apoptosis in neurons, RISN provided molecular evidence of interferon escape and neural cell death prevention in rabies infection. This finding is significant given that it explicates how the virus continues to parasitically multiply without any neural host cell damage. Data herein suggest that, the RABV hijacks the phosphorylation machinery of the cell to facilitate its own replication. Also, the tight regulation of recruited immune cells by the virus is demonstrated. The network analysis also shed light on the gene set central to rabies infection, all of which were bottlenecks in RISN. Moreover, based on RISN, we hypothesize that modifying certain signal transduction apparatus involved in rabies pathogenesis such as the cAMP or AKT signaling pathway may instigate an effective immune response which will consequently diminish the fatality of the rabies infection.

The systems biomedicine approach employed in this study provided a better understanding of the underlying signaling network of this infectious disease. Further independent validation of the RISN potentially provides a molecular framework for intervention and development of novel effective treatments for the late stages of this neglected disease.
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Phosphoprotein (P) of the Rabies virus (RABV) is critically required for viral replication and pathogenicity. Here we manipulated infectious cDNA clones of the RABV HEP-Flury to translocate the P gene from its wild-type position 2 to 1, 3, or 4 in gene order, using an approach which left the viral nucleotide sequence unaltered. The recovered viruses were evaluated for the levels of gene expression, growth kinetics in cell culture, lethality in suckling mice and protection of mice. The results showed that viral replication was affected by the absolute value of N protein which was regulated by P protein. Viral lethality in suckling mice was consistent with the ratio of P mRNA in one complete transcription. The protection of mice induced by viruses was related to the antibody titer 5 weeks post-infection which might be regulated by G protein. However, the ability to induce cell apoptosis and viral spread were not only related to the viral replication but also to the ratio of related gene which affected by the gene position. These findings might not only improve the understanding of phenotype of RABV and P gene rearrangement, but also help rabies vaccine candidate construction.
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INTRODUCTION

Rabies is a zoonotic disease caused by rabies virus (RABV) belonging to the Lyssavirus genus of the Rhabdoviridae family, Mononegavirales (Pringle, 1996). It is still a major health concern in many developing countries. The RABV genome is approximately 12 kb encoding five proteins: nucleoprotein (N), phosphoprotein (P), matrix protein (M), glycoprotein (G), and the RNA-dependent RNA polymerase (L) (Albertini et al., 2011). RABV P is a multifunctional protein: it is an essential cofactor of the virus RNA-dependent RNA polymerase which is important for the genome transcription/replication, and in addition, it has been identified as an interferon antagonist (Blondel et al., 2002; Brzozka et al., 2005; Vidy et al., 2005; Rieder et al., 2011). The reduced expression of P protein can decrease the ability to prevent IFN induction (Brzozka et al., 2005; Marschalek et al., 2009) and a def-P virus has been demonstrated apathogenic in both adult and suckling mice, even when inoculated intracranial (Shoji et al., 2004; Morimoto et al., 2005). Moreover, wild-type RABV P protein has been reported to assist viral replication in muscle cells by counteracting the host IFN system, consequently, enhancing infection of peripheral nerves (Niu et al., 2013; Yamaoka et al., 2013). Also, P protein can interact with mitochondrial complex I and induces mitochondrial dysfunction and oxidative stress (Kammouni et al., 2015).

Gene rearrangement can alter the genotype of a virus, resulting in a predictable change in gene expression which would be invaluable for studies of gene be invaluable for studies of gene function and control (Wertz et al., 1998). Previous studies have successfully rearranged the five viral genes of vesicular stomatitis virus (VSV), a prototype Vesiculovirus genus of the Rhabdoviridae family, and recovered viable viruses from each of the rearranged cDNAs (Wertz et al., 1998; Ball et al., 1999). Subsequently, they demonstrate that neither of the RNA species in variant viruses infecting cells nor the relative molar ratios of the proteins in mature virus particles are changed by gene rearrangement. Gene rearrangement only affects the relative levels of protein expression and consequently alters the phenotypes and lethality in mice infected with recombinant viruses (Wertz et al., 1998; Ball et al., 1999; Flanagan et al., 2000).

Unlike VSV, which is a highly cytopathic virus and should replicate very fast, RABV regulates viral gene expression to produce viral components in sufficient amounts for viral spread, but low enough to maintain host cell survival and to escape from antiviral host cell responses (Albertini et al., 2011). In previous work, G mRNA of RABV ERA can be increased 30% by switching the positions of G gene with M gene (Wu and Rupprecht, 2008). However, the high-egg-passage Flury (HEP-Flury) strain, one of the most attenuated of rabies fixed strains used as a vaccine for humans in Japan, could produce more translatable P and G, less M, and equivalent L mRNA compared to ERA which transcription mode like VSV (Morimoto et al., 1992; Morimoto et al., 2011). And RABV P is important for the viral pathogenicity and antiviral response (Chopy et al., 2011; Niu et al., 2011, 2013; Rieder and Conzelmann, 2011; Fouquet et al., 2015). Therefore, investigation of P gene rearrangement can contribute to development of rabies vaccine.

In previous work, we have rearranged the M gene of RABV HEP-Flury from its wild-type position 3 to 2 or 4 decreasing its replication in BSR cells (Yang et al., 2014). Here, we first rearranged the P gene order of HEP-Flury, translocating it from wild-type position 2 to 1, 3 or 4 and subsequently recovered the infectious viruses. We did this investigating the relationship between gene transcription/expression and viral phenotype caused by P gene rearrangement thus provided an optional approach to rabies vaccine development. The results showed that the viral lethality for suckling mice was in accord with the ratio of P mRNA in one complete transcription which decreased as its gene was moved successively away from promoter proximal position to successive positions down the viral genome. Importantly, these changes occurred leaving the protection of mice intact or better, suggesting that this approach may provide a rational method to achieve a measured and stable degree of attenuation of this type of virus. Moreover, since the Mononegavirales have not been observed to undergo homologous recombination, gene rearrangement should be irreversible (Pringle, 1982).

MATERIALS AND METHODS

Mice

Specific pathogen-free (SPF) female Kunming adult and pregnant mice were purchased from Center for Laboratory Animal Science, the Southern Medical University (Guangzhou, China). They were housed under specific-pathogen-free conditions in biosafety level containment in the Laboratory Animal Center of South China Agricultural University. All procedures involving animals and their care were conducted in conformity with NIH guidelines (Care and Animals, 2011) and approved by the Animal Care and Use Committee of the South China Agricultural University.

Viruses and Cells

Recombinant RABV rHEP-Flury and P3 with the P gene in position 3 was previously rescued in our laboratory via reverse genetics (Yang et al., 2014). Baby hamster kidney cells (BHK-21) were used for virus recovery from cDNA and cultured in Dulbecco modified essential medium (DMEM) (Gibco, China), supplemented with 10% fetal bovine serum (FBS) (Gibco, Australia). Mouse neuroblastoma NA cells which were used to amplify recombinant viruses and subsequent experiments, were grown in RPMI 1640 medium (Gibco, China) supplemented with 10% FBS.

Plasmid Construction and Recovery of Recombinant Viruses

The plasmid pHEP-3.0 containing the full-length genomic cDNA of HEP-Flury and four helper plasmids pH-N, pH-P, pH-G, and pH-L were a kind gift from Dr. Kinjiro Morimoto. For detailed information about the plasmids, please refer to Inoue et al. (2003).

Construction of a full-length cDNA clone of the P gene rearranged genome and recovery of infectious viruses has been described previously (Ghanem et al., 2012; Wang et al., 2014; Yang et al., 2014; Luo et al., 2016). All the genes were rearranged from the beginning of the transcription start site (AACA) to the transcription end signal (the poly A signal, AAAAAAA). To rearrange the P gene of RABV without introducing any additional changes into the viral genome, we used inverse PCR to amplify the linearized vector for the P1 plasmid with the P gene in position 1 via primers 1–5′VR (5′-ACATTTTTGCTTTGCAACTGACGATGTC-3′; the 15–20 bp homologous sequences are underlined) and 1–3′ VF (5’–AGGCAACACCACTAATAAAATGAAC–3′; the 15-20 bp homologous sequences are underlined). The linearized vector for the P4 plasmid with the P gene in position 4 was synthesized using primers 4–5′VR (5′-AGTTTTTTTCATGATGGATATACACAATC-3′; the 15–20 bp homologous sequences are underlined) and 4–3′VF (5′-TGTATACCAAAAGAACAACTAACAACAC-3′; the 15–20 bp homologous sequences are underlined). The primers for the amplification of genes are list in Table 1. To avoid mutation, a Phusion High-Fidelity DNA Polymerase (Thermo Scientific, USA) was used following the manufacturer’s instructions. Then an efficient homologous-recombinant-based ClonExpressTM MultiS one step cloning method was adopted according to manufacturer’s instructions (Vazyme Biotech, Nanjing, China). After plasmid sequencing, the plasmids of the rearranged cDNAs and the four helper plasmids pH-N, pH-P, pH-G, and pH-L were used to co-transfect BHK21 cells via the SuperFect Transfection Reagent (Qiagen, USA) according to manufacturer’s instructions. Twelve days later, we collected the supernatants of transfected cells and examined the existence of the rescued virus via direct immunofluorescence assay (IFA). Subsequently, the viruses rescued successfully were passaged in NA cells.

TABLE 1. Oligonucleotides used for construction of RABV genome cDNAsa.
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Following eight passages in NA cell culture, the gene order of the recovered viruses was determined via reverse transcription (RT)-PCR using three pairs of primers: DF (5′-CTTAACAACAAAACCAAAGAAGAAGCA-3′) and PR (5′-CATCTCAAGATCGGCCAGACCG-3′); DF and NR (5′-TGAAGTTCGGTATAGTACTCC-3′); and DF and MR (5′-GTCCTCATCCCTACAGTTTTTC-3′). Subsequently, the PCR fragments were sequenced directly.

Lethality in Suckling Mice

The lethality of individual virus was measured in suckling Kunming mice aged 1-day to 3-days, obtained from the Southern Medical University of China. Groups of twelve mice were intracranial (IC) inoculated either with 20ul diluent RPMI 1640 or with serial 10-fold dilutions of individual virus, and then observed daily. The titers of viruses were diluted to 105.5FFU/ml before serial dilutions and any mouse dying within 4 days post-inoculation was ignored. The LD50 for each virus was calculated via the method of Reed and Muench.

Protection of Mice

Groups of 10 mice aged 6-weeks to 8-weeks were immunized once intramuscularly (IM) with different doses of either rHEP-Flury or one of the variant RABVs. To determine antibody levels, blood samples were collected 21 days post immunization. Serum samples were pooled and heated to 57°C for 30 min to inactivate complement. Mice were then challenged IC with 50 LD50 of Challenge Virus Standard (CVS-24) and observed daily for a 28 day period. Survivor numbers were recorded and any mouse dying within 4 days post-challenge was ignored.

Monitoring Antibody Levels in Mice

Groups of five mice aged 6-weeks to 8-weeks old were inoculated IM with 105 FFU individual viruses. Subsequent to virus inoculation, blood was collected at weekly intervals. Serum samples were pooled and heated to 57°C for 30 min to inactivate complement. The serum antibody titers were monitored using a Serelisa® Rabies Ab Mono Indirect kit (Synbiotics, France) following manufacturer’s introductions. For calculated titer >0.6EU/ml, the animal is considered as protected.

One-Step and Multi-Step Growth Analyses of Viruses in NA Cells

NA cell monolayers were infected with rHep-Flury and variant viruses at a multiplicity of infection (MOI) of 0.01 for multi-step growth curves and a MOI of 3 for one-step growth curves. After 1h of adsorption at 37°C, the inoculum was removed, cells were washed with phosphate buffered saline (PBS) Thermo scientific, China) twice, and 5 ml of fresh PRMI medium containing 5% FBS was added and incubated at 34°C. Samples were harvested at indicated intervals over a 120 h period, and viral titers were quantified via direct fluorescent antibody test (FAT) as described previously described on NA monolayers (Zhao et al., 2009).

Viral Spread in NA Cells

NA cell monolayers were infected with rHep-Flury and variant viruses at a MOI of 0.005, then incubated for a 72h period at 34°C, and stained every 12 h with FITC Anti-Rabies Monoclonal Globulin (Fujirebio, Malvern, PA, USA), before they were examined under a fluorescence microscope(Wirblich and Schnell, 2011).

Cell Apoptosis by Flow Cytometry

Cell apoptosis was quantified by using an Annexin V-FITC apoptosis kit (BestBio, China) according to the manufacturer’s instructions. NA cells were seeded into 6-well plates and incubated at 37°C overnight. Then cells were treated with RABV rHEP-Flury and P gene rearranged viruses at a MOI of 3. Twenty-four hours later, cells were collected and incubated with 5 μl Annexin V-FITC and 10 μl PI for 15 min. Finally, 500 μl of binding buffer was added to each tube and analyzed by a Beckman FC 500 flow cytometry(Beckman Coulter, Fullerton, CA, USA), followed by data analysis with the corresponding CXP Software.

RNA Isolation and qRT-PCR

A MOI of 3 was chosen to make sure every cell was infected. Monolayer of NA cells grown in six-well plates were infected with rHep-Flury and variant viruses, respectively, and incubated at 34° C for 12 h. Cells were then washed once with PBS, and RNA was isolated using HiPure Universal RNA Kits (Magen, Guangzhou, China) following the manufacturer’s instructions at the indicated intervals. For the viral structural gene expression, cDNAs were synthesized with oligo/ (dT23) primer using the HiScript® II 1st Strand cDNA Synthesis Kit (Vazyme Biotech, Nanjing, China). For the quantification of leader RNA, cDNA was synthesized with a tagged primer with attached 18-nucleotide (nt) tag that was unrelated to RABV as previous described (Yang et al., 2015a). For the quantification of genomic RNA (vRNA), cDNA was synthesized with N-QF. Table 2 provides primer sequence details. The real-time SYBR Green PCR assay was carried out in a CFX384 Real-time System (Bio-Rad, USA) using Universal SYBR Green Master (Vazyme Biotech, Nanjing, China) according to the manufacturer’s instructions. Numbers of RNAs copies of a particular gene were normalized in relation to the housekeeping gene beta actin (β-actin).

TABLE 2. Oligonucleotides used for quantification of RABV structural gene and leader RNA.
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Analysis of Viral Protein Synthesis by Western Blotting

Monolayer of NA cells cultured in six-well plates were infected with rHep-Flury and variant viruses at a MOI of 3 and incubated at 34°C for RNAs analysis. At 12 post-infection, cells were washed in PBS once and lysed with RIPA buffer (containing 1× protease inhibitor cocktail) (Beyotime Biotech, China) on ice for 30 min. The suspension was then transferred to a microcentrifuge tube and spun for 20 min at 15,000 × g to remove all cell debris, before the suspension was quantified using a Pierce BCA Protein Assay Kit (Thermo scientific, USA). Proteins were separated by SDS-10% polyacrylamide gel electrophoresis (SDS-10% PAGE) and then transferred onto a polyvinylidene difluoride (PVDF) membrane (Millipore, USA). Blots were blocked in 5% dry milk powder in PBS for 1h. After blocking, blots were washed twice with a 0.1% PBS-Tween 20 solution and incubated overnight at 4°C with monoclonal mouse anti-RV N (Tongdian Biotech, Hangzhou, China) (diluted 1:1000), P (prepared in our lab) (diluted 1:500), M (prepared in our lab) (diluted 1:100) or G (prepared in our lab) (diluted 1:500), respectively. The β-actin (1:1000, Beyotime Biotech, China) was as the reference protein. Subsequently, blots were then washed four times with 0.1% PBS-Tween 20. Secondary goat anti-mouse horseradish peroxidase-conjugated antibodies (Bioworld Technology, USA) (diluted 1:50,000) were added, and blots were incubated for 2 h at 37°C. Blots were washed four times with 0.1% PBS-Tween 20 and once with PBS. Chemiluminescence analysis using BeyoECL plus (Beyotime Biotech, China) was performed as instructed by the vendor.

Statistical Analysis

All results were expressed as the mean ± standard deviation (SD) and all statistical analyses were performed with one-way or two-way analysis of variance (ANOVA). Asterisks denote statistical differences (∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001) between different groups. A P-value of less than 0.05 was considered statistically significant. The statistical significance of survival rates was determined by the log-rank test and Kaplan–Meier survival analysis.

RESULTS

Recovery of Rearranged Viruses

We rearranged the P gene of HEP-Flury by manipulating an infectious cDNA clone to translocate it from its normal position 2 to 1, 3, or 4 in gene order and rescued them successfully (Figure 1A). All other aspects of the viral nucleotide sequences remained unaltered.
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FIGURE 1. Determination of gene order in recovered viral genomes. (A) Schematic representations of the gene order of rHep-Flury and the rearranged variant viruses. (B) Genomic RNA was isolated from recovered viruses and analyzed by reverse transcription and PCR with different primer pair. Fragments were analyzed by electrophoresis on a 1% agarose gel in the presence of ethidium bromide. Lane M = marker DNA fragments with sizes as indicated. Lanes 1, 4, 7, 10, and 13: PCR products with primers D–F and P–R; Lanes 2, 5, 8, 11, and 14: PCR products with primers D–F and N–R; Lanes 3, 6, 9, 12, and 15: PCR products with primers D–F and M–R.



The gene orders for each of the recovered viruses were verified after eight passages by RT-PCR carried out using three pairs of primers. The observed sizes of the amplified products were exactly as predicted (Figure 1B) and further direct sequencing demonstrated that they were specific bands. These data indicated that gene orders of the recovered viruses were as originally constructed and remained so after eight passages in cell culture.

Lethality in Suckling Mice

Pathogenicity of recombinant RABVs were assessed in suckling mice as HEP-Flury was fatal for suckling mice but not for the adult mice following IC inoculation (Takayama-Ito et al., 2006). Suckling mice aged 1-day to 3-days served as a sensitive model to compare the relative lethality of rHEP-Flury and its mutants. By IC inoculation, the LD50 dose of P4 was significant higher than others. Moreover, the LD50 dose of rHEP-Flury increased by 1.7-fold, P3 increased by 2.3-fold, and P4 increased by 4.6-fold compared to P1 (Figure 2A). This declared that the LD50 dose was going to be higher as the P gene was moved successively away from promoter proximal position to successive positions down the viral genome.
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FIGURE 2. Lethality of rHEP-Flury or rearranged viruses for suckling mice. (A) The LD50 was calculated from mortality among groups of 12 mice inoculated IC with five serial, 10-fold dilutions of virus. The LD50 was analyzed for statistical significance by one-way ANOVA. Asterisks denote statistical differences (∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001) between different groups. (B) Onset of death after intracerebral inoculation of three serials.



The time to onset of death at doses of 104.5 FFU/ml to 102.5 FFU/ml per mouse are shown in Figure 2B. The rHEP-Flury-infected mice first appeared death at day 5 post-inoculation. Recombinant P3 elicited reproducibly pathogenesis as fast as rHEP-Flury-infected animals, whereas the onset of death from infection with P1 and P4 occurred later as the rule was more clearly with decreasing dose.

Ability of Rearranged Viruses to Protect Against Wild-Type Challenge

To test whether the P gene translocation affected the ability to elicit a protective immune response, mice were immunized by IM inoculation with 105 or 104FFU of either rHEP-Flury or the variant viruses. The surviving animals were challenged 21 days later by IC inoculation with 50LD50 of CVS-24. The protections of all viruses were significantly higher than control groups and there was no significant difference between them (Figure 3A). We guessed that the P gene rearranged viruses all contained the wild type complement of genes which could induce a protective host response (Wertz et al., 1998).
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FIGURE 3. Comparison of antibody production and ability to protect against lethal challenge. (A) Survivorship of mice after immunized with rHEP-Flury, P1, P3, P4, or medium by IM route. The survival rates were analyzed for statistical significance by Kaplan–Meier plots (n = 10 in each groups; by log-rank test). (B) The presence of anti-RABV antibody in serum at 21 days post-inoculation prior to challenge. The serum antibody titer of P1, P3, or P4 was compared to rHEP-Flury using ordinary one-way ANOVA. Asterisks denote statistical differences (∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001) between different groups. (C) Antibody kinetics of viruses with P gene translocations. Groups of five mice were inoculated with 105 FFU of each virus via IM injection. Serum samples were pooled and heated to 57°C for 30 min to inactivate complement. The serum antibody titers were monitored using a Serelisa® Rabies Ab Mono Indirect kit.



At a dose of 105FFU, P gene rearranged viruses showed the same protections as rHEP-Flury (Figure 3A). Consistent with this, there was no significant difference in the serum antibody titer between variant viruses and rHEP-Flury in the immunized animals prior to challenge on day 21 (Figure 3B). At a dose of 104FFU, the antibody titers of viruses were consistent with the tendency of vital titer at a MOI of 0.01. This suggested that the antibody production was affected by the viral replication. Moreover, the survival rates of P1 and P4 were 100% little better than P3 (77.78%) or rHEP-Flury (87.5%), though their antibody titers were reverse at the dose of 104FFU (Figures 3A,B). These data revealed that P gene rearranged viruses elicited a protective response that remained undiminished compared to that of the parent virus.

Duration of Antibody Levels in Mice

Duration of antibody levels is essential for rabies vaccine when a single immunization is conducted. The antibody levels of the serum revealed similar antibody kinetics for all viruses. They reached a maximum at week 4 and then decreased and remained a level more than 0.6EU/ml during 10 weeks post-infection (Figure 3C). However, P gene rearranged RABVs showed higher antibody levels than rHEP-Flury 5 weeks post immunization. We speculated that the antibody titers fell evidently at week 5 as the viruses clearance by antibody occurred mainly during this time. And the antibody titer 5 weeks post immunization revealed the final balance between viral replication and antibody development in vivo.

Effects of P Gene Rearrangement on Viral Replication and Spread

Slower replication and faster spread could enhance the RABV pathogenicity (Faber et al., 2005; Davis et al., 2015). We investigated viral replication and spread caused by P gene rearrangement in NA cells to further illustrate changes of lethality and immune response. Analysis of progeny virus production in cell culture revealed a decreasing ability to replicate at a MOI of 0.01 due to P gene translocation from its wild-type position 2 to 3 or 4 as predicted (Figure 4A). P1, which N gene was in position 2, had the worst ability to replicate and its maximum titer was significant lower than rHEP-Flury. At a MOI of 3, the P gene position affected the speed of growth at early stage. There was no significant difference in maximum titers between them (Figure 4B). However, the maximum titer of rHEP-Flury at a MOI of 0.01 was higher than that at a MOI of 3. Viral spread in NA cells also varied as grew at a MOI of 0.01(Figure 4C).
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FIGURE 4. Growth kinetics and spread of RABV strains in NA cells. (A) Multi-step and one-step growth curves of the rHEP-Flury and recombinant strains were shown. NA cells were infected at a MOI of 3 (one-step) or 0.01 (multi-step) and incubated at 34°C for 120 h. Titers of virus harvested at the indicated intervals were assayed in triplicate, and the results were averaged. (B) The maximal titers of RABV strains in NA cells at a MOI of 0.01 or 3. The maximal titers were analyzed for statistical significance by two-way ANOVA. Asterisks denote statistical differences (∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001). (C) Viral spread in NA cells. NA cells were infected with every virus at a MOI of 0.005 for 72 h at 34°C, stained with FITC-conjugated monoclonal antibodies against RABV nucleoprotein, and examined under a fluorescence microscope. For each virus, three representative images taken from different areas of the same well and one of them were shown.



Cell Apoptosis

Rabies virus HEP-Flury could induce NA cell apoptosis though RABV dose not induce a typical CPE in NA cells. Cell apoptosis is a particular factor attenuating the pathogenic potential of RABV (Préhaud et al., 2003; Thoulouze et al., 2003; Kassis et al., 2004). Previous work has shown that, at a MOI of 0.01, rHEP-Flury does not cause toxicity in NA cells, and only induced 2.9% NA cell apoptosis at 48 h post-infection (Yang et al., 2015b; Peng et al., 2016). In this study, at a MOI of 3, the percentage of early stage apoptotic cells as well as late stage apoptotic or even necrotic cells was about 11.8%. And P4 induced similar NA cell apoptosis as rHEP-Flury. They were significant more than that induced by P1 or P3 (Figure 5). We found that when G gene was in the same position, NA cell apoptosis was positive to the viral replication. The P4 induced more cell apoptosis as the G gene was moved one position closer to the promoter. This indicated that both the viral replication and G gene position were related to cell apoptosis induced by HEP-Flury.
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FIGURE 5. Cell apoptosis induced by rHEP-Flury and rearranged viruses. NA cells were infected with rHEP-Flury and rearranged viruses at a MOI of 3. Cell apoptosis was quantified by using Annexin V-FITC apoptosis kit. Cells in early apoptosis and dead cells were represented as the percentage of ANXA5-FITC and Ptdlns cells of total cells. Mean ± SD of three independent experiments. One-way ANOVA: ∗∗∗P < 0.001; ∗∗∗∗P < 0.0001.



Effects of P Gene Rearrangement on Expression of RNAs and Proteins

Rabies virus is a neurotropic virus (Ugolini, 2011). We analyzed the synthesis of viral RNAs and proteins in infected NA cells to ascertain how P gene translocation affected viral gene expression, thus influencing the phenotype of RABV. Twelve hours post-infection, we stained the NA cells with FITC Anti-Rabies Monoclonal Globulin to confirm the infection of every cell.

RNA and protein profiles of cells infected with the rHEP-Flury and variant viruses showed that both the RNAs and protein levels of rHep-flury were the most at 12 h post-infection (Figure 6). That was rHep-flury with the wild-type gene order was always the most fit for growth and gene expression first had to meet the requirement of sufficient virus replication (Finke and Conzelmann, 2005). P mRNA substantially decreased as its gene was moved successively away from the promoter in viruses P1, P3, and P4. The transcription levels of N, M, G and L mRNA were reduced as the vRNA reduced presumably as a secondary effect because of the decrease in replication (Figure 6A). Correlation analysis revealed they had significant correlation (correlation coefficients >0.9, P < 0.001). RABV only encoded five subgenomic mRNAs that were translated to yield five proteins, all of which were components of the mature virion (Okumura and Harty, 2011b). And at this time, the viruses did not budding from the cells (Figure 4A), so they had tightly relationship. However, at 24 and 48 h post-infection, when the viruses budding from the cells which we could found in one-step curve, vRNA levels were on behalf of the balance between synthesis and budding while the level of N, P, M, G, and L mRNA only showed the synthesis, so there was no significant correlation between them (Supplementary Figure S1).
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FIGURE 6. Gene expression in NA cells. NA cells were infected with rHEP-Flury, P1, P3 or P4 at a MOI of 3 for 12 h at 34°C. (A) qRT-PCR analyses of RNAs level. The relative amount of individual viral RNAs was normalized in relation to the housekeeping gene β-actin. Data are mean ± SD, n = 3. (B) Ratios of leader RNA, N mRNA, P mRNA, M mRNA, G mRNA, or L mRNA in one complete transcription. Individual RNA ratio were calculated relative to all structural genes plus leader RNA: leader RNA+N+P+M+G+L. Data are mean ± SD, n = 3. (C) Viral structural protein were quantified by Western blotting with monoclonal antibody against RABV N, P, M, G, and a monoclonal antibody against actin. Densitometry of the western blotting was analyzed with the Image-Pro Plus 6.0 software.



Then we analyzed the gene ratio in one complete transcription for each virus, i.e., the ratios of viral structural RNAs were calculated relative to all structural genes plus leader RNA: leader RNA+N mRNA+ P mRNA+ M mRNA+ G mRNA+ L mRNA in every virus. The data showed that the ratio of P mRNA decreased as its gene was moved successively away from the promoter in viruses P1, rHEP-Flury (P2), P3, and P4 (Figure 6B). Consistent with this decrease, a decrease in the ratio of N mRNA was also observed with virus P1 in which the N gene was moved one position farther to the promoter; an increase in the ratio of M mRNA was observed with virus P3 or P4 in which the M gene was moved closer to the promoter; an increase in the ratio of G mRNA was observed with virus P4 in which the G gene was moved closer to the promoter (Figure 6B). These were as predicted by the model of progressive transcriptional attenuation though previous work has shown that N mRNA and P mRNA of HEP-Flury were qualitatively similar in infected BHK cells (Morimoto et al., 2011). We speculated that gene transcription was also associated with the gene. Moreover, the ratios of leader RNA and L mRNA increased as P gene translocated though their positions in gene order without change. This was an interesting and important observation.

The amounts of viral proteins were qualitatively similar with their mRNAs as the translation efficiency was mainly regulated by the level of transcription (Figure 6C). However, the N and M translation efficiency of P1 were lower than others. There might be some other factors inhibiting the translation when the N gene was translocated from position 1 to position 2, following the P gene translocation. Moreover, G protein levels in NA cells infected by P gene rearranged viruses were more abundant than that infected by rHEP-Flury (Supplementary Figure S1). This might induced more effective virus neutralizing antibody (VNA), thus increased the protection of mice.

DISCUSSION

The results presented above revealed that the RABV P gene can be rearranged from its wild type position 2 to 1, 3, and 4 in the genome, leading to successful recovery of infectious viruses. Subsequently, the data showed that gene orders of the recovered viruses correspond to the cDNA clones from which they were recovered. There was no evidence of reappearance of the wild-type genetic order among the variants. As a consequence, it further proved that gene rearrangement should be viable and irreversible (Pringle, 1982). However, the in vivo- and in vitro-characteristics of rearranged RABVs were different though they could be rescued successfully.

P protein of RABV could interrupt the IFN transcription, consequently increased viral pathogenicity (Kuang et al., 2009; Niu et al., 2013). As our results shown, the viral lethality for suckling mice was in accord with the ratio of P mRNA in one complete transcription which decreased as its gene was moved successively away from promoter proximal position to successive positions down the viral genome, though the absolute value of P mRNA or protein was not consistent with this. Meanwhile, we found that the RABV P4 which G mRNA ratio increased, its pathogenicity was significant weaker than others. As HEP-Flury G protein could induce cell apoptosis which was contribute to attenuate the pathogenicity of RABV (Yang et al., 2015b; Peng et al., 2016). We speculated that the pathogenicity of RABV was correlated with the ratio of viral gene. Moreover, fast spread was conceived to viral escaping from antiviral host cell response, thus enhancing the RABV pathogenicity (Faber et al., 2005; Takayama-Ito et al., 2006). Here spread speed mainly affected the onset time of death in suckling mice. We suggested that the viruses have kept away from the majority of the host immune response when inoculated to suckling mice by IC.

Serum antibody levels at 21 days post-inoculation induced by P gene rearranged viruses were lower than rHEP-Flury as their replication efficiency reduced. However, the protections of P1 and P4 were little better than rHEP-Flury and P3 while their antibody titers were reverse. Duration of antibody levels in mice showed that P gene rearranged RABVs had higher antibody levels than rHEP-Flury 5 weeks post-immunization which might be the effective antibody used to remove the RABV CVS-24. Meanwhile, we found that the antibody levels were consistent with the G protein levels in infected NA cells which could induce VNA (Faber et al., 2002; Li et al., 2006). Moreover, the leader RNA ratio of P gene rearranged viruses increased which was contribute to activate dendritic cells (Kammouni et al., 2015), thus enhancing the protection of mice.

To further illustrate impacts on replication, spread and cell apoptosis by P gene rearrangement, we evaluated them in NA cells. Firstly, we found that vRNA replication varied as their N mRNA levels, though P protein was a noncatalytic cofactor for the polymerase L and conferring the specificity of genomic RNA encapsidation by N (Emerson and Yu, 1975; Liu et al., 2004). This declared N protein played the most important role in viral replication (Albertini et al., 2011; Choi et al., 2015). Though N genes of rHEP-Flury, P3 and P4 were all in position 1, the N gene expression decreased as the P gene was translocated from position 2 to 3 or 4. We suggested optimal N: P: L ratio also had to achieve optimal RNA replication in RABV which has been demonstrated in VSV (Pattnaik and Wertz, 1990). And the P gene rearranged viruses regulated the N gene expression in order to reach the optimal N: P: L to facilitate the viral replication. This might be caused by regulating the binding between N protein and nascent leader RNA (Albertini et al., 2011). The structural M protein of RABV which was an essential factor for virus budding was not only a regulatory protein adjusting the balance of RNP replication and mRNA synthesis but also regulating the viral replication start. (Finke and Conzelmann, 2003; Finke et al., 2003; Davis et al., 2015). Consistent with this work, we found that the replication of rHEP-Flury and P3 were faster than P1 or P4 as their M protein levels were also higher at 12 h post-infection. As for P1, the reduction in viral replication was not only due to the vRNA synthesis but also the inhibition of virion release.

G protein was a key element for viral spread in CNS and a G gene deletion-mutant RABV cannot spread beyond initially infected cells (Takayama-Ito et al., 2006; Wickersham et al., 2007; Beier et al., 2013). But as for HEP-Flury, G protein could induce the apoptosis of NA cells (Liu et al., 2014; Yang et al., 2015b), consequently limiting the viral spread in CNS (Lay et al., 2003; Sarmento et al., 2005, 2006). Here the results indicated that the viral replication mainly affected efficiency of cell-to-cell spread but not apoptosis-inducing ability.

Analysis of viral RNAs and proteins showed that the ratio of N, P, M, or G mRNA in one transcription was tightly related with gene position though their absolute values were mainly affected by viral replication. We speculated that gene position mainly regulated the gene ratio in one transcription. Moreover, we found that the ratios of leader RNA and L mRNA increased when P gene was translocated. Leader RNA can bind La protein which may inhibit cellular RNA synthesis (Kurilla et al., 1984), thus inhibited the viral replication. And L protein of an attenuated vaccine strain SAD B19 can bind to a dynein light chain 1 (DLC1) acted as a transcription enhancer (Bauer et al., 2015). Both of them decreased the viral replication and stimulated the viral transcription.

In summary, these results revealed that P gene rearrangement of RABV was viable. Viral replication was affected by the absolute value of N protein which was regulated by P protein. Viral lethality in suckling mice was consistent with the ratio of P mRNA in one complete transcription. The protection of mice induced by viruses was related to the antibody titer 5 weeks post-inoculation which might be regulated by G protein. However, the ability to induce cell apoptosis and viral spread were not only related to the viral replication but also to the ratio of related gene which was consistent with the gene position. Subsequently, based on these, we could construct the optimizing RABV as a vaccine candidate and RABV was found lack the mechanism for homologous recombination, this should be an irreversible and stably approach.
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FIGURE S1 | Gene expression in NA cells. NA cells were infected with rHEP-Flury, P1, P3 or P4 at a MOI of 3 for 24 h (A) and 48 h (B) at 34°C. Then RNAs level and viral structural protein were analyzed by qRT-PCR and western blotting respectively. The relative amount of individual viral RNAs was normalized in relation to the housekeeping gene β-actin. Individual RNA ratio were calculated relative to all structural genes plus leader RNA: leader RNA+N+P+M+G+L. Viral structural protein were quantified by Western blotting with monoclonal antibody against RABV N, P, M, G and a monoclonal antibody against actin. Densitometry of the western blotting was analyzed with the Image-Pro Plus 6.0 software. Data are mean ± SD. n = 3.
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Laboratory adaptation of viruses is an essential technique for basic virology research, including the generation of attenuated vaccine strains, although the principles of cell adaptation remain largely unknown. Deep sequencing of murine norovirus (MuNoV) S7 during serial passages in RAW264.7 cells showed that the frequencies of viral variants were altered more dynamically than previously reported. Serial passages of the virus following two different multiplicity of infections gave rise to distinct haplotypes, implying that multiple cell-adaptable sequences were present in the founder population. Nucleotide variants lost during passage were assembled into a viral genome representative of that prior to cell adaptation, which was unable to generate viral particles upon infection in cultured cells. In addition, presence of the reconstructed genome interfered with production of infectious particles from viruses that were fully adapted to in vitro culture. Although the key nucleotide changes dictating cell adaptation of MuNoV S7 viral infection are yet to be elucidated, our results revealed the elaborate interplay among selected sequences of viral variants better adapted to propagation in cell culture. Such knowledge will be instrumental in understanding the processes necessary for the laboratory adaptation of viruses, especially to those without relevant cell culture systems.
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INTRODUCTION

Virus propagation in vitro using cultured cells is essential for virology research and for the production of attenuated virus for use in vaccines, including those for measles, polio, and rabies (Minor, 2015); however, the processes shaping viral adaptation to cell culture conditions remain poorly understood.

Norovirus (NoV) is the most prevalent cause of viral gastroenteritis worldwide. The virus belongs to Caliciviridae family and consists of a single-stranded, positive-sense, ∼7.6-kb RNA genome that includes a 3′ poly(A) tail. The genome harbors three open reading frames (ORFs)—ORF1 encodes a non-structural (NS) polyprotein that constitutes NS1-2, NS3, NS4, NS5, NS6, and NS7 proteins, whereas ORF2 and ORF3 encode the major and minor capsid proteins VP1 and VP2, respectively. In murine NoV (MuNoV), the accessory viral protein VF1 is encoded by the ORF2 region via an alternative VP1 reading frame (McFadden et al., 2011).

Due to the lack of a permissive cell line, it is currently infeasible to propagate human NoV (HuNoV) using conventional in vitro culture systems (Duizer et al., 2004). Limited growth of HuNoV in immunodeficient mice and in human B-cell lines co-cultured with intestinal bacteria has been reported (Taube et al., 2013; Jones et al., 2014). Recent advances in reverse-genetics (Katayama et al., 2014) and development of an enteroid culture system using intestinal stem cells have proven effective for HuNoV propagation in vitro (Ettayebi et al., 2016); however, this culture system is impractical for general use owing to its high cost. As such, MuNoV is often used as a surrogate model virus to study NoV because of its ability to proliferate in RAW264.7 cell cultures, as well as murine dendritic cells (Wobus et al., 2004), and of its similarity to HuNoV being infectious agents to gastrointestinal tract. The prototypic MuNoV strain MNV-1 was originally discovered as a lethal agent in RAG2/STAT1-/- mice (Karst et al., 2003), although MNV-1 infections in wild-type mice caused little pathological changes and were quickly cleared by the host immune system. In comparison, a more prevalent MuNoV stain, CR3, causes persistent infection in the gastrointestinal tract of laboratory mice and is mostly benign to the host, even in immunodeficient mice (Thackray et al., 2007). The MuNoV S7 strain, which is the closest relative to CR3, also appeared to induce no pathological effects (Kitajima et al., 2009); however, whether the strain can cause persistent infection in mice is not known.

Cell adaptation of MNV-1 is associated with attenuated viral pathogenicity in host animals (Wobus et al., 2004). For instance, the V11I and E296K mutations in NS4 and VP1, respectively, are associated with an inability to cause lethal infection in immunodeficient mice, although the potential for growth in RAW264.7 cells appeared unaltered or slightly enhanced (Wobus et al., 2004; Bailey et al., 2008). MNV-1 genomic alterations during cell passages have been well-documented by Sanger sequencing (Wobus et al., 2004; Bailey et al., 2008) and partially by deep sequencing (Mauroy et al., 2016); however, a detailed analysis of these changes in other MuNoV strains and their effect on cell adaptation has yet to be determined.

Here, we report on the detailed examination of MuNoV S7 population changes during cell passage using deep sequencing at two different multiplicity of infections (MOIs). The frequencies of sequence variations were monitored at each passage and linkages analyzed by haplotype reconstruction. Additionally, nucleotide variants lost during cell passage were assembled and used to construct a single genome, which was then examined for its ability to generate infectious particles and possible interactions with genomic sequences fully adapted to in vitro propagation. These results revealed dynamic associations between viral population changes in response to cell culture conditions and the complex interplay between viral variants during the selection of sequences better suited for in vitro propagation.

MATERIALS AND METHODS

Cells and Viruses

RAW264.7 cells (ATCC TIB-71; American Type Culture Collection, Manassas, VA, United States) were cultured according to the manufacturer’s instructions. The MuNoV S7 strain was kindly provided by Dr. Yukinobu Tohya (Nihon University, Tokyo, Japan) and grown in RAW264.7 cells. Viral preparations derived from cell cultures passaged two or three times were designated as P2 and P3 virus, respectively.

MuNoV infection titers were examined according to the 50% cell culture infective dose (CCID50) as previously described (Katayama et al., 2014). Viral RNA copy number was quantified by real-time reverse transcription polymerase chain reaction (RT-PCR) to approximate viral particle number. Briefly, viral RNA was extracted using QIAamp viral RNA mini kit (Qiagen, Hilden, Germany) and amplified with iScript One-Step RT-PCR kit using SYBR Green (Bio-Rad, Hercules, CA, United States) and the primers, MNV 6082-6108 FW and MNV 6272-6246 RV (Supplemental Table 1), with CFX96 Real-time PCR detection system (Bio-Rad). Fixed amounts of in vitro-transcribed MuNoV RNA served as a standard (see “Generation of Recombinant MuNoV”).

The number of viral particles required to achieve one infectious event was assessed using the P13 virus prepared from RAW264.7 cells passaged 10 times after infection with P3 virus. Particle numbers and infectious titers were estimated by quantifying viral RNA copy number and the CCID50, respectively. In our preliminary assessments, ∼500 viral RNA copies were equivalent to one CCID50 unit, although others have shown that the ratio of infectious particles to viral genomes was approximately 1:100 (Baert et al., 2008; Fischer et al., 2015). This five-fold difference could result from differences in quantification method, strain characteristics, or cell culture conditions.

Sequence Determination of Viral RNA by Sanger Sequencing

Extracted RNA from P2 and P3 MuNoV-containing culture supernatants was resuspended in AVE buffer (Qiagen) and used to generate cDNA in triplicate reactions with either SuperScript III reverse transcriptase (Thermo Fisher Scientific, Waltham, MA, United States) or ReverTra Ace (Toyobo, Osaka, Japan). The resulting cDNA was amplified in triplicate reactions using PrimeStar enzymes (Takara, Otsu, Japan) and five primer sets (Supplemental Table 2), each generating fragments that partially overlapped with the adjacent fragments; thus, nine samples were generated each genomic fragment. The amplified fragments were then separated by gel electrophoresis, isolated, and sequenced with the Big Dye ready reaction kit 3.1 (Thermo Fisher Scientific) and a 3130xl Genetic Analyzer (Thermo Fisher Scientific).

Preparation of Viral RNA for Next-Generation Sequencing (NGS)

Two different viral populations were generated by passaging the P2 virus in RAW264.7 cells grown in a 6-cm dish. The first was applied to cells at an MOI > 5 and incubated for ∼24 h, at which point many of the cells had died, although more extensive cell death was observed at later passages. Cell supernatant (∼4 mL) was cleared of cell debris by two successive 10 min centrifugations—at 700 ×g and then 12,000 ×g—at 4°C. The virus was then concentrated by ultracentrifugation with a SW50.1 rotor (Beckman Coulter, Fullerton, CA, United States) at 45,000 rpm for 2 h at 4°C, and the resulting pellet was resuspended in 0.1 mL AVE buffer (Qiagen) for RNA extraction with the QIAamp viral RNA mini kit (Qiagen).

The other viral population was generated by infecting the cells at an MOI of 1 CCID50 (∼500 viral particles)/cell and the supernatant was collected at 48-h post infection (hpi). Cell supernatant (∼4 mL) from each passage was concentrated as described above, the RNA extracted using Isogen II (Takara), and then subsequently resuspended in RNase-free water.

Reverse Transcription, Double-Stranded DNA Synthesis, Library Preparation, and Deep Sequencing

Viral RNA was used to synthesize cDNA with Superscript III reverse transcriptase (Thermo Fisher Scientific), which was then amplified using PrimeStar GXL enzymes (Takara) and two sets of primers, MNV-1S 14-32/MNV-7A 5361-5380 and MNV-4S 4989-5008/TX30SXN (Supplemental Table 1). The resulting fragments encompassed the proximal and distal halves of the viral genome, respectively, with an overlap of >300 nucleotides. The DNA fragments were gel-isolated and 1 ng used to prepare a cDNA library with the Nextera XT DNA Sample Prep Kit (Illumina, San Diego, CA, United States) according to manufacturer’s instructions. Briefly, DNA was fragmented and tagged by the Nextera XT transposome and then used as a template in a 50-μL, 12-cycle PCR. The amplified DNA was processed as outlined in the Nextera XT protocol and purified with AMPureXP beads (Beckman).

The quality of the purified DNA libraries was assessed on a MultiNA MCE-202 Bioanalyzer (Shimadzu Corporation, Kyoto, Japan). Nucleotide sequencing was performed on an Illumina MiSeq sequencer with a MiSeq Reagent Kit v2 (Illumina) to generate 151 paired-end reads.

Data Processing and Analysis

Short-reads were trimmed and mapped to the MuNoV reference sequence (GenBank: AB435515.1) using CLC Genomics Workbench 4.65 (CLC Bio, Cambridge, MA, United States) with default alignment settings. BAM files were exported from the CLC Genomics Workbench and analyzed using SAMtools v1.3.1 (Li et al., 2009) to extract sequence coverage and relevant statistics (Supplemental Presentation 1). Major nucleotide variants were called using CLC Genomics Workbench and their frequencies sampled and extracted using SAMtools (Supplemental Table 4). QuasiRecomb version 1.2 (Topfer et al., 2013) was used to reconstruct the viral haplotypes from sequencing data in BAM files. Local haplotype reconstruction across genes was performed using the default setting and conservative parameters to determine the inferred haplotypes and estimate their frequencies.

Construction of DNA

Unless noted, PrimeStar enzymes (Takara) and the InFusion system (Takara) were used for PCR-fragment generation and fragment insertion into plasmid DNA, respectively. Primers used in this study are listed in Supplemental Table 1. All construct sequences were confirmed by Sanger sequencing.

All genomic variations different from the MuNoV S7 cDNA reference sequence (GenBank: AB435515.1) or PP3 detected by deep sequencing (Supplemental Table 4) were assembled and synthesized as a single artificial genome—termed the PP2 composite sequence (PP2com). The nucleotide differences between PP2com and PP3 spanned from nucleotides 87 to 6752 in the viral genome. The EcoRI and BstBI sites positioned at –73 and 6996 bp in pMNV S7, respectively, (Katayama et al., 2014) were used to replace the original MuNoV sequence with that of PP2com. The 5′-proximal sequence up to the EcoRI site was also included in the synthesis.

pMNV ORF1 PP2, harboring the ORF1 from PP2com, was constructed by exchanging the PP3 sequence between the XhoI and BstBI restriction sites with the ORF2 and ORF3 from pMNV PP2, as well as a small region of the RNA-dependent RNA polymerase-coding sequence that included silent mutations at +4745 and +4877 bp in the genome.

Similarly, pMNV ORF23 PP2, harboring the ORF2 and ORF3 from PP2com, was generated by replacing the pMNV S7 fragment between the XhoI and BstBI restriction sites in with the PP2 sequence from pMNV PP2.

pT7 MNV S7 was generated from pMNV S7 (Katayama et al., 2014) by replacing the EF1-alpha promoter between the SspI and MluI restriction sites and with the T7-promoter sequence. First, two overlapping PCR fragments, A and B, were generated by PCR using pMNV S7 as the template with the primers, SspI FW and T7 MNV RV for A, and MluI RV and T7 MNV FW for B (Supplemental Table 1). The two fragments were then mixed and used as the templates for making insert by PCR using SspI FW and MluI RV as the primers for replacing SspI-MluI fragment of pMNV S7. The resultant pT7 MNVS7 harbors a truncated T7 promoter sequence (5′-TAATACGACTCACTATA-3′) placed proximal to the MNV genomic cDNA sequence for generate RNA with 5′ ends identical to that of natural MuNoV upon in vitro transcription.

Generation of Recombinant MuNoV

Recombinant MuNoV was produced using a plasmid-based reverse-genetics system as described previously (Katayama et al., 2014). The pMNV S7, pMNV PP2, pMNV ORF1 PP2, and pMNV ORF23 PP2 plasmids were transfected individually or in combination into 293T cells cultured in 35-mm dishes by mixing 4 μg DNA, 8 μL P3000 reagent, and 12 μL Lipofectamine 3000 (Thermo Fisher Scientific) in 400 μL Opti-MEM (Thermo Fisher Scientific). Supernatants from transfected cultures were collected 48-h post-transfection and used to infect RAW264.7 cells. The transfected cells were also collected to confirm viral protein expression by Western blotting.

In addition, recombinant MuNoV was also generated using a RNA-based reverse-genetics system as previously described (Arias et al., 2012). Briefly, a series of pT7 MNV constructs was linearized with AscI and used as the template for in vitro transcription with the T7 RiboMax express large-scale RNA-production system (Promega, Fitchburg, WI, United States). The synthesized RNA was purified using a Megaclear kit (Thermo Fisher Scientific) followed by 5′-end capping by ScriptCap (Illumina). The capped RNA was then re-purified and used to transfect 293T cells in 35-mm dishes with 4 μg RNA and 8 μL Lipofectamine 2000 (Thermo Fisher Scientific). The viral supernatant was collected 24 h later and used to infect RAW 264.7 cells. The virus was passaged once in RAW264.7 cells to obtain a sufficient titer for cell-infection experiments.

Western Blotting

Viral proteins from transfected 293T cells were analyzed by Western blotting as previously described (Haga et al., 2016). Briefly, the cell pellet was resuspended in calcium- and magnesium-free Dulbecco’s Phosphate-Buffered Saline (PBS-), disrupted by sonication, and centrifuged to remove cell debris. The protein in each sample was quantified and then denatured with SDS-dye buffer (Wako Chemicals, Tokyo, Japan). Aliquots containing about ∼10 μg protein were loaded into each lane, separated by 5–20% SDS-PAGE, and transferred onto a polyvinylidene fluoride (PVDF) membrane using a Trans-Blot system (Bio-Rad). The membrane was blocked with solution containing 2.5% skim milk and 0.5× PVDF blocking buffer (Toyobo), followed by rabbit anti-NS1-2 in solution 1 from the Can Get Signal Kit (Toyobo). After washing, immunoreactive bands were detected with horseradish peroxidase (HRP)-conjugated anti-rabbit IgG antibody in solution 2. Chemiluminescence was detected by ImmunoStar (Wako Chemicals) and recorded using a LAS4000 (GE Healthcare, Little Chalfont, United Kingdom). The membrane was then stripped with Restore Plus Western blot stripping buffer (Thermo Fisher Scientific) and reprobed with HRP-conjugated guinea pig anti-NS7 and mouse anti-actin (Wako Chemicals).

Immunofluorescent Staining

Supernatants (∼0.5 mL) from cells transfected with MuNoV genome constructs were used to infect RAW264.7 cells grown on coverslips in each well of a 12-well plate. The cells were fixed 48 h later with 4% paraformaldehyde (pH 7.5) and examined for viral protein expression by immunocytochemistry. Mixtures of primary anti-sera, guinea pig anti-VPg, and rabbit anti-VP1 in PBS- supplemented with 0.5% Triton X-100 were used to detect the respective proteins, followed by AlexaFluor 488-conjugated anti-guinea pig IgG and AlexaFluor555-conjugated anti-rabbit IgG secondary antibodies. Samples were embedded in Vectashield mounting medium (Vector Labs., Burlingame, CA, United States) containing 4′,6-diamidino-2-phenylindole (DAPI) and imaged with an epifluorescent microscope (BZ9000; Keyence, Osaka, Japan).

RESULTS

The MuNoV S7 PP3 sequence (GenBank: AB435515.1) originated from a molecular clone obtained from the P3 virus that was passaged three times in RAW264.7 cells (Figure 1). The recombinant virus generated from the PP3 sequence by the plasmid-based reverse-genetics system grew well in RAW264.7 cells (Katayama et al., 2014); however, Sanger sequencing revealed that the P3 “consensus” sequence differed by more than 55 nucleotides with 11 amino acid-changes from the PP3 sequence (Supplemental Table 3). Similarly the consensus sequence of P2 virus, which was passaged twice in RAW264.7 cells, differed by 48 nucleotides with 11 missense changes from the reference sequence suggesting that both viral preparations contained pools of heterogeneous sequences (Supplemental Table 3). After 10 passages of the P3 virus in RAW264.7 cells (P13 virus), the consensus viral sequence became identical to that of PP3, thereby confirming that this MuNoV S7 sequence was representative of the one adapted to growth in RAW264.7 cells.
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FIGURE 1. Schematics of experimental layout. (A) P2, P3, and P13 viruses. The P2 and P3 viruses are MuNoV preparations passaged in RAW264.7 cells twice (Passage 2) and three times (Passage 3), respectively. Representative molecular clone of MuNoV S7, PP3, was generated by cDNA cloning from P3 virus. After ten passages of P3 virus (Passage 13), which designated as P13 virus, the consensus sequence of the virus became identical to that of PP3. (B) High and low MOI passages. Two different MOI conditions were used to inoculate P2 virus and subsequent passages in RAW264.7 cells. The blue and green arrows indicate viral inoculation under MOI > 5CCID50 unit and MOI = 1 CCID50 unit, respectively. Note in “Low MOI passage” number of passages and the samples do not match; no viral samples were taken at passages 1 and 8.



Because earlier passages of MuNoV S7 isolates—including the P2 virus–contained variable clones differing from those of PP3, this suggested that the original viral isolate contained multiple variants, which were further refined by continued propagation in RAW264.7 cells. To further delineate the process by which this occurred, viral sequences from each passage were examined by deep sequencing. For this, viral RNA was prepared from the two set of passages inoculated at different MOIs. The first culture was passaged at an MOI > 5 CCID50/cell, assuming that multiple viral clones would likely coexist in a single cell upon inoculation (high-MOI passage). After six passages, viral RNA was extracted from the infected culture supernatants for sequencing and defined as H1 to H6 for passages one to six. The second culture was inoculated at an MOI of 1 CCID50/cell, assuming that ∼63% of cells were infected and 37% of those were infected with only one virus (a low-MOI passage). It should also be noted that MOIs were only valid at inoculation, as much higher MOI would be expected after single round of viral propagation and release at subsequent infection to adjacent cells. Culture supernatants were harvested over nine passages. Samples L1 to L4 represented those collected from passages two to five, whereas L5, L6, and L7 were from passages six, seven, and nine, respectively.

Deep sequencing of the viral RNA samples H1–H6 and L1–L7 revealed dynamic sequence changes in the viral population. High- and low-MOI passages showed a total of 89 and 103 nucleotide differences from the PP3 sequence, respectively, of which 87 were shared. The variations included 17 non-synonymous and 22 missense mutations, including 8 shared among the passages (Figure 2 and Supplemental Table 4). The proportion of non-PP3 sequences—referred to as PP2 sequences—in each passage is summarized in Figure 2, with detailed data provided in Supplemental Table 4. Overall changes in nucleotide frequencies in the low-MOI passage were far more evident than those observed with the high-MOI infection, of which many in low-MOI Passage 9 (sample L7) reached nearly zero, indicating that several variants were lost. In contrast, variant frequencies in high-MOI samples showed relatively smaller changes. Moreover, further examination of the low-MOI variants revealed temporal shifts in some nucleotide frequencies (Supplemental Table 4).
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FIGURE 2. Frequencies of nucleotide differences between the PP2 and PP3 sequences during MuNoV cell passage. Changes in PP2-sequence frequencies during high- and low-MOI passages (Left and Right, respectively). The horizontal axis indicates the genomic position of the sequences, and the vertical axis indicates the nucleotide frequencies of the PP2-like sequence. Upper panels depict schematics of the MuNoV genome, with indications of non-synonymous nucleotide changes translated to amino acids. Numbers indicate amino acid position affected by the nucleotide variations, and capital letters flanking “<” represent amino acids encoded by PP3 or PP2 sequences, respectively. Letters in red are common changes observed between the high- and low-MOI passages, and those in blue represent changes unique between passages.



To investigate nucleotide frequency linkages, we used QuasiRecomb to generate haplotypes (Topfer et al., 2013). QuasiRecomb implements a hidden Markov model to infer viral quasispecies from deep-coverage NGS data using an expectation-maximization algorithm for maximum posterior-parameter estimation and explicitly accounts for paired-end information. Haplotype reconstructions for the full genome, ORF1, ORF2, and ORF3 are shown in Table 1A. Computational processing required deep reads and >1000 coverages were prerequisite for distinguishing single-nucleotide polymorphisms and misreads by deep sequencing (Topfer et al., 2013). Not surprisingly, applying this method to samples H1, L3, and L4 with <1000 coverages on average resulted in large numbers of haplotypes, which likely included misreads. Similar findings were observed with H3 and H4, although it was unknown whether this was attributed to the relatively smaller degree of coverage. Results of comparisons from the remaining samples (H2, H5, and H6 from high-MOI passage and L1 and L4–L7 from low-MOI passage) revealed a general trend of fewer identified haplotypes in low-MOI cultures. Moreover, the ORF1 region generated one or two haplotypes during the final passages of both MOIs, whereas the ORF2 region showed 15 and 2 haplotypes for high- and low-MOI cultures, respectively, which could explain the differences in haplotype number observed for the full genomes (29 and 2 for high- and low-MOI passages, respectively).

TABLE 1. Haplotype frequencies generated by QuasiRecomb.
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While the conservative settings only reconstruct major haplotypes and disregard minor ones, the default setting includes minor haplotypes and generates details for changes in haplotype frequencies. However, haplotype reconstructions for ORF1 and the full genome were unsuccessful with the default settings because of inadequate coverage. As such, we only reconstructed the haplotypes with the default setting for ORF2 and ORF3 regions (Table 1B). Notably, the ORF2 region harbored a large number of viral haplotypes; 3569 and 5343 in H1 and L1, respectively. In addition, fewer haplotypes were observed in late passages from both MOIs, indicative of haplotype convergence, although more haplotypes were present in H6 as compared to L7. In particular, major haplotype frequencies associated with the ORF2 region observed were 0.691 and 0.059 in H6 and 0.899 and 0.334 for L7 using the conservative and default settings, respectively (Table 1). For the ORF3 region, haplotype reconstruction using the conservative settings generated single major haplotypes for the final passages at both MOIs and major haplotype frequencies of 0.688 and 0.924 for the high- and low-MOIs using the default setting (Table 1).

The major haplotypes identified in the full genome sequences from the final high- and low-MOI passages were distinct—with 81 and 52 nucleotide differences from the original PP3 sequence, respectively, and 35 of which were shared (Figure 3). Those changes consisted of 16 non-synonymous and 13 missense mutations, including 8 shared (Figure 3) and did not seem localized to a particular region in the viral genome. Notably, the major haplotype sequences from the final passages generated from the full genome and individual ORFs were identical. Moreover, the major haplotypes for ORF2 and ORF3 in the final passages generated by default and conservative settings were identical.
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FIGURE 3. Major haplotype sequences found following the final high- or low-MOI passage. (A) Sequence of the major haplotype following the final high- and low-MOI passages. Nucleotides that differed from those found in the PP3 (Reference) sequence are shown along with their genome position (Genome pos.) and the encoded amino acid residue (Amino acid) and their position (Amino acid pos.) in the PP3- or PP2-encoded protein, respectively. Non-synonymous changes are depicted in red. (B) Non-synonymous changes of each major haplotype are depicted in the MuNoV genome. Amino acid changes are described similar to those in Figure 2.



Close examination of major ORF2 haplotypes in low MOI passage with the default settings revealed dynamic changes in number and frequency. As such, we examined the frequencies of 15 haplotypes that accounted for >3% of those observed in any single passage and found temporal shifts for several haplotypes that were distinct from the majority haplotypes in the final passage (Figure 4A). Similar changes in ORF3 haplotype frequencies were also noted (Figure 4B).
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FIGURE 4. Changes in major haplotype frequencies during each passage. Changes in haplotype frequencies in (A) VP1- and (B) VP2-encoding regions during low-MOI passages were examined by QuasiRecomb using the default setting. Fifteen haplotypes accounted for >3% of the changes observed in any of the passages were selected and monitored for the frequency of nucleotide changes observed during each passage. The right panels indicate the haplotype sequence along with genome position and possible amino acid change. The left panels show changes in nucleotide frequencies of the selected haplotypes as a line graph. The vertical and horizontal axes indicate the haplotype frequencies and samples for the respective cell passage, respectively.



Genetic variants present in the majority of the viral population in the final passages represented those better adapted for propagation in RAW264.7 cells. Conversely, variants present in earlier passages that were not observed in later passages were likely unfit for growth in RAW264.7 cells. Therefore, viruses harboring PP2-like sequences may represent viral populations not adapted to in vitro propagation. We cloned the PP2-like sequences from viral RNA extracted from the PP3 virus and generated recombinant viruses; however, the cloned sequences only covered a minor fraction of the PP2 nucleotide variations, and the recombinant viruses showed no growth defects in RAW264.7 cells (Supplemental Presentation 2).

To determine the cumulative effect of all PP2 nucleotide variations on viral propagation in RAW264.7 cells, we synthesized a PP2 genome that incorporated all nucleotide variations that differed from PP3 detected by deep sequencing (Supplemental Table 4). The PP2com genome was inserted into a PP3 construct previously shown to produce infectious particles upon transfection into 293T cells. Notably, the PP2com viral genome failed to produce infectious particles (Figure 5B,b), whereas the PP3 sequence generated high viral titers infectious to RAW264.7 cells (Figure 5B,a). Further, conversion of the PP2com ORF1 or ORF23 region to the PP3 sequence was unable to restore particle production (Figures 5B,c,d). Subsequent analysis of ORF1 protein expression revealed that NS1-2 and NS7 were detectable in cells transfected with the PP2com sequence (Figure 5C); however, VP1 expression was undetectable, given that the extent of sub-genomic replication is low when using the plasmid-based reverse-genetics system (Katayama et al., 2014). Examination of interactions between the PP2com and PP3 sequences showed that the PP2com sequence interfered with the production of infectious particles from the PP3 sequence, as co-transfection of the PP3 and PP2com genomes yielded no infection (Figure 5B,e). However, presence of the PP2com ORF1 region alone was insufficient to block the PP3-mediated virus production in one experiment (Figure 5B,f), but in two other experiments infectious virus was not produced from PP3 genome with the presence of ORF1 PP2 genome. In contrast, co-transfection of the PP3 genome and ORF23 PP2 generated infectious particles (Figure 5B,g), as did that of ORF1 PP3 and ORF23 PP2 (Figure 5B,h). The quantification of viral particles in the supernatant of cells transfected with PP3, PP3 + ORF23 PP2, and ORF1 PP2 + ORF23 PP2 contained approximately 2.45 × 103/mL, 2.67 × 104/mL, and 8.09 × 103/mL CCID50, respectively, whereas no particles were found in supernatants from cells transfected with PP3 and ORF1 PP2 cDNA. Collectively, these results indicated that the presence of PP2-like nucleotide variations attenuated viral growth in RAW264.7 cells and interfered with the production of infectious particles from fully adapted sequences. Moreover, variants in the ORF1 region exhibited a trans-dominant inhibitory effect; however, co-expression of ORF1 PP2 and ORF23 PP2 to 293T cells generated particles infectious to RAW264.7 cells, indicating that interaction between the PP2com and PP3 sequence was complex—showing both complementation and interference—and dependent upon the context of the sequences.
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FIGURE 5. Examination of the ability of the PP2com genome to generate infectious particles. (A) Schematic of the recombinant MuNoV genome depicting regions containing PP3 and PP2com sequences. The amino acid residues encoded by the PP2com genome that differed from those encoded by the PP3 genome are indicated in red. (B) Supernatant of transfected cells in (C) was used to infect RAW264.7 cells. At 48 hpi, cells were fixed and detected for VPg (Green) and VP1 (red) by immunofluorescent detection with staining for DNA by DAPI (Blue) (see “Immunofluorescent Staining” in Materials and Methods). (C) Detection of the ORF1 products NS1-2, NS7, and actin by Western blot from the lysates of 293T cells transfected with pMNVs expressing the respective genome. The first four sets of samples were prepared by cotransfecting 2 μg of pT7 MNV S7 and 2 μg each of plasmid expressing the designated recombinant MuNoV genome. The last four sets of the samples were prepared by transfecting the plasmid in combination with those expressing the respective genome.



DISCUSSION

In this study, we examined details associated with changes in nucleotide frequencies in the MuNoV genome during viral passage following infection with two different MOIs. Interestingly, the number of variants decreased over time depending on the culture conditions, with greater variations generally observed with high-MOI infection. Haplotype analysis revealed that the major haplotype sequences in the final passages differed between high- and low-MOI cultures, suggesting that the initial viral populations contained multiple cell-adaptable sequences. Moreover, the genetic variations lost during in-cell propagation were assembled into a single genome and used to transfect cells, but was unable to produce infectious particles itself, as well as those from cell-adapted PP3. Although the key nucleotide changes dictating cell adaptation in the MuNoV S7 strain have yet to be elucidated and will be examined in future work, our results revealed the elaborate interplay among viral variants to select the sequences better-adapted to propagation in cell culture. To elaborate, our experimental procedures are depicted in Figure 1.

Murine norovirus sequences among the known strains are relatively less divergent with mostly fixed genome lengths (Thackray et al., 2007); however, variations in the MuNoV S7 strain exhibit large diversity, indicating the coexistence of multiple haplotypes in the viral isolate. When compared with known nucleotide variations in the MNV-1 (Wobus et al., 2004) and MNV NIH2409 strains (Barron et al., 2011) during cell passage, only two synonymous variations at +1409 and +2081 in MNV-1 were found in the S7 strain (Wobus et al., 2004; Bailey et al., 2008), although no changes associated with enhanced viral growth were detected in this study. Instead, we discovered nearly 100 nucleotide variations—including ∼20 non-synonymous changes, the frequency of which dynamically altered during the viral passages. The nucleotide changes seemed evenly distributed throughout the genome with slight emphasis at the anterior coding region of ORF1 and very few in ORF3 and 3′UTR regions, which contrasted to the results by others reporting high degree of variation at the ORF3 region (Mauroy et al., 2016). Given the limited viability of the PP2com genome (Figure 5), these findings indicated that the processes associated with cell adaptation involved multiple rounds of nucleotide alteration or selection.

In this study, we selected viral passages from cells infected at two different MOIs. High-MOI passage might allow for the maintenance of sequence variations and avoid sequence convergence or opportunistic genetic drift that result from genetic bottlenecks because of small subsets in the viral population (Andino and Domingo, 2015). Even under such conditions, haplotype analysis indicated that a single haplotype could flourish to predominate the viral population (Figure 3), suggesting the presence of selective pressure for variants better suited for propagation in culture. Not surprisingly, low-MOI passage assumed conditions that resembled a genetic bottleneck wherein the majority of cells do not assume infection with multiple viral clones. Although the secondary infection over the following 48 h period did not warrant conditions limiting entry of infectious clones, sequences exhibited convergence during early phase passages (Figure 3) and showed changes in haplotype frequency indicative of genetic drift (Figure 4). Genetic drift depends on the diversity in the founder viral population and the number of host cells. Since approximately 1 × 106 cells were used in the present study, the viral populations selected during passage would be no less than 1 × 106. Thus, our observation of viral sequence convergence to a single haplotype likely resulted from selective pressure rather than genetic drift, where sequence selection occurs by chance.

The two different passages generated distinct haplotype sequences that predominated the final viral populations. It is possible that the major haplotypes observed in the low-MOI passage were the product of genetic drift and could differ with prolonged passage. Considering that two distinct haplotypes were observed during the two different passages, and since serial passage of the P3 virus generated a major haplotype identical to PP3, our results suggested the presence of multiple viral haplotypes in the original viral isolate or founder population.

Assuming that PP3 was among the most cell-adapted sequences, we constructed the PP2com genome using sequence variations lost during cell passage. As expected, the PP2com genome was unable to produce infectious particles upon expression using the reverse-genetic system (Figure 5). This was not attributed to defects in viral gene expression, as the protein products encoded by ORF1 were expressed at levels comparable with those of PP3. Moreover, the co-transfection of constructs expressing ORF1 PP2 and ORF23 PP2 generated viral particles infectious to RAW264.7 cells (Figures 5B,C). Interestingly, co-expression of the PP2com and PP3 genomes blocked the production of infectious particles from PP3, indicating the presence of sequence elements in PP2com that interfered with viral growth in trans. Further, presence of the PP2com ORF1 region blocked viral particle production from PP3 genome, but the PP2com ORF23 region only showed a marginal blockade (Figure 5B,g). Such effect could be an accumulative since ORF1 and ORF23 from PP2com harbored 81 and 24 nucleotide differences from PP3 sequence, respectively, thus the number of nucleotide differences could be positively correlated with the strength of interference. Such genetic interference could also depend upon the sequence context as co-expression of the ORF1 and ORF23 PP2 genomes generated infectious particles despite that the PP2com-derived ORF1 sequence was present (Figure 5B,h). In addition, the coexistence of multiple viral haplotypes has been shown to generate complex interplay, including interference irrespective of coding or non-coding sequences (Ojosnegros et al., 2010; Acevedo et al., 2014). Thus, presence of PP2com-like sequences in the founder viral population would likely impart negative effects on viral propagation in vitro.

Here, we used deep sequencing to reveal that the frequencies of MuNoV S7 variants dynamically changed to converge to a cell-adaptable viral sequence during multiple viral passages under cell-culture conditions. The selective process associated with passages of MuNoV S7 in the cultured cells was more complex than previously reported in MNV-1, where only two nucleotide changes were sufficient (Wobus et al., 2004; Bailey et al., 2008). Our findings that the artificial PP2com genome exhibited trans-dominant negative effects on viral growth against a cell-adapted genome suggested elaborate interplay among viral variants during the course of the cell-adaptation process in MuNoV. These findings enhanced the understanding of processes related to laboratory adaptation of non-cultivable viruses, especially to those without relevant cell culture systems.
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Norovirus GII.4 is a major cause of global outbreaks of viral gastroenteritis in humans, and has evolved by antigenic changes under the constantly changing human herd immunity. Major shift in the pandemic GII.4 strain periodically occurs concomitant with changes in the antigenic capsid protein VP1. However, how the newly emerged strain evolves after the onset of pandemic remains unclear. To address this issue, we examined molecular evolution of a pandemic lineage, termed the GII.4_2006b, by using the full-length viral genome and VP1 sequences (n = 317) from stools collected at 20 sites in Japan between 2006 and 2011. Phylogenetic tree showed a radial diversification of the genome sequences of GII.4_2006b, suggesting a rapid genetic diversification of the GII.4_2006b population from a few ancestral variants. Impressively, amino acid sequences of the variable VP1 in given seasons remained as homogeneous as those of viral enzymes under annual increase in the nucleotide diversity in the VP1 coding region. The Hamming distances between the earliest and subsequent variants indicate strong constraints on amino acid changes even for the highly variable P2 subdomain. These results show the presence of evolutionary constraints on the VP1 protein and viral enzymes, and suggest that these proteins gain near maximal levels of fitness benefits in humans around the onset of the outbreaks. These findings have implications for our understanding of molecular evolution, mechanisms of the periodic shifts in the pandemic NoV GII.4 strains, and control of the NoV GII.4 pandemic strain.

Keywords: norovirus, pandemic strain, GII.4, capsid, molecular evolution, evolutionary constraints

INTRODUCTION

Norovirus (NoV) is a non-enveloped RNA virus that belongs to the family Caliciviridae. NoV is divided into multiple genogroups, which are further subgrouped into more than 40 genotypes (Zheng et al., 2006; Donaldson et al., 2010; Robilotti et al., 2015). Among them, genogroup II genotype 4 (GII.4) is especially important in public health, because it is the leading cause of NoV-associated acute gastroenteritis in humans (Noel et al., 1999; Siebenga et al., 2007; Zheng et al., 2010). NoV is highly variable, and emergence of a novel GII.4 variant is in some cases associated with global outbreaks of gastroenteritis (Lopman et al., 2004; Vipond et al., 2004; Reuter et al., 2005; Bull et al., 2006; Gallimore et al., 2007; Motomura et al., 2008). A major shift in the pandemic strain occurs with antigenic mutations (Lindesmith et al., 2008, 2011, 2012a, 2013) and viral genome recombination at the ORF1/2 boundary region (Motomura et al., 2010; Eden et al., 2013).

The VP1 protein is the major structural protein of the mature virion, which protrudes from the virion surface and plays pivotal roles in the viral interactions with hosts. The VP1 protein is composed of two domains, protruding (P) and shell (S) (Prasad et al., 1999). The P domain is further divided into two subdomains, P1 and P2 (Prasad et al., 1999). The P2 subdomain is placed on the tip of the VP1 protein and constitutes the major antigenic site around the binding site to the putative receptor(s) for infection (Donaldson et al., 2010). This structural feature causes sequence variation (Lindesmith et al., 2008, 2011, 2012a, 2013; Bok et al., 2009; Debbink et al., 2012) and structural diversity (Chen et al., 2004, 2006; Donaldson et al., 2010), particularly in the P2 subdomain. Meanwhile, the functional importance of the P2 subdomain can cause suppression of deleterious changes and/or changes that reduce viral replication fitness. However, very little is known about evolution of the VP1 protein during viral maintenance in human populations.

To address this issue, we examined here molecular evolution of the VP1 protein of a pandemic lineage, termed GII.4_2006b, which is also known as the GII.4 Den Haag 2006b. In the autumn/winter of 2006, the national epidemiological surveillance of infectious diseases in Japan reported an unusual increase in the number of outbreaks of NoV infections (Infectious Disease Surveillance Center1). This augmentation was associated with the nationwide spread of a newly emerging GII.4 variant (Motomura et al., 2008), termed GII.4_2006b. The GII.4_2006b initially coexisted as a minority strain among various other NoV lineages in Japan, but starting in October of 2006 it spread extremely rapidly and remained as the major epidemic variant across Japan between 2006 and 2009 (Motomura et al., 2008, 2010). In this study, we characterized nucleotide and amino acid diversities of the VP1 proteins, using serially collected full-length 317 NoV genome and VP1 sequences from infections in Japan between 2006 and 2011. The obtained results show long-term persistent of GII.4_2006b in human populations in Japan as a dominant GII.4 subpopulation. Interestingly, both the VP1 protein and viral enzymes had remained as highly homogeneous populations, indicating strong evolutionary constraints on changes in these proteins following the onset of the outbreaks.

MATERIALS AND METHODS

NoV Genome Sequencing

Stool specimens were collected from individuals with acute gastroenteritis at 20 regional public health institutes in Japan between May 2006 and March 2011 in compliance with the Food Sanitation Law of Japan, according to the methods for the protection of personal information (including methods for anonymization in an unlinkable fashion). The research was approved by research and ethical committee in National Institute of Infectious Diseases. Three to five stool specimens were collected at each site in each year. NoV genome sequences were obtained from the stool specimens as described previously (Motomura et al., 2008, 2010).

Genotype Determination

Norovirus genotype was determined by construction of phylogenetic trees of viral genome sequences. Multiple sequence alignments were done as described previously (Motomura et al., 2008, 2010) using the MAFFT (Katoh et al., 2009) and alignment tools implemented in the MEGA software suite (Tamura et al., 2011). Phylogenetic trees were constructed as described previously (Motomura et al., 2008, 2010) using MEGA software (Tamura et al., 2011). The reliability of interior branches in the tree was assessed by the bootstrap method with 1,000 resamplings.

Analysis of Diversity of Sequence Population

Mean diversity in the entire sequence population was computed with the “Sequence Diversity” menu in MEGA software suite (Tamura et al., 2011). The overall pairwise mean distance between the sequences was computed with the “Distances” menu in MEGA. As substitution models, a maximum composite likelihood and a Poisson model were used for nucleotide and amino acid sequences, respectively. Variance was estimated by the bootstrap method with 100 to 500 bootstrap replications.

Analysis of Individual Amino Acid Variation

Amino acid variations at each position of the VP1 (1–530) were calculated as previously described with a multiple sequence alignment as described previously for other viral proteins (Naganawa et al., 2008; Oka et al., 2009; Takahata et al., 2017) on the basis of Shannon’s equation (Shannon, 1997):
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where H(i), p(xi), and i indicate the amino acid entropy score of a given position, the probability of occurrence of a given amino acid at the position, and the number of positions, respectively. An H(i) score of zero indicates absolute conservation, whereas 4.4 bits for amino acids or 2.0 bits for nucleic acids indicates complete randomness.

Analysis of Amino Acid Substitutions by Hamming Distance

We used the Hamming distance to assess the changeability of the earliest NoV GII.4_2006b variant in Japan. In information theory, the Hamming distance between two sequences indicates the minimum number of “amino acid substitutions” required to change one sequence into the other. Because the length of amino acid sequences of the VP1 proteins of the NoV GII.4_2006b subpopulations were identical (540 amino acid residues), the Hamming distance measured in this study means the number of different amino acid residues between the earliest and subsequently emerged variants in two aligned sequences. Python was used as the programming language to compute Hamming distances. Hamming distances between the sequence in May 2006 (accession number AB447443; earliest GII.4_2006b sequence in our NoV genome dataset) and the later GII.4_2006b sequences (n = 249) were computed by creating a sequence that assigns mismatches and matches at corresponding positions in the two sequences, and then by counting the numbers of the mismatches.

Nucleotide Accession Numbers

The DDBJ database accession numbers of the 317 NoV GII.4 genome sequences used in this study are provided in Supplementary Table S1 (n = 250, GII.4_2006b) and Supplementary Table S2 (n = 67, GII.4 non-2006b).

RESULTS

Persistence and Diversification of NoV GII.4_2006b Genome in Japan between 2006 and 2011

We obtained 317 genome sequences of NoV GII.4 from the stool specimens collected at 20 sites in Japan between 2006 and 2011 (Figure 1A). Eight distinct lineages of NoV GII.4 were identified in this period. These lineages include “2004/05” related to Sakai/04-179/2005/JP cluster, “2006a” related to Yerseke 2006a cluster, “2006b” related to Den Haag 2006b cluster, “2007a,” “2007b,” “2008a” related to Apeldoorn317/2007/NL cluster, “2008b,” and “2009a” related to New Orleans 1805/2009/USA cluster (Motomura et al., 2008, 2010; Supplementary Tables S1, S2). Among the newly emerged eight GII.4 lineages, only the pandemic variant GII.4_2006b had been detected dominantly and continually throughout Japan (Figure 1B). The GII.4_2006b represented about 79% (n = 250) of the total GII.4 genomes detected during the 5 years. Phylogenetic analysis shows that the GII.4_2006b genome sequences diverged radially from a few roots (Figure 1C). These data suggest genetic bottlenecks followed by a rapid genome diversification of GII.4_2006b between 2006 and 2011.
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FIGURE 1. Persistence and diversification of NoV GII.4_2006b genome in Japan between 2006 and 2011. (A) Geographic locations of the 20 sample collection sites in Japan (see Supplementary Tables S1, S2 for the seasons and sites of collection). (B) Detection frequency of the GII.4_2006b variants in each period. NoV GII.4 genome sequences (n = 317) from stool specimens collected at the 20 sites between May 2006 and March 2011 were divided into five groups on the basis of the collection periods, i.e., 0–11 months (the season 1, n = 41), 12–23 months (the season 2, n = 75), 24–35 months (the season 3, n = 78), 36–47 months (the season 4, n = 76), and 48–58 months (the season 5, n = 47) after the first detection of GII.4 in May 2006 in Japan in this study. Genotypes of the GII.4 variants were determined with phylogenetic trees of the whole genome sequences as described previously (Motomura et al., 2008, 2010). The detection frequency of the GII.4_2006b genomes among the total GII.4 genomes in each collection period is shown. (C) Phylogenetic classification of the NoV GII.4 genome sequences used in this study. The maximum likelihood tree was constructed with the 317 GII.4 genome sequences (about 7.5 kb). The sequence cluster enclosed by a light-blue oval indicates the GII.4_2006b genomes.



Diversity of NoV GII.4_2006b ORFs

The GII.4_2006b RNA genome encodes three open reading frames, ORF1, ORF2, and ORF3 (Figure 2A). ORF1 encodes viral enzymes and non-structural proteins. ORF2 and ORF3 encodes structural proteins, VP1 and VP2, respectively. We first examined whether the sequence diversity is different among the three ORFs by using the 250 GII.4_2006b genome sequences obtained in this study. The phylogenetic tree and mean diversity in the entire sequence population show that the nucleotide diversity was similar among the three ORFs (Figure 2B). In contrast, a marked difference was observed in the diversity of amino acid sequences: the ORF1 and ORF2 amino acid sequences remained significantly less diversified than that of ORF3 (Figure 2C). The data suggest the presence of constraints on the amino acid changes of proteins encoded by ORF1 and ORF2.
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FIGURE 2. Diversity of NoV GII.4_2006b ORFs. (A) Schematic illustration of the locations of the three ORFs in the NoV GII.4_2006b genome. The nucleotide positions are based on the sequence of the earliest GII.4_2006b in our NoV genome dataset (Supplementary Table S1, Accession No. AB447443). (B,C) Neighbor-joining trees (Left) and diversity scores (Right) of the sequences of the ORF1, 2, and 3 regions in the 250 NoV GII.4_2006b genomes identified in Figure 1C. The analyses were done with tools included in the MEGA software suite (Tamura et al., 2011). Nucleotide sequences (B). Amino acid sequences (C).



Temporal Changes in the Sequence Diversity of NoV GII.4_2006b

The GII.4_2006b RNA genome encodes eight viral proteins (Figure 3A). Shannon entropy of amino acid sequences of the 2006b ORF1 in the present genome dataset indicates that the potential sites for the internal cleavage of the ORF1 precursor protein were perfectly conserved in amino acid levels [H(i) = 0/0] for p48/NTPase (Q/G), NTPase/p22 (Q/G), and VPg/Pro (E/A), and highly conserved for p22/VPg (E/G) [H(i) = 0.03/0.08] and Pro/Pol (E/G) [H(i) = 0.03/0.03]. To assess the changeability of individual viral proteins, we examined temporal changes in the sequence diversity of the eight protein-coding regions using the 250 GII.4_2006b genomes. The genome sequences were divided into five groups based on the collected seasons, and the overall mean distance of the sequences in a season was calculated using MEGA. The nucleotide mean distance sequentially increased for the eight protein-coding regions (Figure 3B, Nuc), indicating a continuous increase in the dissimilarity of every gene segment in the GII.4_2006b variant population in Japan.
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FIGURE 3. Temporal changes in the sequence diversity of NoV GII.4_2006b. (A) Schematic illustration of the locations of the protein-coding regions in the NoV GII.4_2006b genome. The nucleotide positions are based on the sequence of the earliest GII.4_2006b in our NoV genome dataset (Supplementary Table S1, Accession No. AB447443). (B) Temporal changes in dissimilarity of nucleotide and amino acid sequences in protein-coding regions of the GII.4_2006b genome. The 250 sequences of the GII.4_2006b genome were divided into five groups on the basis of the collection periods, i.e., 0–11 months (the season 1, n = 41), 12–23 months (the season 2, n = 75), 24–35 months (the season 3, n = 78), 36–47 months (the season 4, n = 76), and 48–58 months (the season 5, n = 47) after the first detection of GII.4_2006b in May 2006 in Japan in this study. The overall pairwise mean distance between the sequences was calculated for each season using MEGA software (Tamura et al., 2011). Black and blue circles indicate the mean distances of nucleotide (Nuc) and amino acid (Ami) sequences.



In contrast, the temporal change in amino acid sequence diversity was very different among the eight proteins (Figure 3B, Ami). Interestingly, the amino acid mean distance of the generally hypervariable VP1 protein sequences remained comparable to that of three viral enzymes (NTPase, Pro, Pol) for 5 years, with the mean distance remaining at less than 0.01 with small variances (Figure 3B, Upper). After the 3rd epidemic season, the VP1 amino acid distance even decreased. Meanwhile, the amino acid mean distances of the p22 and VP2 proteins sharply increased in parallel with an increase in the nucleotide distances (Figure 3B, p22 and VP2), suggesting the continuous diversification of these proteins in association with nucleotide diversification. The mean amino acid distance for the p48 protein increased with time yet less extensively than those for the p22 and VP2 proteins (Figure 3B, p48). The mean amino acid distance for the VPg protein stayed at relatively low levels with large variances (Figure 3B, VPg). In sum, these data suggest the presence of strong constraints on amino acid changes in the capsid protein VP1 and enzymes (NTPase, Pro, Pol) of the GII.4_2006b under the diversification of nucleotide sequences.

Long-term Circulation of the NoV GII.4_2006b Subgroup Carrying the Identical Capsid Protein VP1

We identified a GII.4_2006b subpopulation (n = 23) whose nucleotide sequences differed from each other, yet encoded exactly the same VP1 amino acid sequences (Figure 4A). The members of this population, tentatively termed group 1, were detected at distantly located 11 sample collection sites in Japan during the study period (Supplementary Table S1 and Figure S1). They emerged in the second epidemic season in 2007 and continuously circulated without no changes in the VP1 amino acid residues, representing about 6–13% of the GII.4_2006b genomes in each season (Figure 4B). The group 1 genomes continuously accumulated nucleotide substitutions in the VP1-coding region (Figure 4C), but only synonymous substitutions (Figure 4A). The GII.4_2006b variants at the onset of epidemics generally had 10 substitutions at the potential epitopes A, B, D, and E (Lindesmith et al., 2012a) of the VP1 P2 subdomain (P294A, T296S, T298N, A368S, D372E, M333V, R382K, S394T, D407S, and T412N), as compared with the VP1 sequence of the past epidemic variant in 2004/2005 in Japan (Sakai/04-179/2005/JP: accession number BAE98194) (Figure 4D). The group 1 VP1 protein had an additional substitution (S393G) on the epitope D.
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FIGURE 4. Long-term circulation of the NoV GII.4_2006b subgroup carrying the identical capsid protein VP1. (A) Identification of a GII.4_2006b genome subpopulation group 1 that encodes the identical VP1s in distinct genetic backbones. Nucleotide (Upper) and deduced amino acid (Lower) sequences of the group 1 genomes (n = 23) were aligned using MAFFT software (Katoh et al., 2009), and Shannon entropies at individual positions were calculated as described previously (Naganawa et al., 2008; Oka et al., 2009; Takahata et al., 2017). The distribution of Shannon entropy scores in the GII.4_2006b genome is shown. (B) Detection frequency of the group 1 genomes in five seasons between 2006 and 2011 in Japan. (C) Neighbor-joining tree of the GII.4_2006b VP1 nucleotide sequences (1620 nucleotides). Colored circles indicate the group 1 sequences. (D) P domain dimer model of the GII.4_2006b VP1 protein was constructed as described (Motomura et al., 2008, 2010). Blue residues indicate the GII.4_2006b-specific amino acid substitutions at potential epitopes in the P2 subdomain of the GII.4 VP1 (Lindesmith et al., 2012b).



Temporal Change in Hamming Distance for the NoV GII.4_2006b Capsid Protein VP1

The NoV VP1 protein has an architecture similar to that of the VP1 proteins of other single-stranded RNA viruses (Prasad et al., 1994, 1999; Figure 5A). The S domain is highly conserved, whereas the P2 domain is hypervariable among GII.4 variants. To assess the changeability of the P2 domain of the GII.4_2006b, we examined the temporal accumulations of amino acid substitutions in the S, P1, and P2 regions of the GII.4_2006b VP1 using the Hamming distance between the earliest and subsequent VP1 variants. As the earliest VP1 variant of the GII.4_2006b, we used a sequence from a May 2006 sample, which was collected in spring about 5 months before the onset of the nationwide epidemics of the GII.4_2006b in October of 2006 in Japan (Motomura et al., 2008).
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FIGURE 5. Temporal change in Hamming distance for the NoV GII.4_2006b capsid protein VP1. (A) Schematic illustration of the locations of the S, P1, and P2 domains in the ORF2 (Left) and the VP1 3-D model (Right) of the NoV GII.4_2006b. (B) Temporal changes in the Hamming distance. A GII.4_2006b genome from a stool specimen collected in May 2006 in Toyama (accession number AB447443) was the oldest in our GII.4_2006b genome dataset. The sequence was used to calculate the Hamming distance between the earliest and subsequent VP1 variants emerged between October 2006 and March 2011 in Japan. The distributions of the Hamming distances for each season are shown for the S, P1, and P2 domains of the VP1 protein. Temporal changes in the Hamming distance are also shown for the VP2 protein (Lower right).



For the S domain, the Hamming distances of the variants in given seasons were at a constant peak of 0 for 5 years (Figure 5B, VP1 Shell). The data suggest that the GII.4_2006b variants having amino acid substitutions in the S domain were mostly cleared during epidemics. For the P1 and P2 subdomains, the peaks of Hamming distances were fixed at 1 and 3 after the second and first epidemic seasons, respectively (Figure 5B, VP1 P1 and P2). The data indicate that most of the GII.4_2006b variants in the early epidemics had a few amino acid substitutions in the P domain but they could not accumulate more mutations after the second epidemic season. Thus the P domain was more variable than the S domain in the GII.4_2006b variants, as has generally been documented for other NoVs. However, the accumulation of amino acid substitutions was strictly constrained in the P domain of the GII.4_2006b variants during epidemics. In contrast, the Hamming distances of VP2, a minor structural protein in virion (Glass et al., 2000), continuously increased and showed no evidence of fixation of the peak distance during the study period (Figure 5B, VP2).

DISCUSSION

In this report, we studied molecular evolution of the NoV capsid protein of a pandemic lineage, GII.4_2006b. This NoV subpopulation predominated over other coexisting NoV GII.4 subpopulations between the 2006 and 2011 in Japan (Figure 1). Notably, the amino acid sequences of variable VP1 protein of the GII.4_2006b populations remained as homogeneous as that of the viral enzymes for the 5 years under an increase in nucleotide diversity (Figures 2, 3). Even the GII.4_2006b population possessing the identical amino acid sequence in the VP1 protein had persisted in the study period (Figure 4). Even the hypervariable antigenic P2 subdomain of the VP1 protein had resisted sequential accumulations of amino acid substitutions (Figure 5). These results suggest the presence of strong evolutionary constraints on the VP1 protein of the NoV pandemic strain. The finding has implications for our understanding of molecular evolution, mechanisms of the periodic shifts in the pandemic NoV GII.4 strains, and control of the NoV GII.4 pandemic strain.

First, the finding has implications for understanding fitness landscape and evolution of the VP1 protein of NoV GII.4 pandemic strain. The strong constraints on changes imply that the VP1 protein and enzymes of the GII.4_2006b variants had already gained near maximal levels of fitness benefits in humans around the onset of the outbreaks and that new mutations in the VP1 protein were mostly cleared from the GII.4_2006b population, probably due to a reduction in the viral fitness for the spread in humans. In order to predominate over other coexisting GII.4 variants, the pandemic variant should have the VP1 structure that confers the best ability to evade preexisting herd immunity against NoV at that time, while also having affinity to bind to receptor(s) on human cells. Because the antigenic sites are located near the receptor-binding site, new antigenic mutations always have the risk to attenuate VP1 protein function and thereby to cause reduction in the viral replication fitness in humans. Thus, it is possible that the VP1 protein of the pandemic strain had remained conserved in human populations primarily by the necessity to maintain advantageous physical property of the VP1 protein for immune evasion and infectivity simultaneously.

Secondary, the finding has implications in the periodic shifts of the pandemic NoV GII.4 strains. Provided that the VP1 protein sequence of a given pandemic variant remained conserved following the onset of epidemics as seen in the GII.4_2006b, the human herd immunity against the VP1 protein would become increasingly more effective in association with the spread of the virus in humans. Consequently, niche for the pandemic variant in humans would be reduced, and the pandemic variant eventually be replaced by an alternative variant that has the fittest capsid structure under human herd immunity at that time. Consistently, the numbers of reported NoV infection cases in Japan had decreased annually since the late 2007, and the GII.4_2006b was replaced by a new global pandemic strain GII.4_Sydney 2012 in the 2013/2014 season, as reported in other countries (van Beek et al., 2013; Eden et al., 2014).

Finally, the finding has implications in the control of NoV pandemic strains. Although development of vaccines and antiviral agents are of special importance to reduce damages from the NoV infections, structural variations in the viral proteins can be problematic. In this regard, the present study suggests the presence of strong constraints on changes in capsid protein and enzymes of a NoV GII.4 pandemic variant on the course of 5-year persistence across Japan. The finding provides a rationale for developing vaccines and antiviral agents against a pandemic strain. A basic premise of the control is that the sequences of the VP1 protein and viral enzymes of a given pandemic variant remain highly homogeneous after the onset of pandemic. Therefore, it is important to further accumulate information on the evolution of newly emerged pandemic strains to clarify whether present observations of the amino acid conservation in the VP1 and viral enzymes can be extended to other GII.4 pandemic variants. In parallel, it would be important to study genetic diversity of NoV in nature in order to develop systems to predict a new pandemic variant in advance.
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Enteroviruses are among the most common viruses infecting humans and can cause diverse clinical syndromes ranging from minor febrile illness to severe and potentially fatal diseases. Enterovirus species C (EV-C) consists of more than 20 types, among which the three serotypes of polioviruses, the etiological agents of poliomyelitis, are included. Biodiversity and evolution of EV-C genomes are shaped by frequent recombination events. Therefore, identification and characterization of circulating EV-C strains require the sequencing of different genomic regions. A simple method was developed to quickly sequence the entire genome of EV-C isolates. Four overlapping fragments were produced separately by RT-PCR performed with generic primers. The four amplicons were then pooled and purified prior to being sequenced by a high-throughput technique. The method was assessed on a panel of EV-Cs belonging to a wide-range of types. It can be used to determine full-length genome sequences through de novo assembly of thousands of reads. It was also able to discriminate reads from closely related viruses in mixtures. By decreasing the workload compared to classical Sanger-based techniques, this method will serve as a precious tool for sequencing large panels of EV-Cs isolated in cell cultures during environmental surveillance or from patients, including vaccine-derived polioviruses.

Keywords: Enterovirus species C, poliovirus, high-throughput sequencing, recombination, de novo assembly

INTRODUCTION

The members of the Enterovirus species C (EV-C), genus Enterovirus, family Picornaviridae, are non-enveloped viruses with a single positive strand RNA genome. The virions contain one copy of the genome, which is about 7500 nucleotides in length and consists of two untranslated regions (5′- and 3′-UTR) flanking a unique large open reading frame. The polyprotein encoded by this open reading frame is first cleaved into three precursors (P1–P3) that are subsequently cleaved into functional proteins. P1 gives rise to the four structural capsid proteins (VP1–VP4) while P2 and P3 generate non-structural proteins involved in the viral cycle. Enteroviruses cause a wide spectrum of human diseases, with clinical signs ranging from mild febrile illness, such as the common cold, to severe forms, such as acute haemorrhagic conjunctivitis, myocarditis, encephalitis, and acute flaccid paralysis (Tapparel et al., 2013).

Currently, more than 20 types of EV-Cs have been identified (Knowles et al., 2012), including the three serotypes of poliovirus (PV-1 to −3) that can induce severe and potentially fatal cases of poliomyelitis in humans. Typing of enteroviruses relies on molecular characterization of the capsid-encoding region (Blomqvist and Roivainen, 2016). For this purpose, many generic assays were developed to amplify genomic fragments within the VP4-, VP2-, or VP1-encoding regions by RT-PCR and to sequence the resulting amplicons. The sequences of clinical or field viruses can be compared to those of prototype strains in order to determine their respective types.

Besides typing, molecular characterization of circulating EV-Cs generally implies sequencing of untranslated or non-structural genomic regions, or even full-length sequencing of the genome. Indeed, recombination events between enteroviruses are known to be very frequent, thus leading to complex ecosystems of co-circulating viruses featuring mosaic genomes (Savolainen-Kopra and Blomqvist, 2010; Combelas et al., 2011; Kyriakopoulou et al., 2015). As recombination constitutes a powerful force that drives enterovirus evolution, sequencing of different genomic regions of isolates is crucial to detect recombination events. Such events are revealed by incongruent clustering of genetic sequences in phylogenetic trees, depending on the studied genomic regions.

Generic assays have been developed to amplify non-structural regions of EV genomes, particularly the 5′-UTR and the 2C- and the 3D-encoding regions (Bessaud et al., 2008). These wide-range assays can be used to characterize portions of the genome of EV-Cs but determining the full-length genomic sequences requires additional sequencing steps to bridge the gaps between the sequences determined through generic assays. These steps require the usage of specific primers that have to be designed for each isolate and can be very labor-intensive when numerous isolates of many types are studied.

In order to facilitate the full-length sequencing of EV-C isolates, a simple method was developed, which allowed the amplification of the whole genome by RT-PCR using four generic primer pairs. Four overlapping fragments were produced by performing four separate PCR reactions on cDNAs generated through a single RT reaction. The four amplicons were then pooled and purified prior to sequencing by high-throughput sequencing methods.

The amplification step was assessed on a panel of prototype and field strains whose genome had been previously sequenced by the Sanger method. Sequencing data was analyzed by mapping the reads against reference sequences and by de novo assembly. This method was able to determine the full-length genomic sequences of EV-C isolates with high sensitivity and to discriminate the different genomic sequences within mixtures of viruses.

MATERIALS AND METHODS

Viruses

Twenty-two viruses were used for this study (Table 1). The prototype viruses are available on the Pasteur Institute collection (Centre de ressources biologiques de l'Institut Pasteur, Paris, France). Field isolates originated from stool samples collected in Madagascar in 2002 (Rakoto-Andrianarivelo et al., 2005, 2007) and in Chad in 2008–2009 (Sadeuh-Mba et al., 2013). The whole genomic sequence of these isolates were previously determined by the Sanger method (Bessaud et al., 2011).


Table 1. Viruses used in the study.
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All work with infectious viruses was carried out in a BSL-2 facility. All viruses were grown in HEp-2c cell monolayers in DMEM supplemented with 2% fetal calf serum and 2 mM L-glutamine at 37°C, except coxsackievirus (CV) A1 Tompkins and CV-A19 NIH-8663, see below. These latter cannot be propagated in cell lines but can infect suckling mice. RNA of these two viruses was extracted from brains of mice inoculated intracerebrally. These brains were retrieved from the laboratory collection and no mice were used during this study. Brains were crushed in PBS before RNA extraction.

Sequence Analysis and Primer Design

EV-C full-length nucleotide sequences retrieved from the GenBank database were aligned using CLC Main Workbench 7.6.4 software (CLC bio). Eight degenerated primers were designed to target conserved genomic regions (Table 2).


Table 2. Primers used in this study.
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RNA Extraction

Viral RNA was extracted from 250 μL of culture supernatants or clarified brain extracts using the High Pure Viral RNA kit (Roche Diagnostics, Meylan, France), following the manufacturer's instructions.

In order to check the RNA extraction step, a one-step real-time RT-PCR assay was performed on extraction products using a pan-enterovirus generic assay previously described (Monpoeho et al., 2000).

Synthesis of the Four Overlapping Amplicons by 2-Step RT-PCR

For each virus, four overlapping DNA fragments were produced by RT-PCR (Figure 1). cDNA synthesis was performed as previously described (Bessaud et al., 2008). The reaction mixture contained 5 μL of purified viral RNA, 2 μL of 5X First-Strand Buffer, 0.01 M dithiothreitol (1 μL), 100 ng of the random primers heptaN (1 μL), 10 nmol of each dNTP (1 μL of a 10 mM mixture), and 100 U of SuperScript II (0.5 μL). The RT reaction mixture was incubated at 25°C for 10 min, 42°C for 45 min and 95°C for 5 min.
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FIGURE 1. Schematic representation of the locations of the primers used for the PCR step. The upper scheme represents the organization of the enterovirus genomic RNA. Arrows indicate the sites targeted by the primers. The RT-PCR products are colored according to the corresponding primer pair.



The cDNA was then used as a template for amplification in four PCRs carried out in a final volume of 50 μL that included 5 μL of 10X PCR Buffer w/o MgCl2, 1.5 mM of MgCl2, 10 nmol of each dNTP, 50 pmol of each primer, 2 μL of cDNA, and 2.5 U of Platinum Taq DNA polymerase (Invitrogen). The thermocycler profile was 2 min at 94°C followed by 30 cycles of 30 s at 94°C, 30 s at 55°C, and 3 min at 72°C.

Ten microliters of each PCR product were analyzed on ethidium bromide-stained agarose gels. For each virus, the four PCR products were pooled, purified on silica columns (Wizard SV Gel and PCR Clean-Up System, Promega) and eluted in 30 μL of water. No purification of the amplicons was performed by gel-excision, even when additional bands were detected on ethidium bromide-stained agarose gels.

Assay Sensitivity

The sensitivity of the assay was evaluated using serial three-fold dilutions of a cell culture supernatant infected by CV-A13 isolate 67001 whose titer was determined according to the WHO standard protocol (Anonymous, 2004). To maintain the same amount of cellular nucleic acids across dilutions, dilutions were prepared using a supernatant of confluent non-infected HEp-2c cell monolayer that was frozen and thawed twice and then clarified by centrifugation. RNA was extracted from 250 μL of each dilution and subjected to real-time RT-PCR as described in Section RNA Extraction, and amplified by RT and PCR as described in Section Synthesis of the Four Overlapping Amplicons by 2-Step RT-PCR.

Detection of Virus Mixtures

Four mixtures were prepared using cell culture supernatants of CV-A13 isolates 67900 and 67001 whose titer was determined according to the WHO standard protocol (Anonymous, 2004). Titers were adjusted to 107.5 TCID50.mL−1 before mixing. Different mixtures were prepared with 67900/67001 titer ratios ranging from 1:1 to 10:1. RNA was extracted from 250 μL of these mixtures and subjected to RT and PCR as described in Section Synthesis of the Four Overlapping Amplicons by 2-Step RT-PCR.

Sequencing Process

DNA concentration of the purified RT-PCR products was determined by using a VarioskanLux (ThermoScientific). Libraries were built using 1 ng of DNA with the Nextera XT DNA Library Preparation kit in a SureCycler 8800 thermocycler (Agilent). After purification on AMPure beads (Beckman), the libraries were controlled using the High Sensitivity D1000 assay (Agilent) on a TapeStation 2200. Sizing was achieved by electrophoresis on a PippinPrep System with the PippinPrep kit CDF1510 (Ozyme). Finally, the libraries were quantified using the KAPA Quantification kit on a LightCycler 96 System (Roche). Sequencing was performed on a NextSeq500 with the HighOutput or MidOutput kits. All kits were used following manufacturer's instructions.

Data Analysis

Trimming

Reads were demultiplexed followed by the removal of tags and adaptors. After importation in CLC Genomics Workbench 8.5 (CLCbio), reads were trimmed using the following parameters: Trim quality score limit = 0.01; Trim ambiguous nucleotides with Maximum number of ambiguities = 1. To avoid the presence of primer sequences in the reads, the 26 5′- and 3′-terminal nucleotides were removed. After trimming, reads shorter than 50 nucleotides were discarded.

Mapping of the Reads to a Reference

For each sample, the trimmed reads were mapped against the reference sequence of the corresponding virus. The sequences used as references were the sequences previously determined by the Sanger method. The entire genome of all field isolates were previously sequenced in our laboratory (Bessaud et al., 2011); for prototype strains, the sequences used as references were retrieved from the Genbank database. Mapping was achieved with CLC Genomics Workbench 8.5 by using the following parameters: Mismatch cost = 10; Insertion cost = 3; Deletion cost = 3; Length fraction = 0.5; Similarity fraction = 0.95.

De novo Assembly

For each sample, the trimmed reads were assembled without any reference using CLC Genomics Workbench 8.5 with the following parameters: Mismatch cost = 2; Insertion cost = 2; Deletion cost = 2; Length fraction = 0.5; Similarity fraction = 0.95.

All contigs longer than 200 nucleotides were submitted to BLAST analysis (Mount, 2007). Virus contigs were compared with the reference sequence of the corresponding virus determined by the Sanger method through alignment.

RESULTS

Sequence Analysis and Primer Design

Eight degenerated primers were designed to target nucleotide sequences that were conserved among EV-Cs (Figure 1). C004 and C005 target the extremity of the 5′ and 3′ non-coding region, respectively. C018, C019, and C008 match with conserved regions already targeted by pan-EV molecular assays (Caro et al., 2001; Nix et al., 2006; Bessaud et al., 2008) within the VP3 gene, at the 2A/2B junction, and within the 2C cis-acting replication element (Cordey et al., 2008), respectively. The three other primers, C021, C022, and C009 match with VP2 and 2C sequences.

The primer pairs C004/C021, C022/C019, C018/C009, and C008/C005 were used to produce four overlapping DNA fragments (fragments A–D) that span the entire viral genome. Fragments ranged from ~1200 to ~3000 nucleotides in length. Overlapping regions were approximately 240-nt-long for fragments A and B and fragments C and D (Figure 1). The overlapping region for fragments B and C was longer than 1600 nt.

RT-PCR Amplification

The four primer pairs C004/C021, C022/C019, C018/C009, and C008/C005 were tested on prototype and field strains representative of 12 EV-C types (Table 1). This panel included the three PV serotypes and non-polio types commonly isolated during environmental or epidemiological surveillance, such as CV-A11, CV-A13, CV-A17, CV-A20, CV-A21, and EV-C99. One field strain belonged to the type EV-C95 that was recently discovered (Junttila et al., 2015) and of which few isolates were reported in Africa. The panel also included the prototype strains of CV-A1 and CV-A19, two types that are uncultivable on cell lines (Brown et al., 2003). Overall, 22 viruses were used to assess the efficiency of the primers. After RNA extraction, detection of viral RNA by real-time RT-PCR resulted in cycle threshold values ranging from 11.5 ± 0.1 to 23.7 ± 0.1 (Table 1).

Following the RT step with random primers performed on viral RNA extracted from infected cell culture supernatants (or from crushed brains of mice infected by CV-A1 or CV-A19), the PCR performed with the four primer pairs produced gel bands at the expected size for all the viruses (data not shown). Some additional bands were also observed for certain RT-PCR products. Among our panel, CV-A19 NIH-8663 RNA gave the weakest bands on ethidium bromide-stained gel after the RT-PCR step. It is not possible to exclude the hypothesis that the four primer pairs had a low efficiency in amplifying the genome of this virus through PCR because of mismatches. Nonetheless, since the RNA of this virus was extracted from a mouse brain collected more than 20 years ago, this result is more likely due to the low amount of full-length virus RNA in this sample.

Results of Sequencing

The products of RT-PCR amplification of non-polio EV were sequenced by Illumina technology. Due to French regulations relating to PV containment, the sequencing platform was not allowed to handle the PV RT-PCR products.

For each sample, the four RT-PCR fragments were produced separately and then pooled prior to purification. Sequencing resulted in a list of reads of which most were ~100 nucleotide-long after trimming. Because all of the samples were not sequenced during the same run, the number of reads varied from sample to sample. Thus, the number of reads after trimming ranged from 76,802 to 714,322 (Table 3).


Table 3. Overview of the results of the bioinformatics analysis performed on sequencing data.
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Bioinformatics Analysis

Raw data generated by high-throughput sequencing was analyzed by two different methods commonly used for virus characterization.

The first method consists in mapping the reads against a reference sequence. This method can be used to re-sequence isolates or to detect single-point mutations that appear when a given virus is propagated under different conditions (e.g., various host species, various cell lines or presence of antiviral molecules, for example).

The second method consists in constructing contigs through de novo assembly (i.e., without any reference sequence to drive the assembly). This method can be used to determine the full-length sequence of viruses isolated from clinical or environmental samples.

Mapping on Reference Sequence

For each sample, reads were mapped against the corresponding sequence previously determined by the Sanger method (Table 3). For all samples except one, more than 87% of the reads mapped against the reference sequence. The only exception was CV-A19 NIH-8663, a non-cultivable virus, in which only 40% of the reads mapped to the reference.

For all samples, the reference sequence was fully covered without any gaps (breadth of coverage >99.0%). The breadth of coverage never reached 100.0% because the sequences corresponding to the outer primers C004 and C005 and the few nucleotides located downstream C005 were absent in the final contig.

Average depth of coverage, which is the average number of times a base is sequenced, was very high (>980) but varied greatly from sample to sample (Table 3), depending on the total number of reads (correlation coefficient >0.999). Coverage depth was heterogeneous along the mapping (Figure 2) but was high enough to deduce an unambiguous consensus sequence even for samples with a low number of reads (CV-A11 66122 or CV-A17 68154 for instance) or a low proportion of mapping reads (CV-A19 NIH-8663).
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FIGURE 2. Coverage depth observed for three samples after mapping on their respective reference sequence. Coverage depth is the number of times a base is sequenced. On the right side of each graph, the minimum and maximum coverage depth values are indicated.



The consensus sequences of field strains deduced from mapping were compared to the consensus sequences determined by the Sanger method using RNA extracted from the same cell culture supernatants. For each virus, the two consensus sequences were identical indicating that high-throughput sequencing did not introduced nucleotide changes in the consensus sequences compared to the Sanger method.

De novo Assembly

In order to assess the ability of the method to determine full-length sequences of the original isolates, the trimmed reads of each sample were assembled without using a reference.

For all samples, the de novo assembly tool of CLC Genomics Workbench succeeded in assembling the virus genome into a unique contig that covered the entire genome between the outer primers C004 and C005. The number of reads included in the final full-length contigs was virtually similar to the number of reads previously found to map against the reference (Table 3). The consensus sequence deduced from de novo assembly was identical to the consensus sequence already determined by mapping.

For most samples, besides the viral contigs, de novo assembly produced additional contigs that were identified as human sequences (or mouse sequences for CV-A1 and CV-A19 samples) by BLAST analysis. These contigs were from non-specific amplification of cellular nucleic acids during the RT-PCR process or from contamination of the viral RNA with cellular DNA during extraction. The number of such contigs varied tremendously from sample to sample, ranging from 0 to 783 (Table 3). Nonetheless, contaminating nucleic acids did not compromise the proper assembly of the viral genome, even for the CV-A19 sample that contained mostly non-viral reads.

Sensitivity of the Assay

In order to evaluate the sensitivity of the assay, three-fold serial dilutions of a CV-A13 67001 supernatant at 107.8 TCID50.mL−1 were prepared. After RNA extraction, detection of viral RNA by real-time RT-PCR showed positive results for extracts from the first 15 dilutions (Table 4).


Table 4. Evaluation of the sensitivity of the assay.
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The 2-step RT-PCR assays using C004/C021, C022/C019, C018/C009, and C008/C005 were tested on these extracts. The four primer pairs were able to generate detectable amplicons for RNA extracted from the undiluted supernatant and from the first four dilutions (Figure 3). Since ethidium bromide-stained gels have a detection limit of few nanograms of DNA per band, the absence of visible bands after the amplification of the highest dilutions does not indicate necessarily that no amplicons were generated for these dilutions. Therefore, all the RT-PCR products were investigated through high-throughput sequencing.
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FIGURE 3. Sensitivity of the different primer pairs on CV-A13 67001 RNA extracted from three-fold serial dilutions. The DNA size scale, expressed in base pairs (bp), is indicated on the left side of the gels.



After pooling and purification, the RT-PCR products of each dilution were sequenced during the same run. The total number of reads varied from sample to sample, from 88,930 to 316,336 (Table 4). In the sample from the undiluted supernatant, 99.9% of reads mapped against the reference sequence. As expected this proportion decreased when the dilution factor increased but even the samples from the highest dilutions contained a few hundred reads from the virus genome. The non-mapped reads were from cellular nucleic acids. For the six last samples (dilution factor ≥ 310), the number of virus reads was too low to reconstitute the full-length genome sequence through de novo assembly. By contrast, de novo assembly succeeded in building the full-length genome for all samples with dilution factor ≤ 39, including the last one in which only 2.5% of the reads were from the virus. For this sample, the coverage depth ranged from 5 to 95 along the contig (average of 28). In spite of this relatively low depth, the contig sequence generated for this sample was identical to the Sanger consensus sequence.

These results demonstrated that the method was able to generate full-length sequences of EV-C isolates from a few thousand reads and indicated that sequencing can be attempted even in the absence of detectable bands on agarose gels.

Detection of Mixtures

Supernatants of cell cultures inoculated with clinical and environmental samples often contain mixtures of enteroviruses. In order to determine whether the method was able to sequence mixtures by assembling properly different viral contigs, four mixtures of viruses were prepared by mixing cell culture supernatants of two viruses, 67900 and 67001. These two viruses belong to the same serotype (CV-A13) and display together a nucleotide identity of 83%. The four mixtures contained the same volume of 67900 supernatant but different volumes of 67001 supernatant (Table 5). Thus, the titer ratios ranged from 1:1 to 10:1.


Table 5. Results obtained after sequencing and de novo assembly of mixtures of two viruses, CV-A13 67900 and CV-A13 67001.
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For the four mixtures, de novo assembly generated separate contigs for reads from 67900 and from 67001. As expected, the proportion of reads included in the 67900 contigs increased from mixture 1 to mixture 4 while the proportion of reads in the 67001 contigs decreased (Table 5). Nonetheless, even in mixture 4, which contained 10-fold less starting 67001 RNA compared to mixture 1, the method was able to properly generate a full-length contig corresponding to the expected sequence of 67001.

These results demonstrated that, by using the parameters indicated in Section De novo Assembly, the stringency of the de novo bioinformatics analysis was high enough to allow the segregation of the reads into separate contigs.

DISCUSSION

High-throughput sequencing techniques constitute a powerful tool for the study of viruses (Quiñones-Mateu et al., 2014; Nelson and Hughes, 2015). By allowing concomitant sequencing of millions of DNA fragments, they allow rapid sequencing of a great number of samples and in-depth characterization of minority genomic variants. The aim of this study was to develop a convenient method allowing the whole sequencing of the genome of EV-C isolates by using high-throughput sequencing.

Different strategies have been reported to copy viral genomic RNAs into DNA fragments that can be subsequently sequenced by high-throughput techniques.

Some strategies are based on random amplification using non-specific primers (Berthet et al., 2008; Djikeng et al., 2008). These strategies generally lead to the generation of DNA libraries that mainly consist of non-viral sequences, thus decreasing the amount of relevant reads obtained by sequencing. Reducing the amount of unwanted reads requires the use of additional procedures to physically enrich the samples for viral RNAs (Hall et al., 2014) or to limit the amplification of host nucleic acids (Ge et al., 2015). Whole sequencing of virus RNA genomes amplified by random primers can also be impaired by the relatively low amplification rate of some genomic regions, which can lead to gaps in the genomic sequences (Rosseel et al., 2013).

Alternate strategies are based on primers that specifically target the viral RNAs to be sequenced. Such strategies have been already reported to sequence several positive-strand RNA viruses, including enterovirus A71 (Wright et al., 2011; Baronti et al., 2015; Cruz et al., 2016; Thomson et al., 2016). In our experiments, using EV-C-targeting primers rather than random primers limited the number of reads from cellular nucleic acids: the proportion of reads from viral origin was higher than 90% for most samples. The method was thus sensitive enough to determine full-length genomes through de novo assembly from only a few thousand reads.

The four primer pairs were efficiently tested on viruses belonging to EV-C types commonly isolated during epidemiological studies, including the three serotypes of PV. They also amplified CV-A1 and CV-A19, which were more closely related to EV-C types recently identified, such as EV-C113 and EV-C116 (Tokarz et al., 2013). Since the primers were designed from an alignment comprising the sequences of all currently known EV-C types, they are likely to be used successfully to amplify any EV-Cs. We cannot exclude that these primers are also able to amplify genomic sequences of viruses closely related to EV-Cs. In particular, the primer C008 targets the cis-acting replication element that is highly conserved among EV-As, -Bs, -Cs, and –Ds (Cordey et al., 2008). Reads from EV-As, -Bs, or –Ds, or even rhinoviruses could thus be found in the sequencing data generated from EV-Cs cell cultute supernatants co-infected by members of these species. Nonetheless, as our bioinformatics analyses was stringent enough to discriminate reads from two EV-Cs belonging to the same type, they are likely to discriminate reads from more divergent viruses, thereby preventing the generation of contigs made of reads from viruses belonging to different species.

Our method was able to generate sequencing data even when no bands were observed on agarose gel after the RT-PCR step. This is a great advantage compared to Sanger-based sequencing that requires substantial amounts of DNA. Since the sensitivity of high-throughput sequencing depends as much on the sequencing depth (i.e., the total number of reads obtained for a given sample) as it does on the amount of virus genome copies in the sample, increasing the sequencing depth would overcome the low yield of RT-PCR amplification that could be observed for some samples. Another advantage of high-throughput sequencing compared to Sanger-based technics is that no gel-purification of the RT-PCR products was required, even in the presence of contaminating bands. In case of numerous samples to be analyzed, the RT-PCR products could be purified faster by using ultrafiltration-based or silica-based 96-well plates rather than individual silica-based columns.

For all samples, the coverage depth was heterogeneous along the genome. Heterogeneous coverage depths are often observed after high-throughput sequencing, partly because of the processing of the samples (Head et al., 2014; van Dijk et al., 2014). Thus, biases can be introduced by the random shearing of the DNA being sequenced (Poptsova et al., 2014) and by the PCR amplification performed during the library preparation (Aird et al., 2011). After these steps, some genomic regions can be overrepresented whereas others are underrepresented in the final libraries. Therefore, the coverage depth along the genome does not reflect necessarily the relative abundance of DNA amplicons in the original sample. However, in our experiments, the low coverage depth observed in some genomic regions did not impair the generation of the full-length consensus sequence of the corresponding genomes through de novo assembly.

In conclusion, we developed a set of generic primers for the synthesis of RT-PCR products that span the whole genome of EV-C isolates. This method was evaluated by using a panel of viruses already characterized by Sanger-based methods to allow the comparison of the sequences generated by our technique with those obtained previously. For de novo assembly, the raw data were analyzed in real conditions, i.e., with no reference to the sequences already obtained by Sanger-based methods. After assembly, the consensus sequences generated in this way were identical to the Sanger consensus sequences.

In this work, the RT-PCR products were sequenced by the Illumina sequencing technology but could be sequenced on any high-throughput sequencing platform. Thus, the sequencing of DNA amplicons covering the whole genome of enterovirus A71 isolates on an Ion Torrent Personal Genomic Machine System was previously reported (Baronti et al., 2015).

This method will serve as a multipurpose tool for laboratories involved in the enterovirus surveillance. It could be used to quickly determine full-length genomic sequences of EV-Cs isolated in cell cultures during environmental surveillance or from patients. In particular, characterization of the genome of vaccine-derived PV, which generally display recombinant genomes made of PV and non-PV genetic sequences (Combelas et al., 2011), could be achieved quickly. The method could also be used to get the full-length sequences of EV-Cs belonging to uncharacterized collections, for example those constituted by the laboratories involved in diagnosis or environmental surveillance (Zaidi et al., 2016). Analyzing large panels of full-length EV-C genomes originating from such collections would help to describe the recombination events that occur between co-circulating viruses and to better understand how recombination drives EV-C evolution.
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Human rhinovirus-C (HRV-C) has been implicated in more severe illnesses than HRV-A and HRV-B, however, the limited number of HRV-C complete genomes (complete 5′ and 3′ non-coding region and open reading frame sequences) has hindered the in-depth genetic study of this virus. This study aimed to sequence seven complete HRV-C genomes from Malaysia and compare their genetic characteristics with the 18 published HRV-Cs. Seven Malaysian HRV-C complete genomes were obtained with newly redesigned primers. The seven genomes were classified as HRV-C6, C12, C22, C23, C26, C42, and pat16 based on the VP4/VP2 and VP1 pairwise distance threshold classification. Five of the seven Malaysian isolates, namely, 3430-MY-10/C22, 8713-MY-10/C23, 8097-MY-11/C26, 1570-MY-10/C42, and 7383-MY-10/pat16 are the first newly sequenced complete HRV-C genomes. All seven Malaysian isolates genomes displayed nucleotide similarity of 63–81% among themselves and 63–96% with other HRV-Cs. Malaysian HRV-Cs had similar putative immunogenic sites, putative receptor utilization and potential antiviral sites as other HRV-Cs. The genomic features of Malaysian isolates were similar to those of other HRV-Cs. Negative selections were frequently detected in HRV-Cs complete coding sequences indicating that these sequences were under functional constraint. The present study showed that HRV-Cs from Malaysia have diverse genetic sequences but share conserved genomic features with other HRV-Cs. This genetic information could provide further aid in the understanding of HRV-C infection.

Keywords: Malaysia, complete genome, HRV-C, genomic feature, phylogenetic, negative selection

INTRODUCTION

Human rhinovirus (HRV) has been recognized as one of the respiratory viruses associated with common cold in humans since the late 1950s. HRV infection is a significant burden that is frequently associated with morbidity and mortality among hospitalized pediatric patients not only in Malaysia, but also worldwide (Etemadi et al., 2013). HRV has more than 100 serotypes, which have been clustered into three groups: HRV-A, B, and C (McIntyre et al., 2013). To date, HRV-A consists of 80 serotypes, HRV-B consists of 32 types, and HRV-C consists of 55 types (Picornaviridae Study Group, 2014).

HRV-C, which was discovered in 2006, is a new species of HRV and has led to the reemergence of research interest in HRV (Lamson et al., 2006; Lau et al., 2007). The unique characteristics of HRV-C that distinguish it from HRV-A and HRV-B include the lack of usage of both major and minor receptors for host binding (Bochkov et al., 2011), potential resistance to pleconaril, a higher GC content, and a series of nucleotide deletions in the VP1 region, which yields a shorter complete genome (Lau et al., 2007).

A clearer picture of biological properties of HRV-A and HRV-B has been revealed through several studies that utilized a large number of HRV-A (n > 80) and HRV-B (n > 30) complete genome sequences in the Genbank (Palmenberg et al., 2009, 2010). Currently, there are only 18 HRV-C complete genomes (with complete 5′ non-coding region (NCR), 3′ NCR and open reading frame (ORF) sequences) available. This has greatly hampered the further study of this virus. Only partial and complete HRV-C VP1 and VP4/VP2 sequences have been largely published in the Genbank, hence, no in-depth analysis of the genomic features is possible.

Many studies have reported higher occurrence of HRV-C than HRV-A and HRV-B in severe respiratory diseases (McErlean et al., 2007; Miller et al., 2009). In addition, the association of specific HRV sequences with clinical severity is not well understood. To date, most of the published studies focused on the HRV-C capsid regions. Thus, a comparative sequence analysis using HRV-C complete genomes is an effective approach to gain more insight into this virus. In the present study, seven HRV-C complete genomes from children with respiratory tract infections in Malaysia were sequenced and comparative analyses of Malaysian isolates with other HRV-Cs were performed. This is the first report on the complete genome sequencing and comparative analyses of HRV-C from Malaysia. Seven HRV-C complete genome sequences were successfully amplified in the present study and comparative genetic analyses demonstrated that all HRV-Cs, as well as Malaysian isolates, share the same genomic features even though their nucleotide sequences are highly variable. This genetic information is useful for future studies of HRV-C pathogenesis and undoubtedly will make a significant contribution in the understanding of rhinovirus genomics.

MATERIALS AND METHODS

Patient Recruitment and Sample Collection

Seven nasopharyngeal aspirate (NPA) samples were collected from children with respiratory tract infection at University Malaya Medical Center (UMMC) in Malaysia between October 2010 and May 2011 (Medical Ethic Approval no. 788.3) (Chan et al., 2012). These samples were previously confirmed as HRV-C based on the sequence of the VP4/VP2 region (Chan et al., 2012). RNA was extracted using QIAamp Viral RNA Mini Kit (Qiagen, Germany) according to the manufacturer's instructions.

Redesigning Primers

Three HRV-C complete genomes (accession number: EF582385, EF582386, and EF582387) were aligned by using ClustalW implemented in the MEGA6 program package (Tamura et al., 2013). Primers were modified and redesigned based on the primers used by Lau et al. (2007), and the redesigned primers were based on conserved regions to generate amplicon of less than 1 kb (Supplementary Table 1).

Complete Genome Sequencing

cDNA was synthesized using the SuperScript III kit (Invitrogen, USA) according to the manufacturer's instructions with minor modifications. A combined random priming and oligo (dT) priming strategy was utilized to produce cDNA. The reaction mixture contained 2.75 μL of RNA, a mixture of 5 μM random hexamer (Thermo Scientific, USA) and 0.5 μM oligo-dT18 (Thermo Scientific, USA) (a ratio of 10:1), 0.5 mM dNTP, 1X first strand buffer (250 mM Tris-HCl pH 8.3, 375 mM KCl, 15 mM MgCl2), 5 mM DTT, 10 U RNaseOUT (Invitrogen, USA), 50 U SuperScript III reverse transcriptase, and nuclease-free water to a final volume of 5 uL. The mixture was incubated at 25°C for 10 min, followed by incubation at 55°C for 60 min, and a final incubation at 70°C for 15 min.

PCR amplification was performed with 1 μL cDNA, 1X Colorless GoTaq Flexi Buffer, 3 mM MgCl2, 0.2 mM dNTP (Fermentas, USA), 1.0 μM of each forward and reverse primer, and 1 U GoTaq Flexi DNA Polymerase (Promega, USA) for a final volume of 25 μL. This reaction was subjected to thermal cycling at 95°C for 5 min, followed by 35 cycles each consisting of denaturation at 95°C for 1 min, annealing for 1 min (annealing temperature varies with different primers in Supplementary Table 1), and extension at 72°C for 1 min and a final extension at 72°C for 5 min using MyCycler Thermal Cycler (BioRad, USA). The 5′ and 3′ NCRs of the viral genome were amplified using the 5′ rapid amplification of cDNA ends (RACE) system and 3′ RACE system (Invitrogen, USA), respectively, according to manufacturer's protocol.

The PCR products were gel-purified using the gel/PCR DNA fragments extraction kit (Geneaid, Taiwan). These products were bi-directionally sequenced with both forward and reverse primers by First Base Laboratories Sdn Bhd (Selangor, Malaysia). NCRs and the insufficient concentration of purified PCR products were cloned into the yT&A vector (Yeastern, Taiwan) and transformed into Top 10F' Escherichia coli following the manufacturer's protocol. Then, plasmids from three positive bacteria clones were extracted and purified using the High-Speed Plasmid Mini Kit (Geneaid, Taiwan). These positive plasmids were sent to First Base Laboratories Sdn Bhd (Selangor, Malaysia) for sequencing using ABI3770 sequencer (Applied Biosystems, USA).

Genome Alignment

The sequences were edited and assembled with the use of BioEdit version 7.1.11 software (Hall, 1999). Eighteen HRV-C complete genome references (with complete 5′ NCR, 3′ NCR and ORF) up until January 2016 were retrieved from the GenBank. These HRV-Cs were used in comparative analysis and are referred to as “other HRV-Cs.” Alignment of the seven HRV-C gene sequences completed in this study and the other HRV-Cs complete genomes was performed by using ClustalW implemented in the MEGA6 program package (Tamura et al., 2013).

Phylogenetic Analysis

JmodelTest 2.1.1 (Darriba et al., 2012) was used to determine the best-fit nucleotide substitution model. The maximum likelihood phylogenetic tree was constructed using General Time Reversible (GTR) as the best substitution model with gamma distributed and invariant sites. To construct the phylogenetic trees, bootstrap values calculated from 1000 trees were implemented in the MEGA6 program package (Tamura et al., 2013). The bootstrap values of 70 or higher were considered as significant clustering.

Pairwise Similarity

Pairwise similarity among the nucleotide of HRV-Cs complete genomes and complete coding sequences, and complete coding deduced amino acid sequences were calculated with the use of the GeneDoc 2.7.000 software (Nicholas et al., 1997).

Sequence Analyses

The nucleotide sequences of Malaysian isolates and other HRV-Cs were translated into deduced amino acid sequences using MEGA6 program package (Tamura et al., 2013). The deduced amino acid and NCR sequences of Malaysian isolates and other HRV-Cs were aligned with reference sequences: HRV-16 (accession number: L24917, HRV-A), HRV-2 (accession number: X02316, HRV-A), HRV-1 (accession number: FJ445111, HRV-A), HRV-1B (accession number: D00239, HRV-A), HRV-3 (accession number: EF173422, HRV-B), HRV-14 (accession number: NC_001490, HRV-B), HRV-70 (accession number: DQ473489, HRV-B), or coxsackievirus B3 (accession number: M33854, CV-B3) using ClustalW implemented in the MEGA6 program package (Tamura et al., 2013) to determine the functional motifs.

Selective Pressure Analysis

The synonymous (dS) and non-synonymous (dN) changes at every codon of all the HRV-C complete coding sequences, including seven Malaysian isolates (n = 25), were estimated using three different selective pressure analyses implemented in DataMonkey (http://www.datamonkey.org) (Pond and Frost, 2005). The analyses were single likelihood ancestor counting (SLAC), fixed effects likelihood (FEL), and internal fixed effects likelihood (IFEL). These methods were conducted using the GTR model of nucleotide substitution and neighbor-joining method to determine the rate for dN and dS. In addition, the estimation of positive and negative selections was determined using p-value of 0.1. The synonymous rate exceeding the non-synonymous rate was considered as negative selection (dS > dN), while the positive selection was defined as when the non-synonymous rate exceeds the synonymous rate (dN > dS). Neutral selection was defined when the non-synonymous rate equals to the synonymous rate (dN = dS).

Nucleotide Sequence Accession Numbers

The complete genomes of seven Malaysian isolates were deposited in the GenBank under the accession numbers KF734978, KJ675505, KJ675506, KJ675507, KP890662, KP890663, and KP890664.

RESULTS

Malaysian Isolates Showed Highly Diverse Nucleotide Sequences

Complete genomes of seven HRV-Cs (1515-MY-10, 1570-MY-10, 3430-MY-10, 3805-MY-10, 7383-MY-10, 8097-MY-11, and 8713-MY-10) were successfully sequenced in this study. Similar to other HRV-Cs, the nucleotide length of the Malaysian isolates complete genomes ranged from 7087 to 7127 bp, with an ORF that encoded for a polyprotein of 2139–2155 amino acids. Complete 5′ NCR and 3′ NCR lengths were 611–640 bp and 41–52 bp, respectively. The GC content of all the isolates was 42.3–43.8% (Supplementary Table 2).

Malaysian isolates complete genomes and complete coding sequences showed nucleotide similarity of 63–81% among themselves and 63–96% with other HRV-Cs (Table 1). In addition, Malaysian isolates demonstrated complete coding deduced amino acids similarity of 66–91% among themselves and 65–99% with other HRV-Cs. These results show that immense differences in both nucleotide and deduced amino acids sequences were observed among Malaysian isolates. Low nucleotide pairwise sequence similarity with different types of the other HRV-Cs suggests that Malaysian HRV-Cs are genetically diverse.

Table 1. Nucleotide and deduced amino acid similarity between Malaysian isolates and HRV-C references.
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Phylogenetic Analysis Based on All the Available Complete Genomes Showed a Different Clustering Pattern Compared to VP1 Gene

Phylogenetic analysis of HRV-C complete genomes showed no clear geographical or temporal segregation of the Malaysian isolates and other HRV-Cs (Figure 1). The analysis revealed that 1515-MY-10 was closely related to 026 from Hong Kong, which has been classified as HRV-C6, and the nucleotide similarity was as high as 96% for the complete genome (Table 1). In addition, isolate 7383-MY-10 was also clustered with a group of C6 from Hong Kong and China and one HRV-C3 (QPM) from Australia. Isolate 3430-MY-10 showed a similar grouping pattern with 7383-MY-10, which this isolate grouped with an additional closer strain, NY-074 (C7) from USA compared to 7383-MY-10, while 8097-MY-11 grouped with C51 lineage from China and USA. Besides, isolate 3805-MY-10, which was closely clustered with LZY101 (C12) from China, also showed 92% of nucleotide similarity in the complete genome (Table 1). Isolate 1570-MY-10 was grouped together with 3805-MY-10 and LZY101 (C12), whereas 8713-MY-10 demonstrated a closer relationship with 2536 (C41) from the USA (Figure 1). Despite the obvious clustering pattern, the nucleotide similarities between 7383-MY-10, 3430-MY-10, 8097-MY-11, 1570-MY-10, 8713-MY-10 and their respective HRV-C in the clustering were only 74–81% (Table 1).
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FIGURE 1. Phylogenetic analysis of complete genome sequences of HRV-A, B, and C and seven Malaysian isolates used in this study. The Malaysian isolates were denoted as (•). Tree was constructed by using maximum likelihood method and General Time Reversible as substitution model with gamma distributed with invariant sites rate, with 1000 bootstrap replicates implemented in the program MEGA version 6. Black triangles represent HRV-A and HRV-B isolates, respectively. Only bootstrap values with higher than 70% were shown.



To perform the phylogenetic analysis based on the VP1 gene, a phylogenetic tree was built using the HRV-C complete VP1 gene from the available sequences in the Genbank. While there were many VP1 sequences in the Genbank for a single HRV-C type, only one VP1 sequence was chosen to represent each HRV-C type. Similar to the tree drawn with complete genome, 1515-MY-10 and 3805-MY-10 were still grouped with C6 and C12, respectively (Figures 1, 2); however, isolate 1570-MY-10 was later grouped with C42, 3430-MY-10 with C22, 7383-MY-10 with C1, 8097-MY-11 with C26, and 8713-MY-10 with C23 (Figure 2). The observed differences were due to the absence of C1, C22, C23, C26 and C42 complete genomes in Genbank.
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FIGURE 2. Phylogenetic analysis of VP1 region of HRV-C and seven Malaysian isolates used in this study. The Malaysian isolates were denoted as (•). Tree was constructed using maximum likelihood method and General Time Reversible as substitution model with gamma, distributed with invariant sites rate with 1000 bootstrap replicates, implemented in the program MEGA version 6. Only bootstrap values of higher than 70% were shown.



Pairwise Similarity Analysis Revealed Five New HRV-C Complete Genomes

Majority of the Malaysian isolates were consistent with pairwise distance threshold classification (Simmonds et al., 2010). They displayed more than 90% similarity with their respective HRV-C reference in both VP4/VP2 and VP1 nucleotide sequences, except for 7383-MY-10 (Supplementary Table 3). In a previous phylogenetic analysis, 7383-MY-10 demonstrated a closer relationship with pat16 in VP4/VP2 sequence (Chan et al., 2012). In this analysis, isolate 7383-MY-10 showed a highly similar result to pat16 with 93% in VP4/VP2 sequence, but did not show more than 90% similarity with any available HRV-C VP1 sequences at nucleotide level. The most similar HRV-C VP1 nucleotide sequence available in Genbank to 7383-MY-10 was HRV-C1 (NAT001, accession number: EF077279), for which the similarity was only 83%. Pat16 is one of the provisional HRV-Cs awaiting HRV-C type classification due to the absence of VP1 sequence (Picornaviridae Study Group, 2014).

Taken together the phylogeny and pairwise similarity analyses, the seven Malaysian isolates in this study, 1515-MY-10, 3805-MY-10, 3430-MY-10, 8713-MY-10, 8097-MY-11, 1570-MY-10, and 7383-MY-10 were classified as HRV-C6, C12, C22, C23, C26, C42, and pat16, respectively. Since only two Malaysian isolates, 1515-MY-10 and 3805-MY-10 showed high complete genome sequence similarity with their respective HRV-C references, 026/C6 (accession number: EF582387) and LZY101/C12 (accession number: JF317017), therefore, the remaining five HRV-C isolates from Malaysia are likely to represent newly sequenced HRV-C complete genomes.

Malaysian Isolates Shared Similar Functional and Genetic Features with Other HRV-Cs

As HRV-C is not readily propagated in typical culture system, the immunogenic sites of HRV-C were predicted using comparative sequence analysis of HRV-A (HRV-2, accession number: X02316) (Appleyard et al., 1990) and HRV-B (HRV-14, accession number: K02121) (Rossmann et al., 1985). Similar to other HRV-Cs, the Malaysian isolates were shorter in length as compared to HRV-A and HRV-B due to several deletions in the VP1 loops (Table 2). These deleted regions are BC, DE, and HI loops. BC and DE loops are known as immunogenicity determinants in HRV-A and HRV-B, while HI loop is not related to immunogenic site; thus, HI loop is excluded from Table 2. The locations of immunogenic sites of HRV-A are different from HRV-B, except for position 85. Five (positions 85, 91, 95, 138, and 139) of six HRV-B immunogenic sites were deleted in HRV-Cs, whereas only two (positions 85 and 86) of nine HRV-A immunogenic sites were deleted in the Malaysian isolates and other HRV-Cs VP1 protein.

Table 2. Summary of predicted HRV-C deduced amino acids and their positions in the VP1 region based on HRV-A (Appleyard et al., 1990) and -B immunogenic sites (Rossmann et al., 1985).
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Malaysian isolates shared six out of seven and three out of nine conserved deduced amino acids with HRV-A and HRV-B major receptor binding sites, respectively (Table 3). The only dissimilar deduced amino acid of Malaysian isolates with HRV-A major receptor binding sites was located at position 180 in VP3 region (according to HRV-A). Malaysian isolates displayed several different deduced amino acids such as alanine (A), lysine (K), or serine (S) at position 180 in VP3 region, whereas HRV-A has proline (P) at that position. The other HRV-Cs shared five out of seven deduced amino acids with HRV-A major receptor binding sites (Lau et al., 2007). Intriguingly, an additional deduced amino acid in the HRV-A major receptor binding site, threonine (T), was displayed by isolate 8713-MY-10/C23 in the position 179 of VP3 region (according to HRV-A). On the other hand, Lys224 (K) amino acid in VP1 region was not seen in Malaysian isolates. The absence of this amino acid was due to the deletion of HI loop in the VP1 protein (data not shown).

Table 3. Comparison of potential deduced amino acids in the VP1 and carboxy-terminal VP3 regions involved in HRV-A and B major receptor binding with Malaysian isolates and other HRV-Cs.
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Of the 25 amino acids, 15 and 14 amino acids corresponding to the pleconaril antiviral binding sites of HRV-A and HRV-B, respectively, were found in Malaysian isolates and other HRV-Cs (Table 4; Ledford et al., 2004). Also, these HRV-Cs demonstrated seven antiviral binding sites that were not analogous to HRV-A or HRV-B. These antiviral binding sites were located at positions 93, 113, 127, 166, 169, 221, and 243 (according to HRV-C024 accession number: EF582385). The putative antiviral binding sites of the Malaysian isolates and other HRV-Cs were superimposable onto the binding sites of HRV-A and HRV-B based on the same crucial Cα backbone present in each HRV group (Basta et al., 2014a). A minority group of HRV-Bs displaying Phe152 (F) and Leu191 (L) in the VP1 sequence were found to be associated with resistance to pleconaril (Ledford et al., 2004). Phe152 of HRV-B is equivalent to HRV-C Phe129. Four Malaysian isolates (1515-MY-10/C6, 3430-MY-10/C22, 8713-MY-10/C23, and 7383-MY-10/pat16) and the majority of other HRV-Cs displayed only Phe129 amino acid but not Leu191 in the VP1 sequence (data not shown).

Table 4. Comparison of majority deduced amino acids involved in antiviral binding against pleconaril for HRV-A and HRV-B with Malaysian isolates and other HRV-Cs.
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Many conserved motifs can be observed in the HRV genome. The genomic features of the Malaysian isolates and other HRV-Cs are summarized in Table 5. In the VP4 region, a conserved myristoylation motif, GAQVS motif, is essential for capsid protein assembly (Paul et al., 1987). This motif constitutes MGAQVS motif that is responsible for translation site of HRV polyprotein (Arden et al., 2010). Both of the motifs were identified in the Malaysian isolates and other HRV-Cs.

Table 5. Summary of the genomic features of Malaysian isolates and other HRV-Cs.
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Malaysian isolates are likely to carry a chymotrypsin-like cysteine 2A protease with a catalytic triad, histidine (H), aspartic acid (D), and cysteine (C) overlapped with the GDCG motif that facilitates initial cleavage at its capsid polyprotein. It also causes shutdown of the host cell protein synthesis (Hughes and Stanway, 2000). A zinc ligand, C-C-C-H, that helps to bind a zinc ion firmly for enzymatic activities was identified in the 2A protein of the Malaysian isolates (Petersen et al., 1999). Two hydrophobic regions of the 2B protein were identified in the Malaysian isolates. The first hydrophobic region is postulated to form a cationic amphipathic alpha helix, which is the major determinant for permeabilization of a host's plasma membrane (Agirre et al., 2002). Meanwhile, the second hydrophobic region may serve as a transmembrane domain to inhibit host protein secretion (van Kuppeveld et al., 1997). In addition, a NTPase motif, crucial for NTP binding and composed of the GXPGXGKS sequence (Gorbalenya et al., 1988), was found in the 2C protein of the Malaysian isolates. The DDLXQ motif is crucial for putative helicase function of 2C protein (de Souza Luna et al., 2008). This motif was found in one of the Malaysian isolates (8713-MY-10/C23). The majority of the Malaysian isolates displayed the DDVXQ motif, while two of the Malaysian isolates (1570-MY-10/C42 and 3805-MY-10/C12) showed DDIXQ motif. It is postulated that these three motifs (DDLXQ, DDVXQ and DDIXQ) play the same role as the amino acid properties of L, V, and I are similar. In addition, the Malaysian isolates 2C protein showed a cysteine-rich motif (CX2-4CX6-8CX3-4C) resembling a zinc finger, which is important in viral RNA replication (Pfister et al., 2000). Overall, the features of the Malaysian isolates 2A, 2B, and 2C proteins are similar to those of the other HRV-Cs.

Since there are no three-dimensional structures of HRV-C 3A protein, the characteristics of HRV-C 3A protein were postulated based on another picornavirus, coxsackievirus. Hydrophobic packing and intermolecular salt bridges are important in coxsackievirus replication (Wessels et al., 2006). Malaysian isolates 3A protein displayed I-L-L-S-V instead of I-L-L-V-V, suggesting the absence of hydrophobic packing. In addition, no intermolecular salt bridge was identified in the Malaysian isolates 3A protein. Tyrosine, an important amino acid in the 3B protein for linking covalently with viral RNA through a phosphodiester bond (Ambros and Baltimore, 1978), was conserved in the Malaysian isolates. Similar to the 2A protein, 3C protein of Malaysian isolates was probably a chymotrypsin-like cysteine protease with slightly different catalytic triads, histidine (H), glutamic acid (E), and cysteine (C) overlapped with GQCG motif (Matthews et al., 1994). Additionally, a substrate binding pocket, GXH (Matthews et al., 1994), was found in the 3C protein of four of the Malaysian isolates (1515-MY-10/C6, 3430-MY-10/C22, 7383-MY-10/pat16, and 8097-MY-11/C26). Moreover, the Malaysian isolates 3C protein showed a conserved RNA binding motif, KFRDI (Shih et al., 2004). For the 3D protein, four conserved motifs; KDELR, GMPSG, YGDD, and FLKR (Appleby et al., 2005) were identified in Malaysian isolates. The KDELR motif constitutes part of a loop that joins the finger and thumb domain, which forms the active site of the 3D polymerase (Appleby et al., 2005). The YGDD motif is crucial for nucleotidyl transfer reaction (Beese and Steitz, 1991). Overall, the characteristics of the Malaysian isolates 3A, 3B, 3C, and 3D proteins are similar to those of the other HRV-Cs.

A nine bp relatively conserved nucleotides sequence, UU(A/G)AA(A/G)C(U/A)G, was identified in the initial sequence of each Malaysian isolate 5′ NCR, where a VPg protein binds to the first U of the sequence (Palmenberg et al., 2009) and initiates its translation. In addition, two pyrimidine-rich segments were observed in the Malaysian isolates. The first segment is postulated as a determinant of HRV-C pathogenecity as this segment is equivalent to neurovirulence tropism of poliovirus (Palmenberg et al., 2009); whereas, the second segment represents the HRV ribosome entry region which is important for translation initiation (Borman and Jackson, 1992). Malaysian isolates were found to share the same 5′ NCR characteristics with other HRV-Cs. Similar to other HRV-Cs, Malaysian isolates demonstrated domain Y in 3′ NCR (Pilipenko et al., 1992).

HRV-C Complete Coding Sequences were Predominated by Purifying Selective Pressure

A total of 2168 codon sites of the Malaysian isolates and other HRV-Cs aligned complete coding sequence were utilized for the selective pressure analysis. Negative selection was found to be the dominant selective pressure on HRV-C complete coding sequences using SLAC, FEL, and IFEL methods at P < 0.1 level. These analyses (SLAC, FEL, and IFEL) found that 81% (1758/2168), 87% (1886/2168), and 79% (1716/2168) codon sites, respectively, were highly significant for purifying selections. The IFEL method demonstrated three positive selected sites but SLAC and FEL methods did not demonstrate any. These three positive selected sites were located in 852, 943, and 1030 codon position (Figure 3).
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FIGURE 3. Detection of selection pressures on complete coding sequences of HRV-C using SLAC, FEL, and REL methods. dN/dS > 1, dN/dS = 1, and dN/dS < 1 indicated codons under positive, neutral and negative selection, respectively. The codons with positive selection were labeled with their codon position.



DISCUSSION

Respiratory infection is a significant burden in Malaysia (Khor et al., 2012). HRV infection, although usually associated with mild symptoms, can be associated with more severe acute respiratory infections and complications including asthma exacerbations (Lau et al., 2007). Due to the higher incidence of HRV-C in causing severe diseases and insufficient availability of HRV-C complete genome sequences for further analyses, the present study aimed to sequence the complete genome of Malaysian HRV-Cs and to perform genetic analyses of these viruses. These samples were previously confirmed as HRV-C based on the phylogenetic analysis of the VP4/VP2 region and designated as 1515-MY-10, 1570-MY-10, 3430-MY-10, 3805-MY-10, 7383-MY-10, 8097-MY-11, and 8713-MY-10 (Chan et al., 2012). Seven HRV-C complete genome sequences consisting of 5′ and 3′ NCR, and the ORF were successfully amplified in this study. These seven Malaysian isolates were isolated from patients displaying a range of respiratory diseases such as bronchiolitis, staphylococcal pneumonia and acute exacerbations of bronchial asthma (AEBA). Low nucleotide similarity was observed in Malaysian isolates when compared to other HRV-Cs suggesting that these isolates are genetically diverse. Similar genetic diversity has been reported in HRV-C as well as HRV-A and HRV-B (Palmenberg et al., 2009). In addition, the previous primer sets from Lau et al. (2007) were unable to amplify all of the Malaysian isolates, further demonstrating the diverse nucleotide sequences of Malaysian isolates.

Groupings in phylogenetic analysis of HRV-C complete genome were different from previous VP4/VP2 phylogenetic analysis (Chan et al., 2012) which clustered 1515-MY-10, 3805-MY-10, 3430-MY-10, 8713-MY-10, 8097-MY-11, 1570-MY-10, and 7383-MY-10 with HRV-C6, C12, C22, C23, C26, C42, and pat16, respectively. In the present study, phylogenetic analysis of VP1 gene demonstrated a similar clustering pattern with VP4/VP2 gene phylogenetic analysis, except for 7383-MY-10. 7383-MY-10 was clustered with C1 in the VP1 phylogenetic tree, and the similarity was only 83%. The similarity is inconsistent with the classification proposed by Simmonds et al. (2010) suggesting a paucity of representative VP1 sequences for pat16. On the other hand, several short VP1 and VP4/VP2 sequences of C22, C23, C26, and C42 are available in Genbank. These sequences showed at least 87% similarity with their respective Malaysian isolate sequences (1570-MY-10, 3430-MY-10, 8097-MY-11, and 8713-MY-10).

McErlean et al. (2007) determined that the length of HRV-C is shorter than HRV-A and HRV-B, as a result of several deletions in the BC, DE, and HI loops of VP1 region. Malaysian isolates have the same genome length as other HRV-Cs. The BC and DE loops are vital in major neutralization sites, especially Nim-1A and Nim-1B sites (Lau et al., 2007). The deletions of the putative neutralization sites in HRV-C remove the exposed loops and prevent the contact with host antibody; thus, HRV-C may have the possibility to escape host antibody recognition. This could be the reason why HRV-C is responsible for more severe respiratory diseases as compared to other HRVs (Basta et al., 2014b). Besides that, more deletions in HRV-C of HRV-B immunogenic sites were observed as compared with HRV-A sites, suggesting that a vaccine or antiviral targeting the neutralization sites for HRV-C could be designed based on HRV-A instead of HRV-B.

As for host receptor binding, Lau et al. (2007) reported that HRV-Cs shared five out of the seven and four out of the nine conserved residues with major receptors of HRV-A and HRV-B, respectively, based on a study by Kolatkar et al. (1999). The authors speculated that these HRV-Cs may not exploit the major receptor for host binding. One of the Malaysian isolates, 8713-MY-10/C23, showed that its putative major receptor binding sites were very similar to HRV-A major receptor binding sites, as compared to other HRV-Cs. We speculate that this Malaysian isolate may not utilize the HRV-A major receptor because the binding sites required three fully conserved amino acids (Thr179, Pro180, and Asp181) in the VP3 region (Laine et al., 2006), and this was not conserved in this isolate. Lack of amino acid similarity between Malaysian isolates and HRV-B major receptor binding site also suggests that the Malaysian isolates may not exploit this receptor either. In addition, the deletion of the HI loop of VP1 gene in the Malaysian isolates has removed the Lys224 amino acid, which is crucial for minor receptor binding (Lau et al., 2007). Bochkov et al. (2011) demonstrated that HRV-C was still able to attach to the target cells although ICAM-1 (major receptor) and LDLR (minor receptor) antibodies were used to block these receptors. Taken together, these observations may imply that major and minor receptors are not utilized by HRV-C for attachment. Overall, the Malaysian isolates, like other HRV-Cs, are unlikely to utilize both the major and minor receptors for host binding based on genome sequence analysis. Recently, cadherin-related family member 3, a transmembrane protein with unknown function, was discovered as a possible receptor for HRV-C (Bochkov et al., 2015).

Arden et al. (2010) demonstrated 11 and 12 residue differences of HRV-C (HRVC-QCE) compared with HRV-A and HRV-B, respectively, among the 25 important contact residues of the antiviral binding pocket. With the increasing number of HRV-Cs, the Malaysian isolates and other HRV-Cs demonstrated a higher number of similar residues with HRV-A and HRV-B with respect to the antiviral binding pocket. Basta et al. (2014a) showed that four unique antiviral residues, Phe/Tyr96, Leu/Met116, Ile/Val130, and Ile169 were only found in HRV-C, but not HRV-A and HRV-B. These residues were seen in the Malaysian isolates and are equivalent to Phe/Tyr93, Leu/Met113, Ile/Thr/Val127, and Ile166, respectively, in this study. Phe96 and Met116 of C15 have been shown to cause occasional steric clashes with some antiviral drugs (Basta et al., 2014a). According to the antiviral susceptibility pattern constructed by Basta et al. (2014a), Malaysian isolates and other HRV-Cs showed an additional unique residue, Ala/Gly/Ile/Val221 in their sequences compared with HRV-A and HRV-B. These different residues of HRV-C undoubtedly changed the characteristic of HRV-C VP1 protein structure for antiviral binding, as compared to HRV-A and HRV-B. In an antiviral study, Ledford et al. (2004) demonstrated that apparent resistance to pleconaril was developed from HRV-B with Phe152 and Leu191 amino acids in the VP1 region. In the following year, Ledford et al. (2005) concluded that the resistance effect was most profound if both Phe152 and Leu191 were present concurrently in HRV. In the present study, none of the Malaysian isolates and other HRV-Cs demonstrated the simultaneous presence of these two amino acids. Recently, Hao et al. (2012) showed that HRV-C15 with only Phe129 amino acid (same as HRV-B Phe152 amino acid) alone was capable of confering noticeable resistance to pleconaril. Most of the Malaysian isolates and other HRV-Cs demonstrated the presence of Phe129 amino acid in the VP1 sequence, suggesting that they are likely resistant to pleconaril.

Negative selection was the dominant selective pressure acting on the HRV-C complete coding sequences. This result is in agreement with Kistler et al. (2007), which reported that most of the HRV coding regions were under strong negative selective pressure. Besides that, most of the motifs in the complete coding sequences displayed low ratio of the number of non-synonymous substitutions per non-synonymous site to the number of synonymous substitutions per synonymous site. This indicates that these motifs have been under functional constraint throughout evolution. No positive selected sites were identified in HRV-C capsid region (Kuroda et al., 2015), whereas a positive selected site was reported in VP1 region of all HRVs complete coding sequences (86 HRV-A, 33 HRV-B, and 14 HRV-C) (Waman et al., 2014). A larger HRV-C dataset (n = 25) was exploited in the present study and several positive selective sites were identified using the IFEL method. One of these positive selected sites (852 codon position) was located in C-terminus of VP1 region, and it correlates with Waman et al. (2014). Another two positive selective pressures were found in 2A and 2B gene, respectively. The biological relevance of these three positive selected sites is hypothesized to increase in the HRV-C survival rate. For example, the positive selective site in C-terminus VP1 region is located on the outer surface, corresponding to the HRV-A antigenic site (269 position in HRV-C VP1 gene), and possibly interacts with host immune system (Table 2) resulting in the alteration of HRV-C immunogenicity. However, this hypothesis will require further support and verification from experimental data. For instance, the positively selected site is mapped within the Nim sites of HRV-A, it remains obscure whether this positive selective pressure affects the immunogenicity of HRV-C as the immunogenic determinants of HRV-C have not been identified. To our knowledge, no studies focusing on these selected sites in HRV-C have been reported. Future studies are necessary to determine the biological importance of these positive selected sites. In turn, these findings can identify the pathogenic role of HRV-C in causing severe diseases.

CONCLUSION

Complete genomes of seven HRV-C Malaysian isolates have been sequenced and were classified as C6, C12, C22, C23, C26, C42, and pat16 based on the pairwise distance threshold classification. This is the first report of complete genomes of C22, C23, C26, C42, and pat16. This study found that the putative biological characteristics of the Malaysian isolates were similar to those of other HRV-Cs. Moreover, negative selective pressure was the predominant pressure acting on complete coding sequences of HRV-C, and this pressure conserved the functional motif of these HRV-Cs, although the nucleotides were diverse. These indicate that a similar treatment and control of HRV-C can be applied to patients infected with these wide ranges of HRV-Cs. This study has represented the most up-to-date information about HRV-C genomics and shown that although HRV-Cs have diverse genetic sequences, they share conserved genomic features. Further in vitro and in vivo study will be required to clarify the HRV-C antiviral resistance and receptor binding sites that were predicted based on the genome sequences.
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In a molecular epidemiology study using 791 fecal samples collected from different terrestrial and marine mammals in Hong Kong, genogroup I picobirnaviruses (PBVs) were positive by RT-PCR targeting the partial RdRp gene in specimens from five cattle, six monkeys, 17 horses, nine pigs, one rabbit, one dog, and 12 California sea lions, with 11, 9, 23, 17, 1, 1, and 15 sequence types in the positive specimens from the corresponding animals, respectively. Phylogenetic analysis showed that the PBV sequences from each kind of animal were widely distributed in the whole tree with high diversity, sharing 47.4–89.0% nucleotide identities with other genogroup I PBV strains based on the partial RdRp gene. Nine complete segment 1 (viral loads 1.7 × 104 to 5.9 × 106/ml) and 15 segment 2 (viral loads 4.1 × 103 to 1.3 × 106/ml) of otarine PBVs from fecal samples serially collected from California sea lions were sequenced. In the two phylogenetic trees constructed using ORF2 and ORF3 of segment 1, the nine segment 1 sequences were clustered into four distinct clades (C1–C4). In the tree constructed using RdRp gene of segment 2, the 15 segment 2 sequences were clustered into nine distinct clades (R1–R9). In four sea lions, PBVs were detected in two different years, with the same segment 1 clade (C3) present in two consecutive years from one sea lion and different clades present in different years from three sea lions. A high diversity of PBVs was observed in a variety of terrestrial and marine mammals. Multiple sequence types with significant differences, representing multiple strains of PBV, were present in the majority of PBV-positive samples from different kinds of animals.

Keywords: diversity, picobirnaviruses, mammals, genogroup I, sea lion

INTRODUCTION

Picobirnaviruses (PBVs) are small non-enveloped bisegmented double-stranded RNA viruses found in human and a wide variety of mammals and birds. Since its first discovery in fecal samples of humans and rats in Pereira et al. (1988a,b), PBVs have been reported in a variety of other terrestrial mammals, birds and environmental water samples (Fregolente et al., 2009; Ghosh et al., 2009; Symonds et al., 2009; Martinez et al., 2010; Ganesh et al., 2011a; Malik et al., 2011; Wang et al., 2012; Bodewes et al., 2013; Gillman et al., 2013; Ng et al., 2014; Ribeiro et al., 2014; Zhang et al., 2014). In 2012, we reported the discovery of a PBV, named otarine PBV (Ot-PBV), in a California sea lion (Zalophus californianus) in Hong Kong, which was the first PBV reported in a marine mammal (Woo et al., 2012). Recently, we have also described the first discovery and a diversity of PBVs in dromedary camels from the Middle East (Woo et al., 2014b).

The genome of PBV consists of two segments named segment 1 and segment 2. Segment 1 contains the capsid gene and another open reading frame which encodes for a putative protein of unknown function, whereas segment 2 contains the RNA-dependent RNA polymerase (RdRp) gene (Wakuda et al., 2005; Woo et al., 2012). By sequence and phylogenetic analyses, PBVs are classified into genogroups I and II based on the RdRp gene sequence (Rosen et al., 2000; Wakuda et al., 2005). Recently, it has also been reported that novel genogroups of PBVs have been detected in human and environmental samples (Smits et al., 2014; Zhang et al., 2015). As of December 31 2015, 931 PBV nucleotide sequences have been submitted to GenBank. However, only nine are complete/near-complete segment 1 sequences and 21 are complete/near-complete segment 2 sequences. Among these nine complete/near-complete segment 1 and 21 complete/near-complete segment 2 sequences, 18 are genogroup I sequences.

Our recent study on dromedary camel PBVs (Woo et al., 2014b) and our preliminary analysis using the limited PBV nucleotide sequences in GenBank (data not shown) revealed that different genogroup I PBVs could be present in different animals of the same species. Since a high diversity of genogroup I PBVs may exist in different animals, we performed a molecular epidemiology study using fecal samples collected from different terrestrial and marine mammals in Hong Kong. In addition, we studied the evolution of genogroup I PBVs in California sea lions by serially collecting their fecal samples for 6 years and sequenced and analyzed the complete segments 1 and 2 of the PBV-positive samples.

MATERIALS AND METHODS

Terrestrial and Marine Mammal Surveillance and Sample Collection

This study was performed in strict accordance with local ordinance and the recommendations by the Committee on the Use of Live Animals in Teaching and Research (CULATR) at The University of Hong Kong. All specimens of bats, monkeys, cats, and dogs were collected with the assistance of the Department of Agriculture, Fisheries and Conservation, Hong Kong Special Administrative Region (HKSAR); those of pigs and cattle were collected with the assistance of the Department of Food, Environmental and Hygiene, HKSAR, from various locations in HKSAR; and those of horses were collected with the assistance of the Hong Kong Jockey Club. All specimens of rabbits were collected from live food animal markets in Guangzhou, China, in October 2007. Rectal swabs were collected using procedures described previously (Lau et al., 2005). All fecal samples of marine mammals, including Indo-Pacific bottlenose dolphins, California sea lions and harbor seals, were collected by veterinary surgeons of the Ocean Park in HKSAR (Woo et al., 2014a). A total of 791 samples collected over a 75-month period (October 2007 to December 2013) from 157 bats, 52 monkeys, 100 pigs, 58 cats, 58 dogs, 50 cattle, 106 rabbits, 95 horses, 46 Indo-Pacific bottlenose dolphins, 54 California sea lions, and 15 harbor seals were tested (Table 1).

TABLE 1. Prevalence of PBVs in mammals by RT-PCR targeting a partial fragment of RdRp gene.
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RNA Extraction

Viral RNA was extracted from rectal and cloacal swabs and fecal samples using EZ1 Virus Mini Kit v2.0 (Qiagen, Germany). RNA was eluted in 60 μl of AVE buffer (Qiagen, Germany) and about 200 ng of RNA was used as template for RT-PCR.

RT-PCR for PBVs and DNA Sequencing

Genogroup I PBV screening was performed by PCR amplification of a 205-bp fragment of the RdRp gene of genogroup I PBVs using conserved primers (5′-CAAARTTYGACCARCACTT-3′ and 5′-TCRTCDGCRTTGGTACCACC-3′) designed by multiple alignments of the available RdRp genes of PBVs. Reverse transcription was performed using the SuperScript III kit (Invitrogen, USA) and the reaction mixture (10 μl) contained RNA, first-strand buffer (50 mM Tris-HCl pH 8.3, 75 mM KCl, 3 mM MgCl2), 5 mM DTT, 50 ng random hexamers, 500 μM of each dNTPs and 100 U Superscript III reverse transcriptase. The mixtures were incubated at 25°C for 5 min, followed by 50°C for 60 min and 70°C for 15 min. The PCR mixture (25 μl) contained cDNA, PCR buffer (10 mM Tris-HCl pH 8.3, 50 mM KCl, 2 mM MgCl2), 200 μM of each dNTPs and 1.0 U Taq polymerase (Applied Biosystems, USA). The mixtures were amplified in 60 cycles of 94°C for 1 min, 50°C for 1 min and 72°C for 1 min and a final extension at 72°C for 10 min in an automated thermal cycler (Applied Biosystems, USA).

All PCR products were gel-purified using the QIAquick gel extraction kit (Qiagen, Germany). Both strands of the PCR products were sequenced twice with an ABI Prism 3730xl DNA Analyzer (Applied Biosystems, USA), using the two PCR primers. As multiple nucleotide peaks were observed in most sequencing results, it was suggested that more than one type of PBV were present in each sample, thus the purified PCR products were cloned into the pCR-II-TOPO TA cloning vector (Invitrogen, USA) according to manufacturer’s instructions. Both strands of 10 clones for each sample were sequenced, using primers 5′-TAATACGACTCACTATAGGG-3′ and 5′-CGGCTCGTATGTTGTGTGGA-3′. The sequences of the clones were compared with known sequences of the RdRp of PBVs in the GenBank database.

Complete Segments 1 and 2 Sequencing of Genogroup I Otarine PBVs

Nine complete segments 1 and 15 complete segment 2 of otarine PBVs were amplified and sequenced using published strategies for double-stranded RNA viruses (Attoui et al., 2000), using RNA extracted from the original specimens of sea lions positive for PBV as template. Viral RNA was extracted using the EZ1 virus mini kit (Qiagen, Germany). Adaptor primer, with 3′ NH2 blocking group, was ligated to the 3′ termini of the viral RNA and subjected to reverse transcription using complementary primer. After RNA hydrolysis, reannealing and end-filling, single-primer amplification of viral genomic segments was performed using complementary primer and genome specific primers. The 5′ and 3′ ends of the viral genomes were confirmed by rapid amplification of cDNA ends using the 5′/3′ RACE kit (Roche, Germany). The PCR products were gel purified and sequenced using an ABI Prism 3700 DNA analyzer (Applied Biosystems, USA). Sequences were assembled and manually edited to produce the final sequences of the viral genomes.

Genome Analysis

The nucleotide sequences of the genomes and the deduced amino acid sequences of the ORFs were compared to those of other PBVs. Novel genes were further predicted by FGENESV (SoftBerry, Inc.1), a trained pattern/Markov chain-based viral gene prediction program. Phylogenetic tree construction was performed using the maximum likelihood method and MEGA7 (Kumar et al., 2016), with bootstrap values being calculated from 1,000 trees. The optimal substitution model for each ORF was selected by MEGA7. Protein domain, family and functional site analyses were performed using ScanProsite (De Castro et al., 2006). Transmembrane and coiled-coil domains were predicted by TMHMM Server v 2.0 (Krogh et al., 2001) and COILS (Lupas et al., 1991) respectively.

Quantitative RT-PCR

For real-time quantitative PCR assays, cDNA were amplified in SYBR Green I fluorescence reactions (Roche, Germany). Briefly, 10 μl of reaction mixtures containing 1 μl cDNA, 10 μl FastStart DNA master SYBR green I mix reagent (Roche) and 5 mM each of forward and reverse specific primers were thermal-cycled at 95°C for 10 min followed by 45 cycles of 95°C for 10 s, 60°C for 10 s and 72°C for 20 s using a Roche LightCycler 96 real time PCR system (Roche, Germany). Specific primers for each PBV segment were designed based on the sequences of all the segment 1 and segment 2 detected in the positive samples (Table 3). Plasmids with the corresponding target sequences were used for generating the standard curve. At the end of the assay, PCR products were subjected to a melting curve analysis (65–95°C, 0.1°C/s) to confirm the specificity of the assay.

RESULTS

Detection of Diverse Genogroup I PBVs in Animals

A total of 791 fecal specimens from 676 terrestrial mammals and 115 marine mammals were obtained (Table 1). RT-PCR for a 205-bp fragment in the RdRp gene of genogroup I PBVs was positive in specimens from six cattle, six monkeys, 17 horses, nine pigs, one rabbit, one dog, and 12 sea lions. Marked nucleotide polymorphisms were observed in most of the RdRp sequences, suggesting the possible existence of multiple strains in the same specimen. Therefore, the PCR products were cloned and 10 clones from each specimen were sequenced. Multiple sequence types were confirmed to be present in most samples. Sequence analysis of these clones revealed that there were 11, 9, 23, 17, 1, 1, and 15 sequence types in the positive specimens from the five cattle, six monkeys, 17 horses, nine pigs, one rabbit, one dog, and 12 sea lions respectively, and 47.4–89.0% nucleotide identities were observed between these clones and the corresponding sequences of other genogroup I PBV strains available in the GenBank database (Figure 1). The PBV sequences from each kind of animal were widely distributed in the whole phylogenetic tree with high diversity (Figure 1). No PBV was detected in the specimens obtained from the 58 cats, 157 bats, 46 Indo-Pacific bottlenose dolphins, and 15 harbor seals (Table 1).
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FIGURE 1. Phylogenetic analysis of partial RdRp gene of genogroup I PBVs discovered in the present study. The tree was constructed using the maximum-likelihood method and the optimal substitution model of T92+G+I, and rooted with genogroup II human strains, shown in italics. One hundred and ninety one nucleotide positions were included in the analysis. Bootstrap values below 70% are not shown. The scale bar indicated the number of nucleotide substitutions per site. All PBV strains discovered in this study are colored, with those detected in the same host highlighted in the same color. If more than one sequence type was found in the same sample, each sequence type was numbered in the order of identification (e.g., Monkey/13R-1, Monkey/13R-2, and Monkey/13R-3 indicated that there were three sequence types found in the same monkey sample 13R). All the accession numbers are given as cited in GenBank.



Otarine PBVs Complete Segments 1 and 2 Sequence Analysis

Nine complete segment 1 of otarine PBVs from sea lions were sequenced and assembled (Table 2; Figure 2). These segment 1 sequences ranged from 2,158 to 2,522 bases in length with overall G+C contents of 41.1–46.0%. The 5′ non-coding regions (44–169 bases) were AU-rich (G+C contents of 22.7–37.9%) with five conserved bases, GUAAA, located at the 5′ end. A predicted highly stable stem loop structure found in other known PBVs was observed in five segment 1 sequences as a result of the pairing of 5′-GUAAA-3′ and 5′-UUUAC-3′ in the 5′ non-coding region (Nates et al., 2011). The 3′ non-coding regions (19–32 bases) contained G+C contents ranging from 53.1 to 71.4% and end with 3–4 conserved bases (CTC, CTTC, or CACC). All the nine segment 1 sequences possess one long ORF (1,590–1,728 bp) encoding the capsid protein of 529–575 amino acids. These capsid proteins shared low (19.3–37.2%) amino acid identities with those of other PBV strains, being most closely related to turkey PBV TK/MN/2011 (GenBank number KJ495689), fox PBV F5-1 (GenBank number KC692367) and human PBV Hy005102 (GenBank number NC_007026). Upstream to the ORF for the capsid protein, there were one to two short ORFs in the nine segment 1, consistent with the organization of the segment 1 in other known PBVs (Wakuda et al., 2005; Bodewes et al., 2013; Banyai et al., 2014; Verma et al., 2015). The protein encoded by the ORF2 of segment 1 from the nine otarine PBVs possessed different numbers of repetitions of the same motif, ExxRxNxxxE, that was also observed in the corresponding protein in other known PBVs (Da Costa et al., 2011).

TABLE 2. Genomic features and coding potential of otarine PBVs detected in California sea lions in this study.

[image: image]


[image: image]

FIGURE 2. Genome organization of otarine PBVs and the two representative genogroup I PBVs. The name of each California sea lion, year of sample collection and clade (C1–C4 and R1–R9) for each otarine PBV are indicated. For the nine segment 1 sequences, the capsid protein is represented by a blue box. Upstream to the capsid protein, ORF1 and ORF2 are represented by orange and green boxes respectively. For the 15 segment 2 sequences, the RdRp is represented by a purple box. The three different kinds of previously undescribed ORF upstream to the RdRp in six of the 15 segment 2 are represented by boxes highlighted with different colors.



Fifteen complete segment 2 from the otarine PBVs were sequenced and assembled (Table 2; Figure 2). These segment 2 sequences ranged from 1,679 to 1,943 bases in length with overall G+C contents of 39.5–48.1%. The 5′ non-coding regions (38–295 bases) were also AU-rich (G+C contents of 18.4–35.9%) with the same conserved bases, GUAAA, located at the 5′ end. The stable stem loop structure observed in segment 1 was also observed in the 5′ non-coding regions of 13 segment 2 sequences. The 3′ non-coding regions (38–46 bases) have G+C contents ranging from 31.6 to 56.1% and end with four conserved bases (CUGC) in most of the genomes. All the 15 segment 2 sequences possess one long ORF (1,590–1,620 bp) encoding the RdRp of 529–539 amino acids. These RdRp shared 44.5–70.6% amino acid identities with those of other genogroup I PBV strains, being most closely related to fox PBV F5-1 (GenBank number KC692366), human PBV 1-CHN-97 (GenBank number AF246939), human PBV GPBV6C1 (GenBank number AB517731), human PBV HuPBV-E-CDC16 (GenBank number KJ663816) and human PBV VS10 (GenBank number GU968924). They possess three conserved motifs (D-T/S-D, SG-T, GDD) commonly found in the RdRp sequences of other dsRNA viruses. Conserved cysteine and proline residues present in other genogroup I PBVs were also observed in all 15 segment 2 sequences. In contrast to the segment 2 sequences of other known PBVs, six of our 15 sequenced segment 2 possess a previously undescribed ORF 48–71 amino acids upstream to the RdRp ORF. Multiple alignments of the sequences of these six ORFs showed that they formed three groups that were not homologous to each other, with three ORFs belonging to the first group, two ORFs to the second group and one ORF to the third group (Figure 2). In the first group, the three ORFs showed 97.6–99.4% nucleotide identities among each other. In the second group, the two ORFs showed 100% nucleotide identity. Sequence analysis of these ORFs did not reveal any significant sequence homology to other proteins in the GenBank database. Protein sequence analysis also did not reveal any significant matches to other known protein domains, families or functional sites in the PROSITE database. Moreover, there are no transmembrane and coiled-coil domains predicted by sequence analyses in these protein sequences.

Phylogenetic Analysis of Otarine PBVs Complete Segments 1 and 2 Sequences

In the phylogenetic trees constructed using ORF2 (Figure 3A) and ORF3 (capsid protein) (Figure 3B), the nine sequenced segment 1 of the otarine PBVs were clustered into four distinct clades (C1–C4) (Figures 3A,B). The sequence types that belonged to each clade were identical for both trees, suggesting that there was no recombination between different PBVs. In the phylogenetic tree constructed using the RdRp gene, the 15 sequenced segment 2 of the otarine PBVs were clustered into nine distinct clades (R1–R9) (Figure 3C). Although, R1, R6, R7, and R8 as well as R3, R4, and R5 seemed to be further clustered in the tree, there were >14% amino acid difference between any two clades.
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FIGURE 3. Phylogenetic analyses of ORF2 (A), capsid (B), and RdRp proteins of otarine PBVs (C). The trees are constructed using maximum likelihood method and the optimal substitution models of LG+G+F for ORF2 and LG+G for capsid and RdRp proteins. Two hundred and seventeen, 545 and 475 amino acid positions in ORF2, capsid and RdRp proteins were included respectively in the analyses. The scale bar indicated the number of nucleotide substitutions per site. Bootstrap values below 70% are not shown. The otarine PBVs characterized in this study are bolded. If more than one sequence type was found in the same sample, each sequence type was numbered in the order of identification (e.g., Victory/PF090203-1 and Victory/PF090203-2 indicated that there were two sequence types found in the same California sea lion sample Victory/PF090203). The clade of each otarine PBV is also indicated. All the accession numbers are given as cited in GenBank. GI and GII represent genogroup I and genogroup II PBVs respectively.



Quantitative RT-PCR

Quantitative RT-PCR showed that the amounts of otarine PBV RNA ranged from 1.7 × 104 to 5.9 × 106 (for segment 1) and 4.1 × 103 to 1.3 × 106 (for segment 2) copies/ml in the fecal samples (Table 3).

TABLE 3. Quantitative RT-PCR assays of the California sea lions positive for PBV.
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Longitudinal Detection of Otarine PBVs and Genome Evolution

Fecal samples were serially obtained from 18 sea lions over 6 years (Table 4). In the 12 samples that were positive for PBV, segment 2 could be detected and sequenced in all 12 samples, but segment 1 could only be detected and sequenced in seven samples due to difficulties in designing PCR primers as a result of the limited number of segment 1 PBV sequences available in GenBank. Overall, samples positive for PBV were collected mainly in 2008 and 2009. Among these positive results, most clades of segment 1 and segment 2 were observed in samples from either 2008 or 2009, while only segment 1 clades C3 and C4 and segment 2 clade R1 were present in samples from both 2008 and 2009. More than one clade of segment 2 was present in three of the 12 samples and more than one clade of segment 1 was present in two of the seven segment 1 positive samples. In four sea lions (Victory, Camy, Caddy, and GiGi), PBVs were detected in samples collected from two different years (Table 4). Among these four sea lions, the same segment 1 clade (C3) was present in two consecutive years in one sea lion (GiGi), with a total of 18 nucleotide changes in the capsid coding region of the same clade (C3) detected between 2008 and 2009. In the other three sea lions (Victory, Camy and Caddy), different clades were present in the fecal samples obtained in different years.

TABLE 4. Prevalence of PBVs identified in serial fecal samples of California sea lions.
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Nucleotide Sequence Accession Numbers

The genome sequences of otarine PBVs obtained from the present study were deposited in GenBank with accession numbers KU729746–KU729769.

DISCUSSION

A high diversity of PBVs was observed in a variety of terrestrial and marine mammals. Despite the relatively high evolutionary rate of RNA viruses, those that infect a specific host usually fall into several discrete viral species; for example, human coronaviruses that infect human include four distinct species, namely OC43 (Vabret et al., 2003), 229E (Yeager et al., 1992), NL63 (Hofmann et al., 2005), and HKU1 (Woo et al., 2005). Viruses infecting a specific host do not form a “continuous” spectrum. However, when we tried to perform phylogenetic analysis on short fragments of PBVs amplified from human samples downloaded from the GenBank, it was noted that these human PBVs formed a spectrum covering the whole phylogenetic tree (data not shown). In the present study on PBVs of different animal hosts, a similar phenomenon was observed. PBVs from horses, pigs, and cattle were widely distributed in the whole phylogenetic tree, and PBVs from sea lions and monkeys also showed high diversity (Figure 1). In addition no two PBVs were detected to be the same among the 52 positive samples, except for that found in two pairs of sea lions, which possessed identical sequences even in the short fragment of 205 bases used for screening. The reason for this phenomenon remains unclear, although it may be partly due to the high mutation rate of PBVs, as quasispecies are frequently found in PBV sequences. Unfortunately, no PBV has been isolated in all studies so far. Therefore, further confirmation by repeated passage of a PBV strain and sequencing, which will determine its mutation rate more accurately, is not possible.

Multiple strains of PBV were present in the majority of PBV-positive samples from different kinds of animals. In the literature, the presence of multiple strains of PBV has only been described in fecal samples collected from human (van Leeuwen et al., 2010; Ganesh et al., 2011b), pigs (Bányai et al., 2008; Chen et al., 2014), chickens (Ribeiro et al., 2014), monkeys (Wang et al., 2012) and buffalos (Malik et al., 2014), despite the identification of PBVs in 24 different animals. In this study, multiple strains of PBV were observed in the same fecal samples of cattle, monkeys, horses, pigs, and sea lions. This phenomenon was also confirmed by sequencing the complete segments 1 and 2 of otarine PBVs directly from the fecal samples of sea lions (Figure 2; Table 4). Among the 12 samples that showed positive results, more than one clade of segment 2 were present in three of the 12 samples and more than one clade of segment 1 were present in two of the seven segment 1 positive samples (Table 4). It is of note that due to the low number of complete segments 1 and 2 sequences of PBV in GenBank, some of the segments in the fecal samples of the sea lions in the present study could not be amplified and sequenced. In fact, only nine complete/near-complete PBV segment 1 sequences are available in GenBank, making sequencing of segment 1 particularly difficult using the genome walking approach. Despite these technical difficulties, more than one segment 1 and/or more than one segment 2 were observed in at least five fecal samples of the sea lions in this study. The presence of more than one segment 1 and more than one segment 2 in the same sample is rare in other segmented RNA viruses. This phenomenon makes it difficult to ascertain which segment 1 corresponds to which segment 2 in individual PBV genomes from a specific fecal sample.

In the PBV genomes sequenced in this study, only the two ORFs that encode for the capsid protein and RdRp showed significant homologies to the corresponding ORFs encoding the same proteins in other PBVs. In addition to these two ORFs, an ORF1 and an ORF2 were found upstream to the ORF that encodes for the capsid protein in segment 1 of some PBVs. Bioinformatics analysis showed that the deduced amino acid sequences of ORF1 and ORF2 possess no significant homology with any known protein and no putative transmembrane domain was found. Interestingly, three different kinds of previously undescribed ORFs not homologous to each other were also found upstream to the ORF encoding RdRp in the segment 2 sequences of six otarine PBVs in this study (Figure 2). Similar to ORF1 and ORF2, these three ORFs were predicted by the gene prediction program FGENESV, instead of only the ORF Finder. These three kinds of ORFs showed no homology to any known proteins and did not possess any known protein domains, families or functional sites. Further experiments will be required to determine the functions of these three ORFs as well as ORF1 and ORF2.

Picobirnaviruse probably evolves through mechanisms similar to other segmented RNA viruses (Figure 4). The most thoroughly studied segmented RNA viruses are the influenza viruses (negative-sense single-stranded RNA virus) and rotaviruses (double-stranded RNA virus). Influenza viruses evolve through reassortment of RNA segments resulting in antigenic shifts and RNA mutations leading to antigenic drifts and causing major pandemics, lots of mortalities and morbidities, and economic lost (Smith et al., 2009). As for rotaviruses, virus strains belonging to the same group can also reassort their genomes resulting in enormous diversity (Kirkwood, 2010). This provides one of the mechanisms for the emergence of new rotavirus strains leading to disease outbreaks and loss of vaccine efficacy (Kirkwood, 2010). The presence of multiple segment 1 and segment 2 in the same animal observed in this study provides the PBV genome a good opportunity for reassortment (Figure 4). In addition, in the serially collected fecal samples from sea lions, it was also observed that two segment 1 sequences that belonged to the same clade (C3) can be present in the same animal (GiGi) from two consecutive years (Table 4). There were 18 nucleotide changes in these two segment 1 sequences, leading to 11 amino acid changes. This could be due to persistence of the same PBV with mutational changes over 2 years or re-infection by another otarine PBV with segment 1 of the same clade but of a different sequence type.
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FIGURE 4. Circulation and evolution model of otarine PBVs in California sea lions. Possible otarine PBVs detected in the serial fecal samples of California sea lions collected in different years are shown. Possible reassortment of segments 1 and 2 of different clades (C1–C4 and R1–R9) circulating in the California sea lions are also indicated.



In this study, a high diversity of PBVs was observed in a variety of terrestrial and marine mammals. Multiple sequence types with significant differences, representing multiple strains of PBV, were present in the majority of PBV-positive samples from different kinds of animals. These results suggest that PBV probably evolves through mechanisms similar to other segmented RNA viruses.
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Interleukin 17 receptor A
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Gene symbol

ceLtt
cCL20
ccL22
cCL28
ceLs
ceLs

CD28
CDC37
CNTF
CX3CL1
CXCL1

CXCL1O

CXCL12
CXCL16
cxoL2
CXCLS
DLL1
HSPYOAAT
HSPOOABT
HSPOOB1
L11

L3

IAGT
LPART
LPAR2
LPARY.
MAMLY
MAML2
ANGPTLA
BCL2L1
L17F
MCL1
POK1

L21

Protein name

Chemokine (C-C motif ligand 11
Chemokine (C-C motif ligand 20
Chemokine (C-C motif) igand 22
Chemokine (C-C motif igand 28
Chemokine (C-C motif ligand 3
Chemokine (G-C motif ligand §

D28 molecule

Cell division cycle 37

Giiary neurotrophic factor
Chemokine (C-X3-C moltf igand 1

Chemokine (G-X-C moltf) ligand 1 (melanoma growth
stimulating activity, alpha)

Chemokine (C-X-C motif ligand 10

Chemokine (G-X-C molif igand 12
Chemokine (G-X-C motif igand 16

Chemokine (C-X-C mottf ligand 2

Chemokine (G-X-C mottf ligand &

Detta-like 1 (Drosophia)

Heat shock protein 90 KDa alpha family class A member 1
Heat shock protein 90 kDa alpha family class B member 1
Heat shock protein 90 KDa beta family member 1
Interleukin 11

Interleukin 3

Jagged 1

Lysophosphaticic acid receptor 1

Lysophosphaticic acid receptor 2

Lysophosphaticic acid receptor 4

Mastermind like transcriptional coactivator 1

Mastermind lie transcriptional coactivator 2

Angiopoietin ke 4

BCL2 ke 1

Interleukin 17F

Myeloid cell leukeia 1

Phosphoencipyruvate carboxykinase 1 (soluble)
Interleukin 21

Po.

Source
Source
Source
Source
Source
Source

Source
Source
Source
Source
Source

Source

Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Source
Sink
Sink
Sink
Sink
Sink
1.62

ump

Down
Down
up
Up
up
Up

Up
U
Up
up
Up

up

Up
Down
Up
Up

Up
up
Up
up
Up
up
Down
Up
Down
Down
Down
Down
Down
Down
up
Up
Down

Role in rabies

Highly activated in the brains of mice infective with Rabies (71)
Known as a vital regulator which is involved in convincing
encephalomyelitis (72), raised levels of mRNA transcripts (73),
the expression value of CXCL10 and CCLS in microgia is
accurately regulated whil the multiple signaling pathways are
activated

Known as a vital reguiator which is involved i convincing
encephalomyeitis (72), raised levels of mRNA transcripts (73),
the expression value of CXCL10 and CCLS in microglia is
accurately regulated while the multiple signaling pathways are
activated

Associated with virus packaging (68)
Associated with virus packaging (68)
Associated with virus packaging (68)

IL-21 is critcal for the development of optimal vaccine-induced
primary but not secondary antibody responses against RABV
infections (Dorfmeier et al., 2013)
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FNB1

EP300
TLR4
L6

MYDB3

NFKB1

STAT3

TRAF6
F2R
CASP8
GNAI2

RBL1
TFOP2
STAT1

AKT2
AKT3
JUN
FASLG

IRF7
ADCY6

ADCY1

ADCY?

ADCY9.

IRF3

IAK2

Interferon, beta 1, fibroblast

E1A binding protein p300
Toll-Tike receptor 4
Interleukin 6

Myeloid differentiation primery response 88

Nuclear factor of kappa light polypeptide gene enhancer in
Becells 1

Signal transducer and activator of transcription 3
(acute-phase response factor)

TNF receptor associated factor 6

Coagulation factor Il (thrombin) receptor

Caspase 8, apoptosis-related cysteine peptidase
Guanine nucleotide binding protein (G protein), alpha
inhibiting activity polypeptide 2

Retinoblastomarlike 1

Transcription factor Dp-2 (E2F dimerization partner 2)
Signal transducer and activator of transcription 1

-AKT murine thymorna viral oncogene homolog 2
-AKT murine thymorma viral oncogene homolog 3
Jun proto-oncogene

Fas ligand (TNF superfamily, member 6)

Interferon regulatory factor 7
Adenyate cyclase 6

Adenyiate cyclase 1 (brain)

Adenylate cyclase 7

Adenylate cyclase 9

Interferon regulatory factor 3

Janus kinase 2

119

0.70
064
058

0.44

0.13

0.12

0.08
0.05
0.00
0.00

0.00
0.00
-0.01

-0.07
-0.07
-032
-0.48

-0.60
-0.70

-073

-073

-073

-078

-0.79

Up

Down

up

Down

Up
Up
Up
Down

Down
Down

Up
Up
Up
Up

Up
Up

Up

Up

Up

RABV P protein binds and inhibit Binding to IRF3 (Brzézka et al.,
2006)

No sign of phenotype due to lacking TLRA
Overexpression uring infection (58,59), corretation among the
1L-6 genes and the way of behavioral lateraiization (60), involved
in RABV pathogenesis (61)

Weakened RABV intervenes deadly disease while no MyD88.
present, genetic adjuvanting with Myd88 improved the RVNA
responses of a plasmid DNA rabies vaccine (90,91)

inhibits STAT3 nuclear accumulation (Lieu et al., 2013)

Activation in RABV (Sarmento et al., 2006)

RABV P protein binds and inhibit cimerization of STAT (Vidy
etal., 2005; Brzézka et al., 2006), inhibit translocation (Brzézka
etal., 2006; Moseley et al., 2009)

Hyper-phosphorytation of RABV P protein (Sun et al., 2008)
Hyper-phosphorylation of RABV P protein (Sun et al., 2008)
Activated in Rabies (Nakamich et al., 2005)

Immune disruptive strategy of RABV to bring about apoptosis in
T cell by overexpression in neuron (93)

RABV P protein averts tis activation (70)

The signal pathway from the stimulating regulatory component
of the adenylate cyclase system to the unchanged activity of the
catalytic subunit is defective (Koschel and Halbach, 1979;
Koschel and Miinzel, 1984)

“The signal pathway from the stimulating regulatory component
of the adenylate cyclase system to the unchanged activity of the
catalytic subunit is defective (Koschel and Halbach, 1979;
Koschel and Minze, 1984)

The signal pathway from the stimulating regulatory component
of the adenylate cyclase system to the unchanged actiity of the
catalytic subunit is defective (Koschel and Halbach, 1979;
Koschel and Minze, 1984)

‘The signal pathway from the stimulating regulatory component
of the adenylate cyciase system to the unchanged activity of the
catalytic subunit is defective (Koschel and Halbach, 1979;
Koschel and Minzel, 1984)

RABV P protein binds and avert binding to IFNB1 (53), inhibit
IRF3 phosphorylation (70,96)

The third and fourth column indicate the positon (Po,) of the corresponding genes in RISN and expression changes (U/D) of them based on our meta-analysis. The IRI of the nodes
with high betweenness values are presented in the third column
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Primer name

1-PF
1-PR

1-N-F

1-N-R
4-MF
4MR
4-GF
4GR
4-PF

4-PR

Sequence (5'-3) Use

GCAAAGCAAAAATGTAACACTCCTCCTTTCGAACC Construction for P1 plasmid
ATTGTAGGGGTGTTAGTTTTTTTCATATCGACTCC

TAACACCCCTACAATGGATGCCGAC

TTAGTGGTGTTGCCTGTTTTTTTCATGATGGATATAC

ATCATGAAAAAAACTAACACCACTAATAAAATGAAC Construction for P4 plasmid
TGAGGGATGTTGCCTGTTTTTTTCACATCCAAGAGGC

AGGCAACATCCCTCAAAAGACTTAAGG

GGAGGAGTGTTAATAGTTTTTTTCTCGACTGAAATG

TATTAACACTCCTCCTTTCGAACCATCC

GTTCTTTTGGTATACAGTTTTTTTCATATCGACTCCATG

215-20 bp homologous sequences are underlined.
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Primer name

N-QF

N-QR

P-QF

P-QR

M-QF
M-QR
GQF

G-QR

L-QF

L-QR
B-ACTIN-QF
B-ACTIN-QR
LRNA-QF
LRNA-GR
LRNART

Sequence (5'-3)

TAGGCTTGAGTGGGAAGTC
CAGCAATAACCGTGGCAT
ATCGCTCATCAGATTGCT
GCCTCTTTAACTATGTCATCAA
GAACATACGGGCTTAACTCC
AAGAGGCTCAAAATGTAACGG
TCTACAGTTTTCAAAGACGG
TCAATACATACTTCCCCCAT
TGTTGATGTCTGATTTCGC
GGAACGCTCTTGACAGAT
CGTAAAGACCTCTATGCCAAC
GATCTTGATCTTCATGGTGCT
CCAGATGCTTGGCGTCCT
ACGCTTAACAACAAAACC

CCAGATGCTTGGCGTCCTCTTTGCAACTGACGATGT

Use

GRT-PCR/CDNA synthesis
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
GRT-PCR
CDNA synthesis





OPS/images/fmicb-07-01263/cross.jpg
®

o fark





OPS/images/fmicb-07-02118/fmicb-07-02118-t001.jpg
Hosts

Avian
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Total
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Position at PB2 protein Number of amino Number of positions
acid substitutions*

389, 473, 547, 570, 674 3 5
8, 129, 139, 147, 194, 255, 327, 338, 344, 354, 355, 446, 456, 461, 575, 613, 661, 667, 684, 699, 701, 756, 759 2 23
15, 23, 28, 51, 58, 64, 66, 67, 79, 81, 87, 89, 92, 95, 105, 106, 109, 113, 122, 130, 134, 136, 137, 142, 144, 152, 1 114

163, 157, 164, 168, 175, 177, 184, 186, 187, 188, 189, 191, 192, 198, 206, 221, 240, 253, 265, 274, 285, 292,
293, 295, 299, 300, 303, 307, 309, 312, 313, 315, 317, 318, 330, 336, 340, 343, 351, 352, 356, 365, 368, 374,
375, 376, 394, 395, 399, 416, 422, 433, 444, 451, 463, 464, 468, 480, 488, 503, 508, 509, 521, 526, 537, 543,
563, 574, 584, 588, 598, 618, 629, 648, 659, 663, 666, 678, 680, 702, 714, 715, 717, 723, 731, 732, 742, 748
Others 0 617
Total 759

*The number of amino acid substitutions is defined as the number of transmission pairs having amino acid substitutions at each position. The positions of avian-human
signature residues identified by Chen et al. (2006) were underlined.
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Amino acid at
position 478

|

\
M
L.
A

Total

Number of sequences

Avian isolates Avian isolates in
excluding avian-to-swine
avian-to-swine transmission

transmission

4194 2
3147 30
30 0

4 0
1 0
7376 32

The probability that the observed frequencies of amino acids come from the same
distribution is 6.1 x 10~8 using Fisher’s exact test.
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Position at PB1 protein Number of amino Number of positions
acid substitutions*

156 4 1
375, 757 3 2
12, 113, 191, 213, 386, 430, 476, 567, 643, 645, 667 2 1
9, 11, 14, 18, 54, 56, 56, 57, 60, 75, 91, 106, 108, 114, 119, 125, 144, 155, 158, 166, 168, 174, 175, 179, 187, 1 91
192, 196, 200, 208, 209, 212, 230, 237, 239, 247, 254, 261, 268, 309, 315, 320, 327, 336, 346, 361, 364, 374,

383, 384, 388, 402, 419, 421, 433, 434, 448, 451, 454, 457, 458, 465, 509, 511, 516, 517, 521, 527, 563, 566,

569, 571, 577, 578, 587, 591, 595, 599, 640, 641, 670, 694, 696, 702, 717, 719, 730, 741, 746, 748, 753, 756

Others 0 652
Total 757

*The number of amino acid substitutions is defined as the number of transmission pairs having amino acid substitutions at each position. The positions of avian-human
signature residues identified by Chen et al. (2006) were underlined.
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Position at PA protein Number of amino
acid substitutions*

441 3
57, 61,80, 94, 186, 208, 231, 261, 272, 388, 554, 560, 585, 626, 684 2
3,12, 14,22, 27, 29, 38, 40, 78, 86, 88, 89, 90, 101, 109, 115, 118, 127, 135, 141, 158, 159, 169, 192, 201, 204, 1

210, 216, 224, 226, 238, 247, 252, 256, 262, 269, 277, 285, 308, 311, 312, 315, 316, 321, 323, 325, 335, 336,

345, 350, 358, 355, 361, 364, 372, 394, 403, 407, 413, 418, 424, 435, 437, 439, 440, 442, 450, 451, 469, 487,

490, 492, 496, 499, 501, 505, 512, 513, 518, 522, 528, 531, 535, 536, 538, 545, 547, 553, 558, 565, 566, 569,

570, 576, 580, 581, 587, 588, 589, 592, 595, 598, 602, 607, 615, 616, 617, 618, 619, 621, 625, 628, 665, 669,

680, 683, 633, 694, 696, 706, 715

Others 0
Total

Number of posi

16
121

579
716

*The number of amino acid substitutions is defined as the number of transmission pairs having amino acid substitutions at each position. The positions of avian-human

signature residues identified by Chen et al. (2006) were underlined.
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Amino acid at Number of sequences
position 340

Avian isolates Avian isolates in
excluding avian-to-swine
avian-to-swine transmission

transmission

R 4556 13
K 2797 19
S 12 0
G 8 0
E 2 0
N 1 0
Total 7376 32

The probability that the observed frequencies of amino acids come from the same
distribution is 0.097 using Fisher’s exact test.
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These antiiral binding sites were described by Ledford et al. (2004)
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Birds Viruses Infected method 3dpi 5dpi 7dpi Sera-conversion (positive/total)

op cL op cL opP cL 14 dpi 21 dpi

Chickens ~ BPHUN/414/10  Inoculated og o8 [ [ o5 [ 5/5(2.19° 5/5(4.15)
(H7N1) Contacted o3 o3 o3 L] o3 o3 o3 2/3(1.15)
CP/XH/420/10  Inoculated o8<1®  2B(<N)  4S(<T)  US(<1)  1S(<1)  1S(<1) 3/5(5.10) 4/5(5.67)
(H7N1) Contacted o3 [ ] o3 23<1) 1/3(4.69) o3

Ducks BP/HUN/414/10  Inoculated o8 o8 [ o5 o5 [ 5/5(3) o5
(H7NT) Contacted o3 o3 o3 o3 o3 o3 1/3(1.15) o3
CP/XH/420/10  Inoculated 28(<1)  e8(<l) 05 S6(<1)  25(<l)  3/5(<1) 5/5(4.43) 5/5(6.51)
(H7N1) Contacted 10 o3 o3 8m<l) 08 23(<1) 3/3231) 3/3(3.89)

Abbreviations: dji, days post-inoculation; O, oropharyngeal swab; CL, cloacal swab.
aPositive birds/Total sunvival birds.

bAverage viral tter of infected birds (og10EIDS0  SO).

©Average antibody titer of infected birds log2).
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Fragment

4
5

Location

1-2792
2541-5926
5673-9156
4258-8657

8644-12,183
11,745-15,192

Forward primer sequence (5' — 3)

AACCAAACAGAGAATCTGTGAGGTAC
GTCCAGCTACCTGCCGACTT
CTGAAGGCGCACTCACTACG
CCTGCGGAGTGTGAAAGTCA
AACCGGAGTGCTCCATCCC
CCCCGGAACAGAAGCTGGTCA

Reverse primer sequence (5" — 3')

TCGGGCTACTGCTCGGAGAT
GCCTGTCAGGATGACTTGAGA
AGATGTGCCGCCGTAGAAGAT
GGAGCACTCCGGTTATCTTGG
AGATTCCCAGCTGTGGGCAG
ACCAAACAGAGATTTGGTGAACGAC

size

2792
3386
3484
4400
3540
3448

*An additional primer was designed for fragment 3 which was located in the hypervariab region of the genome. Primer locations are based on NDV strain chickeryBanjermasin/010/10

(HQB697254.1).
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Gene

Gene start
n (nt)

56-65
1810-1819
3262-8271
4504-4513
6327-6336
8376-8385

UTR, untranslated region.

YUTR
length (nt)

66
83
34
46
91
11

Coding sequence
positions (nt)

122-1591
1896-3080
3296-4390
4550-6211
6418-8133

8387-15,001

SUTR
length (nt)

217
180
12
84
195
7

Gene end
position (nt)

1799-1808
3251-8260
4493-4502
6284-6295
8319-8328
15,069-15,078

Intergenic region
length (nt)

1
1
1

31

a7

Gene
length (nt)

1753
1451
1241
1792
2002
6703

Protein
length (aa)

489
395
364
553
571
2204
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NDV isolate

MB128/04
MBO76/05

1BS002/11

1BS005/11

1BS025/13

Year

2004
2005

2011

2011

2013

Origin

Seiangor
Sabah

Johor

Farm type

Broiler
Broiler

Broiler

Broiler

Broiler

ND, Newcastle disease; I8, Infectious bronchitis.

Case history

Not available

Depression, marked conjunciivits, anorexia, and facial
edema

The infection started at day 14 with 5% mortalty. Bird
showed signs of coughing, sneezing, and torticolis
The infection started at day 20 with 6% mortaliy.
Depression and greenish diarrhea, respiratory rales
The infection started at day 18 with 4% mortalty. Bird
showed signs of coughing, sneezing, greenish diarrhea
and torticolls

Vaccination history

Not available
Not available

Atday 8 and 14 with ive ND+IB

At day 2, 8, and 12 with ND+18

At day 14 with ND+1B

References

Berhanu et al., 2010
Berhanu et al., 2010

Roohani et al., 2015

Roohani et al., 2015

This study
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Geneb Virus with the greatest simi Identity (%)
HA A/swine/Hainan/1/2005(H1N2) 9.8
NA Aswine/Hong Kong/204/2009(H1N2) 97.1
PB2 A/swine/Hong Kong/NS30/2004(H1N2) 975
PBI Aswine/Hong Kong/NS1890/2009(H1N2) %9
PA Afswine/Hong Kong/4111/2004(H1N2) 976
NP Aswine/Hong Kong/1111/2004(H1N2) 97.4
M Afswine/Hong Kong/NS623/2002(H1N2) 979
NS A/swine/Hong Kong/NS623/2002(H1N2) 971

http:/fusewncbi.nim.nib.go.
bHA, hemagglutinin; NA, neuraminidase; PB, polymerase basic subunit; PA, polymerase
acidic subunit: NP, nucleoprotein; M, matrix; NS, nonstructural.






OPS/images/fmicb-07-02027/logo.jpg
, frontiers
in Microbiology





OPS/images/fmicb-07-01907/fmicb-07-01907-t008.jpg
Gene NDVisolate  Lineage1  Lineage2  Lineage3a  Lineage3b  Lineage3c  Lineagedd  Lineaged Lineage 5

NP MB128/4 551 7.72 5.68 461 407 4.03 431 2.96
MBO76/5 551 7.72 568 461 407 408 431 296
1BS002/11 668 928 721 554 45 4.03 521 3.22
1BS005/11 69 951 7.43 576 an 425 534 343
18S025/13 367 065 721 7.65 7.10 802 876 8.

P MB128/4 1565 1747 14.43 13.16 13.16 1241 1301 975
MBO76/5 15.65 1747 14.43 13.16 13.16 1241 1301 9.75
18S002/11 17.62 18.52 157 14.68 14.68 14.18 14.43
1BS005/11 17.62 18.52 157 14.68 15.06 14.68 1494
1BS025/13 9.16 262 11.90 12.83 16.08 1426 16.61

M MB128/4 9.29 1264 1099 9.98 1030 650 5.60 4.26
MBO76/5 9.29 1264 1099 9.98 1030 650 5.60 4.26
18S002/11 769 11.26 9.89 9.89 1030 5.40 527 4.04
1BS005/11 7.42 10.99 9.62 9.62 1003 5.13 473 3.49
1BS025/13 8.46 1181 1071 9.62 113 650 560 4.42

F MB128/4 12.38 14.59 12.33 1158 1059 9,038 865 566
MB076/5 12.38 1459 1233 1158 1059 9203 865
1BS002/11 1408 15.68 13.42 1284 1188 10.69 1067
18S005/11 14.21 15.68 136 13.06 1185 1087 1095
1BS025/13 13.19 15.62 13.06 12.90 12.06 10.43 10.17

HN MB128/4 9.95 1226 1068 179 841 753 764 454
MBO76/5 9.95 1226 10.68 179 841 758 7.64 515
18S002/11 1068 1334 1121 1296 9.19 806 872 872
1BS005/11 1019 12.81 10.68 12.43 902 7.76 844 581
18S025/13 1061 1311 1191 1284 963 841 865 601

L MB128/4 5147 654 5.04 452 an 418 421 2.44
MBO76/5 517 654 5.04 452 a1 418 421 2.44
1BS002/11 525 655 54 493 431 418 428 256
1BS005/11 52 651 527 477 418 4.04 416 2.39
1BS025/13 5.12 656 5.13 465 415 425 441 255

Complete  MB128/4 17.93 19.79 16.14 1521 1288 13.09 1198 7.87
MBO76/5 17.90 19.83 16.10 15.17 1284 13.04 1192 782
1BS002/11 18.85 20.56 1678 1627 1428 1447 13.45 862
18S005/11 18.82 2037 16.72 16.16 1426 14.12 1335 8.49
1BS025/13 16.73 14.62 16.11 1592 15.08 14.99 14.61

Underined values show the minimum evolutionary distances between each lineage and Malaysian NDV isolates. Using MEGAG program, the data was generated and values indicates%
nucleotide and amino acids distance respectivel.
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Viruses Manifestations of pigeons Virus replication on 3 DPI (logyoEIDso/g) in:

No. D/S/total® No. S.C./total®
Infected®  Contact!  Infected  Contact ~ Thymus  Cecaltonsils  Bursaof Fabricius  Trachea Lung Brain Kidney Spleen
aM 003 003 33099 o3 3084076  392:052 2334063 183068 442014 2424020 308£029 2924029
YF18 00r8 003 3387 o8 1674014 1.83+0.38 ND ND 2334052 ND 1754043  208+052
G289 o 003 3303  2/360 383:058 433038 4584014 2834038 533£038 275+043 375 492101

*Pigeons were inoculated with 10° ElDso of the indicated virus in & volume of 200 L via the intraocular and intranasal routes; Tissues, including thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, kidney, and spleen were
collected aseptically on three DPIfrom three pigeons when infected with the incicated vitus and homogenized for virus titration in eggs.

BNo. D/Sitotal shows the number of dead (D) and sick (S) as well as the total number of pigeons from the observation period. The pigeons that showed clinical signs, such as depression, torticolls, incoordination, and tremors, but
recovered at the end of the observation were counted as sick animals.

SNo. $.C./total shows the number of pigeons that seroconverted out of the total number of pigeans at the end of the observation period.

IFor statistcal analysi, a value of 1.5 was assigned if the vinus was not detected from the undited sample in three SPF embryonated chicken eggs (Kang ot a, 2015).Vius titers are expressed as means < standard deviation in
logroEIDso/g of tissue. ND, Nt detected.

%Pigeans inoculated with virs.

Thrao uninoculated pigeons were co-housed with infected pigeons as a contact group 8 afte inoculation.

9 Average antibody titer of infected pigeons (Ioga).
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Viruses

aM Infected®

Contact®
YF18  Infected

Contact
62289 Infected

Contact

opP

ND (0/3)
ND (03)
ND (013)
ND (03)
ND (0/3)

3Days

cL

154 0.10(1/6)  1.83 + 0.52(2/6)

ND (0/3)
1.75 £ 0.42(2/6)
ND (0/3)

ND (0/3)
ND (0/3)

OR oropharyngeal swabs; CL, cloacal swabs.
aFor statistical purposes, a value of 1.5 was assignedif virus was not detected from the undiuted sample i three embryonated hen’s eggs (Kang et al, 2015).
bPigeons inoculated with virus.
®Naive contact pigeons housed with those inoculated.

INo detected.

5Days
op oL
183203829 242 1.012/9)
ND (0/3) ND(0/3)
ND (0/3) ND(0/3)
ND (0/3) ND(O/3)
200 +0.502/3)
1.75 £ 0.43(2/3) ND(0/3)

Days post-inoculation (log1oEIDso/0.1 mL) + SD?

7 Days
oP cL
N (0/3) ND (0/3)
ND (03) ND (0/3)
ND (03) ND (0/3)
ND (0/3) ND (0/3)

283+095(2/3) 3.83:1.15(3/3) 3.33 0.596/3)

1,83 +0582/3)

1.67 £ 0.14(2/3)

9Days
op oL

ND (0/3) ND (0/3)

ND (073) ND (073)

ND (0/3) ND (073)

ND (0/3) ND (0/3)
2.7940990/3) 2.710.86(3/3)
167 £0.29(1/3)  1.68 0.14(1/3)

11Days
op oL
ND (0/3) ND (0/3)
ND (0/9) ND (0/3)
ND (0/3) ND (0/3)
ND (0/3) ND (0/3)
1584 0.14(1/8)  1.92  0.29(2/3)
ND (073) ND (0/3)
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NDV isolate® Host  Location(City) Class Genotype MDT®(h) ICPI®  F-protein Pathotype  GenBank

cleavage sited accession no.®
Pigeon/Guangdong/GZ293/2014°  Pigeon  Guangzhou Class I v 78 137 RRQKRF Velogenic ~ KT381592
Chicken/Guangdong/GM5/2013 & Chicken  Gaoming Class Il i 70 173 RROKRF Velogenic ~ KT381598
Chicken/Guangdong/GM/2014 & Chicken  Gaoming Class Il i 56 178 RROKRF Velogenic  DQ486859
Duck/Guangdong/YF21/2014 & Duck  Yunfu Class I Vil 58 165 RRQKRF Velogenic ~ KT381594
Pigeon/Guangdong/GM1/2014 &  Pigeon  Gaoming Class Il v 64 141 RROKRF Velogenic  KT381595
Pigeon/Guangdong/GM8/2013"  Pigeon  Gaoming Class I v 87 129 KRQKRF Velogenic  KT381596
Chicken/Guangdong/GZ295/2014  Chicken  Guangzhou Class Il 1 >120 05  RKQGRL Lentogenic ~ KT381597
Duck/Guangdong/GM12/2014 Duck  Gaoming Class I 1 =120 02 RKQGRL Lentogenic ~ KT381598
Duck/Guangdong/GZ331/2014 Duck  Guangzhou Class Il 1 >120 02 RKQGHL Lentogenic ~ KT381599
Duck/Guangdong/YF24/2014 & Duck  Yunfu Class I [ >120 02  GRQGRL Lentogenic ~ KT381600
Pigeon/Guangdong/GZ267/2013 &  Pigeon  Guangzhou Class Il v 78 122 RROKRF Velogenic  KT381601
Pigeon/Guangdong/GZ288/2013 &  Pigeon  Guangzhou Class Il v 7 122 RRQKRF Velogenic ~ KT381602
Pigeon/Guangdong/GZ200/2013  Pigeon  Guangzhou Class Il vi 84 135  RROKRF Velogenic  KT381608
Pigeon/Guangdong/GZ202/2014  Pigeon  Guangzhou Class Il v 78 138 RROKRF Velogenic  KT381604
Duok/Guangdong/YF18/2014 & Duck  Yunfu Class I X a2 183  RRQRRF Velogenic ~ KT381605
Pigeon/Guangdong/GZ289/2014 &  Pigeon  Guangzhou Class Il v 58 172 RROKRF Velogenic  KT331606
Duck/Guangdong/YF821/2014 & Duck  Yunfu Class | 3 >120 0 ERQERL Lentogenic ~ KT381585
Duck/Guangdong/YF827/2014 &  Duck  Yunfu Class| 3 >120 0 ERQERL Lentogenic ~ KT381586
Pigeon/Guangdong/YF1/2014 Pigeon  Yunfu Class | 3 >120 0 ERQERL Lentogenic ~ KT381587
Chicken/Guangdong/GM3/2013  Chicken  Gaoming Class| 3 >120 0 ERQERL Lentogenic ~ KT381588
Chicken/Guangdong/GM307/2014  Chicken ~ Gaoming Class | 3 >120 0 ERQERL Lentogenic ~ KT381589
Chicken/Guangdong/GZ316/2014  Chicken ~ Guangzhou Class| 3 >120 0 ERQERL Lentogenic ~ KT381590
Chicken/Guangdong/GZ379/2014  Chicken ~ Guangzhou Class | 3 >120 0 ERQERL Lentogenic ~ KT381501

DV was isolated from the oropharyngeal swab> samples (&) or from both oropharyngeal and cloacal swab> samples from the same bird (). NDV isolates without any symboiic notation
were isolated from cloacal swabs only.

®Mean death time in 10 d-old SPF embryonated chicken eggs (hours) (<60, velogen; 60-90, mesogen; >90, lentogen).

®lniracerebral pathogenicity index in day-old chickens (<0.7, lentogen; 0.7-1.4, mesogen; 1.4-2.0, velogen).

9Amino acids 112-117.

The Gen Bank accession numbers provided are for the 1662-bp nucieotide sequence of the NDV-F gene open reading frame of South China NDV strains.

!Published by Wang et al. (2014).
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Viruses Manifestations of chickens Virus replication on 3 DPI (log4EIDso/g)? in:

No. D/S/total® No. S.C./total®
Infected®  Contact!  Infected ~ Contact ~ Thymus  Cecaltonsils  Bursaof Fabricius  Trachea Lung Brain Kidney Spleen
aM 31313 3313 - - 7334014 692058 683+0.14 5504043 775£060 6132053 747x014  675£025
YF18 3/3/8 3373 - - 625£050 6834080 6584058 5424020 7254090 550+£090 7084052  675+066
6z289 0013 003 33609 o3 2924062 258%1.01 2424058 2334020 842£014 200£043 217+058 200+025

“Chickens were inocuated with 10° EIDso of the indicated virus in a volume of 200 L via the intraocular and intranasal routes; Tissues, including thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, kidney, and spleen were
colected aseptically o three DP from three chickens when infected with the indicated virus and homogenizedfor virus ttration in eggs.

BNo. D/Sftotal shows the number of dead (D) and sick (S) as well as the total number of chickens from the observation period, The chickens that showed clinical signs, such as depression, torticolks, incoordination and tremors, but
recovered at the end of the observation were counted as sick animals.

No. $.C./total shows the number of chickens that seroconverted out of the total number of chickens at the end of the obsenvation period. ~, al of the chickens diied at the end of the observation.

9For statistcal analysi, a value of 1.5 was assigned if the vinus was not detected from the unditted sample in three SPF embryonated chicken eggs (Kang et al, 2015).Virus titers are expressed as means < standard deviation in
logioEIDso/g of tissue.

*Chickens inoculated with virus.

Thrao uninoculated chickens were co-housed with ifected chickens as a contact group 8h after inoculation.

9 Average antibody titer of infected chickens flogs).
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Viruses Days post-inoculation (log1oEIDso/0.1 mL) & SD?
3 Days 5 Days 7 Days 9 Days

oP cL opP oL op cL opP oL

GM  nfected® 4.79%060(6/6) 529 0.40 6/6) - = = ) - -
Contact® 4.13+0.18(2/3) 375+043(3/8) 4002 39201433 - - - -

YF18  Infected  525+027(5/5) 4.92£041(5/5)  2.50(i/1) ND (018 - - - -
Contact  4.00+0.66(3/3) 4.17£014(3/3) 325+0433/0) 325£0712/9 800(12) 300(1/2) - -

G289 Infected 829+ 062(6/6) 283£052(6/6)  ND(0/3) D (0/3) ND(0/3) ND(0/3) ND(O/3) ND(0/3)
Contact ND (0/3) ND (0/3) ND (0/3) ND (0/3) ND(/3) ND(O/3) ND(O/3) ND(03)

OF, oropharyngeal swabs; CL. cloacal swabs; -, al of the chickens died at the end of the obsevaton.

For stalstical puposes, a value of 1.5 was assigned if vius was not detected from the undiuted sample in three embryonated hen’s eggs (Karg et al. 2015)
Chickens inoculated with virus.

SNeive contact chickens housed with those inoculated,

9INo detected.

11 Days

op

ND (0/3)
ND (0/3)

oL

ND (0/3)
ND (0/3)
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Viruses Manifestations of ducks Virus replication on 3 DPI log1oEIDso/a)*

No. D/Sftotal® No. S.C./total®
Infected®  Contact! Infected  Contact Thymus Cecaltonsils  Bursa of Fabricius Trachea Lung Brain Kidney Spleen
am o0 003 33809 o3 3084020  268+0.14 167:£0.14 ND 4174014  ND  250£026 242029
YF18 0018 003 38(7)  8B(0)  333x014 2674052 2754043 1924029 5004043  ND  858+014 2834038
az289 oo 003 33 (7.9 o3 2754043 208+038 168:+0.14 ND 3924063  ND  283£038  258+058

*Ducks were inoculated with 10° ElDso of the indicated virus in a volume of 200 via the intraocular and intranasal routes; Tissues, including thymus, cecal tonsils, bursa of Fabricius, trachea, lung, brain, Kicney. and spleen were
collected aseptically on three DP from three dlucks when infected with the indicated virus and homogenized for vius ttation in eggs.

PNo. D/Stotal shows the number of dead (D) and sick (S) as wel as the total number of ducks from the observation period. The ducks that showed clinical signs, such as depression, torticolls, incoordination, and tremors, but recovered
at the end of the observation wers counted as sick animals.

©No. 5.C./total shows the number of ducks that seroconverted out of the total number of duucks at the end of the observation period.

9For statistical analysis, a value of 1.5 was assigned if the virus was not detected from the unditted sample in three SPF embryonated chicken eggs (Kang ot al, 2015).Vius titers are expressed as means  standard deviation in
log1o£IDeo/g of tissue. ND, Not detected,

Ducks inoculated with virus.

Three uninoculated ducks were co-housed with infected ducks as a contact group 8h after inoculation.

9 Average antibody titer of infected ducks (iogy).
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1.96:£0.71 (2/6)
ND(0/3)
24241013/
175 +0.43 (1/3)
1.75 039 (/6)
ND (0/3)

OR oropharyngeal swabs; CL, cloacal swabs.
aFor statistical purposes, a value of 1.5 was assignedif virus was not detected from the undiluted sample i three embryonated hen’s eggs (Kang et al, 2015).

bDucks inoculated with virus.

“Naive contact ducks housed with those inoculated.

INo detected.

cL

1.68 2 0.20 (1/6)
ND (0/3)
1.75%0.42 (2/6)
ND (0/3)
1.83 + 038 (3/6)
D (0/3)

Days post-inoculation (logyoEIDgg/0.1mL)  SD*

5Days

oP

ND0r3)
ND (0/3)
1.58 £ 0.14 (1/3)
ND (0/3)

ND (013)

ND (0/3)

cL

ND (0/3)
ND (0/3)
ND (0/3)
ND (03
ND (0/3)
ND (0/8)

7 Days

op

ND (0/3)
ND (0/3)
1.58 + 0.14(1/3)
ND (0/3)

ND (0/3)

ND (0/3)

cL

ND (0/3)
ND (0/3)
ND (0/3)
ND (0/3)
ND (0/3)
ND (0/3)

9Days
oP oL
ND (0/3) ND (073)
ND (073) ND (073)
ND (0/3) ND (073)
ND (0/3) ND (0/3)
ND (0/3) ND (0/3)
ND (0/3) ND (0/3)

11 Days
oP cL
ND(©O3)  ND(OA)
ND(O3)  ND(OA)
ND(©O3)  ND(OA)
ND(O3)  ND(OA)
ND(O3)  ND(OA)
ND(OB)  ND()
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city 2013 2014 2015

No. of No. of positive No. of No. of positive No. of No. of positive
samples collected  samples collected  samples collected  samples collected  samples collected  samples collected
Total HS Total HS Total HS
Chaozhou - - - 5 - - 582 9% o
Dongguan 321 37 23 588 2 18 4305 358 9%
Foshan 31 2 o 464 121 1?2 1837 412 43
Guangzhou 274 2 2 655 39 4 169 %0 0
Heyuan - - - 301 18 5 801 65 30
Huizhou - - - 80 56 " 350 141 12
Jiangmen - - - 690 204 17 1292 376 43
Jieyang - - - 311 190 49 9 215 22
Maoming 157 18 3 337 121 18 663 167 29
Meizhou 101 5 0 1050 121 10 1951 187 4
Qingyuan - - - 240 8 18 604 244 27
Shantou - - - 364 136 1 747 63 o
Shanwei - - - 64 14 5 421 35 o
Shaoguan - - - 105 35 1 535 105 7
Shenzhen 196 a8 14 384 151 2 621 57 0
Yangjiang 343 69 - 1344, 214 3 921 104 10
Yunfu 213 a1 7 374 8 5 725 142 5
Znanjang = - - 84 32 6 415 45 5
Zhaoging 405 108 18 10 27 2 1470 381 8
Znongshan - - - 1021 520 155 1061 %24 8
Zhuhai - - - 205 163 18 509 200 7
Total 2041 330 67 8866 2359 a8 21,545 4176 554
(162%P°  (203%)° (@6.6%  (16.0%) (194%)  (13.3%)

*Undetected.
bPercent posities of total collected samples in a year.
¢Parcent H5 positives of total positives samples in a year.
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Virus

A/Environment/Guangdong/QY025/2013(HSNE)
A/Environment/Guangdong/JY 137/2014(HSNE)

A/Environment/Guangdong/PY955/2014(H5NG)
A/Environment/Guangdong/QY197/2014(HSNE)
A/Environment/Guangdong/QY208/2014(HSNG)
A/Environment/Guangdong/ZS356/2014(HENE)

A/Environment/Guangdong/HY243/2015(HSNE)
A/Environment/Guangdong/GZ670/2015(HSNG)
A//Environment/Guangdong/GZ693/2015(HSNE)
A/Environment/Guangdong/ZS558/2015(HSNG)

Abbreviation

Qvozs
Y187

PY955
avier
Qvaos
78356

HY243
@z670
67693
78568

Collection city

Gingyuan
Jieyang
Guangzhou
Gingyuan
Qingyuan
Zhongshan
Heyuan
Guangzhou
Guangzhou
Zhongshan

Collection date

2013.04
2014.03
2014.12
2014.05
2014.05
2014.07
2015.02
2015.10
201541
2015.05

Accession number (PB2, PB1, PA, HA, NP, NA, M, NS)

KT370109, KT370102, KT370095, KT370059, KT370082, KT370076, KT370067, KT370088
KT370111, KT370105, KT370098, KT370064, KT370084, KT370074, KT370071, KT370092
KT370113, KT370106, KT370099, KT370062, KT370079, KT370075, KT370069, KT370091
KT370108, KT370101, KT370094, KT370060, KT370081, KT370077, KT370066, KT370087
KT370110, KT370103, KT370096, KT370058, KT370083, KT370073, KT370068, KT370089
KT370107, KT370100, KT370093, KT370061, KT370080, KT370078, KT370065, KT370086
KT370112, KT370104, KT370097, KT370063, KT370085, KT370072, KT370070, KT370000
KUB52961, KUB52968, KUB52955, KUB52946, KUB52962, KU852949, KUB52964, KUB52965
KUB52959, KUB52956, KUB52953, KUB52944, KUB52950, KU852947, KUB52962, KUB52966
KUB52960, KUB52957, KUB52954, KUB52945, KU852951, KUB52948, KUB52963, KU852967
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Gene. Virus designation Identity, %

HA A/Anhui/1-BALF_RG8/2013(H7N9) 996 - = 100.0
NA Aehicken/JiangswWX0204/20 13(HON2) 95 999 999 99
B2 Avchicken/Beiing/16/2013(HON2) 93 96 996 98
Achicken/Rizhao/55/2013(HON2)
P81 Avchicken/Shandong/qd0917/2013(HON2) 994 8 998 95
PA Aehicken/Shandong/qd0917/2013(HON2) 997 100.0 1000 1000
NP Aehicken/Qingdao/2144/2013(HIN2) 95 999 999 1000
M Avchicken/Beijng/0331/2013(HON2) 9.7 999 999 99
NS Aehicken/Shandong/qd0917/2013(HON2) 984 990 990 1000
HA A/Anhui/1-BALF_RG8/2013(H7NG) 99.6 - - -
NA Achicken/JiangswWX0204/20 13(HON2) 96 100.0 1000 -
PB2 Alchicken/Beijing/16/2013(HON2) 9.3 996 996 =
Achicken/Rizhao/55/2013(HON2)
PB1 Alchicken/Shandong/qd0917/2013(HON2) 989 99.2 99.2 =
PA Aehicken/Shandong/qd0917/2013(HON2) 9.7 100.0 1000 -
NP Aehicken/Qingdao/2144/2013(HON2) 995 999 999 -
M Avchicken/Beijing/0331/2013(HIN2) 998 1000 1000 -
NS Aehicken/Shandong/qd0917/2013(HON2) 984 990 990 -

1, identity determined by a BLAST search of the Influenza Sequence Datebase; 2, identity compared with Alchicken/Wux/SC6395/2014(HIN2); 3, identity compared with
Alchicken/Wuxi/SC4315/2014(HON2); 4, identity compared each other
HA, hemagglutinin; NA, neuraminidase; PB, polymerase basic; PA, polymerase basic; NP, nucleoprotein; M, matrix; NS, nonstructural.
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MHC-II

Forward primer (5'3')

CCTCTCTGGCAAAGTCCAAG
ACAATGGCAGATTGTAGTCACCT
TGTGATGTGGAAGCCTTTGA
TTGCCTTGTCAGCTTCTGTG
GCTCTACATGTCGTGTGTGATGAG
CCTGTTCGCCTTTCAGACCT
ATTCAAGATGTGAAGCTGAC
CCGCCCAGTTCAGATGAGTT
ATGCCACCTTCTCTCACGAC
CCTCAACCAGATCCAGCATT
TGAGCCAGATTGTTTCGATG
GTTTGGGGCTGATACAACCG
AAGAAGGGGAAGGGCTACAA
CTCGAGGTCATGATCAGCAA

Reverse primer (5'3)

CATCTGCCCATTTGATGTTG
GCACAATCCTGGTTTCAGTTTAG
ATTATCTTTGGGCCCCAGTC
CGTGGAGCAGTTTGACAAGA
TGTCGATGTCCCGCATGA
GGGATGACCACTTCATCGGG
AGGATCTGCAATTAACATGAGG
GCAACAACCAGCTATGCACC
AGGCGCTGTAATCGTTGTCT
GGATGAGGCTGTGAGAGGAG
CTTGGCCAGGTCCATGATA
CCTTCACATGATTCTGGGGCA
AAGCAGTGCAGGCAAAGAAT
TGTAAACGTCTCCCCTTTGG

Product size (bp)

200
123
218
203
80

171

GenBank accession no.

NM_204305
NM_001011691
DQ780342
XM_422306
NM_204524
EU170468
DQ393272
AY765397
EU367971
AY831397
DQY06156
NM_001045832
NM_001031338
DQO08588
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Strains Titer (log1oEIDso) ~ Group

Aoriental magpie-robin/Guangdong/ SW8/2014 (HSNE) 7.88 Inoculated
Contact®

AfPallas’s sandgrouse/ Guangdong/ZH283/2015 (HSN6) 850 Inoculated
Contact

Controls (N0 virus exposure)

lliness®

3/3
03
33
3/3
0/3

AUnless indicated otherwise, data represent the number of affected. in the group.
EIDsg of each virus in a 0.2 mL volume; HI, hemagglutination inhibition; MDT, mean death time.

bSevere depression, coughing, cloudy eye, dyspnea and intermittent head-shaking.

Mortality (%)

3/3(100)
o3
3/3(100)
3/3(100)
o3

Hl titer® (log2, mean  SD)
q

3/3(0.33 + 0.58)

03

MDT

4.0

3.3
5.0

Id chickens were inoculated by the intranasal route with 10°

C©HI titer was assayed in serum samples taken at 14 days post-inoculation. Data show the ratio of antibody-positive chickens to the number of virus-inoculated chickens.

dAll the chickens died at the end of the observation.

©Three additional naive contact chickens were placed with inoculated chickens as a contact group 24 h after inoculation.
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Animal ID

5267 F

Challenge strain

PRVABC59
PRVABC59
FSS13026
FSS13025
IBH 30856
IBH 30656

Dose (PFU)

5.0 x 10°
1.0 x 10¢
5.0 x 10°
1.0 x 104
5.0 x 10°
1.0 x 10*

D14

7920
2438
1053
3131
<10
<10

PRNTs; Titer

D30

2380
875
797

2019
<10
<10

D60

1071
740
528
666
<10
<10

Anti-PRVABCS9 neutralizing antibodies were measured in serum collected at 2, 14, 30, and 60 days p.i. by standard PRNT assay. PRNT end-point titers are expressed
as the reciprocal of the last serum dilution showing the 50% reduction in plaque counts (PRNTsp).
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Urine Oral Swabs
PRVABC59 FSS13025 1BH30656 PRVABC59 FSS13025 1BH30656

Day #5262M #5258F #5260M #5259F #5261M #5257F #5262M #5258F #5260M #5259 #5261M #5257F

1 0 0 0 N/C 0 N/C 0 0 0 1.6 N/T N/T
2 265 0 N/C N/C 43 N/C 105 o] 0 0 N/T N/T
3 0 0 19 N/C N/C N/C 198 0 52 0 N/T N/T
4 0 N/C N/C N/C 0 N/C 169 146 0 1 N/T N/T
6 0 29 0 N/C 0 N/C 0 0 6.6 2 N/T N/T
8 0 0 N/C N/C 0 N/C 138 142 0 81 N/T N/T
10 0 87 0 N/C 200 N/C 244 0 12 0 N/T N/T
14 0 114 N/C N/C 0 N/C 109 359 0 0 N/T N/T

N/C, not collected; N/T, not tested.
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ZIKV Strain: Lineage/clade: MR-766 African IBH30656 African Asian Asian ZKV2015 American

MR-766 s a3 89 89 89
1BH30656 93 —— 88 88 88
FSS13025 89 88 98 98
PRVABC59 89 88 98 s 99
ZKV2015 89 88 98 99 =

Pairwise comparison of nucleotide sequence using NCBI (https://blast.ncbi.nim.nih.gov) Blastn sequence alignment tool. Strains of African and Asian lineage were
aligned with the newly emerging American Clade (Ye et al,, 2016). ZKV2015 (Accession #KU497555.1) represents the American clade, the most clinically relevant strains
circulating in Brazil
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Viral titer (logyo TCIDso)

67900 67001 Ratio
75 75 11
75 72 21
75 69 41
75 65 10:1

“These percentages indicate the proportion of total reeds that were included n the CV-AT3 67900 contig through de novo assembly.
bThese percentages indicate the proportion of total reads that were included in the CV-A13 67001 conti through de novo assembly.

Total number of reads

267,226
224,848
236,342
147,338

Reads (%°)

84,674 (31%)
94,007 (41%)
129,959 (64%)
98,121 (66%)

67900

De novo assembly

Average depth

1540
1689
2106
1892

67001
Reads (%P)

178,860 (66%)
121,239 (53%)
104,977 (44%)
38977 (26%)

Average depth

3396

2313
1999
740
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ion
factor

314
315

“Only one well of the triplicate assay showed a detectable increase in fluorescence.
> After pooling of the four RT-PCR prodlucts and purification, the DNA concentration was measured on a VarioskanLux spectrophotometer:
cThese percentages indicate the proportion of total reads that matched with the reference sequence.

Viral titer
(TCIDgg.mL~1)

1078
1078
1088
1094
1059
1054
1049
1045
1040
1035
1030
1026
1021
100

10
1000

RT-PCR cycle

threshold

162+0.1
179404
201 £04
216£02
23301
251401
26.7 +0.1
284£02
300+£02
31.6£01
334£02
352406
36.1£03
37.5£06
>38.0%
>39.0°

DNA concentration

(nguL™"®

>2000

904

76.7
18.7
68
55
39
34
38
28
25
3.1
27
14
15
11

Number of

reads

197,190
143,770
140,554
112,070
190,346
316,336
216,504
117,920
130,334
88,930
119,950
104,470
124,876
105,656
176,260
111,890

Number of reads mapping
against the reference (% ©)

196,993 (99.9%)
143,125 (99.5%)
138,103 (98.2%)
104,730 (93.4%)
172,273 (20.5%)
218,511 (69.1%)
117,302 (54.1%)
48,054 (27.0%)
14,828 (11.3%)
2282 (2.5%)
1109 (0.9%)
511(04%)
297 (02%)
208 (02%)
314(0.2%)
228 (02%)

Construction of a full-length
contig through de novo assembly

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
No
No
No
No
No
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Strain or isolate Total number of reads Mapping on reference sequence De novo assembly

Number of mapped Average Number of reads in Number of
reads (%?) depth the virus contig (%°) host contigs
Tompkins. 391,846 380,207 (97%) 7032 379,991 (96%)
Beigium 373,748 337,637 (90%) 6214 337,708 (90%) 232
Go 121,080 119,260 (98%) 2310 120,181 (99%) 16
66122 76,802 76,342 (99%) 982 76,290 (99%) 3
121,784 114,961 (94%) 2277 120,712 (99%)
88,094 86,883 (97%) 1608 81,912 (93%)
G13 101,872 98,056 (96%) 1902 100,746 (99%) 12
67900 175,426 174,488 (99%) 3382 154,526 (88%) 1
67001 189,890 185,674 (97%) 188,303 (99%)
G12 554,763 553,436 99%) 10,404 563,221 (99%)
67501 421,668 367,691 (87%) 4741 365,019 (87%) 197
68154 84,786 83,710 (98%) 1548 83,251 (98%)
NIH-8663 374,976 153,262 (40%) 152,980 (40%)
619,194 616,252 (99%) 115525 615,856 (99%)
H35 698,498 630,711 (99%) 11,657 632,064 (99%) 39
Tulane 714,322 712,310 99%) 13,336 712,445 (99%)
—
570328 525,606 (92%) 565,659 (99%) 15
—
T08-083 96,460 96,059 (99%) 1776 96,110 (99%)
—
68229 575410 573,084 (99%) 10,435 572,956 (99%)

" These percentages indicate the proportion of total reads that matched with the reference sequence.
b These percentages indicate the proportion of total reads that were included in the virus contig through de novo assembly.
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Step Name & -3 sequence Genome
position?

CONA heptaN  NNNNNNN

synthesis

PCR €004 TTAAAACAGCYYKDGGGTTG 1-20
C005  CCGAATYAAARRAAAATTTACCC 74377415
€008 CARTTYAAGASCAARCAYCG 44594478
€009 ACCATYTGRCARAANARYTTCA 4703-4682
CO18  ATGYTNGGNAGNCAYNTNATHTGGGA ~ 2212-2237
€019 CCYTGYTCCATNRCYTCHTCYTC 3833-0811
G021 TCDGGNARYTTCCACCACCA 1205-1186
C022  GARGCNTGYGGDTAYAGYGA 967-986

2 Ralative to PV-2 strain Sabin.
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Type

CV-AT
CV-AT1
CV-A
CV-A1
Cv-A1
CV-A13
CV-A1S
CV-A13
CV-A13
CV-A17
CV-A17
CV-A17
CV-A19
CV-A20
CV-A20
CV-A20
Cv-A21
EV-C95
EV-099
PV-1

PV-2

PV-3

Strain or
isolate

Tompkins
Beigium
Go
66122
66990
Flores
G613
67900
67001
G612
67591
68154
NIH-8663
Ceci
IH35
Tulane
Coe
T08-083
68229
Sabin
Sabin
Sabin

Origin

Prototype strain
Prototype strain

Prototype strain

From Rakoto-Andrianarivelo et al. (2007)
From Rakoto-Andrianarivelo et al. (2007)
Prototype strain

Prototype strain

From Rakoto-Andrianarivelo et al. (2007)
From Rakoto-Andrianarivelo et al. (2007)
Prototype strain

From Rakoto-Andrianarivelo et al. (2007)
From Rakoto-Andrianarivelo et al. (2007)
Prototype strain

Prototype strain

Prototype strain

Prototype strain

Prototype strain

From Sadeuh-Mba et al. (2013)

From Rakoto-Andrianarivelo et al. (2007)
Vaccine strain

Vaccine strain

Vaccine strain

Cycle
threshold?

145402
166402
149407
1564 0.1
1569401
157403
237401
171404
133402
138403
144409
152402
282410
16.00.1
135404
16,1401
177403
145405
1501
1564 0.1
174403
20901

“Cycle threshold values obtained by a pan-enterovirus real-time RT-PCR assay performed
on the extracted RNAs
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0.044 065 006 0051 0658 0691 0023 0067 0379 1 1 1 0.899
716 5189 1780 1643 3194 2131 2434 218 215 2284 2269 3662 3243
1 1 1 1 1 1 1 1 2 1 1 1 1
1 1 1 1 1 1 1 1 2 1 1 1 1
1 1 1 1 1 1 1 1 0.556 1 1 1 1
High-MOI passages Low-MOl passages
H1 H2 H3 H4 H5 H6 L1 L2 L3 L4 L5 L6 L7
870 6407 2450 2183 4073 3093 2772 201 201 2118 2303 3728 3217
3569 3382 4118 4455 3978 1628 5343 3976 1876 972 131 8 17
0 0 0 0 0 1 0 0 0 4 6 7 6
0004 0008 0004 0004 0005 0059 0002 0003 0028 0101 0377 0364 0334
716 5189 1780 1643 3194 2131 2434 218 215 2284 2269 3662 3243
4 4 4 4 4 4 8 4 4 4 4 4 2
4 4 4 4 4 3 4 4 2 3 3 3 2
0486 0555 049 0421 0509 0688 0369 0369 05 067 082 0738 0924

QuasiRecomb was used to generate haplotypes of entire genome (Full genome) and individual ORFs, ORF1, ORF2, and ORFS, under conservaive setting in (A), and of
ORF2 and ORF3 under default setting in (B). Number of average reads of the sequencing data (Average coverage), number of haplotypes (No. of haplotypes), number of
haplotypes accounted higher than 3% (Freq. >3%), and frequency of the major haplotype (Freq. 1st) from each passage are shown.
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100 —EA guinea fowl Hong Kong WF10 99 | Qa/HK/G1/97-like
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A chicken Korea 25232-96006 1996
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Sites 17 34 72 168 200 240 283

Majority E- 80 R vx el Rt R*
Substitution K+, &0 N°, -, G° G%E", D™ M¥, A%, L%, * V7, PRI GO, K+ C™ HH Y0

The polarities of positively selected AA were indicated at the top-right comer of each AA.
* Non-polar AA (hydrophobic).

+Positively charged AA (hydrophilc).

~Negatively charged AA (hydrophilc).

OUncharged AA (hydrophilic).
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Protein  Codon* SLAC FEL IFEL MEME FUBAR
dN-dS p dN/ds p dN/ds p B+ P Bot Post.Pr."

£2 17 None - None - +o0 0.032 None - 0.118 0.749

34 4.949 0.149 3.692 0058 4.492 0045 1618 0076 0.278 0856

72 8.142 0.010 +o0 0.004 +o0 0.005 27.412 0.001 0524 0971

168 3718 0.172 None - None - 4.720 0.035 0.147 0777

200 5.768 0.132 None - None - None - 0.437 0.820

240 3320 0.160 +00 0026 +00 0072 0679 0039 0.190 0882

283 2759 0.198 +o0 0.063 +o0 0.089 218.761 0.020 0.124 0.806

The sites found under positive selection (significance value) by at least two methods are shown.
Codon with p < 0.2 level in SLAC method, or with p < 0.1 level in FEL method, or with p < 0.1 level in IFEL method, or with p < 0.1 level in MEME method, or with
Post.Pr. = 0.7 level in FUBAR method, was considered under positive selection.

*Positively selected sites (AA).
*Posterior probability.
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Identities Shimen SXCDK HEBZ GDPY2008 SDQs LAL290 Novska TWN
1.1) (2.1a) (2.1b) (21¢) (2.1d) 2.2) 2.3 3.4)

nt 83.1-84.2 90.5-92.0 94.2-96.3 90.3-92.1 93.7-97.5 85.3-86.7 86.0-87.4 81.7-82.5
AA 88.7-90.9 93.3-96.0 95.4-97.6 94.1-96.8 95.7-98.4 89.5-92.0 90.9-93.6 88.5-90.1
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Isolates name

SDJNi1-15
SDJNi2-15
SDJNa-14
SDzB2-15
SDTA2-156
SDTA1-13
SDLW1-15
SDLY-15
SDTA3-15
SDJNi3-15
SDLW2-15
SDJNi4-15
SDMZ1-15
SDJNi5-15
SDUNi6-15
SDWK-15
SD19-15
SDLY-14
SDZB-15
SDMZ2-15
SDHZ-15
SDSK-15
SDXLS-15
SDTA4-15
SDXT-15

Specimen

Spleen, lymph nodes
Brain, tonsil, lung

Brain, tonsil, lung

Spleen, lymph nodes
Tonsil, lung

Spleen, lymph nodes, kidneys
Tonsil, lung

Spleen, tonsil, lung

Tonsil, lung

Spleen, lymph nodes
Tonsil, lung

Tonsil, lung

Spleen, lymph nodes

Brain, tonsil, lung

Tonsil, lung

Tonsil, lung

Spleen, lymph nodes
Spleen, lymph nodes, tonsil
Tonsil, brain, kidneys
Spleen, lymph nodes
Tonsil, lung

Spleen, lymph nodes
Spleen, lymph nodes

Brain, tonsil, lung

Spleen, lymph nodes, tonsil

Time

2016.04.25
2016.03.13
2014.04.12
2016.03.20
2016.04.09
2013.12.25
2015.04.01
2016.04.07
2015.04.09
2015.03.06
2016.03.05
2015.04.29
2015.04.25
2016.04.25
2015.04.25
2015.04.15
2016.03.11
2014.12.30
2015.06.03
2016.06.09
2016.06.08
2015.06.08
2016.06.15
2016.06.10
2015.06.03

Accession no.

KT953587
KT953588
KT953589
KT953590
KT953591
KT953592
KT953593
KT963594
KT953595
KT953596
KT9563597
KT953598
KT953599
KT953600
KT953601
KT953602
KT953603
KT953604
KT953605
KT953606
KT953607
KT953608
KT963609
KT953610
KT953611
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Name of
California sea lion

Victory

Gamy

Caddy

CoCo

Terry

Tooske

‘Sample number

PFOB0902
PF0S0203
PF0S0203
PF0S0203

PFOB0S0A
PFOS0302

PFOB0910
PFOBOSI0
PF100408
PF100408

PF020206

PROB0912
PFOB0912
PFOS0306
PFOS0306
PF020306

PFOB091S
PFOB0915
PFOB091S.

PFOS0303
PFOS0303
PF0S0303

PF090307
PFOS0307

Segment 1/2 -
sequence type

Segment 2
Segments 1-1
Segments 1-2
Segment 2

Segment 2
Segment 2

Segment 1
Segmen: 2

Segment 2-1
Segment 22

Segment 2

Segment 1
Segmen: 2
Segment 1-1
Segment 12
Segment 2

Segment 1
Segment 2-1
Segment 22

Segment 1
Segment 2-1
Segment 2:2

Segment 1
Segmen: 2

RNA concentration

(copies/mi)

2.4 x 10¢
14 x10°
22 x 10¢
19 % 10°

98 x 10°
5.4 10¢

17 x 10°
41 x10°
73 % 10°
69 10°

7.4 % 108

97 x 10¢
33x10°
59 x 10°
22 10°
13 10°

46 x 10°
7.8x10°
12 x 105

1.0x 10°
42 x10°
62 x 10°

21 x10°
21 x 10¢

Sampling dates.

(YYYYMMDD)

20080911

20080912
20080912
20100425
20100425

20000217

20080912
20080912
20080310
20000310
20000310

20080912
20080912
20080912

20000304
20080804
20090304

20090318
20000318

Forward primer (§'-3')

Reverse primer (5'-3)

CCATGACTCAAGTCCTTACTAGT TTTAGTGATCCGCTGGTCGACGGCA
GAAGATGGTTATACCATTAGTGGTTA AACTGTGAAGGAATTTTGAATCTG
GMGATTGTATGACCATGGGCGGTGA  AATGAACGTAACATTCATAATCTG
TCGCTTCCGATATGACTCAA ACATCTTAGTGATACGCTGG
CCATGACTCAAGTCCTTACTAGT TTTAGTGATCCGCTGGTCGACGGCA
ACTAGCCACGGTCTGGAGAT ACACACACCATCTTGCCGAT
GAAGATGGTTATACCATTAGTGGTTA AACTGTGAAGGAATTTTGAATCTG
GGTTTGGACGCATATCAAGA ACATTCTAGTTATAGCTCGA
AGATTC GCTACCATCTTAGGACCG
TGGGTAGTGGTTCAGGAGGT CGGTTATACCGGGGTACGTG
GGTTGTGTTACCAGGAGCGA CTTAATTGCCGCAGAGCGAC
GAAGATTGTATGACCATGGGCGGTGA  AATGAAGGTAACATTCATAATCTG
GGAGATGACGTGG ATAGACGAGTTATCGCTTTA
GAAGATTGTATGACCATGGGCGGTGA  AATGAACGTAACATTCATAATCTG
GAAGATTTTGCAATTATGAGCGGTGA  AATAGTACGAGTGTTTGCAATCTG
GGTTTGGACGCATATCAAGA ACATTCTAGTTATAGCTCGA
GAAGATATGGCTATTATGAGTGGTGA  CCAGATTGTAGCATTTTCGATCTG
TCCTTACTAGT TIT
GGAGATGACGTGGCACAGG ATAGACGAGTTATCGCTTTA
GAAGATTTTGCAATTATGAGCGGTGA  AATAGTACGAGTGTTIGCAAICTG
GCATCTACTATGACCCAGGTT ACATCTTAGTGATCCGCCGA
GGTTTGGACGCATATCAAGA ACATTCTAGTTATAGCTCGA
GAAGATGGTTATACCATTAGTGGTTA AACTGTGAAGGAATTTTGAATCTG
TOGCTTCCGATATGACTCAA ACATCTTAGTGATACGCTGG
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California sea  Sampling Segment 1 Segment 2
lion year

Clade ORFs Location Length Length Frame Clade ORFs Location Length Length Frame
Q] Y (aa) (nt) Y (aa)
Victory 2008 R3  RdRp 45-1643 1599 532 3
2009 C3 ORF1 45-230 186 61 3 R4 RdRp 46-1635 1590 529 1
ORF2  136-510 375 124 1
ORF3  537-2126 1590 529 3
2009 C4 ORF2 164-835 672 223 2
ORF3  832-2502 1671 556 1
GiGi 2008 C3 ORF1  45-230 186 61 3 R2  Novel ORF  39-185 147 48 3
ORF2  136-510 376 124 1 RdRp 167-1783 1617 538 2
ORF3  537-2126 1590 529 3
2009 C2 ORF2 170-847 678 225 2 R1  Novel ORF  46-210 165 54 1
ORF3  850-2487 1638 545 1 RdRp 251-1846 1596 531 2
2009 C3 ORF1  45-230 186 61 3
ORF2  136-510 375 124 1
ORF3 537-2126 1590 529 3
Caddy 2008 C4 ORF2 165-836 672 223 3 R1  Novel ORF  46-210 165 54 1
ORF3  833-2503 1671 556 2 RdRp 251-1846 1596 531 2
2010 R8 Novel ORF  47-262 216 il 2
RdRp 285-1874 1590 529 3
2010 R9  RdRp 140-1759 1620 539 2
Camy 2008 R3  RdRp 46-1644 1509 532 1
2009 R7  RdRp 168-1772 1605 534 3
Judu 2009 C2 ORF2  170-847 678 225 2 R1  Novel ORF  48-212 165 54 3
ORF3  850-2487 1638 545 1 RdRp 253-1848 1596 531 1
2009 R5  RdRp 46-1638 1593 530 1
Terry 2008 C1  ORF1 55-198 144 47 1 R2  Novel ORF  39-185 147 48 3
ORF2  104-688 586 194 2 RdRp 167-1783 1617 538 2
ORF3  703-2430 1728 575
2008 1 R3  RdRp 46-1644 1599 532 1
Tooske 2009 C4 ORF2 165-836 672 223 3 R4 RdRp 46-1635 1590 529 1
ORF3  833-2503 1671 556 2

CoCo 2009 R6  RdRp 296-1897 1602 533 2
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Julie

*C1-C4 and R1-R9.
+, positive for PBVS; —, negative for PBVs.
NA, samples not available.

Detection of PBV (clade* for each otarine PBV is

2008 2009
+(R3 +(C3,C4, Re)
+(R3) +(R7)
+(C4,R1) -
- +(R6)
+(C3,R2) +(C2,C3,R1)
+(C1,R2, RY) -
- +(C2,R1, Rs)
NA _
NA +(C4, Rd)
NA _

2010

icated in bracket)
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Fusion protein Parental proteins Size Function

TEV/p2g'®

Tatt, Env, Rev2

28KDa  Tataotivity, weak Rev

activity

26 kDa

Detected in/by.

Virus Cell type Method

HIV-1 MHXB2 and HXB3  Ghronicall infected MOLT-4/IIB,
HO/HXB2, HO/HXB3, TH4-7-5 and
LC-5/HIVIIIB cell fected Hela cell

IP, IF, WB, SB, sequencing

1P, GDNA phage fiorary, VT

References

Benko et al., 1990;
Schwartz et al., 1990a;
N 1., 1994

™V Tatt, Env, Rev2 Tatactiity, noRev  (Fragments of HN-1M  Transfected COS-1 and -7 cells, Feinberg et al., 1986; Wright
acivity, dispensable for HXBo2 transfected murine CB2MX3-2 cels, etal., 1986; Salfeld et al.,
replication reticulocyte extract 1990; Gttinger et al., 1992
Ta/Rev chimeras Tat, Rev 21,24kDa Not analyzed HIV-1 MNL4-3, HV-1M  CD4-+ CD25+ patient cells, infected IP. sequencing Salfeld et al., 1990; Purcel
(p21/p247) HXBc2 Primary HIV-TM  PBMCs and HOS-CD4-CCRS cells, and Martin, 1993; Ocwieja
clade C (SPX10) transfected COS-7, and Hela cells etal, 2012; Vega et al.,
2016
Tat1-Env Tatt, Env ~210aa  Notanalyzed Primary HIV-1 Mclade G CD4+ CD26+ patient cells Sequencing Vega et al., 2016
(SPX10)
Revi-Env Rev1, Env 159aa  Notanayzed HIV-1 M89.6 Infected primary CD4+T cels, infected  Sequencing Ocwieja et al., 2012
HOS-CD4-CCRS cells
p1géDrev Env, Rev2 18KkDa  NoRevactivty HIV-1 M HXB2 and pm213  Chronically infected HO/HXB2, THA-7-6  Sequencing, IP,IF, B, WB, Berko et al., 1990;

20 kDa

u ‘and CEM/pm213 cells, transfected Hela

cels

Schwartz et al., 1990a;
Neumann et al., 1994

p20 Not analyzed HIV-1 M HXBc2 Reticulocyte extract Salfeld et al., 1990

p19 Env, Rev2 19kDa  Notanalyzed HIV-A M HXBe2 Transfected COS-7 cells P Gattlinger et al., 1992

Tat-Env-Env. Tatt, Env 2352a  Notanalyzed HIV-1 M 89.6 Infected primary CD4+ T cells, infected  Sequencing Ocwieja et al., 2012
HOS-CD4-CCRS cells

pi7tev Tatt, Env 17kDa  Weak Tat activity HIV-1 MIIB Transfected COS cells, Reticulocyte SB, I, VT, sequencing Furtado et al., 1991
extract

Tat-4:8b. Tat1, Nefehift 90 aa Not analyzed Primary HV-1 Mclade B PBMGCs from an HIV-1 infected individual _Sequencing Carrera et al., 2010

Tat"8 Tatt, Nefehit 97aa  WeakTat actiity HIV-1 M89.6 Infected primary CD4+ T cells, infected  Sequencing Ocwieja et al, 2012
HOS-CD4-CORS cells

Ref Rev1, Nef 12.5kDa  NoRevactivty HIV-1 M 89.6 Infected primary CD4+ T cells, infected W, sequencing Ocuieja et al, 2012
HOS-CD4-CCRS cells

Tat-TA/pt Tat1, T (Tat1shit,  17kDa  No detectable Revor (Fragments of) HIV-1 M Reticulocyte extract VT, IP Cohen et al., 1990

Vpushifty Tat activity HXBc2, BH10 and BRU
Rev1-Vpu Rev1, Vpu ~14kDa Dispensable for HIV-1 M clade A, Cand CRF Transfected HEK293T cells, infected WB, sequencing Kraus et al., 2010; Langer
replication SupT1 cells, and PBMCs etal, 2015

IP immunoprecipitation; IE immunofiuorescence: W8, Western blot: SB, Southern blot: IVT, in vitro translali

entical/similar proteins are separated by dashed lines.
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A2a A2b
Age® (year) .8(22-5.2) 3.3(1.8-6.5)
Sex®
Female 3 10
Male 3 14
39.1(1.3) 38.6 (2.3

Body temperature?
20f the total 84 patients, clinical information was available for 73 patients.
YData are medians (interquartile ranges).

Number of patients.
9Mean (standard deviation).

A2b1gont-dup
1.8(1.4-6.4)
4

8
39.4(0.7)

B1

2.1(13-4.4)

6
3
38.7(1.2)

B2
26(1.3-4.7)
7

15
39.7 (0.7)
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180nt-dup? Year of virus detection Total

Subgroup 2013 2014 2015 2016

A2a — 4 1 1 0 6

A2b - 1 3 12 2 28
+ 0 3 10 2 15

B1 - 2 2 1 5 10

B2 — 14 6 0 5 25

Total 31 15 24 14 84

a180-nt duplication.
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Animal type

Terrestrial mammals
Cattle

Monkey*

Horse

Pig

Rabbit

Dog

Cat

Bat

Marine mammals

California sea lion

Indo-Pacific bottlenose dolphin
Harbor seal

Scientific name

NA
NA

NA

NA

Oryctolagus cuniculus
Canis famillaris

Feline domestica
Hipposideros pomona
Rhinolophus affinis
Rhinolophus sinicus

Zalophus californianus
Tursiops aduncas
Phoca vitulina

Number of samples
obtained

50
52
%

100

106
58
58

103
14
40

54
46
156

Number (%) of samples positive

for genogroup | PBVs

6(12.0)
6(11.5)
17 (18.0)
9(00)
109
1(2.0)
00
00
0(0)
00

12 (22.0)
00
00

Health status

Deceased
Healthy

Sick with fever
Deceased
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy

Healthy
Healthy
Healthy

*Most monkeys found in our locality are hybrids of Macaca mulatta and Macaca fascicularis. TAll horses included in this study were thoroughbred racehorses stabled at

the Hong Kong Jockey Club.
NA, not available.
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Groups

Re-4
Re-6
D7
Control

Before challenged

Hl antibody titers®
(log2)

9.40°

720

750
o

Post-challenge

Viruses
shedding (%)

889
444
o

100

Survival rate (%)

6.7

889

100
0

@Thity-six three-week-old SPF chickens were divided into four groups and immunized
with inactivated Re-4, Re-6, D7, and PBS respectively. At 28 DPY, all chickens were
challenged intranasally with 200ul 10° EIDso of G3.
bSerum samples from Re-d. group, Re-6 group, and D7 group were detected with Re-d,
Re-6, and D7 inactivated antigens, respectivel. Serum samples from control group were
detected simultaneously with Re-4, Re-6, and D7 inactivated antigens.

©Geometric mean titer (GMT).
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Strains  Clade Serum of Hi titers (log2)

Re-4 Re-6 o7 [ @3
Re-4 7 10 3 8 2 5
Re-6 232 5 8 10 1 10
D7 232 5 6 9 1 9
G2 72 5 1 2 8 5
a3 2321 5 6 9 o 10

2The cross reactive Hi assays were carried out according to WHO standard method.
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1586 Increased the morbidity and
mortality of H5 viruses in mice

T271A T T T Enhance polymerase activity in
human cells

8oV v v v Mammalian host adaption and
increased virulence in mice

627K 3 3 3

D701N

HS virus transmissible among

ferrets

S12Stop Enhanced transmission and
pathogenicity to human for pHINT

N66S N N wa Increased the virulence of an HSN1
virus

58-90 truncated  No Increased virulence in mammals.

Increased pathogenicity in mice of
HEN2 virus

T85! T T T Involved host adaptation of pHIN1
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Alchicken/Wuxi/SC6395/2014  A/chicken/Wuxi/SC4315/2014  A/chicken/Wuxi/SC7393/2014  Comments

Status of chickens  Healthy Healthy Sick

Collection date May 7, 2014 June 19, 2014 August 20, 2014

O e EFPFFHAS  H-H- HPP I ib

Cleavage PEIPKGRIG PEIPKGRIG RERRRKR|G

s128P s s 3 Mammalian adaptation

A135T A A v

$138A A A A

N158D N N N

T160A A A A

G186V v v N

Q2261 L L Q

62288 G [ a

N

Deletion 63-65 (N2 numbering) 63-65 (N2 numbering) 58-68 (N6 numbering) Enhance virus adaptation to
domestic fowl

Et1V £ 3 3 Osetamivi resistance

D198N D D N

1222V v v |

He7aY H H H

R292K R R R

N29as N N N

Q136K Q Q Q Zanamivi resistance

DISIE D [ o

R224K R R R

R249K K K K

£276D 3 3 3

S315N s s K

RA71K R R R





OPS/images/fmicb-07-01587/fmicb-07-01587-t001.jpg
Target mRANA

AVBD4 (RT-PCR)
AVBD7 (RT-PCR)
AVBD12 (RT-PCR)

AVBD16 (RT-PCR)
AVBDA (real time RT-PCR)
AVBD2 (real time RT-PCR)
AVBD3 (real time RT-PCR)
AVBD4 (real time RT-PCR)
AVBDS (real time RT-PCR)
AVBDS (real time RT-PCR)
AVBD? (real time RT-PCR)
AVBDS (real time RT-PCR)
AVBD10 (real time RT-PCR)
AVBD12 (real time RT-PCR)
AVBD16 (real time FT-PCR)
TLRY (real time RT-PCR)
TLR? (real time RT-PCR)
TLR3 (real time RT-PCR)
TLR4 (real time RT-PCR)
TLRS (real time RT-PCR)
LR (real time RT-PCR)
TLR1S (real time RT-PCR)
INOS (real time RT-PCR)

18s (real time AT-PCR)
IL-1(eal time RT-PCR)

1L-2 (eal time RT-PCR)

1L-6 (eal time AT-PCR)

1L8 (real time RT-PCR)

IL-18 (real time RT-PCR)
IFN-y (real time RT-PCR)
MHC class | (real time RT-PCR)
FASLG (real time RT-PCR)
183 rRNA (real time RT-PCR)

Sense primer (§'-3)

5-ATCGTGCTCCTCTTTGTGGCAGTTCA-3'
5/-GGAGACAGAAGGCAGCGGTGAT
5/-CAGCCCTGCTGCTCYCCAGCAG

5/-ATGAAGATCCTCTGCCTGCTCTTC 3/
5'-GAAAGAAGGAGAAATGTCATCG -3
5-GATTGTCTTCGCCCCAGCGGGA -
5/-GAACTGCCACTCAGTGCAGAAT -3/
5-ATCGTGCTCCTCTTTGTGGCAGTTCA-3'
5/-GCTGTCCCTTCCTCGAGGATC-3'
5/-GTCAGCCCTACTTTTCCAGC -3
5/-CCAAGGAGTGGCAGGTCAG -3
5/-GCTTACAGCCAAGGAGATGCT-3'
5'-GGTTCTGCCGATGCGCCTTTIGS
5/-TCACGGGCACGCACACG-3'
5/-TGGAATCAGAGGTGGAGTTTG-3
5-AGTCCATCTTTGTGTTGTCGCC-3'
5/-GATTGTGGATAACATCATCGACTC-3'
5/-TCAGTACATTTGCAACACTC-3'
5/-AATCTGAAATCACTGAGCTCAAAT-3
5/-CCTTGTGCTTTGAGGAACGAGA-3
5/-TTCTGGCCACAGATGTGACG-3'
§/-GTTCTCTCTCCCAGTTTTGTAAACAGC-3'
5'- GAACAGCCAGCTCATCCGATA -3
5/-TCCCAGTAAGCGCGAGTCAT-3!
5/-CCGCAAAGTGAGGCTCAACA '
5'-ACCGAGAGCTGACCAACTTT-3'
5/-AGATGGTGATAAATCCTGATGA-3'
5/-ATGAACGGCAMCTTGGGGCT-3'
5/-TGAAATCTGGCAGCGGAATGAAC -3'
5/-GCCACACATCAAMAACCTGTCT-
5/-AAGAAGGAGAAGGGCTACAA-S'
5/-TAACAGGAAACCCCACACAGC-3'
5/-TCC CAG TAA GCG CGA GTC AT-3'

Ant

nse primer (5'-3)

5/-CTACAACCATCTACAGCAAGAATACT3'
5/-GGAGACAGAAGGCAGCGGTGAT -3
5'-TCAGGTCTIGGTGGGAGTTGGTGACAGAGG
TTTACAGCAGAGAATGAG -3
§/-TTAGTCGTACACAGTCCG(TIGCAGCACGGGAG -3
5'-ATGGGGGTTGTTTCCAGGAGC -3'
&/-TTATACATCCCATGGCGATTTG:
5-ATGGGGGTTGTTTCCAGGAGC-3'
5/-CTACAACCATCTACAGCAAGAATACT-3'
5'-GGAATACCATCGGCTCCGGC-3
5-GCCCACCTGTTCCTCACAC -3/
5'-CCTCGCACAGCAGGAACE 3/
5-GGAGCTAGGTGCCCATTTGCAS!
§/-CTGCGCCGGAATCTTGGCAC-3'
5/-GAGAATGACGGGCTCGAAGC-3'
5'-GCAGCACGGGACGATAAG-3'
5'-ATTGGCTCCAGCAAGATCAGG-3'
5-AGAGCTGCTTTCAAGTTTTCCC-3'
5-AGCATCATAATCATACCCTTCC-3'
5-GAGATGTTAAACCATAGAAG-3
5/-CACCCATCTTTGAGAAACTGTC-3'
5'-CCTTCAACTTCGCAGTGCAG-3
5'-AACGTTCATTTGTTGTTTTTAGGAC-3'
5'- COCAAGCTCAATGCAGAACTT -3'
5-ACGGGCGGTGTGTACAAAG3'
5-GTAGCCTTTGATGCCCAGC-3'
5-ATCACCCACACTAAGAGCAT-3'
§'-CGGTTTTCTCCATAMTGAAGT-3'
5'-GCCAGAATTGCCTTTACGATCAG-3'
§/-TCCCATGTTCTTCCTCACAACA-3
5-GGAGACTGGCTCCTTTTCCTT-3
5-GACATGCAGATGCAATTATGC-3'
5'-CCGGAAGAGCACATTGGAGTA 3!
5'-ACG GGC GGT GTG TAC AAA G-3'

Product size (bp)

7
a6
230

180
183
137
182
7
139
142
142
144
147
115
£
127
204
256
190
124
219
2602
103

100
177
150
278
135
207
207
149
65

GenBank accession no.

KRO18386
KRO18387

JQa59443
HQ909024
NM_204650
HM452159
JQas9442
KRO18386
HQ909023
HQ909025
KRO18387
JF823982
JIN982474.1
KC292270.1
HQ436371.1
Jar11187.1
JQ910168.1
JQ014619.1
U34045
ABOB4942
JF505290
AY392567.1
HQ436372
AB213393
JF 505289
EU030377
AY387653.1
NM_001031559
AB0B4942
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Viral copies/g tissue

D4 D8 D4 D8 D4 D8
PRVABC59 FSS13025 [IBH30656
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Genome copies/mL

1.E+6

1E+5

1E+3

1E+2

1E+1

1E+0

8 10 14
Days Post Infection

—6—PRVABC59 (5262M)
—e—PRVABCS9 (5258F)
—A—FSS13025 (5260M)
—a—FS$513025 (5259F)
—E—IBH30656 (5261M)
—m—IBH30656 (5257F)
— —LL0Q
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G186S G G G

L336M L L L

P4OOL. P 3 P Enhanced polymerase activity in
human cells

Ma23l v v 1

VATGA A A A

A184K Increased replication in mammalian
cells pathogenicity

N319K

NGOD Increased pathogencity in mice of
HEN1

T215A

S3IN Antiviral resistance (amantadine)

P42S Increased virulence in mice or in
pigs

D92E 0 o E

HA, hemagglutinin; NA, neuraminidase; PB, polymerase basic; PA, polymerase basic; NP. nucleoprotein; M, matrix; NS, nonstructural. Bold represents substation.
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Strains Days post-inoculation (Iog4oEID0/0.1 ml) + SD*
3day Sday 7day 9day
Oropharyngeal ~ Cloacal Oropharyngeal ~ Cloacal Oropharyngeal  Cloacal Oropharyngeal Cloacal
swabs swabs swabs swabs swabs swabs swabs swabs
G2 infected® 292111 1.96 +0.46 2632018 188 +0.53 263£0.18 163+0.18 ND9 ND
©/6) /6) @2 (12) @2 (112)
Contact® o o o 0 0 o o o
a8 Infected 45£0(1/1) 45 =0(1/1) ND - - - - -
Contact 45£00/2) 45 £0@2/2) ND - . . = =
Control o o o o o o o o

®For statistical purposes, a value of 1.5 was assigned if vius was not detected from the undiluted sample in three embryonated hen's eggs (Sun et al,, 2011).

Chickens inoculated with vius.
<Contact chickens housed with those inoculated.
IND: not detected. Chickens all died.
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Strains Virus titers in SPF chickens at 3 DPI (log10EIDso/0.1m) in®

Heart Liver Spleen Lungs Kidneys Brain
G2 Infected 433052 202+052 267014 1.58:£0.14 367052 325405
Contact o o o o o o
a3 Infected 550 5.25£0.43 55£0 550 550 550
Contact 550 475066 5+066 483063 525+043 50043
Control o o o 0 o 0

#Six SPF chickens were inoculated intranasally (in.) with 10° EIDso of virus in @ 0.1 ml volume in G2 and G3 group, and three naive contact chickens housed with them, respectively; on
3 P, three inoculated and all dead naive chickens in each group were euthanized, and virus titers were determined in samples of heart,lver, spleen, lungs, Kidneys, and brein in eggs.
For statistical analysis, a value of 1.5 was assigned ifthe virus was not detected from the undillted sample in three embryonated hen eggs (Sun et al, 2011). Virus titers are expressed
as means = standard deviation in log10EIDso/0.1 ml of tissue.
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Strains Clinical symptom
rates

G2 Infected?® 100%
Contact® 100%

63 Infected 100%
Contact 100%

Control 0

#Chickens inoculated with virus.

B Cninal chithes housed wilh thoss ootk

Virus shedding
proportions

100%
o
100%
100%
o

Survival

100%

100%
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Strains Cleavage site potential glycosylation sites

342-347 26 27 39 155 169 178 209 251

-RRRKR/G- NNS NST T Nss NNT NNT NLT NDT
G2 +2 + + + NPS + -b - +
a3 + + + + + - + - -

©The 4 means the amino acid sequences of glycosyletion sites are same with lst above.
bThe “—" means the glycosylation sites are lost.

301
NSS

NYS

499
NGT

558
NGS





