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Zika virus (ZIKV) is a single-strand RNA mosquito-borne flavivirus with significant public health impact. ZIKV infection induces double-strand DNA breaks (DSBs) in human neural progenitor cells that may contribute to severe neuronal manifestations in newborns. The DNA-PK complex plays a critical role in repairing DSBs and in the innate immune response to infection. It is unknown, however, whether DNA-PK regulates ZIKV infection. Here we investigated the role of DNA-PKcs, the catalytic subunit of DNA-PK, during ZIKV infection. We demonstrate that DNA-PKcs restricts the spread of ZIKV infection in human epithelial cells. Increased ZIKV replication and spread in DNA-PKcs deficient cells is related to a notable decrease in transcription of type I and III interferons as well as IFIT1, IFIT2, and IL6. This was shown to be independent of IRF1, IRF3, or p65, canonical transcription factors necessary for activation of both type I and III interferon promoters. The mechanism of DNA-PKcs to restrict ZIKV infection is independent of DSB. Thus, these data suggest a non-canonical role for DNA-PK during Zika virus infection, acting downstream of IFNs transcription factors for an efficient antiviral immune response.
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Introduction

Zika virus (ZIKV) is a single-strand RNA mosquito-borne flavivirus (1). First isolated in 1947 in Africa, ZIKV caught public health attention in 2007 with the first viral outbreak in Pacific Islands, from where it spread to South America in 2015 (2–5). In 2016, Zika disease was declared to be a worldwide public health emergency due to severe neurological manifestations in newborns (6, 7). The neurological complications are associated with the tropism of ZIKV for human neural progenitor cells which results in growth arrest, DNA double-strand breaks (DSBs), and cell death (8, 9). DSBs are the most cytotoxic type of DNA lesions that rapidly activate DNA-damage repair response, orchestrated in part by the DNA-dependent protein kinase (DNA-PK) complex (10, 11). However, the relevance of DNA-PK in restricting ZIKV infection is unknown.

DNA-PK is a multifunctional protein complex consisting of Ku70, Ku80, and the catalytic subunit (DNA-PKcs) which are involved, among other functions, in DNA damage repair, V(D)J recombination of lymphocytes receptors, transcriptional regulation, DNA replication, and RNA metabolism (11–13). Present in the cytoplasm and nuclei, DNA-PK also functions as an intracellular DNA receptor critical for primary immune response against DNA virus infections by inducing interferon (IFN)-I and IFN-III expression (14–19). IFNs induce the transcription of interferon-stimulated genes (ISGs) that are critical for inhibition of viral replication cycle (20–22).

During RNA virus infections, IFN-I and IFN-III are mainly induced by intracellular RNA sensing receptors such as retinoic acid-inducible gene I (RIG-I) and melanoma differentiation-associated protein 5 (MDA5) (23). For instance, ZIKV RNA genome detection is mediated by RIG-I, leading to activation and nuclear translocation of the transcription factors belonging to the interferon regulatory factor (IRF) and nuclear factor-kappa B (NF-κB) families (24–35). IRFs and NF-κB bind to interferon-stimulated response element (ISRE) and NF-κB motifs, respectively, both present in the promoter region responsible for IFN-I and IFN-III genes (32, 36).

Several studies associate DNA-PK complex with ZIKV or other flaviviruses, such as Dengue virus (DENV). Vetter et al. (37) described DNA-PK localization and activation as a very early marker of DENV infection (37). DENV infection causes DNA-PK subunits relocation to the nucleoli, which may regulate RNA splicing (37–39). In addition, human cells with Ku80 protein partially depleted, reduce the interferon response induced by DENV (37). The DNA-PK complex is also associated with both ZIKV and DENV genomic RNA in human cells, with unknown effects (40). In this context and considering ZIKV can induce DSB (8, 9), we investigated whether DNA-PKcs affects ZIKV infection and triggers antiviral immune response pathways.

We found that DNA-PKcs restricts ZIKV spread in human epithelial cells. In the course of infection, DNA-PKcs is required for IFN-related gene transcription, independent of transcription factors IRF1, IRF3, or p65 (NF-κB subunit). In addition, DNA-PKcs role during ZIKV infection was DSB independent. This study provides information about the DNA-PKcs dynamics on the antiviral immune response during ZIKV infection and may contribute to new therapeutic strategies.



Materials and methods


Cell culture and reagents

A549 (ATCC®, CCL-185™), RPE (ATCC, CRL-2302), Vero (ATCC®, CCL-81™), and derived cell lines were maintained in DMEM-F12 (GIBCO, 12400-024) containing 5% fetal bovine serum (FBS – GIBCO, 12657-029) supplemented with 1 U/mL penicillin/streptomycin (Sigma, P4333). C6/36 (ATCC®, CRL-1660™) cells were maintained at 28 °C, in L-15 (Sigma, L4386) containing 5% FBS supplemented with 0.26% tryptose phosphate broth (GIBCO, 18050-39), and 1 U/mL penicillin/streptomycin. Both cell lines were routinely tested for mycoplasma contamination. Cells were treated with 0.5 or 1 µM of NU7441 (BioGems, 5039598), 100 ng/mL human TNF (Peprotech, 300-01A), and 3 µM etoposide (Sigma, E1383).



Virus infection

ZIKV strain BR2015/15261 (41) was kindly provided by Dra. Claudia N. Duarte dos Santos (Fiocruz-PR, Brazil). Viral stocks were purified from infected C6/36 cells supernatants and titrated by plaque assay on Vero cells. This virus was used for infection for indicated times and multiplicity of infection (m.o.i.).



Flow cytometry

Cells were detached from the plate with trypsin-EDTA (GIBCO, 25300-062), centrifuged at 460 x g for 5 min, washed in saline solution, and stained with Zombie NIR™ fixable viability kit (Biolegend, 423105) at the dilution 1:2000 for 20 min at room temperature. Cells were then fixed with 3% paraformaldehyde (PFA – Sigma, P6148) for 20 min followed by staining with FITC-conjugated flavivirus E protein antibody (anti-4G2) (provided from Fiocruz-PR, Brazil) in permeabilization buffer (0.25% saponin - Vetec, 1364) for 40 min. All cells were washed with saline solution and acquired on BD FACSVerse with FACSuite software. Analysis was performed using FlowJo software v. 10.1 (TreeStar). The gating strategy used for flow cytometry is available in Supplementary Figure 2.



MTT assay

Cells were incubated with 0.5 mg/mL MTT reagent (Amresco, 793) for 3 hours at 37 °C and 5% CO2, followed by incubation of DMSO for formazan crystals extraction. Measures were performed at 570 nm abs on a Biotek spectrophotometer using Gen5 1.10 software.



Immunofluorescence

Cells were seeded onto a plate containing a 15 mm glass coverslip, followed by ZIKV infection at determining time and concentration. Cells were then fixed with 3% PFA for 20 min followed by permeabilization with PBS containing 0.1% Triton X-100 (Amresco, 694) and 2% bovine serum albumin (BSA – Inlab, 1870) for 5 min. Primary antibodies (Supplementary Table I) were diluted in PBS with 2% BSA, and incubated for 1 hour at room temperature, followed by detection by secondary antibodies (Supplementary Table II), diluted in PBS with 2% BSA, and incubated for 1 hour at room temperature. Then, cell nuclei were stained with DAPI (Molecular probes, D3571) for 15 minutes and mounted with Mowiol (Sigma, 81381). Pictures were obtained on an Olympus BX41 microscope and processed on Q-capture Pro 5.1 software (Q-imaging). For transcription factors translocation into the nucleus, cells were counted on at least 20 infection plaque from each sample, in biological triplicates using ImageJ software.



Real-time quantitative PCR

Total RNA was extracted from cells using TRIzol reagent (Ambion, 15596026) according to manufacturer’s instructions. RT-PCR was performed with M-MLV Reverse Transcriptase (Promega, M170A) using 500 ng of RNA. For qPCR reaction, 2 µL of 1:20 diluted cDNA was used in a final volume of 10 µL, and 0.1 µM forward and reverse primers (Supplementary Table III), performed with GoTaq qPCR Master Mix (Promega, A600A). GAPDH was used as the housekeeping gene. Data were obtained on the StepOne Plus Real-Time PCR system (Applied BioSystems) and analyzed with StepOne Software v2.1. Relative mRNA expression was calculated by 2-ΔΔCT method.



Immunoblotting

Immunoblotting was used for characterization of A549PRKDC-/- cells. Cells were lysed using a lysis buffer containing protease inhibitor (Mini Protease Inhibitor Tablets – Roche, 5056489001). The samples were incubated for 30 min at 4 °C, being briefly vortexed each 10 min followed by centrifugation at 13.000 x g for 10 min at 4 °C. The supernatant was transferred to a new tube and the total proteins were quantified using Pierce BCA protein assay kit (Thermo, 23225). From total proteins, 20 µg were transferred to polyacrylamide gel electrophoresis for protein separation and then transferred to nitrocellulose 0.22 µm blotting membranes. The membranes were blocked in 5% non-fat milk in TBS containing 0.1% Tween 20 (TBST) for 1 hour at room temperature. Membranes were then probed with primary antibodies (Supplementary Table IV) diluted in TBST containing 5% BSA, at 4 °C shaking overnight. Membranes were washed with TBST and incubated in secondary antibodies (Supplementary Table V) for 1 hour at room temperature. Then, membranes were washed and chemiluminescence developed using ECL substrate (Pierce, 34577). Tubulin was normalized as the reference control.



CRISPR/Cas9

A549PRKDC-/- and RPEPRKDC-/- cells were generated with a pair of sgRNA guides (Guide1: GATCACGCCGCCAGTCTCCA; Guide2: CAGACATCTGAACAACTTTA). The guides were inserted in pX458 plasmids containing Cas9 encoded genes plus GFP sequence for clone isolation. The cells were transfected with pX458/Guide using lipofectamine 3000 reagent (Invitrogen, L3000-008) following manufacturer’s instructions. For clone selection and expansion, the fluorescent cells were isolated into a 96-well plate using BDMelody cell sorter (BD). Knockout cell line clones were confirmed by immunofluorescence and immunoblotting assays.



Data processing and statistical analyses

Data derived from the experiments were processed using GraphPad Prism nine software. The data were analyzed according to experimental settings using unpaired two-tailed Student’s t-test or two-way ANOVA, with Sidak’s correction where necessary.




Results


DNA-PKcs is required for control of ZIKV infection

DNA-PK complex plays a critical role in DNA damage repair such as DSB as well as in antiviral immune response (10, 11, 14, 16–19). It was demonstrated that ZIKV can induce DSB in neural progenitor cells (8, 9). However, the role of the catalytic subunit of DNA-PK in controlling ZIKV infection is currently unknown. To determine the role of DNA-PKcs during ZIKV infection, we used CRISPR/Cas9 editing of the PRKDC gene to generate DNA-PKcs-deficient A549 and RPE epithelial cells, referred to as A549PRKDC-/- (Figures S1A, B) and RPEPRKDC-/- (Figure S1C). We observed an increase of infectious ZIKV particles released from A549PRKDC-/- (Figure 1A) and RPEPRKDC-/- (Figure 1B) compared with wild-type (WT) cells as well as a significant increase in intracellular ZIKV RNA (Figures 1C, D). In the absence of DNA-PKcs, ZIKV spread to adjacent cells, as measured by plaque area size (Figures 1E, F), as well as the percentage of infected cells (Figure 1G, Figure S2) and dead cells (Figure 1H) are also increased. Altogether, these results indicate DNA-PKcs is required for full control of ZIKV infection in both A549 and RPE cells.




Figure 1 | DNA-PKcs is critical for control of ZIKV infection. Virus replication measured by plaque assay, expressed as plaque-forming units per mL (PFU/mL), on (A) A549WT and A549PRKDC-/- or (B) RPEWT and RPEPRKDC-/- cells infected with ZIKV at indicated m.o.i. and time. RT-qPCR analysis to measure ZIKV RNA in (C) A549WT and A549PRKDC-/- or (D) RPEWT and RPEPRKDC-/- cells infected at indicated m.o.i. and time. (E) A549WT and A549PRKDC-/- or (F) RPEWT and RPEPRKDC-/- cells infected with 50 PFU of ZIKV at 48 hours in semi-solid medium, then ZIKV-E protein (green) was stained for immunofluorescence analysis, and the relative area of infection percentage was measured using the ImageJ software. The cell nuclei were stained with DAPI (blue). (G) Percentage of ZIKV-infected A549WT and A549PRKDC-/- cells at indicated m.o.i. and time, analyzed by flow cytometry. (H) Viability analysis by MTT assay of ZIKV-infected A549WT and A549PRKDC-/- cells relative to uninfected cells (mock) at indicated m.o.i. and time. (I) A549WT and A549PRKDC-/- were pretreated with NU7441 (0.5 and 1 µM) at 24 hours followed by ZIKV infection (m.o.i. 1) at 24 hours. We used two-way ANOVA with Sidak’s correction in (A–D, G, H), and unpaired two-tailed Student’s t-test was used in (E, F). * p<0.05, n = 3, error bars ± SEM.



To evaluate whether the DNA-PKcs kinase function is required for ZIKV control, we treated A549 cells with NU7441, a DNA-PKcs inhibitor (42, 43), 24 hours before infecting with ZIKV (Figure 1I). Similar to what we observed in PRKDC-/- cells, NU7441 pre-treatment increased ZIKV infection in WT, but not in A549PRKDC-/- cells. These results suggest DNA-PKcs kinase function is necessary for control of ZIKV infection.



ZIKV infection does not induce double-strand DNA breaks in A549 cells

IFN-I is induced by DNA-PKcs through its DNA sensing function following DSB (44). Furthermore, ZIKV infection induces DSB in neural progenitor cells as observed by γH2A.X histone phosphorylation (8, 9). Thus, we evaluated whether ZIKV infection induces DSB in A549 cells, leading to a source of immunostimulatory DNA to activate DNA-PKcs. To assess this, the A549WT and A549PRKDC-/- cells as well as A549 cells pre-treated with 1 µM NU7441 were infected with ZIKV (m.o.i. 1) at 24 hours. As a positive control, cells were treated with 3 µM etoposide, a topoisomerase II inhibitor, for 12 hours (Figures 2A, B). As expected, etoposide treatment increased the number of γH2A.X foci (green) per cell, being enhanced in A549PRKDC-/- or in NU7441-treated cells. However, the γH2A.X foci levels were similar in A549 cells infected with ZIKV (red) compared with uninfected cells. These results suggest that DNA-PKcs controls the ZIKV infection independent of any DSB-induced response.




Figure 2 | ZIKV infection does not induce DSB in A549 cells. A549WT, A549PRKDC-/- and 1 µM NU7441 pre-treated A549WT infected with ZIKV (m.o.i. 1) at 24 hours. Stimulation with 3 µM etoposide for 12 hours was used as a DSB positive control. (A) Immunofluorescence to analyze γH2AX (green) in the ZIKV-infected cells (red, ZIKV-E protein). The cell nuclei were stained with DAPI (blue). (B) Percentage of γH2AX foci per cell showed in (A). *Compared with WT cells; #Compared with mock. We used two-way ANOVA with Sidak’s correction. * or # p<0.05, n = 3, error bars ± SEM.





DNA-PKcs is required for IFN-I and IFN-III genes transcription during ZIKV infection

RIG-I is the major ZIKV RNA sensor, leading to induction of IFN-I and IFN-III transcription, crucial for an efficient antiviral immune response (33, 34). To evaluate whether RIG-I orchestrates ZIKV sensing in A549 cells, we infected A549WT and A549RIGI-/- with m.o.i. 1 for 24 hours to measure the induction of IFN-related genes transcription (Figure 3A). We observed A549 lacking RIG-I failed to induce IFN-I, IFN-III, ISGs, and IL6 transcriptions during ZIKV infection, confirming that RIG-I is necessary for activation of antiviral immune response. Next, we investigated whether DNA-PKcs is required for activating the IFNs pathways downstream RIG-I during ZIKV infection. We performed a gene expression analysis of IFN-I, IFN-III, and ISGs in A549WT and A549PRKDC-/- cells infected with ZIKV at an m.o.i. 0.1 (Figure 3B) and m.o.i. 1 (Figure 3C). During ZIKV infection we observed a reduction of IFNL1, IFIT1, and IFIT2, but not IFNB, IFIT3, and ISG15 transcription in the absence of DNA-PKcs. Similarly, in RPE cells, where ZIKV infection does not induce IFNL1 transcription, the absence of DNA-PKcs decreased IFNB and IFIT2, but not ISG15 transcription (Figure S3A). In addition, proinflammatory gene transcription induced after RIG-I activation such as IL6 and NFKBIA is independent of DNA-PKcs in A549 cells upon ZIKV infection (Figure 3D), but dependent in RPE cells lacking DNA-PKcs (Figure S3B). Altogether, these results suggest crosstalk between RIG-I and DNA-PKcs during ZIKV infection, which results in an efficient antiviral immune response in A549 and RPE cells.




Figure 3 | DNA-PKcs regulates interferon-related genes during ZIKV infection. (A) RT-qPCR to measure the expression of mRNA for indicated genes on A549WT and A549RIGI-/- cells infected with ZIKV m.o.i. 1 for 24 hours. (B) RT-qPCR to measure the expression of mRNA for indicated genes on A549WT and A549PRKDC-/- cells infected with ZIKV m.o.i. 0.1 at the indicated time or (C) m.o.i. 1 at 24 hours. (D) Expression of mRNA for NFKBIA and IL6, determined by RT-qPCR on A549WT and A549PRKDC-/- cells infected with ZIKV m.o.i. 1 at 24 hours. We used unpaired two-tailed Student’s t-test in (A, C, D), and two-way ANOVA with Sidak’s correction in (B). ND: Non-detected. * p<0.05, n = 3, error bars ± SEM.





IRF1, IRF3, and p65 nuclear accumulation during ZIKV infection is DNA-PKcs independent

We evaluated the crosstalk between RIG-I and DNA-PKcs during ZIKV infection analyzing the IFN-I/III-inducing transcription factors including IRF1, IRF3, IRF5, IRF7, and p65 (NF-κB subunit) (24, 25, 27, 29–31, 35). We infected A549 cells with ZIKV and measured the accumulation of the transcription factors in the nucleus. We observed that ZIKV infection induces IRF1 and IRF3, but not IRF5 and IRF7 nuclear accumulation (Figures 4A–D and Figures S4A, B). As expected, A549RIGI-/- cells failed to induce IRF3 and IRF1 nuclear accumulation, confirming that RIG-I is the major ZIKV intracellular sensor (Figures 4A, B). However, the activation of the transcription factors was independent of DNA-PKcs, showing a similar nuclear location percentage of IRF3 and IRF1 (Figure 4C, D). Similarly, the induction of p65 nuclei accumulation was independent of DNA-PKcs (Figure 4E). Interestingly, while IRF3 nuclei translocation occurred exclusively in infected cells, we observed that IRF1 accumulation in the nuclei occurred mostly in bystander cells, confirmed by ZIKV dsRNA staining, which shows the early stage of virus infection (Figure S4C). Altogether, these results suggest that upon ZIKV infection, DNA-PKcs is necessary for enhancement of IFNs and ISGs transcription, acting downstream activation of transcription factors.




Figure 4 | ZIKV induces IRF1, IRF3, and p65 nuclei accumulation independent of DNA-PKcs. Immunofluorescence analysis for localization of endogenous (A) IRF3 (red) and (B) IRF1 (red) on A549WT and A549RIGI-/- cells infected with ZIKV m.o.i. 1 (green, ZIKV-E protein) at 36 hours (left panel), and quantified by scoring cells with nuclear staining (right panel, n = 3, counts of at least 30 nuclei per slide). (C–E) Immunofluorescence analysis for localization of endogenous (C) IRF3 (red), (D) IRF1 (red), and (E) p65 (red) on A549WT and A549PRKDC-/- cells infected with ZIKV m.o.i. 1 (green, ZIKV-E protein) at 24 hours (left panel), and quantified by scoring cells with nuclear staining (right panel, n = 3, counts of at least 30 nuclei per slide). TNF was used as a positive control in (E). Cell nuclei were stained with DAPI (grey). We used unpaired two-tailed Student’s t-test. N = 3, error bars ± SEM. ND: non-detected.






Discussion

The DNA-PK complex senses viral DNA with an unknown impact on ZIKV infection. Here we demonstrate that DNA-PKcs, the catalytic subunit of the DNA-PK complex, is critical for control of ZIKV infection by a non-canonical mechanism.

We analyzed different infection profiles such as quantifying viable ZIKV, intracellular ZIKV-RNA, ZIKV spreading to adjacent cells, and ZIKV-infected cells. We showed that absence of DNA-PKcs increases susceptibility to ZIKV infection in two different human epithelial cell lineages, allowing a faster virus spreading. Moreover, we showed that the DNA-PKcs mechanism for controlling ZIKV infection depends on its kinase function. Previous studies have associated DNA-PK complex with infection of flaviviruses. For instance, Vetter et al. (37) demonstrated that Ku70 and Ku80 knockdown in Huh7 cells are insufficient to impact DENV infection, differing from our findings with ZIKV (37). The difference could be explained due to a partial knockdown of the Ku components or the use of different cell lines and flavivirus. In addition, depletion of each DNA-PK subunit separately varies on number of differentially expressed genes (45). Hence, instead of Ku proteins, only the catalytic subunit may be critical for control of infection.

ZIKV infection induces DSB in human neural stem cells (8, 9), which may implicate DNA-PK activation (46). However, our findings showed that ZIKV does not increase H2A.X phosphorylated foci, a DSB marker, in human epithelial (A549) cells. Hence, ZIKV does not induce DSB in A549 cells, and the role of DNA-PKcs in controlling viral infection is independent of DSB repair response. In addition, we showed that either inhibition of DNA-PKcs kinase function or loss of whole protein has increased DSB sensitivity to etoposide, a genotoxic stressor, as suggested in previous studies (43, 47).

We showed that DNA-PKcs is necessary for an effective antiviral response against ZIKV infection which may explain its role in restricting the infection. The effect of DNA-PKcs on IFN-I and IFN-III transcriptions differs between cell types. Similar to our findings, Vetter et al. (37) demonstrated that inhibition of Ku80 protein expression decreases IFNB transcription in DENV-infected cells (37). It is important to notice that DNA-PKcs antiviral response might differ between humans and mice and virus species (19). These could explain why the antiviral response against other RNA viruses is DNA-PKcs independent (14). ZIKV infection might induce mitochondrial DNA release, activating DNA sensors such as DNA-PK or cGAS, which results in IFN-I and IFN-III transcription (14, 48–50). However, we observed abrogation of the IFNs transcription in A549RIGI-/- cells infected with ZIKV, suggesting only RNA sensing pathway is activated during the infection.

Our data show that ZIKV infection induces nuclear accumulation of the main transcription factors involved in IFN-I and IFN-III transcription independently of DNA-PKcs. These findings implicate that DNA or RNA sensing pathways upstream of the transcription factors are not affected by DNA-PKcs during ZIKV infection. A prior study suggested DNA-PK complex is not required for IRF3 nor p65 nuclear translocation under RNA virus infection or Poly(I:C) stimulation (14). Furthermore, we showed ZIKV infection fails to induce IRF1 and IRF3 accumulation to the nucleus in absence of the RNA sensor RIG-I, suggesting DNA-PKcs is not a ZIKV sensor receptor. Our findings confirmed that RIG-I is the major nucleic acid sensor activated by ZIKV, as previously demonstrated (33, 34), and suggests novel crosstalk between DNA-PKcs and RIG-I pathway downstream to transcription factors. One possibility is during ZIKV infection, DNA-PKcs acts in the nucleus regulating IFN transcription. The DNA-PK is known to be a regulator of the transcriptome and RNA metabolism (13, 38, 51–55). DNA-PKcs is described to phosphorylate RNA polymerase II, which might enhance the transcription of some viral genomes such as Hepatitis B virus and Human immunodeficiency virus (52, 55–57). Genotoxic stress or viral infections such as DENV induce DNA-PKcs localization to the nucleolus, where it acts as a regulator of pre-mRNA splicing (13, 37, 38). The regulation of RNA metabolism by DNA-PKcs should be explored in the future in the context of ZIKV infections.

Overall, these findings provide a role of DNA-PKcs in control of ZIKV virus infection beyond its DNA sensing function or DSB repair response. Future work should consider whether this conclusion can be generalized to different RNA viruses. This study will advance our understanding of the antiviral immune response and may contribute to new therapeutic approaches.
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Endoplasmic reticulum (ER) stress plays a major role in several inflammatory disorders. ER stress induces the unfolded protein response (UPR), a conserved response broadly associated with innate immunity and cell metabolic function in various scenarios. Brucella abortus, an intracellular pathogen, triggers the UPR via Stimulator of interferon genes (STING), an important regulator of macrophage metabolism during B. abortus infection. However, whether ER stress pathways underlie macrophage metabolic function during B. abortus infection remains to be elucidated. Here, we showed that the UPR sensor inositol-requiring enzyme 1α (IRE1α) is as an important component regulating macrophage immunometabolic function. In B. abortus infection, IRE1α supports the macrophage inflammatory profile, favoring M1-like macrophages. IRE1α drives the macrophage metabolic reprogramming in infected macrophages, contributing to the reduced oxidative phosphorylation and increased glycolysis. This metabolic reprogramming is probably associated with the IRE1α-dependent expression and stabilization of hypoxia-inducible factor-1 alpha (HIF-1α), an important molecule involved in cell metabolism that sustains the inflammatory profile in B. abortus-infected macrophages. Accordingly, we demonstrated that IRE1α favors the generation of mitochondrial reactive oxygen species (mROS) which has been described as an HIF-1α stabilizing factor. Furthermore, in infected macrophages, IRE1α drives the production of nitric oxide and the release of IL-1β. Collectively, these data unravel a key mechanism linking the UPR and the immunometabolic regulation of macrophages in Brucella infection and highlight IRE1α as a central pathway regulating macrophage metabolic function during infectious diseases.
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Introduction

The Endoplasmic reticulum (ER) is a central organelle responsible for synthesis, processing, and folding of secreted and transmembrane proteins. Physiologic stresses, such as increased secretory load, or pathological stresses, such as inflammatory challenges, cause an imbalance between protein load and the ER folding capacity, resulting in accumulation of misfolded proteins (1).Thenceforward, ER stress can induce the unfolded protein response (UPR), a physiological response aimed to restore ER homeostasis and preserve cellular functions (2, 3). The UPR consists of three major signaling pathways, activated by protein sensors: PKR-like ER kinase (PERK), activating transcription factor 6α (ATF6) and inositol-requiring enzyme 1α (IRE1α) (4). IRE1α, the most conserved UPR stress sensor, has been involved in a variety of cellular processes (5, 6), being considered a metabolic stress sensor and broadly associated with several metabolic disorders (6, 7).

Brucella, the etiologic agent of brucellosis, the most prevalent bacterial zoonosis worldwide (8), induces the UPR upon trafficking to the ER (9–11). Moreover, we and others have shown that Brucella infection activates the IRE1α axis of the UPR (9, 11, 12). Remarkably, full UPR induction during B. abortus infection in macrophages requires Stimulator of interferon genes (STING) (9). STING is an ER-transmembrane protein that was recently implicated in the metabolic reprogramming of Brucella-infected macrophages (13). Nevertheless, the possible interaction between the UPR and macrophage metabolic function in Brucella infection is poorly understood.

Macrophage metabolic reprogramming refers to the process whereby macrophages phenotypically mount a specific functional response to distinct microenvironment stimuli and signals. In this regard, macrophage polarization is not fixed (14), and two distinct populations, inflammatory M1 and anti-inflammatory M2 macrophages, represent the opposing ends of the full spectrum of macrophage polarization. Macrophages that display the M1 phenotype express various pro-inflammatory components such as nitric oxide (NO) and reactive oxygen species (ROS). By contrast, M2 phenotype macrophages are associated with generation of interleukin (IL)-10 and relate with tissue remodeling and wound healing (15). Regarding cellular metabolism, M1 macrophages energy production shifts from mitochondrial oxidative phosphorylation (OXPHOS) to glycolysis to support macrophage function (16). Our group recently demonstrated that the macrophage metabolic reprogramming during B. abortus infection is regulated by STING via HIF-1α (13), a global regulator of cellular metabolism that sustains the inflammatory phenotype in macrophages (17). Therefore, we aimed to determine the role of the UPR in mediating macrophage metabolic function in B. abortus infection. Here, we defined that IRE1α supports the inflammatory profile in macrophages and modulates its metabolic function. Notably, IRE1α is important for the metabolic shift from OXPHOS to an enhanced glycolytic metabolism that occurs upon B. abortus infection. Furthermore, IRE1α induces the generation of mitochondrial ROS (mROS) and HIF-1α stabilization. Additionally, IRE1α enhances canonical and non-canonical inflammasome activation, IL-1β release, NO production and cytokine secretion in infected macrophages, supporting the inflammatory profile in macrophages.



Material and methods


Mice

C57BL/6 animals were obtained from the Federal University of Minas Gerais (UFMG). HIF-1α conditional knockout mice in their myeloid cell lineage, termed here as HIF-1α KO (LysM-Cre+/-/HIF-1αfl/fl); HIF-1α-non-deletable littermate controls negative for Cre recombinase, termed here as HIF-1α WT (LysM-Cre-/-/HIF-1αfl/fl), were donated by Dr. Jose Carlos Alves-Filho (Ribeirão Preto Medical School, University of Sao Paulo, Brazil). Animals were maintained at UFMG and used at 6-8 weeks of age. All animal experiments were conducted in agreement with the Brazilian Federal Law number 11,794 and were preapproved by the Institutional Animal Care and Use Committee of the Federal University of Minas Gerais (CEUA no. 87/2017).



Bacterial strain

Brucella abortus virulent strain S2308 was acquired from our laboratory collection. Prior to infection, Brucella was grown in Brucella broth medium (BD Pharmingen, San Diego, CA) under constant agitation for 3 days at 37°C.



Bone marrow-derived macrophages

Bone marrow-derived macrophages (BMDMs) were generated as previously described, with some adaptations (18). Briefly, bone marrow cells from tibias and femurs were isolated and differentiated in DMEM (Gibco/Thermo Fisher Scientific, Waltham, MA) supplemented with 20% LCCM, 10% fetal bovine serum (FBS) (Life Technologies, Carlsbad, CA), 100 U/ml penicillin-streptomycin (Life Technologies), 1% HEPES (Life Technologies) at 37°C in 5% CO2 for 7 days until use. Then, unless otherwise specified, 5 x 105 macrophages were seeded in 24 wells culture plates and cultivated in DMEM supplemented with 10% FBS, 100 U/ml penicillin-streptomycin and 1% HEPES at 37°C in 5% CO2.



UPR treatment and macrophage infection with Brucella

Macrophages were treated with 1 μg/mL of the ER stress inducer Tunicamycin (Sigma-Aldrich, St. Louis, MO) for 6 hrs (9). Where indicated, macrophages were pretreated with 50 μM 4μ8c (Sigma-Aldrich) for 30 min (9), with 1mM of 2-DG (Sigma-Aldrich) for 4 hrs (13) or with 0.5 mM Mito-TEMPO (Sigma-Aldrich), an mitochondrial superoxide scavenger, for 1 hr (19). Then, macrophages were infected in vitro with B. abortus in DMEM (5.5 mM glucose, 2 mM L-glutamine and no pyruvate) supplemented with 1% FBS for 24 h at 37°C in 5% CO2 at the multiplicity of infection (MOI) of 100:1, as previously described (13). Cellular lysates and culture supernatants were collected and stored at -80°C.



Knockdown via small interfering RNA

BMDMs were transfected with small interfering RNA (siRNA) from siGENOME SMARTpools (Dharmacon, Lafayette, CO), according to the manufacturer’s instructions, using the GenMute siRNA transfection reagent (SignaGen Laboratories, Rockville, MD). Since IRE1α is ubiquitously expressed, the X-box binding protein 1 (XBP1) is a specific downstream target of the activation of the IRE1α axis of the UPR (20) used to asses IRE1α activation. Therefore, siGENOME SMARTpool siRNAs specific for mouse XBP1 (M-040825-00-0005) (siXBP1) and a control siRNA pool (D-001206-14-05) (siCNT) were used in this study. Forty-six hours after siRNA transfection, cells were infected with B. abortus as described above. Cellular lysates and culture supernatants were collected and stored at -80°C.



qPCR analysis

Samples were resuspended in TRIzol (Invitrogen, Carlsbad, CA) to isolate total RNA in conformity with the manufacturer’s instructions. Genomic DNA was removed from total RNA by treatment with DNase I (Invitrogen). According to the manufacturer’s guidelines, reverse transcription of 1 μg of total RNA was performed using the Illustra Ready-To-Go RT-PCR Beads (GE Healthcare, Chicago, IL). Real-time RT-PCR was performed using SYBR Green PCR master mix (Applied Biosystems, Foster City, CA) on a QuantStudio3 real-time PCR instrument (Applied Biosystems), using the following parameters: 60°C for 10 min, 95°C for 10 min, 40 cycles of 95°C for 15 sec, and 60°C for 1 min, and a dissociation stage of 95°C for 15 sec, 60°C for 1 min, 95°C for 15 sec, and 60°C for 15 sec. The proper primers were used to amplify a specific fragment corresponding to specific gene targets as described: NOS2 forward: 5’- AGCACTTTGGGTGACCACCAGGA-3’, NOS2 reverse: 5’-AGCTAAGTATTAGAGCGGCGGCA-3’; IL-6 forward: 5’-CAGAATTGCCATCGTACAACTCTTTTC-3’, IL-6 reverse: 5’-AAGTGCATCATCGTTGTTCATACA-3’; TGF-β forward: 5’-CGCCATCTATGAGAAAACC-3’, TGF-β reverse: 5’-GTAACGCCAGGAATTGT-3’; YM1 forward: 5’-GGGCATACCTTTATCCTGAG-3’, YM1 reverse: 5’-CCACTGAAGTCATCCATGTC-3’; GLUT1 forward: 5’-GCTGTGCTTATGGGCTTCTC-3’, GLUT1 reverse: 5’-CACATACATGGGCACAAAGC-3’; HIF-1α forward: 5’-GGGTACAAGAAACCACCCAT-3’, HIF-1α reverse: 5’-GAGGCTGTGTCGACTGAGAA-3’, and β-actin forward: 5’- GGCTGTATTCCCCTCCATCG-3’, β-actin reverse: 5’-CCAGTTGGTAACAATGCCATGT-3’. The threshold cycle method was used to analyze all data. Data were analyzed as relative expression after normalization to the β-actin gene and fold changes are normalized to the non-infected. All measurements were conducted in triplicate.



Cytokine measurements and nitric oxide assay

IL-6, IL-12, IL-1β, and TNF-α production in macrophages supernatants was assessed using ELISA (R&D systems, Minneapolis, MN), according to the manufacturer’s specifications. The NO assay was performed as previously described (21).



Seahorse glycolytic rate analysis

The glycolytic profile of cells was assessed using the Extracellular Flux Analyzer XF96 (Agilent, Santa Clara, CA), as previously described (13). Briefly, 1 x 105 macrophages were seeded per well on a Seahorse XF96 cell culture microplate and allowed to attach overnight. The next day, cells were treated or not with 50μM 4μ8c and infected or not with B. abortus for 24 hrs in culture medium. Proton efflux rate (PER), extracellular acidification rate (ECAR) and oxygen consumption rate (OCR) were determined using the Glycolytic Rate Assay Kit (Agilent) in accordance with the manufacturer’s instructions and as previously described (13). The Seahorse XF DMEM medium pH 7.4 (Agilent), supplemented with 4 mM L-glutamine, 2 mM pyruvate and 25 mM glucose was used during the assay. Experiments were executed in 5 replicates for each condition. MitoPER and glycoPER were calculated as previously described (13, 22).



Measurement of mitochondrial reactive oxygen species

mROS were detected using MitoSOX Red (Invitrogen), a fluorescent dye specific for the detection of O2- in the mitochondria. For confocal microscopy, MitoSOX Red staining evaluation was performed similarly as previously described (19). Briefly, 1 x 105 macrophages were added on glass coverslips and non-infected or infected with B. abortus for 3 hrs or pre-treated with 50μM 4μ8c for 30 min and then infected with B. abortus for 3 hrs. Subsequently, cells were incubated with MitoSOX Red at a final concentration of 2.5 mM for 5 min, washed with Phosphate Buffered Saline (PBS) (Gibco), fixed with 4% formaldehyde, and washed once more with Phosphate Buffered Saline (PBS) (Gibco). Then, glass coverslips were mounted with Prolong Gold Antifade with DAPI (Invitrogen) and visualized by fluorescence microscopy, using equal settings. Three coverslips were analyzed per condition and representative images were taken using an ×40 objective using a Nikon A1 confocal microscope. The mean fluorescence intensity (MFI) for MitoSOX Red staining reflects mean fluorescence intensity x cell area and was quantified per whole cell. MFI was measured using ImageJ Software.

Generation of mROS was additionally evaluated by flow cytometry in macrophages as previously described (13). Briefly, macrophages were added to microcentrifuge tubes at a cell density of 5 x 105. Then, cells were treated were indicated with 50μM 4μ8c for 30 min or with 0.5mM Mito-TEMPO for 1 hr and then infected or not with B. abortus for 1 hr. Then, cells were washed and resuspended in 200 μL PBS per microtube and transferred to a 96-well plate. mROS generation was assessed by flow cytometry using Attune Acoustic Focusing equipment (Life Technologies) and results were evaluated using FlowJo software. The data is expressed as MitoSOX Red median fluorescence intensity (MFI) fold change; particularly, mROS production by infected cells was relativized to mROS production by non-infected cell for each group, as previously described (13).



Western blot analysis

Macrophages were lysed using the M-PER Mammalian Protein Extraction Reagent (Thermo Fisher Scientific) with 1:100 protease inhibitors (Sigma-Aldrich). Protein concentrations from macrophage lysates were determined by BCA assay and identical amounts of supernatants or lysates were loaded onto 12% or 15% SDS-polyacrylamide gel and transferred to nitrocellulose membranes (Amersham Biosciences) according to standard protocols. Membranes were treated for 1 hr in Tris-buffered saline (TBS) containing 0.1% Tween-20 containing 5% nonfat dry milk and incubated overnight with primary antibodies at 4°C, as previously described (13). Primary antibodies used are the following: a monoclonal antibody against IL-1β (clone 3A6, Cell Signaling Technology), a monoclonal antibody against HIF-1α (clone D1S7W, Cell Signaling Technology, Danvers, MA), a monoclonal antibody against caspase-11 (clone Flamy-1, Adipogen, San Diego, CA), a monoclonal antibody against gasdermin D (clone EPR19828, Abcam, Cambridge, U.K.), and a monoclonal antibody against the p20 subunit of caspase-1 (clone Casper-1, Adipogen), all at a 1:1000 dilution. A mouse monoclonal anti–β-actin (clone 13E5, Cell Signaling Technology) at a 1:5000 dilution was used as loading control. The blots were washed in TBS with 0.1% Tween 20 and incubated for 1 hr at 25°C with the suitable HRP-conjugated secondary antibody at a 1:1000 dilution. The bands were visualized in an Amersham Imager 600 (GE Healthcare) using Luminol chemiluminescent HRP substrate (Millipore).



Lactate dehydrogenase release assay

The lactate dehydrogenase (LDH) enzyme activity was detected according to the manufacturer’s recommendations using a CytoTox96 LDH release kit (Promega, Madison, WI).



Statistical analysis

Data analyses were performed using Student’s t- test, one-way ANOVA, or two-way ANOVA, as indicated, using GraphPad Prism 9 (GraphPad Software, San Diego, CA). A p value <0.05 (p<0.05) was considered statistically significant.




Results


The unfolded protein response supports the inflammatory profile in macrophages

UPR signaling has been extensively associated with inflammatory responses in various settings (23, 24). Therefore, we investigated whether UPR regulates macrophage polarization i.e., the macrophage profile typically associated with an inflammatory (M1) or anti-inflammatory (M2) profile. Quantitative real-time RT-PCR analysis demonstrated that treatment of macrophages with Tunicamycin, a potent ER stress inducer, enhanced the expression of the inflammatory macrophage-related markers, NOS2 (inducible nitric oxide synthase) and IL-6 (Figure 1A). Remarkably, treatment with Tunicamycin did not alter the expression of anti-inflammatory markers such as, YM1 (chitinase-like 3) and TGF-β (transforming growth factor beta) compared to non-treated macrophages (Figure 1B). These results indicate that Tunicamycin-induced UPR favors macrophage polarization towards an inflammatory profile.




Figure 1 | The UPR favors the polarization of inflammatory macrophages. (A) NOS2 and IL-6 expression levels determined by real-time PCR in macrophages from C57BL/6 mice non-treated (NT) or treated with Tunicamycin (Tu) (1 μg/mL). (B) YM1 and TGF-β expression levels determined by real-time PCR in macrophages from C57BL/6 mice non-treated (NT) or treated with Tunicamycin (Tu) (1 μg/mL). (C) NOS2 and IL-6 expression levels determined by real-time PCR in macrophages from C57BL/6 mice infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). (D) YM1 and TGF-β expression levels determined by real-time PCR in macrophages from C57BL/6 mice infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). (E) NOS2 and IL-6 expression levels determined by real-time PCR in macrophages from C57BL/6 mice subjected to specific XBP1 gene knockdown and then infected with B abortus. (F) YM1 and TGF-β expression levels determined by real-time PCR in macrophages from C57BL/6 mice subjected to specific XBP1 gene knockdown and then infected with B abortus. The data are representative of three independent experiments. The data are presented as mean ± SD, * p < 0.05, Student’s t test.



Considering that the UPR has been extensively described as crucial for inducing an appropriate inflammatory response during Brucella infection (9, 10, 25), we investigated whether the IRE1α axis of the UPR contributes to macrophage polarization. Inhibition of IRE1α by pre-treatment with 4μ8c (4-methyl umbelliferone 8-carbaldehyde), a potent and selective IRE1α inhibitor (26), reduced the expression of the inflammatory macrophage-related markers, NOS2 and IL-6 in B. abortus-infected macrophages (Figure 1C). Meanwhile, IRE1α inhibition did not alter the expression of the anti-inflammatory macrophage-related markers, YM1 and TGF-β in infected macrophages (Figure 1D).

Corroborating these results, knockdown of XBP1 [a specific downstream target of the activation of the IRE1α axis of the UPR (20)], via small interfering RNA, also reduced the expression of the inflammatory macrophage-related markers, NOS2 and IL-6, in B. abortus-infected macrophages compared to the control infected with B. abortus (Figure 1E), and did not alter the expression of the anti-inflammatory macrophage-related markers, YM1 and TGF-β, in infected macrophages (Figure 1F). Altogether, these results demonstrate that IRE1α modulates macrophage polarization, favoring the induction of inflammatory macrophages during B. abortus infection.



The unfolded protein response modulates the inflammatory response in macrophages

ER stress is strongly associated with the immune signaling response to invading microorganisms (20). Given that the UPR regulates macrophage polarization during B. abortus infection, we evaluated cytokine secretion in Brucella-infected macrophages pre-treated with 4μ8c or transfected with small interfering RNA. Inhibition of IRE1α impaired IL-6 (Figure 2A) and IL-12 (Figure 2B) secretion and NO production (Figure 2C), inflammatory mediators typically associated with inflammatory macrophages (14), whereas TNF-α secretion was unaltered (Figure 2D). Furthermore, XBP1 silencing likewise reduced IL-6 (Figure 2E) and IL-12 (Figure 2F) secretion and NO production (Figure 2G), whereas TNF-α secretion was unaltered (Figure 2H). These results indicate that IRE1α has an important role in inducing pro-inflammatory responses during B. abortus infection.




Figure 2 | The UPR modulates the inflammatory response in infected macrophages. (A) IL-6, (B) IL-12 and (D) TNF-α produced by macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c), detected in cell supernatants using ELISA. (C) NO2− (nitrite) accumulation in the media of macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c), measured by Griess reaction. (E) IL-6, (F) IL-12 and (H) TNF-α produced by macrophages from C57BL/6 mice subjected to specific XBP1 gene knockdown and then infected with B abortus. (G) NO2− (nitrite) accumulation in the media of macrophages from C57BL/6 mice subjected to specific XBP1 gene knockdown and then infected with B abortus. The data are representative of three independent experiments. The data (A–D) are presented as mean ± SD, * p < 0.05, one-way ANOVA. The data (E–H) are presented as mean ± SD, * p < 0.05, Student’s t test.





The metabolic reprogramming in infected macrophages is IRE1α-dependent

Macrophage polarization is closely associated with the metabolic rewiring required to sustain macrophage biological functions (16). Moreover, IRE1α senses cellular metabolic stressful conditions acting to sustain metabolic homeostasis (7). Therefore, we evaluated the role of the IRE1α in the metabolic function of macrophages in Brucella infection using a glycolytic rate assay. In that context, the glycolytic acidification was determined by calculating the glycolytic proton efflux rate (glycoPER) as previously described (13). The time-course measurements of glycoPER showed that macrophages infected with B. abortus displayed a higher proton flux rate due to the glycolytic acidification compared to non-infected macrophages (Figure 3A). The reduction of proton flux rate achieved after addition of the inhibitor 2-deoxy-D-glucose (2-DG) confirms that this acidification is provided by the glycolytic pathway (Figure 3A). In addition, we calculated the basal glycolysis levels, which were determined before OXPHOS blockage by rotenone and antimycin A, and the compensatory glycolysis levels, that were observed after OXPHOS inhibition. We demonstrated that B. abortus infection increased basal and compensatory glycolysis. Markedly, our results revealed that inhibition of IRE1α reduced the basal and compensatory glycolysis when compared to non-treated infected macrophages (Figure 3B). Moreover, we evaluated the acidification rate derived from the CO2 produced entirely by the mitochondria (mitoPER) as previously described (13) to evaluate OXPHOS. Remarkably, our results indicate that the decrease in OXPHOS induced by B. abortus occurs in an IRE1α-dependent manner as IRE1α inhibition restored OXPHOS to levels similar to non-infected cells (Figure 3C). Together these results indicate that IRE1α participates in the metabolic reprogramming of macrophages and is crucial for the increase in glycolysis and the reduction in OXPHOS observed during Brucella infection, distinctive metabolic features of inflammatory macrophages (16).




Figure 3 | IRE1α regulates the metabolic function of infected macrophages. (A) Time-course quantification of glycolytic proton efflux rate (glycoPER) in macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with (B abortus (Ba+4μ8c). (B) Quantification of basal and compensatory glycoPER. (C) Quantification of mitoPER. The data are representative of three independent experiments. The data (B, C) are presented as mean ± SD, * p < 0.05, one-way ANOVA. * p < 0.05, compared to NI and # p < 0.05, compared to Ba, one-way ANOVA.





IRE1α drives mROS generation in infected macrophages

The inflammatory profile in macrophages is characterized by the efficient generation of ROS (16). Furthermore, the cellular metabolic shift (from producing ATP mainly by OXPHOS to the increased production of ATP by glycolysis) repurposes mitochondria from ATP production to ROS generation, which promotes the inflammatory profile in macrophages (27). Therefore, we evaluated mROS production, to unravel how the UPR regulates the macrophage metabolic function during B. abortus infection.

Confocal microscopy analysis of MitoSOX Red, a mitochondrial superoxide indicator, demonstrated that infection with B. abortus enhanced mROS generation when compared to non-infected macrophages (Figures 4A, B). Moreover, inhibition of IRE1α reduced mROS production in infected macrophages to levels similar to those of non-infected (Figures 4A, B). Corroborating these results, MitoSOX Red flow cytometry analysis confirmed that infection with B. abortus enhanced mROS generation compared to non-infected macrophages, while IRE1α inhibition reduced mROS production compared to infected non-treated cells (Figure 4C). As expected, in infected macrophages, pretreatment with a scavenger specific for mROS, Mito-TEMPO, abrogated mROS production (Figure 4C). Altogether, these results strongly indicate that IRE1α contributes to mROS generation in Brucella-infected macrophages.




Figure 4 | IRE1α drives mROS generation. (A) Representative confocal microscopy of MitoSOX Red staining in macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). MitoSOX Red is in red, and nuclei (DAPI) is in blue. Scale bar, 20 μm. (B) MitoSOX Red mean fluorescent intensity, determined as described in Materials and Methods. (C) MitoSOX Red flow cytometry analysis of mROS production fold change induced by B abortus relativized to non-infected (NI) cells for each experimental group: non-treated (NT), pre-treated with 50 μM 4μ8c (Ba+4μ8c) or pre-treated with 0.5 mM Mito-TEMPO (mT). The data are representative of three independent experiments. The data (B) is presented as mean ± SD, * p < 0.05 (compared to NI) and # p < 0,05 (compared to Ba), one-way ANOVA. The data (C) is presented as mean ± SD, * p < 0.05 [compared to non-infected (NI, set to 100%)] and # p < 0.05 (compared to NT), one-way ANOVA.





IRE1α modulates HIF-1α stabilization in Brucella-infected macrophages

Recent reports have shown that mROS modulates HIF-1α activity (27). Moreover, it was recently demonstrated that mROS stabilizes HIF-1α expression in macrophages infected with B. abortus (13). Considering that HIF-1α drives the metabolic reprogramming in macrophages in Brucella infection (13), we addressed whether IRE1α could modulate HIF-1α expression and stabilization. Quantitative real-time RT-PCR analysis revealed that inhibition of IRE1α reduced HIF-1α (Figure 5A) and GLUT1 (glucose transporter 1, a marker for the HIF-1α-induced glycolysis) (Figure 5B) (28) expression compared to non-treated infected macrophages. Accordingly, XBP1 silencing also reduced HIF-1α (Figure 5C) and GLUT1 (Figure 5D) expression in infected macrophages compared to the infected control. Furthermore, inhibition of IRE1α reduced HIF-1α protein level in infected macrophages compared to non-treated infected macrophages (Figure 5E). Altogether, these results indicate that IRE1α contributes to HIF-1α expression and stabilization in Brucella-infected cells. Recent studies showed that HIF-1α and HIF-1α-induced glycolysis are important modulators of innate immunity (29, 30). Considering that the UPR is crucial for triggering immune responses against infections (20), we evaluated the role of glycolysis in the immune responses in B. abortus-infected macrophages. Inhibition of glucose flux using 2-DG in infected macrophages reduced IL-6 (Figure 5F), IL-12 (Figure 5G), and NO secretion (Figures 5H) compared to non-treated infected macrophages whereas TNF-α secretion was unaltered (Figure 5I). Overall, these results demonstrate that IRE1α modulates HIF-1α function and confirms that the HIF-1α-glycolysis axis contributes for triggering inflammatory responses in B. abortus infection.




Figure 5 | The expression and stabilization of HIF-1α in Brucella-infected macrophages requires IRE1α. (A) HIF-1α and (B) GLUT-1 expression levels determined by real-time RT-PCR in macrophages from C57BL/6 mice infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). (C) HIF-1α and (D) GLUT-1 expression levels determined by real-time RT-PCR in macrophages from C57BL/6 mice subjected to specific XBP1 gene knockdown and then infected with B abortus. (E) Western blot analysis of HIF-1α in cell lysates from macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). Equal loading was controlled by measuring β- actin in the corresponding cell lysates. (F) IL-6, (G) IL-12, (I) TNF-α produced by macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 2-DG (1mM) and infected with B abortus (Ba+2-DG), detected in cell supernatants using ELISA. (H) NO2− (nitrite) accumulation in the media of macrophages from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 2-DG (1mM) and infected with B abortus (Ba+2-DG), measured by Griess reaction. The data are representative of three independent experiments. The data (A–D) are presented as mean ± SD, * p < 0.05, student’s t test. The data (F–I) are presented as mean ± SD, * p < 0.05, one-way ANOVA.





IRE1α-dependent stabilization of HIF-1α is required for induction of inflammatory responses in Brucella-infected macrophages

It is widely known that HIF-1α is involved in inflammation (31). Therefore, to further investigate the contribution of the IRE1α-HIF-1α axis in inducing inflammatory responses during B. abortus infection, we inhibited IRE1α in HIF-1α WT and HIF-1α WT KO in non-infected and infected macrophages and assessed the production of inflammatory cytokines. Lack of HIF-1α reduced IL-6 (Figure 6A) and IL-12 secretion (Figures 6B) in infected macrophages. Furthermore, absence of HIF-1α also impaired IL-1β release (Figure 6C) whereas TNF-α secretion was unaltered (Figure 6D).




Figure 6 | IRE1α is necessary for full induction of HIF-1α-dependent inflammatory responses during infection. (A) IL-6, (B) IL-12, (C) IL-1β and (D) TNF-α produced by macrophages derived from HIF-1α WT and HIF-1α KO mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c), detected in cell supernatants using ELISA. The data are representative of three independent experiments. The data are presented as mean ± SD, * p < 0.05 (compared between WT and KO), # p < 0.05 (compared to Ba from WT), & p < 0.05 (compared to Ba from KO), two-way ANOVA.



In addition, inhibition of IRE1α using 4μ8c in HIF-1α WT infected macrophages reduced IL-6 (Figure 6A), IL-12 (Figure 6B) and IL-1β (Figure 6C) release compared to non-treated HIF-1α WT infected macrophages, whereas TNF-α secretion was unaffected (Figure 6D). Remarkably, inhibition of IRE1α in HIF-1α KO infected macrophages did not alter IL-6 (Figure 6A) and IL-12 (Figure 6B) secretion compared to non-treated HIF-1α KO infected macrophages. These data indicate that IRE1α induces the production of these cytokines, at least partially, in a HIF-1α-dependent fashion. Interestingly, inhibition of IRE1α further reduced IL-1β secretion (Figure 6C) in HIF-1α KO infected macrophages in comparison with non-treated HIF-1α KO infected macrophages. Collectively, these results suggest that the IRE1α-dependent stabilization of HIF-1α is indispensable for inducing the inflammatory responses against B. abortus infection.



IRE1α induces inflammasome activation in Brucella-infected macrophages

Here, we demonstrated that IRE1α is crucial for inducing IL-1β release both in HIF-1α WT and HIF-1α KO infected macrophages, suggesting an important role of IRE1α in regulating IL-1β release in Brucella infection. Therefore, to better address this, we evaluated inflammasome activation. Corroborating our data showing that inhibition of IRE1α reduced IL-1β secretion in HIF-1α WT and HIF-1α KO infected macrophages, inhibition of IRE1α also reduced IL-1β release in C57BL/6 wild type infected macrophages compared to non-treated infected cells (Figure 7A). Corroborating these data, XBP1 silencing also reduced IL-1β secretion in infected macrophages compared to the infected siRNA control (Figure 7B).




Figure 7 | IRE1α induces inflammasome activation and IL-1β release in infected macrophages. (A) IL-1β released by macrophages derived from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c), detected in cell supernatants using ELISA. (B) IL-1β released by macrophages derived from C57BL/6 mice subjected to specific XBP1 gene knockdown and then infected with B abortus. (C) Western blot analysis of pro-IL-1β, pro-caspase-1, caspase-11 and p30 fragment of GSDMD in cell lysates and caspase-1 (p20 subunit) in supernatants from macrophages derived from C57BL/6 mice, non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). Equal loading was controlled by measuring β-actin in the corresponding cell lysates. (D) LDH release in macrophages derived from C57BL/6 mice non-infected (NI), infected with B abortus (Ba) or pre-treated with 4μ8c (50 μM) and infected with B abortus (Ba+4μ8c). Values represent the percentage of LDH release compared with lysed cells. The data are representative of three independent experiments. The data (A, D) are presented as mean ± SD, * p < 0.05, one-way ANOVA. The data (B) are presented as mean ± SD, * p < 0.05, Student’s t test.



Furthermore, IRE1α inhibition reduced pro-IL-1β protein level in infected macrophages and also processing of caspase-1 (p20 subunit in supernatant) was reduced in 4μ8c-treated infected macrophages compared to non-treated infected cells (Figure 7C). Altogether these results indicate decreased canonical-inflammasome assembly upon IRE1α inhibition in infected macrophages.

In addition to canonical-inflammasome activation, B. abortus also activates the non-canonical inflammasome and IL-1β release in this case is partially dependent on caspase-11 and gasdermin-D (GSDMD) (32). Furthermore, activation of non-canonical inflammasome triggers pyroptosis and consequent membrane disruption, releasing lactate dehydrogenase (LDH) as well as other cytosolic contents (32). Hence, we further evaluated the role of IRE1α in non-canonical inflammasome activation. Inhibition of IRE1α reduced the intracellular protein level of caspase-11 and GSDMD cleavage (p30 fragment) in 4μ8c-treated infected macrophages compared to non-treated infected macrophages (Figure 7C). Regarding LDH, inhibition of IRE1α diminished LDH release in infected macrophages to levels similar to non-infected macrophages (Figure 7D), suggesting that IRE1α participates in non-canonical inflammasome activation and pyroptosis. Altogether, these results indicate that IRE1α is indispensable for canonical and non-canonical inflammasome activation and IL-1β release in B. abortus-infected macrophages.




Discussion

The UPR has been linked to macrophage polarization in various settings and especially in metabolic disorders. For example, IRE1α specific deletion in adipose tissue promotes M2 and decreases M1 polarization of macrophages. This M1-M2 imbalance limits energy expenditure capacity and promotes insulin resistance in mice (33). Furthermore, IRE1α knockdown reduces M1 proinflammatory macrophages and promotes the M2-pheynotypic shift in macrophages in a mouse model of steatosis, aggravating the ischemia reperfusion injury of fatty liver (34). Accordingly, we demonstrated here that IRE1α inhibition reduces M1 macrophage polarization in Brucella-infected macrophages without affecting M2 macrophages, corroborating the UPR role as an important inflammatory signal during bacterial infections.

Regarding B. abortus infection, infected human-like and mouse macrophages undergo reprogramming that resembles the inflammatory macrophage profile also known as the Warburg effect (13, 35). We demonstrated that IRE1α modulates the macrophage metabolic function, supporting the metabolic shift towards glycolysis, unraveling the UPR as a regulator of macrophage metabolism during Brucella infection. A recent report from our group demonstrated that HIF-1α drives the metabolic reprogramming in infected macrophages (13). Accordingly, we demonstrated that IRE1α favors HIF-1α expression and stabilization, indicating that the IRE1α-dependent HIF-1α pathway may play a role in regulating the macrophage metabolic function during B. abortus infection. Previous reports suggest an intimate relationship between hypoxia responses and ER stress leading to macrophage polarization (36). For instance, the UPR enhances HIF-1α phosphorylation and interacts with hypoxia response pathways to augment HIF-1α mRNA expression (37). Moreover, the ubiquitin ligase Siah2 is another example of the interaction of HIF-1α and the UPR during hypoxia as it limits prolyl hydroxylase domains (PHD) protein availability during hypoxia, stabilizing HIF-1α (38). Notably, our results show a connection between HIF-1α and UPR that occurs outside of a hypoxic setting.

Regarding inflammasome activation, we demonstrated that IRE1α participates in IL-1β secretion and directly interferes with pro-IL-β synthesis. Additionally, IRE1α stimulates caspase-1 and caspase-11 activation and GSDMD cleavage, indicating its crucial function in inducing canonical and non-canonical inflammasome activation in B. abortus infection. Previous studies corroborate the involvement of the IRE1α in the activation of the NLRP3 canonical inflammasome. For example, IRE1α mediates saturated fatty-acid-induced activation of the NLRP3 inflammasome (39). Moreover, during irremediable ER stress, IRE1α promotes inflammasome activation by inducing Thioredoxin-Interacting Protein (TXNIP), which is crucial for pro-caspase-1 cleavage and IL-β secretion (40). Furthermore, it was previously demonstrated in macrophages that Brucella-induced mROS is crucial for NLRP3-caspase-1 inflammasome activation (19) and a previous report indicated that infection with an attenuated Brucella strain induces IRE1α and activates the inflammasome via NLRP3-driven mitochondrial damage (41). Accordingly, we demonstrated here that IRE1α drives the production of mROS in Brucella-infected macrophages.

Moreover, mROS stabilizes HIF-1α that induces canonical inflammasome activation in B. abortus-infected macrophages (13). Therefore, our results imply that IRE1α-dependent mROS might contribute to caspase-1 activation and inflammasome assembly via modulation of HIF-1α stabilization. Remarkably, HIF-1α is not required for non-canonical inflammasome activation in B. abortus infection (13), raising the hypothesis that the UPR may affect non-canonical inflammasome assembly in a HIF-1α-independent manner. This hypothesis is supported by our data concerning IL-1β release in HIF-1α KO macrophages. Whereas secretion of other inflammatory cytokines such as IL-6 and IL-12 relies on IRE1α-dependent induction of HIF-1α, IL-1β release in HIF-1α KO macrophages is further reduced upon treatment with 4u8c.

Intracellular bacteria uses host cell metabolites to survive and replicate (42). In that context, the macrophage metabolic profile is particularly relevant in Brucella infection. Previous data showed that the increase in glycolysis and lactate production favors B. abortus intracellular survival, suggesting that Brucella might take advantage of the metabolic change in macrophages to support bacterial growth (35). Accordingly, we demonstrated here that IRE1α participates in the metabolic shift during B. abortus infection, while previous reports indicated that the UPR favors Brucella replication in macrophages (9, 11). Thus, our results indicate that the IRE1α-induced metabolic shift may be involved in B. abortus survival. On the contrary, another report showed that during chronic infection, Brucella replicates preferentially in anti-inflammatory M2 macrophages which display a contrasting metabolic profile with decreased aerobic glycolysis. In this case, peroxisome proliferator-activated receptor γ (PPARγ)-mediated increase in glucose availability favors Brucella growth (43). Interestingly, M2 macrophages are more abundant during chronic brucellosis (13, 43). Hence, determining the influence of the UPR on macrophage metabolism during the course of Brucella infection may reveal exciting information about the role of UPR-induced metabolic changes in bacterial replication.

In summary, the data presented here reveals that IRE1α favors M1 inflammatory polarization and regulates macrophage metabolism. We demonstrated that IRE1α activation increases mROS production, which may contribute to the stabilization of HIF-1α, an important regulator of macrophage metabolic function during B. abortus infection. Accordingly, IRE1α contributes to the metabolic reprogramming of macrophages, favoring the glycolytic phenotype during infection. In addition, IRE1α favors inflammatory cytokine secretion, NO production and inflammasome activation (Figure 8). The results presented here revealed an important link between UPR and HIF-1α, which ultimately regulates macrophage metabolic profile and the immune response against B. abortus infection. Finally, our findings improve the understanding of how these UPR-induced immunometabolic changes impact bacterial pathogenesis.




Figure 8 | Regulation of macrophage metabolic function by IRE1α in Brucella abortus infection. IRE1α activation by Brucella abortus triggers mROS generation that induces HIF-1α stabilization in infected macrophages. IRE1α drives the metabolic reprogramming in macrophages, contributing to the enhanced glycolysis and reduced OXPHOS observed in Brucella-infected macrophages possibly via HIF-1α. This IRE1α-dependent HIF-1α stabilization is crucial for inducing inflammatory responses during infection. IRE1α induces inflammasome assembly, IL-1β release and NO production, supporting the inflammatory profile in macrophages infected with B abortus. Figure created using BioRender (https://biorender.com).
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Sensory neurons cooperate with barrier tissues and resident immune cells to form a significant aspect of defensive strategies in concert with the immune system. This assembly of neuroimmune cellular units is exemplified across evolution from early metazoans to mammalian life. As such, sensory neurons possess the capability to detect pathogenic infiltrates at barrier surfaces. This capacity relies on mechanisms that unleash specific cell signaling, trafficking and defensive reflexes. These pathways exploit mechanisms to amplify and enhance the alerting response should pathogenic infiltration seep into other tissue compartments and/or systemic circulation. Here we explore two hypotheses: 1) that sensory neurons’ potential cellular signaling pathways require the interaction of pathogen recognition receptors and ion channels specific to sensory neurons and; 2) mechanisms which amplify these sensing pathways require activation of multiple sensory neuron sites. Where possible, we provide references to other apt reviews which provide the reader more detail on specific aspects of the perspectives provided here.
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Introduction

Without the ability to detect, combat and evade harmful pathogens, the survival of early metazoan and, evolution to mammalian life would not have been possible (1). The importance of pathogenic detection and mitigation is evidenced by innate systems, mostly confined to the earliest sensory units, which originated in early multicellular organisms such as Caenorhabditis elegans (2, 3) and Hydra (4, 5). The mammalian development of pathogenic control was enabled by the divergence from one to two systems which evolved in parallel but in a mutually interrelated manner (1, 3). Mammalian immune and nervous systems are organized in such a way that sentinel cells, with pathogenic detecting capabilities emanate alerting signals. When amplified chemical messengers are released to recruit combative cells that attack and/or eliminate invading threats (1).

Layers of defenses are involved in the intricacy of the immune system. Structural barrier cells within epithelial barrier layers coordinate a signalling cascade to recruit additional patrolling and cytotoxic cells, granulocytes, monocytes and lymphocytes to act and counter the invading threat. Following the cellular signalling posed by the epithelium, the immune system is then organized into lymphoid and secondary lymphoid organs, which harbor lymphoid-lineage cells that enable bi-directional communication with myeloid lineage cells, which have multiple methods to neutralize pathogens. Lymphoid lineage cells are triggered by numerous signals, simultaneously deployed at any one time, which was thought initially to be a failsafe system to back-up disruptions to poorly performing pathways (6, 7). However, the diversity and coordination of multiple cytokine and chemokine release appear to mediate the specificity of immune cell activation in response to pathogenic detection. This is due to the unique receptor gene expression profile on any single immune cell, providing a unique signature and the potential for differing modes of activation (8–10). Thus, deployment of a specific cytokine and chemokine pattern would then, presumably, activate a particular set of cells, in an exact way, to target a specific pathogen.

Like the immune system, the nervous system is partitioned to enable the sensing of the environment (sensory neurons within the peripheral nervous system), integrate and process information (medullary autonomic nervous system – and central hypothalamic centers) and finally, carry out signalling pathways (efferent nerves of the autonomic nervous system) to implement reflexes to receive information regarding deviations from homeostasis (1, 3). In the case of immediate pathogenic invasion, sensory neurons innervate all barrier (11–13) and mucosal surfaces (11–13) and patrol the bloodstream (14–16); interfaces which are vulnerable to infection and can come into contact with the outside environment. These important neural sensory clusters lie within the dorsal root ganglion (13), trigeminal ganglion (17), nodose/jugular ganglion (11, 18) and petrosal ganglion (14, 18), respectively. These neurons communicate with immune (19) and neuroendocrine cells (20, 21), either by the direct release of neurotransmitters into the immediate vicinity (19) or by relaying more extensive neural networks to innervate secondary lymphoid organs (22) and recruit other cells via secondary neurotransmitter release.

As such, it is clear that the anatomical association of sensory neurons with epithelial layers and indwelling immune cells form “neuroimmune cell units” (23) where their bidirectional communication between distinct neuronal and hematopoietic lineage cell types has afforded the ability to direct specific responses to a multitude of homeostatic disturbances. Prominent examples of the effects of these neuroimmune cell units are the cholinergic anti-inflammatory pathway (24, 25) or sympathetic influence on lymphopoiesis (26, 27). These modes of neural stimulation of immune function provide a sensory system which can quickly act should it identify pathogenic infiltration. Notably, the stimulation of this fast-acting sensory neuron pathogenic detection has been demonstrated to either assist with ‘immune’ cell recruitment (19) or provide antimicrobial protection in and of itself through antimicrobial neuropeptides (28). If the specific recruitment of immune cell subsets occurs due to the unique chemokine receptor expression signature on any immune cell (5, 6), what is the mode of specific sensory neuron activation in the face of pathogenic detection?





Early sensory systems are a blueprint for neuroimmune cell units

Pathogen recognition in early metazoan life likely developed in sensory neurons first (3). These sensory units acquired innate defenses to detect and counter initial pathogenic infiltration. The concurrent development of early PRRs and ion channels shows a sharing of potential physiologic outcomes in response to pathogen detection. Both pathogenic opsonization and sensory neuron depolarization induce avoidance behaviors brought on upon specific neurotransmitter release. This subsequent release of neuropeptides also demonstrates microbial neutralization properties akin to bacteriocins (29, 30); which appears to be conserved in mammalian life (28). Neuronal cell death to implement calcium release for both additional cell recruitment and adjacent neuron stimulation (31, 32) was an additional strategy of early alerting responses and, in select cases, is a last resort for mammalian defences (33). Intriguingly, it would appear that apoptotic signalling and not apoptosis per se, are necessary for neuroimmune interactions as blockade of cell death does not diminish immune cell trafficking (34). Nevertheless, these early alerting responses occur rapidly, and it has been suggested that the speed of the neural response may influence the speed of the subsequent immune response (3, 34); a relationship which appears to hold in mammalian life (19, 33). However, early strategies evolved and gained more specificity with the increased dispersion of duties amongst cell types. The conservation of intracellular signalling pathways throughout the evolution of defensive strategies is exemplified in neuroimmune cell units (11–13, 35–39). How these signalling systems interact, and their functional outcome are now the focus of intense investigation.





Hypotheses on the specificity of sensory neuron PRR sensing of microbes

In the case of sensory neuron depolarization, ion channels often form the terminal portion of the cell signalling cascade as these channels are phosphorylated by upstream kinases set in motion when receptors are activated (40). The phosphorylation of ion channels on sensory neurons then increases the probability of depolarization, leading to neuronal excitation and neurotransmitter release (41, 42). Neuronal ion channel expression has allowed the sorting/clustering of neuronal subsets (11–13, 35–39). It is likely that the complexity of neural depolarization mediated by the activation of multiple but sensory-specific ion channels in various ganglia would also enable a failsafe method to carry important information to the central nervous system (35, 43). It is equally likely that the specificity of neuronal activation also involves the activation of multiple receptors on any one neuron to offer specific neuron excitation. A notion carried from specific lymphoid cell activation afforded by chemokine receptor expression (8–10).

Furthermore, how and at which site of phosphorylation of each channel could offer another layer of complexity to add to the specific coding of neuronal activation by upstream receptors. Finally, subclusters of specific sensory neurons exist in multiple ganglia; can stimulation of neurons in multiple ganglia may augment neuroimmune reflexes? Therefore, the perspectives explored here are: whether the stimulation of multiple neurons within or between sensory ganglia, are phosphorylated differentially, and on differential phosphorylation sites, to provide a mechanism to code specific information to engage the appropriate neuroimmune reflex. In addition, the activation of ion channel phosphorylation on more than one set of nerves (ganglia) could augment these alerting reflexes.





Evidence for specificity of neuronal sub-clusters and ion channel phosphorylation as a means for specific neural responses

Detection of pathogenic invasion by sensory neurons, epithelial/barrier and innate antigen sensing/presenting immune cells is afforded by direct and indirect means (44). The direct recognition of pathogen-associated molecular patterns (PAMPs) and, therefore, neural activation involves four families of PRRs, including Toll-like receptors (TLRs), NOD-like receptors (NLRs), retinoic acid-inducible gene I (RIG-I)-like receptors (RLRs), formyl peptide receptors (FPRs) and C-lectin receptors (CLRs), each of which show notable differences regarding pathogen recognition, signal transduction, and intracellular downstream pathways (45–51) (Figure 1). The indirect activation of sensory neurons by pathogenic stimuli involves cytokines, chemokine, prostaglandin and, phospholipid stimulation of sensory neurons as a result of their release from either myeloid and lymphoid cells or, on neurons themselves (44, 80).




Figure 1 | Neuronal pathogenic detection and cellular signaling pathways. Do ion channels incur specificity? The pathogenic sensing capability of sensory neurons is exemplified by the multitude of pathogenic detection receptors (51–79). These receptors appear to be linked spatially and by protein kinase stimulation/phosphorylation of downstream ion channels. *However, as indicated by the diamond, what forces direct the specific trafficking of protein kinases to specific phosphorylation sites on downstream ion channels? And, to which specific ion channel/set of ion channels?



The differential expression of PRRs, cytokine, chemokine, prostaglandin and phospholipid receptors in sensory neurons has been shown in DRGs and trigeminal ganglia, nodose/jugular ganglia and carotid chemoreceptors using a multitude of transcriptomic technologies including single-cell/differential RNA sequencing (sc/dRNA-seq), in situ hybridization, immunohistochemistry, and electrophysiology (11–13, 35–39). This potential for neuronal activation by multiple ligands is clearly a distinct possibility, both by direct (sensing of microbes by PRRs) and indirect (sensing of cytokines released by immune cell sensing of microbes and recognition of alarmins which are produced or released by damaged and dying cells) means. Is it possible that the composition of these molecules released upon initial immune cell sensing and the direct pathogenic stimulation of neurons can code specific neuronal signalling? To test this hypothesis would require a multitude of conditions with differing amounts and compositions of ligands in response to different pathogenic conditions; a difficult task which may be made easier with new-generation bioinformatic approaches involving RNA-protein interactions or the functional processing of neural activity. However, this same stimulation would also activate many other cell types with a similar receptor signature. Therefore, an additional layer of neuronal specificity is required to allow sensory neuron signaling specificity.

The composition of downstream ion channels is the defining characteristic of sensory neurons (11–13, 41). Protein phosphorylation is the most important post-translational protein modification which regulates enzymatic and ion channel activity, cell signalling and cellular localization (40, 81–83). Given the prominent role of protein kinases, which are readily activated as part of multiple signaling pathways (84–86), it is likely that their deployment can elicit downstream post-translational modification of ion channels to increase the probability of depolarization and/or neurotransmitter release which, in turn, could code specific nociceptor signals (Figure 1).

There are multiple examples of PRR receptors eliciting the engagement of kinases, including protein kinases, tyrosine, and Syk-family kinases as part of both PRR signalling (84–87) and indirect signaling from phospholipid, prostaglandin and cytokine receptors (87, 88). Further, the role phosphorylation plays in the modification of ion channel function in regards to neuronal depolarization has been documented in response, mainly, to GPCR mediated kinase activation such as prostaglandins and phospholipids (89, 90), and in response to some, but not all, neuroimmune conditions, examples include itch (91) and pain (92, 93). Subsequent activation of kinases in association with PRRs such as TLRs or CLRs and cytokines are certainly evidenced (87); whether their kinase activation results in ion channel depolarization or sensitization in these cases is not clear (Figure 1).

An additional possibility, in terms of the specificity of neuronal activation, appears to involve multiple phosphorylation sites per ion channel. The most prominent examples of these, within sensory neurons, lie with TRPV1, TRPC3 and Nav channels. Indeed, TRPV1 has three prominent phosphorylation sites, S502, S800 and T704 (94, 95), TRPC3 is phosphorylated on T11, S263, T646 and (96–98), and sensory neuron specific Nav channels, subtypes 1.8 and 1.9 are phosphorylated on D1-DII linker sites (99, 100). Each of these sites accepts kinases that appear to be directed in response to specific ligands such as prostaglandins and cytokines (40). This array of cellular signaling may be a manner in which multiple ion channels may be simultaneously phosphorylated and afford specificity similar to the multiple chemokine and cytokine stimulation of immune cells (44). The wide-ranging consequences of the multiplicity of signals contributing to ion channel phosphorylation could result in either pro- or anti-inflammatory responses. But an essential factor, which remains unanswered, is how the activation of kinases by specific receptors are directed/trafficked to particular phosphorylation sites on specific ion channels. There are examples of apparent coupling between PRRs and TRPs, such as TLR4 to TRPV1 and TLR7 to TRPA1 (44). What is a more probable cellular signalling scenario is that the dispersion of kinases, in response to stimulation, by a multitude of receptors, phosphorylates/post-translationally modifies the composition of channels present within each specific neuron subset. This would speak to the mode of specificity mentioned above. However, this hypothesis remains to be tested.





Evidence for multiple ganglion stimulation and alteration of defensive reflexes

In early eukaryotic life, the capability of neural signals to recruit cells from seemingly ‘distant’ sites (3, 101) demonstrated the capability for early neuroimmune cell unit coordination and broader protective capabilities. However, as eukaryotic life gained the complexity and partitioning of organ systems, both the immune and nervous systems organized themselves by sub-dividing specific hubs for either the storage of cells (e.g. secondary lymphoid organs, resident tissue cells) or to serve as a relay station for information (e.g. neural ganglia).

In the case of the sensory nervous system, necessary to form a part of the neuroimmune landscape, neurons are sorted and partitioned into different peripheral ganglia which innervate different organ systems or components of organ systems (19, 102). For example, the dorsal root ganglia innervate the skin (13, 102). In contrast, the vagus senses internal organs, and each neuron/neuron subset is responsible for a single organ system (11, 35, 102) and, possibly, tissue layer (11, 103, 104).

Signals from sensory neurons travel to the nucleus tractus solitarius and synapse onto the dorsal motor nucleus of the vagus (to elicit immediate efferent nerve activity) and the paraventricular nucleus within the hippocampus, amygdala and periaqueductal grey (to carry out grander neuroendocrine signalling involving the hypothalamic pituitary adrenal axis; HPA). Effective neural signalling of immunity is critically dependent on adrenal cortex release of glucocorticoids in response to a number of perturbations (105, 106) The integration of the neuroendocrine involvement in neuroimmune signalling is highlighted by stress responses (involved in a wide variety of threats to homeostasis) which signals the adrenal cortex to induce corticosteroid release which has a wide array of immune influence (105–107). Additionally, new and important reflexes of HPA involvement are highlighted with the cholinergic anti-inflammatory pathway (108) and humoral immunity (109) in response to infection.

Intriguingly, disease and its severity can often be magnified when it is ‘leaked’ beyond the initial site of infection into other tissue layers, organ systems and/or the blood; examples of these lie with infections that can quickly precipitate sepsis (16). Therefore, a situation may arise where multiple neurons that may signal differing ganglia could signal an alerting response should the disease spread beyond the initial site/tissue of infection.

One such case where infection could travel beyond the initial site of infection but remain within a single organ system, yet stimulate multiple sensory neurons which are housed in differing ganglia, is exemplified in the gut (103). Indeed, the colon is partitioned into intrinsic and extrinsic sensory neurons, with cell bodies in the intrinsic and nodose ganglia, respectively (103) (Figure 2). It is likely that stimulation of both ganglia by the detection of pathogenic harm by both sets of sensory neurons may provide an increased alerting response.




Figure 2 | Sensory innervation of barrier tissues. The innervation of tissues by sensory neurons and the parasympathetic and sympathetic arms of the autonomic nervous system affords constant patrol of mammalian systems. In addition, the enteric nervous system has a layered system of innervation within the gut. These systems allow constant detection and also the possibility of dual stimulation should multiple neurons in different locations/tissues be stimulation. Can parallel and concurrent sensory neuron pathogenic stimulation increase signaling magnitude? The potential for this case has been examined previously (43, 103).



Indeed, the above discussion readily acknowledges that the first line of neuroimmune defence occurs with the release of these sensory neurotransmitters which act to recruit the appropriate cell to clear the pathogenic invasion. However, should disease progress to such a state where barrier surfaces become leaky/decoupled and allow the passage of microbial pathogens and/or cytokines into the bloodstream, additional defenses would be stimulated. In this regard, an additional line of defense would be recruited if pathogenic infiltration should enter the blood stream; the carotid chemoreceptors (16) the main sensory organ which patrols hemolytic homeostasis (15) would also be stimulated. Evidence demonstrates the carotid chemoreceptors’ ability to detect pathogenic patterns (16) as well as substances released in response to disease states/allergy (110, 111) as their composition of pathogenic detection is notable (38). We have demonstrated the possibility for this biologic scenario to occur in our dual vagus and carotid chemoreceptor preparation (43). Specifically, we showed that when the sensory neurons within the lungs are stimulated with either proteases or adenosine triphosphate and the carotid chemoreceptors with their known stimulus, low oxygen tension of their perfusate (blood), signals emanating to the efferent vagus are augmented, likely to regulate defensive reflexes such as mucus secretion and airway constriction (35) and/or to signal the cholinergic anti-inflammatory pathway (24, 25). This scenario shows that not only are subtypes of neurons within ganglia able to regulate and code specific neural signals in response to pathogenic stimulation but, also that augmentation of reflexes is possible when anatomically specific and important ganglia are stimulated at the same time. Therefore, the cascading stimulation of sensory neurons would provide the potential to augment and/or strengthen the neural coordination of immune cells, should pathogenic stimuli be sensed by multiple immune capable ganglia. In the context of specific coding of neural depolarization by the expression of differential receptors, ion channels and their respective phosphorylation, how would stimulation of two neuron sets with similar receptor/ion channel composition augment neuroimmune signalling? One possibility would simply be an increased rate of neuronal firing to elicit immunogenic neurotransmitter release. How would dual stimulation of two neuron sets with differing receptor/ion channel composition augment neuroimmune signalling? Would such an instance change the composition of neurotransmitter release and ultimately affect the chemotaxis of immune cells?





Perspectives/conclusions

Protection and evasion of disease has required an ever-evolving system with additive layers throughout the evolution of eukaryotic life. With the increasing complexity of mammalian body plans, host defence involves coordinating two defensive systems and organising cell clusters within and between systems. This perspectives essay has attempted to highlight how sensory neurons, an important part of the defensive response to microbial invasion, code specific information to either influence neuronal and immune cell stimulation at the site of infection. Additionally, should invasion extend beyond this site, larger reflexes which may be required to clear the pathogenic infiltration would become activated. However, much remains to be uncovered and, as recently posed by others (44), information regarding what this excitation means in a (patho)physiologic context and how it coordinates the release of neurotransmitter to act directly on immune cells or signal the central nervous system to coordinate grander neuro-immune regulation requires further intense investigation.
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Innate immunity is the body’s first line of defense against infections. Innate immune cells express pattern recognition receptors in distinct cellular compartments that are responsible to detect either pathogens-associated molecules or cellular components derived from damaged cells, to trigger intracellular signaling pathways that lead to the activation of inflammatory responses. Inflammation is essential to coordinate immune cell recruitment, pathogen elimination and to keep normal tissue homeostasis. However, uncontrolled, misplaced or aberrant inflammatory responses could lead to tissue damage and drive chronic inflammatory diseases and autoimmunity. In this context, molecular mechanisms that tightly regulate the expression of molecules required for the signaling of innate immune receptors are crucial to prevent pathological immune responses. In this review, we discuss the ubiquitination process and its importance in the regulation of innate immune signaling and inflammation. Then, we summarize the roles of Smurf1, a protein that works on ubiquitination, on the regulation of innate immune signaling and antimicrobial mechanisms, emphasizing its substrates and highlighting its potential as a therapeutic target for infectious and inflammatory conditions.
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1 Introduction

The innate immune system is the first line of defense against microbial infections. In addition to chemical and physical components, innate immunity is composed of cells such as macrophages, dendritic cells, and neutrophils, which sense the presence of infectious pathogens and activate inflammatory responses required for their elimination. The recognition of molecular components from pathogens by pattern recognition receptors (PRR) triggers a variety of intracellular signaling cascades in innate immune cells with subsequent activation of transcription factors that migrate to the nucleus and command the transcription of genes related to inflammatory and antimicrobial responses (1). Intracellular signaling triggered by innate immune receptors is a dynamic process composed of a complex combination of regulatory mechanisms that tightly regulate protein-protein interaction, protein subcellular localization, and protein abundance. One such regulatory mechanism is ubiquitination (2), a reversible post-translational modification that consists of the conjugation of ubiquitin to lysine residues in substrates (3). Substrates bound to ubiquitin are targeted to the proteasome for degradation or may interact with other proteins to play key physiological processes (4). In innate immune signaling, ubiquitination regulates the fate of substrates that actively work on signal transduction of PRR, and fine-tunes inflammatory immune responses to avoid tissue damage (5). In this review, we summarize the role of Smurf1, a protein required for the process of ubiquitination, on the regulation of innate immune signaling and antimicrobial mechanisms, emphasizing its substrates and highlighting its potential as a therapeutic target for infectious and inflammatory diseases.




2 Ubiquitination and ubiquitin ligases

Ubiquitination is a reversible enzymatic modification consisting of the covalent attachment of ubiquitin to target substrates, including proteins (3) and lipids (6). The ubiquitination process is crucial to regulate a number of cellular functions such as protein homeostasis, gene transcription, DNA repair and replication, intracellular traffic, and autophagy (7, 8). In the immune system, ubiquitination precisely regulates immune functions and signaling of a diverse set of cells including B and T lymphocytes, and innate immune cells (9). Ubiquitination is catalyzed by the sequential and orchestrated action of three classes of enzymes known as E1, E2, and E3 enzymes. The first step of ubiquitination consists of the activation of cytoplasmic ubiquitin by the E1 ubiquitin-activating enzyme, followed by the transfer of activated ubiquitin to the E2 ubiquitin-conjugating enzyme. Lastly, E2 conjugating enzyme may form a complex with the E3 ubiquitin ligase to promote the direct or indirect transfer of ubiquitin to a specific lysine residue in a protein substrate (Figure 1). During the last step of ubiquitination, E3 ubiquitin ligases interact directly with substrates and play a critical role in determining the specificity of ubiquitin attachment to them (10). Therefore, the enzymatic activity of E3 ubiquitin ligases is a key factor commanding the specificity of substrate ubiquitination. As the human genome codes around 600 E3 ubiquitin ligases (11), and considering the vast repertoire of intracellular substrates that are targeted for ubiquitination, it is reasonable to assume that each E3 ubiquitin ligase is capable to interact with and ubiquitinate more than one substrate, implicating them as key mediators of cellular homeostasis. For this reason, host E3 ubiquitin ligases have become attractive targets for pharmaceutical development of drugs against infectious, inflammatory, and tumor diseases (12–14).




Figure 1 | The ubiquitination process. Ubiquitination is catalyzed by the sequential action of three classes of enzymes (E1, E2, and E3 enzymes). Ubiquitination starts with the activation of cytoplasmic ubiquitin by the E1 ubiquitin-activating enzyme (1), followed by the transfer of activated ubiquitin to the E2 ubiquitin-conjugating enzyme (2). E2 enzyme may form a complex with the E3 ubiquitin ligase to promote the direct (3) (in the case of members from RING E3 ligase family), or indirect (4) (in the case of HECT and RBR E3 ligase families) transfer of ubiquitin to a specific lysine residue in a protein substrate.



E3 ubiquitin ligases are grouped into three families, according to their structure and mechanisms of action: Really interesting new gene (RING), homologous to the E6AP carboxy terminus (HECT), and ring-in-between-ring (RBR) (Figure 2). While E3 ubiquitin ligases of the RING family catalyze the direct transfer of ubiquitin from the E2 conjugating enzyme to the substrate (15), E3 ligases of either HECT and RBR families feature an intermediate step in which ubiquitin is first transferred from E2 to E3 ligase before being attached to the substrate (16, 17). E3 ligases from the HECT family are further classified into three subfamilies: Neuronal precursor cell-expressed developmentally downregulated 4 (NEDD4); HECT and RLD domain containing E3 ubiquitin protein ligase 2 (HERC); and other members of the HECT family (18). From these three subfamilies, members from NEDD4 are the most well-studied and characterized, and all of them share an N-terminal C2 domain (required for their binding to either phospholipids or substrates), two to four central WW domains (for binding to substrates), and a C-terminal HECT domain, responsible for their enzymatic activity (19). HERC and other members of the HECT family share the same HECT domain, with distinct substrate binding domains (18).




Figure 2 | E3 ubiquitin ligase Smurf1. (A) Major families of E3 ubiquitin ligases. The diagram depicts RING, HECT, and RBR families and their respective functional domains. “Other domains” indicate variable domains, specific to each family of E3 ligase. (B) Molecular structure of Smurf1 and its identified domains.



Following the ligation of the first ubiquitin residue on the substrate mediated by the E3 ubiquitin ligase, additional ubiquitin chains may be sequentially added into the lysine residues of the initial ubiquitin, resulting in the formation of polyubiquitin chains. Ubiquitin protein is composed of seven lysine residues (K6, K11, K27, K29, K33, K48, and K63) that are responsible for forming distinct topologies of polyubiquitin chains. The nature of each polyubiquitin chain regulates several homeostatic processes, and it dictates the substrate fate in the cell (20). K48-linked polyubiquitinated substrates are generally directed for proteasomal degradation and it represents the most abundant polyubiquitin topology found in the cells. The second most abundant and characterized polyubiquitin topology is the K63-linked polyubiquitin (4). The coupling of K63-linked polyubiquitin to substrates leads to the formation of a docking site that allows for the recruitment of downstream interactors that work in subsequent intracellular signaling pathways (21). The functions of the other polyubiquitin linkages and their roles in the regulation of cellular processes are currently under investigation (22).




3 E3 ubiquitin ligase Smurf1

SMAD ubiquitin regulatory factor 1 (Smurf1) is an E3 ubiquitin ligase belonging to the NEDD4 subfamily of E3 ligases (18). Smurf1 was first identified in 1999 as a factor capable to target for ubiquitination and proteasomal degradation of SMAD family member 1 (Smad1) and Smad5 during cellular responses to bone morphogenetic protein (BMP) (23). In subsequent years, several groups have identified Smurf1 substrates required for the regulation of a plethora of physiological functions including bone formation, osteoblast differentiation, cell growth and migration, cell adhesion and polarity, embryonic development (24), and selective autophagy (25, 26). Smurf1 has also been implicated in tumor development by ubiquitination of cancer-suppressing proteins (27, 28), in cancer metastasis by suppression of epithelial-mesenchymal cell transition (EMT) pathway (29–31), in pancreatic cancer invasiveness (32, 33), cardiovascular diseases (34), and in liver steatosis (35).

As a member of the NEDD4 subfamily, Smurf1 is composed of an N-terminal C2 domain, two central WW domains, and a C-terminal HECT domain (18) (Figure 2). The Smurf1 C2 domain contains a phospholipid-binding sequence that mediates Smurf1 interaction with plasma or phagosomal membranes (26, 36). Smurf1 C2 domain may also facilitate its interaction with substrates such as Ras homolog family member A (RhoA) and Axin (36, 37). WW domains are required for Smurf1 interaction with substrates containing PY motifs, and phosphorylation of substrates may increase their affinity of ligation with Smurf1 (38). Smurf1 HECT domain interacts with both E2 conjugating enzyme and ubiquitin during ubiquitination, and it is required for Smurf1 catalytic activity. The importance of the HECT domain in Smurf1 ubiquitin ligase activity is evidenced by findings that the C699A point mutation in the HECT domain completely abrogates its enzymatic activity (39, 40).

Besides being involved in physiological and pathological processes, Smurf1 has been implicated in the regulation of innate immune signaling and control of microbial replication. In the next sections, we will summarize major substrates and processes related to immune responses and host resistance to infection that are directly regulated by Smurf1. Figure 3 shows all Smurf1 substrates and interactors discussed in this review, highlighting the experimental conditions in which they were described, as well as the effect of their interaction with Smurf1 on the regulation of innate immune response and resistance to infections.




Figure 3 | Smurf1 substrates that work on innate immune signaling pathways and resistance to infection. The first row depicts major Smurf1 substrates and interactors identified thus far; the second row details the specific experimental conditions in which Smurf1 interaction with substrates was identified; the third row shows the effect of Smurf1 interaction with a specific substrate on immune responses and susceptibility to infections.






4 Regulation of innate immune signaling and inflammation by Smurf1

Innate immunity is characterized by a rapid response to infection and contributes to the induction of adaptive immune responses. PRRs are key components of innate immunity that have a main function to detect and initiate immune responses against microbial invasion. Innate immune cells including macrophages, neutrophils, and dendritic cells, express PRRs in distinct cellular compartments that detect not only molecular patterns associated with pathogens (PAMPs) but also molecules secreted by damaged or dead cells (DAMPs) (41). The engagement of PRR by PAMP or DAMP triggers signaling intracellular cascades that result in the activation of transcription factors that migrate to the nucleus and promote the transcription of genes related to inflammatory and antimicrobial responses (42). Toll-like receptors (TLR) are the most well-studied and characterized family of PRRs (41). TLR family is composed of 10 members in humans (TLR1-TLR10) and 12 members in mice (TLR1-TLR12). This family recognizes lipids, proteins, lipoproteins, and nucleic acids derived from a broad range of microbes such as bacteria, viruses, parasites, and fungi (43). The engagement of TLRs by microbial-derived components triggers the recruitment of adapter molecules to initiate downstream signaling pathways. Myeloid differentiation primary response 88 (MyD88) and TIR-domain-containing adapter-inducing interferon-β (TRIF) are two of the most well-studied adapter molecules that work in the TLR signaling pathway. In the MyD88-dependent pathway, the Interleukin-1 receptor-associated kinase (IRAK) proteins are phosphorylated, and they recruit and activate TNF receptor-associated factor-6 (TRAF6). TRAF6 coordinates the activation of mitogen-activated protein kinase (MAPK) and nuclear factor kappa B (NF-κB) pathways, which promote the production of proinflammatory cytokines and chemokines, and the activation of microbicidal mechanisms important for microbial elimination (43). The TRIF-dependent signaling leads to the activation of interferon regulatory factor (IRF) transcription factors responsible for the transcription of type I interferons and genes related to antiviral resistance, synthesis of proinflammatory cytokines, and regulation of immune responses (44). Given the importance of TLR signaling in host resistance against infections and inflammatory responses, it is crucial to understand the molecular mechanisms underlying the regulation of their intracellular signaling. Uncontrolled or excessive inflammation triggered by TLR may lead to tissue damage and increased susceptibility to infections, inflammatory disorders, and autoimmune diseases (45, 46).

TLR9 is a PRR that recognizes unmethylated cytidine-phosphate-guanosine (CpG) oligodeoxynucleotides derived from pathogens and responds to cellular components including proteins, nucleotides, and DNA, conferring protection against infections and maintaining homeostasis by removing cellular debris during physiological conditions. Uncontrolled or aberrant TLR9 signaling favors the development of inflammatory and autoimmune diseases during pathological cellular damage and stress signals (47). It was shown that Smurf1 is required for the negative regulation of TLR9-mediated inflammatory responses (Figure 3). During CpG-dependent TLR9 signaling, Smurf1 interacts with serine/threonine kinase 38 (Stk38), also known as NDR2, a kinase highly conserved from yeast to humans (48), and it facilitates Smurf1-mediated ubiquitination and degradation of mitogen-activated protein kinase kinase 2 (MEKK2). MEKK2 is a member of the MAP3K family of proteins that play important roles in TLR signal transduction (49). Smurf1 interaction with Stk38 was demonstrated to occur both in primary mouse peritoneal macrophages and in human embryonic kidney (HEK293) lineage cells. Smurf1-dependent ubiquitination and degradation of MEKK2 leads to reduced CpG-induced (but not LPS (lipopolysaccharide)-induced) activation of the extracellular signal−regulated protein kinase 1/2 (ERK1/2) MAPK and decreased production of tumoral necrosis factor (TNF) and IL-6 in macrophages. Mice deficient for Stk38 produce increased TNF and IL-6 levels and are more susceptible to Escherichia coli infection or sepsis induced by cecal ligation and puncture (CLP), compared to control littermates, due to uncontrolled systemic inflammation (50). In addition, it was shown that Smurf1 attenuates IL-17-induced IL-6, CXCL2, and CCL20 expression in both HeLa and HT-29 human lineage cells in a similar mechanism dependent on Smurf1 interaction with Stk38 and MEKK2 degradation (51). Taken together, these data suggest that Smurf1-dependent degradation of MEKK2 may be an important physiological mechanism to regulate inflammatory immune responses to avoid tissue damage.

In vivo ubiquitination assays demonstrated that Smurf1 also interacts with TRAF4 and TRAF6 to induce their ubiquitination and degradation in a ubiquitination-dependent manner (52, 53) (Figure 3). TRAF4 is described as a negative regulator of NF-κB signaling (54), and co-expression of Smurf1 with TRAF4 in HEK293 human cell line attenuates TRAF4’s negative effect on NF-κB activation (52). Similarly, HEK293 cells treated with IL-1β presented an attenuation in TRAF6 ubiquitination after Smurf1 knockdown, and an increased NF-κB activation (52). It suggests that Smurf1 may regulate innate immune signaling by targeting TRAF proteins for proteasome degradation.

Soluble mediators, including cytokines and eicosanoids, play a key role in regulating TLR signaling and inflammatory responses. Transforming growth factor beta (TGF-β) is a cytokine produced by many cell types in the body and it participates in key biological processes including cell growth, apoptosis, and proliferation. TGF-β is a critical anti-inflammatory factor that negatively regulates innate immune responses triggered by TLR agonists (55). It has been shown that Smurf1 is required for the anti-inflammatory effect of TGF-β through a mechanism dependent on the ubiquitination and degradation of the MyD88 adaptor (56) (Figure 3). Treatment of primary mouse peritoneal macrophages with TGF-β results in the degradation of endogenous MyD88, while the knockdown of Smurf1 abrogates TGF-β-dependent MyD88 degradation (56). Smurf1 interacts with MyD88 in CMT-93 mouse cell line under TGF-β-treatment and promotes MyD88 K48-linked ubiquitination and degradation (56). Interaction between Smurf1 and MyD88 is facilitated by Smad6, a protein that works in TGF-β-signaling (57), as the knockdown of Smad6 abrogated Smurf1-MyD88 interaction in mouse peritoneal macrophages. In addition, TGF-β loses its inhibitory activity when Smurf1 is knockdown in peritoneal macrophages treated with LPS (56). Thus, Smurf1 is required for the TGF-β-dependent negative regulation of inflammatory responses by targeting MyD88 for proteasomal degradation. It was recently shown that the negative regulation of MyD88 by Smurf1 may be exploited by pathogens to facilitate the establishment of infection. PPE36 is a 27-kDa cell-wall-associated protein expressed by Mycobacterium tuberculosis, the bacilli that cause human tuberculosis. PPE36 expression is enriched in M. tuberculosis virulent strains and is a potent inhibitor of NF-κB and MAPK pathways (58). It was shown that M. tuberculosis PPE36 facilitates the interaction between Smurf1 and MyD88 both in HEK293 human cell line and RAW264.7 mouse macrophage cell line overexpressing PPE36, resulting in increased K48-linked MyD88 ubiquitination and degradation in a Smurf1-dependent manner (58) (Figure 3). Accordingly, PPE36 depletion in M. tuberculosis leads to increased inflammation and decreased bacterial loads in the lungs of M. tuberculosis-infected mice (58), suggesting that PPE36-mediated Smurf1-dependent MyD88 degradation contributes to reduced inflammatory response and increased susceptibility to M. tuberculosis infection. Likewise, M. tuberculosis also secretes PtpA and Rv0222, two virulence factors capable to subvert the function and enzymatic activity of other host E3 ubiquitin ligases to favor its survival (59–61). These findings raise the possibility that besides M. tuberculosis, other pathogens may produce virulence factors that may subvert inflammatory immune responses through modulation of Smurf1 or other E3 ubiquitin ligases.

Innate immune responses triggered by TLR and other PRR lead to the secretion of TNF, a key proinflammatory cytokine with antimicrobial and antitumor activities (62, 63). It has been shown that Smurf1 may also regulate inflammatory responses by suppressing TNF transcription. Ubiquitin specific peptidase 5 (USP5), a deubiquitinase that is involved in multiple cellular processes such as DNA repair, reaction to stress, and cancer (64), is essential for the production of TNF (65). Smurf1 was shown to interact with USP5 and promote its proteasomal degradation in HEK293 human cell line (66) (Figure 3). As a consequence, Smurf1 repressed mRNA TNF transcription (66). Overall, Smurf1 works as a negative regulator of inflammatory innate immune responses by interacting with and stimulating proteasome-dependent degradation of molecules such as MyD88 and USP5.

IL-1β is an atypical proinflammatory cytokine secreted in response to the activation of inflammasomes, initially produced as an inactive cytosolic precursor (pro-IL-1β), which then suffers proteolytic cleavage to generate biologically active IL-1β (67). Pro-IL-1β processing is primarily mediated by the action of caspase-1, although other proteases derived from distinct cell sources have been reported as capable of cleaving pro-IL-1β (68). In absence of proper cell stimulation, the processing and release of IL-1β are inefficient, as intracellular unprocessed IL-1β products are degraded by the proteasome system (69). It was recently shown that Smurf1 participates in a delicate mechanism of regulation of IL-1β-dependent inflammation (70). Smurf1 interacts with intracellular pro-IL-1β in primary mouse macrophages treated with LPS and promotes both K63- and K48-linked ubiquitination of pro-IL-1β. While Smurf1-dependent K63-linked ubiquitination contributes to pro-IL-1β processing, K48-linked ubiquitination leads to pro-IL-1β proteasomal degradation (70), which suggests that Smurf1 may either stimulate or inhibit IL-1β secretion. It was further shown that Smurf1-pro-IL-1β interaction is enhanced by the interaction between Smurf1 and cyclophilin A (CypA), a peptidyl-prolyl isomerase that works on immune regulation (71, 72) (Figure 3). CypA-deficient mice treated with LPS present reduced lung injury at early stages of inflammation, followed by an increased lung injury at late stages of inflammation, in a mechanism dependent on the production of IL-1β (70). These data suggest that at early stages of inflammation, CypA promotes inflammation by increasing Smurf1-dependent pro-IL-1β processing, via K63-linked ubiquitination, while at late stages of inflammation, CypA inhibits inflammation by stimulating pro-IL-1β degradation by Smurf1 through K48-linked ubiquitination. Therefore, in addition to negatively regulating innate immune signaling, Smurf may promote inflammatory immune responses by stimulating CypA-dependent K63-linked ubiquitination of pro-IL-1β.




5 IFN-γ signaling

PRR signaling during innate immune responses promotes the release of cytokines required for cell recruitment and activation of adaptive immune responses. Interferon-gamma (IFN-γ) is a cytokine primarily secreted by natural killer (NK) cells and Th1 lymphocytes that has a key role to potentialize antimicrobial mechanisms mediated by innate immune cells. IFN-γ is a potent stimulator of antimicrobial mechanisms in macrophages including the production of reactive oxygen and nitrogen species, and antimicrobial autophagy (73–75). IFN-γ acts through a pathway dependent on the activation of the transcription factor signal transducer and activator of transcription 1 (STAT1) (76, 77). Smurf1 has been shown to interact with STAT1 to promote its K48-linked ubiquitination and proteasomal degradation in RAW264.7 mouse macrophage cell line treated with IFN-γ (40) (Figure 3). Smurf1 knockdown in peritoneal macrophages treated with IFN-γ increases the transcription of CXC chemokine ligand 9 (Cxcl9), CXC chemokine ligand 10 (Cxcl10), Irf1, and inducible nitric oxide synthase (Nos2) (40). Given the importance of IFN-γ in the regulation of innate immune responses and antimicrobial mechanisms, additional studies to better understand the interplay between Smurf1 and regulation of IFN-γ signaling using experimental models of infectious diseases might accelerate the development of host-directed therapies.




6 Antiviral immune responses

During viral infections, PRRs such as retinoic acid-inducible gene I (RIG-I), RIG-I-like receptors (RLR), and NOD-like receptors (NLR), recognize viral nucleic acid to trigger signaling cascades dependent on proteins including the adaptor protein mitochondrial antiviral signaling protein (MAVS) and the kinase TRAF-associated factor binding kinase 1 (TBK1). Activation of these proteins leads to the production of type I interferons and other cytokines, essential to drive/trigger antiviral responses (78). It has been shown that Smurf1 is required for the regulation of antiviral immune responses through the ubiquitination of members involved in the signaling cascades. Smurf1 interacts with MAVS, and overexpression of Smurf1 increased MAVS degradation in HEK293 human cell line in a mechanism dependent on the proteasome (79). The interaction between MAVS and Smurf1 is enhanced by NEDD4 family interacting protein 1 (Ndfip1), described as a recruiter and activator of members from the NEDD4 E3 ubiquitin ligases (80). Overexpression of Ndfip1 leads to increased Smurf1-dependent MAVS degradation and impairs the activation of several antiviral mechanisms both in mouse primary macrophages and HEK293 human cell line (79) (Figure 3). In addition to Ndfip1, it was recently reported that mammalian sterile 20-like kinase 4 (MST4), a ubiquitously expressed and highly conserved serine/threonine kinase of the MST family, enhances Smurf1-MAVS interaction, increases Smurf1-dependent MAVS degradation, and impairs type I IFN production in HEK293 cells transfected with polyino-sinic-polycytidylic acid (Poli (I:C)) or infected with Sendai Virus (81), in a similar mechanism as reported for Ndfip1 (Figure 3). Besides MAVS, Smurf1 interacts with STAT1 (40), a transcription factor required for antiviral immunity (82). Overexpression of Smurf1 in HEK293 cell line increases STAT1 degradation, and Smurf1-mediated STAT1 degradation impairs antiviral response in macrophages infected with vesicular stomatitis virus (VSV) (40) (Figure 3). Therefore, Smurf1 seems to work as a negative regulator of signaling pathways required for antiviral resistance. These findings raise the question of whether viruses could manipulate the inhibitory function of Smurf1 to favor their replication. Indeed, it was shown that infection with RNA viruses stimulates the expression of the enzyme OTU deubiquitinase1 (OTUD1), which interacts with Smurf1 and increases its intracellular expression in HEK293 lineage cells (83). In this condition, Smurf1 interacts not only with MAVS but with TRAF3 and TRAF6 as well, directing them to proteasomal degradation, which results in reduced antiviral response both in primary mouse macrophages and 2fTGH human lineage cells. Knockout mice for OTUD1 produce high levels of antiviral cytokines and are more resistant to infection with RNA viruses (83) (Figure 3). It suggests that an increased Smurf1-dependent inhibition of antiviral signaling is a mechanism that could be exploited by viruses to establish infection. New studies need to be conducted in order to evaluate whether RNA viruses could actively stimulate Smurf1 expression or manipulate other E3 ligase functions to favor their replication.

Deubiquitination enzymes work by removing ubiquitin chains from target substrates and are essential to fine-tune antiviral immune responses (84). Ubiquitin-specific protease 25 (USP25) is a deubiquitination enzyme expressed in most human tissues (85) that is capable to deubiquitinate TRAF3, TRAF6, and promoting host resistance to infection with DNA and RNA viruses (86). It was demonstrated that Smurf1 interacts with and induces USP25 K48-linked ubiquitination and degradation (Figure 3). In HEK293 cells infected with VSV, overexpression of Smurf1 results in increased viral replication, whereas USP25 overexpression leads to a decrease in viral replication (87). Thus, Smurf1 regulates antiviral immune responses by promoting ubiquitination and degradation of USP25.

Besides working on the regulation of antiviral immune responses, Smurf1 may target viral components to ubiquitin-dependent antiviral pathways. Smurf1 was identified as a factor required to mediate the selective delivery of virus components to the autophagy pathway (25). Smurf1 interacts with the Sindbis virus capsid protein in the cytoplasm of both mouse embryonic fibroblast and HeLa human lineage cells and promotes its delivery to autophagosomes for degradation (25) (Figure 3). In addition to components from the Sindbis virus, it was shown that Smurf1 interacts with the Spike protein from SARS-CoV-2 in HEK293 cells, and mRNA for Smurf1 was found to be overexpressed in swab samples from the nasopharynx and oropharynx of patients positive for COVID-19 (13) (Figure 3), which suggests that Smurf1 might present a relevant role to regulate immune resistance against COVID-19. To complete understand the role of Smurf1 in the regulation of antiviral host resistance, additional studies need to be carried out using experimental models of viral infections, or even drugs that target Smurf1 activity.




7 Antibacterial xenophagy

Autophagy is a cellular process in which components such as protein aggregates, misfolded proteins, and damaged organelles are sequestered in a double-layered vesicle, called autophagosome, for subsequent fusion with lysosomes for their degradation. Autophagy is a key mechanism to maintain cellular homeostasis, and its activation provides energy to cells when nutrients are scarce (88). It has been shown that autophagy may also target intracellular pathogens for lysosomal degradation, in a specialized type of autophagy known as xenophagy (89). One critical intracellular signaling that triggers xenophagy for the elimination of pathogens is the recognition of ubiquitin-bound pathogens by autophagy adaptors in the cytoplasm, followed by recruitment of the autophagy machinery, which commands the formation of the autophagosome membrane surrounding the microorganism. When bound to a ubiquitinated target, autophagy adaptors, including neighbor of BRCA1 gene 1 (NBR1), calcium-binding and coiled-coil domain-containing protein 2 (CALCOCO2, also known as NDP52), and sequestosome 1 (SQSTM1, also known as p62), couple to microtubule-associated protein light chain 3 II (LC3-II) (a protein present at the forming autophagosome membrane and commonly used as an autophagosomal marker (90)) to facilitate their delivering to autophagosomes for degradation. Therefore, the ubiquitination of intracellular pathogens is a crucial event required for the initiation of antimicrobial xenophagy (91, 92). It has been shown that Smurf1 is a host factor necessary to mediate ubiquitination and autophagic elimination of intracellular bacteria (26) (Figure 3). Mouse macrophages deficient for Smurf1 present defective ubiquitination of M. tuberculosis, reduced recruitment of the autophagy adaptor NBR1 to M. tuberculosis-containing structures, reduced targeting of M. tuberculosis to autophagosomes, and impaired capacity to contain M. tuberculosis replication (26). In addition to M. tuberculosis, mouse macrophages deficient for Smurf1 has a defective ability to control the replication of intracellular Listeria monocytogenes as well. Similarly, knockout mice for Smurf1 are more susceptible to M. tuberculosis infection with a high bacterial burden in the lungs and reduced survival in response to chronic mycobacterial infection. Interestingly, in addition to Smurf1 being highly expressed in lung biopsies of human patients infected with M. tuberculosis (26), it was shown that three Smurf1 polymorphisms were associated with a higher susceptibility to tuberculous meningitis (while they were not correlated to the severity or prognosis of tuberculous meningitis) in China (93), suggesting that Smurf1 might also participate in resistance against human tuberculosis. Despite the identification of Smurf1 as a factor required for mycobacterial xenophagy, the specific substrate(s) targeted by Smurf1 for ubiquitination remains to be discovered.




8 Concluding remarks and future perspectives

E3 ubiquitin ligases are a key family of proteins that functions in the post-transcriptional regulation of many cellular processes, including immune responses. Fine-tuning the intracellular pathways that work on inflammation, recognition of pathogens by innate immunity, or during physiological adaptation to pathological cell damage and stress is an essential condition to avoid the development of inflammatory diseases and autoimmunity. In this review, we highlighted the major identified functions of Smurf1 in the regulation of innate immune mechanisms related to the recognition of pathogens and elimination of microorganisms. With the exception of TRAF4, all Smurf1 substrates pointed in this review (MyD88, TRAF3, TRAF6, MEKK2, USP5, STAT1, MAVS) work on the positive regulation of innate immune signaling pathways and inflammation. Given that Smurf1 catalyzes the proteasomal degradation of innate immune-related substrates, future research focusing on identification of new Smurf1 substrates during innate immune responses and the search for pharmacological modulators of Smurf1’s activity could be a key strategy for the development of novel therapeutics against infectious, sterile inflammation, and autoimmune diseases. On one hand, to fight infectious diseases, strategies that aim at the positive regulation of innate immunity and inflammation may be successful. In such cases, the pharmacological inhibition of Smurf1 activity (94) might be able to stimulate inflammatory immune responses and drive the elimination of the pathogen. On the other hand, the search for new treatments for inflammatory and autoimmune diseases must be focused on the stimulation of intracellular synthesis of Smurf1 or on the positive regulation of its E3 ligase activity. Thus far, it has been identified a number of proteins capable of either regulating Smurf1 intracellular expression or Smurf1 ligase activity (95, 96). However, the effect of those proteins on the regulation of immune responses needs to be further investigated. In conclusion, additional studies using in vivo animal models of infectious and autoimmune diseases, in combination with pharmacological strategies, need to be conducted in order to define whether Smurf1could represent a therapeutic target for future clinical studies. Lastly, to better define the role of Smurf1 in human health and its potential as a therapeutic target, new genetic and functional studies with human samples need to be completed, as for now, most of the generated knowledge are based on human cell lines and mouse experimental models.
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Despite the importance of the respiratory route for Brucella transmission, the lung immune response to this pathogen is scarcely characterized. We investigated the role of the cGAS/STING pathway of microbial DNA recognition in the control of respiratory Brucella infection. After in vitro B. abortus infection, CFU numbers were significantly higher in alveolar macrophages (AM) and lung explants from STING KO mice than in samples from wild type (WT) mice, but no difference was observed for cGAS KO samples. CFU were also increased in WT AM and lung epithelial cells preincubated with the STING inhibitor H151. Several proinflammatory cytokines (TNF-α, IL-1β, IL-6, IP-10/CXCL10) were diminished in Brucella-infected lung explants and/or AM from STING KO mice and cGAS KO mice. These cytokines were also reduced in infected AM and lung epithelial cells pretreated with H151. After intratracheal infection with B. abortus, STING KO mice exhibited increased CFU in lungs, spleen and liver, a reduced expression of IFN-β mRNA in lungs and spleen, and reduced levels of proinflammatory cytokines and chemokines in bronchoalveolar lavage fluid (BALF) and lung homogenates. Increased lung CFU and reduced BALF cytokines were also observed in cGAS KO mice. In summary, the cGAS/STING pathway induces the production of proinflammatory cytokines after respiratory Brucella infection, which may contribute to the STING-dependent control of airborne brucellosis.
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1 Introduction

Brucellosis, a disease produced by Gram-negative bacteria of the Brucella genus, is a worldwide-distributed zoonosis. Among the various species included in the genus, B. abortus, B. melitensis and B. suis are the most pathogenic for humans. Domestic and wild animals can be affected, and humans can acquire the infection from several sources, among which contaminated aerosols and food are predominant (1). Given its high infectivity through the respiratory route, Brucella has been classified by the CDC as an agent of potential use in bioterrorism (2). Airborne Brucella transmission has been linked with several outbreaks of human brucellosis in slaughterhouses, laboratories, and rural areas (3–6). Despite the importance of the respiratory route for Brucella transmission, the lung immune response to this pathogen is only partially characterized. Given the ability of this pathogen to disseminate systemically within a few days after respiratory infection, the study of the lung innate immune response to the bacterium is of special interest.

Inhaled microorganisms first contact lung epithelial cells and alveolar macrophages (AM), which can respond to this threat by several mechanisms, including not only macrophage phagocytosis but also the production of proinflammatory factors, antimicrobial peptides and type I interferons (7–9). Previous studies have shown that lung epithelial cells produce proinflammatory factors upon infection with Brucella abortus or upon interaction with Brucella-infected macrophages (10). AM also produce proinflammatory cytokines in response to B. abortus infection (11). These immune responses depend in a great proportion on the recognition of microbial components by innate immunity receptors. The cytokine response of AM to B. abortus depends mainly on TLR2 recognition (11). A role for TLR2 and TLR4 in the control of respiratory Brucella infection has been shown by some studies (12) (13). Besides TLR, other innate sensors may contribute to induce immune responses to Brucella in the lung. Inflammasomes are multimeric complexes located in the cytosol that activate caspase-1 to mediate the cleavage of pro-IL-1β and pro-IL-18 into their mature active forms. It has been shown that some inflammasomes (NLRP3, AIM2) contribute to the control of pulmonary Brucella infection, probably through the induction of IL-1β maturation (14). While NLRP3 responds to diverse stimuli that exert cellular perturbations (pathogens, microbial toxins, etc.), AIM2 is a cytosolic sensor capable of detecting double-stranded DNA of microbial or host origin. Besides AIM2, one of the main cytosolic receptors for microbial nucleic acids is STING, although its activation leads to other biological consequences (15). Whereas STING recognizes directly some cyclic dinucleotides produced by invading pathogens, it does not recognize whole DNA. Instead, the cyclic GMP-AMP synthase (cGAS) binds DNA and catalyzes the production of cyclic dinucleotides that are subsequently recognized by STING (16, 17). Upon this sensing STING suffers a conformational change that triggers its association with TANK-binding kinase 1 (TBK1) and the migration of the STING-TBK1 complex from the ER to endosomal/lysosomal perinuclear regions. The translocation of TBK1 induces the phosphorylation of the transcription factors IRF3 and NF-κB. The latter translocate to the nucleus and trigger the transcription of genes coding for type I IFNs and proinflammatory cytokines, respectively (18, 19).

Whereas the STING pathway was initially believed to be only relevant for the immune response against viruses (due to its role in type I IFN production), later studies revealed a role for STING in the control of infections produced by bacteria and protozoans (18, 20, 21). Although cGAS and STING have been shown to be expressed in alveolar macrophages and lung epithelial cells (22–24), the role played be the cGAS/STING pathway in the lung immune response to inhaled Brucella is unknown. While a previous study has shown that STING is important in the defense against systemic (intraperitoneal) B. abortus infection (25), the role of the cGAS/STING pathway in Brucella infections acquired through a natural (mucosal) route has not been explored. This difference is not trivial, as the anatomical barriers and the cellular components involved in the host-pathogen interaction are quite different for both infection routes. In this study we show that the cGAS/STING pathway is involved in the control of Brucella infection acquired through the respiratory route in the mouse model. We also show that this pathway mediates the production of proinflammatory cytokines and IFN-β in the lung in response to B. abortus infection.




2 Materials and methods



2.1 Bacterial strains and growth conditions

B. abortus 2308 were grown in tryptic soy broth (TSB) at 37°C with agitation grown until the bacterial suspension reached an OD600 ≈ 1.0. After centrifugation and washing of the bacterial pellet with sterile phosphate buffered saline (PBS), inocula were prepared by resuspending bacteria to the desired OD600. Brucella manipulations for both in vitro and in vivo experiments were conducted under BSL3 conditions.




2.2 Mice

Animals for in vivo studies were C57BL/6 wild-type mice (6–9 wk of age) and knock-out (KO) mice of the same background (cGAS and STING KO mice), all provided by the Federal University of Minas Gerais (UFMG), Brazil. Both strains of KO mice have been described previously (26, 27). Housing conditions were: 5 animals per cage, controlled temperature (22°C±2°C) and a 12 h cycle period of artificial light. Animals received sterile food and water ad libitum, and were maintained under specific pathogen-free conditions in positive-pressure cabinets. C57BL/6 mice for in vitro studies (primary cultures) were provided by IMEX, National Academy of Medicine, Buenos Aires, Argentina, and were kept under similar conditions as mentioned above until processing. All animal experiments were conducted according to international ethical standards (Amsterdam Protocol of welfare and animal protection, and National Institutes of Health, USA, guidelines: Guide for the Care and Use of Laboratory Animals), and are reported in accordance with ARRIVE Guidelines. The animal protocols used in this study were approved by the respective Committees for the Care and Use of Experimentation Animals from the UFMG (CETEA no. 69/2020) and the School of Pharmacy and Biochemistry of the University of Buenos Aires (Res. D1879/2019).




2.3 Intratracheal inoculation

Intratracheal inoculation of animals with B. abortus was performed as previously described (28) with minor modifications (29). Briefly, after receiving isoflurane anesthesia mice were intraperitoneally injected with ketamine/xylazine (100mg/kg and 8mg/kg). Animals were placed over an acrylic backboard in supine position and their head movements were restrained with a rubber band passed under their upper incisors. Under translucent illumination of the trachea each mice was injected in between the vocal cords using a blunt-ended probe with 20 µl of B. abortus suspension containing 105 CFU (as estimated by OD600).




2.4 CFU and cytokine analysis

Colony-forming units (CFU) of B. abortus and cytokine levels in homogenates of selected organs from infected mice were determined as described previously (14). Briefly, at different post-infection (p.i.) time-points an intraperitoneal lethal dose of ketamine and xylazine was given to each animal. Their lungs, livers and spleens were homogenized in sterile PBS using a tissue homogenizer (Bio-Gen PRO200™). Some homogenate aliquots were serially diluted and plated on TSA for CFU counting, whereas the remaining homogenate volumes were processed for cytokine measurements. In the later case, samples were centrifuged at 4°C and the supernatants were mixed with protease inhibitors (cOmplete™, Roche) and stored at -70°C. Cytokine and chemokine determinations were performed using commercial ELISA kits (R&D).




2.5 Murine alveolar macrophages and broncho-alveolar lavage fluid

Murine alveolar macrophages were isolated following previously described procedures (11). Mice were euthanized with the ketamine/xylazine lethal dose. Their tracheas were exposed and a small incision was performed to insert a fine-tipped pipette. Sterile cold PBS containing 1 mM EDTA was perfused (3 times, 1 ml each) to obtain broncho-alveolar lavage fluid (BALF). After centrifugation (400 xg, 10 min, 4°C) BALF supernatants were stored at -70°C for cytokine measurements, whereas pellet cells were resuspended in complete medium (RPMI 1640 containing 10% heat inactivated fetal bovine serum -FBS, Gibco-, 100 U/mL of penicillin and 50 µg/mL of streptomycin). In trypan blue exclusion assays the viability of BALF cells was routinely greater than 95%. After incubation for 2 hours (37 °C, 5% CO2 humidified atmosphere) in 48-wells culture plates (2x105 cells/well) to allow adhesion of alveolar macrophages, non-adherent cells were removed by repeated washes with fresh culture medium.




2.6 RT-PCR for IFN-β expression

The expression of IFN-β in lungs and spleen from mice intratracheally infected with B. abortus was evaluated by RT-PCR as previously described (25). Total RNA was extracted from lungs and spleens with TRIzol reagent (Invitrogen) and was quantified with a NanoDrop® spectrophotometer (PeqLab, Erlangen, Germany). The synthesis of cDNA from RNA (1 µg) was carried out in a final reaction volume of 20 µl. The reverse transcription was carried out at 50°C for 30 min and the reaction was stopped by denaturation of the enzyme (85°C, 10 min) using Illustra Ready-To-Go RT-PCR Beads (GE Healthcare) following the manufacturer’s instructions. Real-time RT-PCR was performed on a QuantStudio3 real-time PCR instrument (Applied Biosystems) with 2X SYBR Green PCR master mix (Applied Biosystems). The following primers were used to amplify a specific fragment of specific gene targets: 18S, forward, 5´-CGTTCCACCAACTAAGAACG-3´, reverse, 5´-CTCAACACGGGAAACCTCAC-3´; IFN-β, forward, 5’-GCC TTT GCC ATC CAA GAG ATG C-3’, reverse, 5’-ACA CTG TCT GCT GGT GGA GTT C-3’. The sequence of the 18S primer was previously published (30). For each gene a negative control (NTC, non-template control) was used and the presence of non-specific amplification product was checked by the melting curve. Data were analyzed using the threshold cycle (ΔΔCT) method and are informed as relative expression units after normalization to the 18S gene. The calibrator used were samples from uninfected mice, compared to infected WT and KO animals.




2.7 Primary lung epithelial cells

Lung epithelial cells (LEC, mostly type II pneumocytes) were isolated from murine lungs as described previously (14). Briefly, remaining blood in the lungs was eliminated by perfusion through the heart with sterile PBS. After washing with an appropriate buffer, the organs were cut into small pieces which were digested with trypsin at 37°C for 10 min. Filtration through a 100 µm mesh was performed, with the filtrate recovered on FBS containing DNAse. After a second filtration through a 40 µm mesh, the final filtrate (containing individual cells) was centrifuged. The LEC-enriched pellet was resuspended in DMEM/F12 containing DNAse. The cellular suspension was incubated for 2 h in 6-well culture plates, after which the supernatant containing non-adherent cells was subjected to a discontinuous Percoll gradient (1.089 g/l and 1.04 g/l; Sigma). The LEC-enriched interface was recovered and washed twice. An aliquot was taken for viability determination (Trypan blue) and counting. For infection experiments, LEC were resuspended in supplemented DMEM/F12 and seeded at 2×105 cells/well in 48-well plates coated with type I collagen. Culture medium was changed daily until the cells reached confluence (5-7 days).




2.8 Cell infections

Alveolar macrophages (AM) and LEC were infected in vitro with B. abortus at multiplicities of infection (MOI) of 100 bacteria/cell (AM) or 200 bacteria/cell (LEC) as described previously (14). Bacteria were dispensed suspended in culture medium without antibiotics, followed by centrifugation of the plates and incubation for 2 hours (37°C, 5% CO2 atmosphere). Bacteria not adhered or internalized into the cells were removed by three washes with sterile PBS (time 0 p.i.). To kill non-internalized bacteria the cells were incubated in culture medium containing 100 µg/ml of gentamicin (Sigma, USA) and 50 µg/ml of streptomycin (Sigma, USA). Culture supernatants were harvested for cytokine measurement 24 h after antibiotics addition. At the same time, cell lysates prepared using 0.2% Triton X100 were plated on TSA to enumerate CFU of intracellular bacteria. In some experiments, a STING inhibitor (H151, InvivoGen, 15 µM) or its vehicle (DMSO) were added to AM and LEC for 24 h before infection, and were maintained during the whole infection period.




2.9 Statistical analysis

Data were analyzed using Student's t test or analysis of variances (ANOVA). Tukey’s post-test and Dunnett’s post-test were used for multiple comparisons between all pairs of groups and against a control group, respectively. A p<0.05 was considered as statistically significant. All statistical analyses were performed with the GraphPad software (San Diego, CA).





3 Results



3.1 STING is involved in the control of Brucella infection by pulmonary cells

Alveolar macrophages (5x105/well) and lung explants (1 cm3) of wild type C57BL/6 mice and STING KO and cGAS KO mice of the same genetic background were infected with B. abortus 2308, and were processed at different time points to determine intracellular CFU. At both 24 and 48 h p.i., CFU levels were significantly higher in alveolar macrophages and explants from STING KO mice than in samples from normal mice (Figure 1A). In contrast, the bacterial load did not differ significantly between cGAS KO and wild type mice for any sample at any time point. Given this last observation, the ensuing experiments were focused on the role of STING. The involvement of STING in the control of Brucella infection by lung cells was confirmed when alveolar macrophages and LEC were pretreated with the specific STING inhibitor H151 before infection. As shown in Figure 1B, CFU were significantly increased at 24 and/or 48 h p.i. in cells preincubated with the inhibitor than in untreated cells or those pretreated with vehicle (DMSO).




Figure 1 | Influence of STING and cGAS on the course of B. abortus infection in lung explants and cells infected in vitro. (A) Alveolar macrophages (5x105/well) and lung explants (1 cm3) of wild type (WT) C57BL/6 mice and STING KO and cGAS KO mice were infected with B. abortus 2308, and were processed at different time points to determine intracellular colony-forming units (CFU) (n= 3 per time and mouse strain). (B) Alveolar macrophages and lung epithelial cells from C57BL/6 mice were pretreated (H151) or not (NT) with the specific STING inhibitor H151 before infection, and CFU were determined at different post-infection times. Cells pretreated with the vehicle (DMSO) served as controls (n= 3 per time and treatment). Values are means ± SD of two independent experiments (*p<0.05, **p<0.01, ***p<0.001 versus WT (A) or INF (B), ANOVA followed by Tukey´s test).






3.2 STING and cGAS mediate the production of proinflammatory cytokines by Brucella-infected pulmonary cells

As mentioned, the cGAS/STING pathway mediates not only the production of type I interferons but also the production of proinflammatory cytokines and chemokines. As shown in Figure 2A, the levels of several proinflammatory cytokines (TNF-α, IL-1β, IL-6) and of the proinflammatory chemokine IP-10/CXCL10 were significantly reduced in lung explants from STING KO mice and cGAS KO mice infected in vitro with B. abortus as compared to explants from wild type mice. Although several cell types can produce proinflammatory mediators in the lung, alveolar macrophages and epithelial cells are especially important as they are the first to contact inhaled pathogens. Therefore, the role of STING and cGAS in the proinflammatory response of these two cell types was investigated. As shown in Figure 2B, the secretion of TNF-α, IL-1β and IL-6 in response to B. abortus infection was significantly reduced in alveolar macrophages from STING KO mice and cGAS KO mice as compared to wild type mice. In line with these findings, the levels of these cytokines were significantly reduced in LEC (Figure 3A) and alveolar macrophages (Figure 3B) pretreated with the STING inhibitor H151 than in untreated cells or those pretreated with vehicle (DMSO).




Figure 2 | Influence of STING on the production of proinflammatory factors by Brucella-infected lung explants (A) and alveolar macrophages (B). Explants (1 cm3) or alveolar macrophages from wild type (WT) and STING KO C57BL/6 mice were infected in vitro with B. abortus 2308, and culture supernatants were collected at 24 and 48 h post-infection to measure cytokine levels by sandwich ELISA (n= 3 per time and mouse strain). Values are means ± SD of two independent experiments (*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001, STING KO versus WT, Student’s t test). INF: infected, NI: non-infected, nd: not detected.






Figure 3 | Effect of STING inhibition on the production of proinflammatory factors by Brucella-infected lung epithelial cells (A) and alveolar macrophages (B). Lung epithelial cells or alveolar macrophages from C57BL/6 mice were pretreated (INF+H151) or not (INF) with the specific STING inhibitor H151 before infection, and culture supernatants were collected at different post-infection times to measure cytokines by sandwich ELISA. Non-infected cells (NI) and cells pretreated with the vehicle (INF+DMSO) served as controls (n= 3 per time and treatment). Values are means ± SD of two independent experiments (*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001 versus INF, ANOVA followed by Tukey´s test).






3.3 STING is involved in the control of Brucella infection acquired through the airways

In view of the role of STING in the control of in vitro B. abortus infection in lung explants, alveolar macrophages and lung epithelial cells, we decided to test the role of this receptor in the control of the in vivo respiratory infection. To this end, wild type and STING KO mice were infected intratracheally and CFU were measured at 7 and 14 days p.i. in lungs and peripheral target organs (spleen and liver). As shown in Figure 4, at both time points the bacterial load was significantly higher in all the investigated organs in STING KO mice than in wild type mice, revealing that this receptor is involved in the control of respiratory Brucella infection.




Figure 4 | STING is involved in the control of Brucella infection acquired through the airways. Wild type (WT) and STING KO mice (n=5 per group) were infected intratracheally with B. abortus (105 CFU/mice) and CFU were measured at 7 and 14 days p.i. in lungs and peripheral target organs (spleen and liver). Values are data from a representative experiment of two performed with similar results (*p<0.05, **p<0.01, ***p<0.001, Student’s t test).






3.4 Brucella abortus induces a STING-dependent expression of IFN-β in the lungs

The STING pathway constitutes a central mediator of type I IFN responses, which have recently been shown to have a role not only in protection against viruses but also against other microorganisms, including some respiratory bacterial pathogens. Therefore, we tested the expression of IFN-β mRNA by qRT-PCR in lungs and spleens of mice at 7 days after intratracheal B. abortus infection. As shown in Figure 5, IFN-β expression was significantly reduced in both organs in STING KO mice as compared to wild type mice.




Figure 5 | STING-dependent expression of IFN-β in mouse organs after intratracheal B. abortus infection. Wild type (WT) and STING KO mice (n=5 per group) were infected intratracheally with B. abortus (105 CFU/mice) and the expression of IFN-β was measured by RT-PCR at 7 days p.i. in lungs and spleen. Values are means ± SD of two independent experiments (*p<0.05, Student’s t test).






3.5 STING mediates the production of proinflammatory cytokines in lungs and peripheral organs after respiratory Brucella infection

Proinflammatory cytokines play a central role in the control of infections by mediating the recruitment of phagocytes, increasing the expression of cell adhesion molecules and antimicrobial peptides, and activating the microbicidal and antigen-presenting function of phagocytes, among other functions. Given the role of STING in the control of Brucella infection in lungs and peripheral organs, and its known contribution to the induction of proinflammatory cytokines, we decided to evaluate the role of STING in the proinflammatory response of lungs and spleen in mice infected with B. abortus through the intratracheal route. As shown in Figure 6A, the levels of proinflammatory cytokines and chemokines were reduced in the broncho-alveolar lavage fluid (BALF) of STING KO mice as compared to wild type mice at both 7 and 14 days p.i. A similar picture was observed when lung homogenates were tested (Figure 6B). Overall, our findings reveal a reduced proinflammatory response to intratracheal B. abortus infection in the lungs of STING KO mice as compared to wild type mice. From its respiratory portal of entry Brucella can disseminate systemically and reach peripheral organs, among which the spleen is a preferred target in the mouse model of infection. Also in this organ STING appeared to have an important role as a mediator of proinflammatory responses to B. abortus. As shown in Figure 7, the levels of IL-1β, IL-6 and IP-10 were significantly reduced in the spleens of STING KO mice at 7 and 14 days after intratracheal infection.




Figure 6 | Influence of STING on the pulmonary production of proinflammatory factors after intratracheal Brucella infection. Wild type (WT) and STING KO mice (n=6 per group) were infected intratracheally with B. abortus (105 CFU/mice) and proinflammatory cytokines were measured at 7 and 14 days p.i. in broncho-alveolar lavage fluid (BALF) (A) and lung homogenates (B). Values are means ± SD of two independent experiments (*p<0.05, **p <0.01, ***p<0.001, Student’s t test).






Figure 7 | Influence of STING on the production of proinflammatory factors in the spleen after intratracheal Brucella infection. Wild type (WT) and STING KO mice (n=5 per group) were infected intratracheally with B. abortus (105 CFU/mice) and proinflammatory cytokines were measured at 7 and 14 days p.i. in their spleens. Values are means ± SD of two independent experiments (*p<0.05, **p <0.01, ***p<0.001, Student’s t test).






3.6 cGAS is also involved in the control of respiratory Brucella infection

Whereas cGAS did not seem to have a role in the control of B. abortus infection in alveolar macrophages or lung explants infected in vitro, this receptor was shown to have a role in the production of proinflammatory cytokines by these samples during in vitro infection. Therefore, a potential role of cGAS in the control of respiratory B. abortus infection was evaluated. As shown in Figure 8, lung CFU were significantly increased in cGAS KO mice at 14 days after intratracheal infection as compared to WT controls. In addition, the levels of TNF-α and IL-6 were significantly reduced in BALF samples from infected cGAS KO mice as compared to their WT counterparts (Figure 9).




Figure 8 | cGAS is involved in the control of Brucella infection acquired through the airways. Wild type (WT), cGAS KO and STING KO mice (used for comparison) (n=5 per group) were infected intratracheally with B. abortus (105 CFU/mice) and CFU were measured at 14 days p.i. in the lungs. Values are data from a representative experiment of two performed with similar results (**p<0.01, Student’s t test).






Figure 9 | Influence of cGAS on the pulmonary production of proinflammatory factors after intratracheal Brucella infection. Wild type (WT) and cGAS KO mice (n=5 per group) were infected intratracheally with B. abortus (105 CFU/mice) and proinflammatory cytokines were measured at 14 days p.i. in broncho-alveolar lavage fluid (BALF). Values are means ± SD of two independent experiments (**p <0.01, Student’s t test).







4 Discussion

Inhalation of aerosols containing Brucella spp. constitutes an important form of contagion with this bacterium. From its pulmonary port of entry, the pathogen passes into the systemic circulation and invades various organs. The pulmonary immune response to Brucella is poorly understood, and it is not precisely known why it fails to prevent the passage of the bacteria into the general circulation. Nucleic acids are microbial components that can be recognized by the innate immune system. If microbial DNA is found in endosomal compartments it can be recognized by TLR9, while if it is found in the cytosol it can be detected by non-TLR receptors such as AIM2 (component of inflammasomes that mediate secretion of IL-1β and IL-18) and components of the cGAS/STING pathway (that mediate production of type I interferons, autophagy and activation of NF-κB).

Although it was initially considered that cytosolic DNA receptors would only have relevance in the immune control of viral infections, later studies showed that these receptors are also important for the control of infections by other pathogens, including bacteria acquired through the respiratory route (31). For example, AIM2-has been shown to be involved in the control of intratracheal infection with M. tuberculosis or Brucella abortus, and in both cases AIM2 deficiency was associated with increased bacterial loads in lungs (14, 32). Gram-negative and Gram-positive bacteria, among other microorganisms, are known to promote STING signaling. Moreover, a role for STING in the control of infections produced by bacteria has been reported (18, 20). Both type I IFNs and proinflammatory cytokines may be involved in the STING-dependent response to bacterial infections (33).

It has been shown that STING is important in defense against systemic (intraperitoneal) B. abortus infection, mediating not only the production of IFN-β but also proinflammatory cytokines (25). That study also showed that c-di-GMP produced by this pathogen can activate STING and trigger type I IFN responses and inflammasome activation in murine and human cells, and it has been suggested that this cyclic dinucleotide induces the initial STING signaling during B. abortus infections. STING activation was absent in cells infected with a B. abortus mutant deficient in c-di-GMP production (c-di-GMP guanylate cyclase mutant Δ1520) while it was observed in cells infected with the parental wild type strain. Of note, the mutant induced lower expression levels of IFN-β and IL-1β secretion in bone marrow-derived macrophages (BMDM) as compared with the virulent strain. Recently it has been also shown that STING regulates metabolic reprogramming in macrophages and promotes a tendency towards an inflammatory profile in spleen macrophages in the first days after intraperitoneal B. abortus infection in mice (34). Although cGAS and STING have been shown to be expressed in lung cells (22–24), the importance of the cGAS/STING axis in the defense against Brucella infection by the respiratory route has not been explored. In this study, we show that alveolar macrophages and lung explants from STING KO mice infected in vitro with B. abortus had significantly increased CFU counts as compared to those from wild-type mice. The same phenomenon was observed when alveolar macrophages and lung epithelial cells were treated with a STING chemical inhibitor before infection. Thus, the impaired control of B. abortus infection in lung explants from STING KO mice may be due to the combined effect of STING deficiency on the infection control capacity of macrophages, epithelial cells and eventually other cell types. While STING deficiency impaired the ability of alveolar macrophages or lung explants to control B. abortus infection, no such effect was observed for cGAS deficiency. These results agree with those previously reported for B. abortus infections in BMDM (25).

In the present study, lung cells from STING KO or cGAS KO mice or those treated with H151, a STING inhibitor, secreted less TNF-α, IL-1β, IL-6 and/or IP-10 in response to in vitro Brucella infection. A reduced production of proinflammatory cytokines in response to bacterial pathogens in cells deficient in the cGAS/STING pathway has been reported in some studies. For example, STING KO and cGAS KO BMDM produced less cytokines than their WT counterparts after B. abortus infection (25). Macrophages from cGAS- and STING-deficient mice were severely impaired in producing proinflammatory cytokines (and type I IFNs) in response to Legionella pneumophila, and the same defect was observed when the infection was performed on cells from patients carrying the HAQ variant of STING (35). In addition, cGAS and STING are essential for inducing IFN-β and other ISGs in response to Mycobacterium tuberculosis infection in both human and mouse macrophages (36).

The cGAS/STING pathway is involved in the response to several bacterial infections, but its role differs depending on the pathogen and the infection model. The possible contribution of this pathway to defense against bacterial infections raised some doubts, since this pathway mediates the production of type I IFNs (37), which in some cases have been associated with negative effects on antibacterial immunity. However, it has been shown that a negative effect of type I IFNs is not observed in all bacterial infections, with cases in which these IFNs contribute to immune control. Such is the case of Legionella pneumophila, Streptococcus pyogenes, Streptococcus pneumoniae and Helicobacter pylori, among others (38). In Francisella tularensis infections, STING-dependent type I IFN production is necessary for the activation of the AIM2 inflammasome, possibly due to the ability of type I IFNs to activate guanylate-binding proteins (GBPs) by increasing bacteriolysis and the release of DNA into the cytosol (39). Of note, the role of the cGAS/STING pathway cannot be predicted solely from the effects that type I IFNs can exert. For example although mice deficient for the type I IFN receptor (IFNAR) have been described as more resistant to Listeria monocytogenes infection (40), STING-deficient mice do not show significant differences in splenic load compared to normal ones (41). Apart from this last study, there are few reports on the impact of the absence of STING (and/or cGAS) in the control of bacterial infections. In the case of Mycobacterium tuberculosis infection, STING-deficient mice appear to have no modifications in their bacterial load (pulmonary or extrapulmonary), survival, and proinflammatory cytokine levels compared to normal mice (36, 42). In contrast, we found that STING-deficient mice have higher loads of B. abortus in lung, spleen and liver after intratracheal infection, demonstrating that STING is beneficial in controlling Brucella infection acquired through the respiratory route. These results agree with the previously reported protective role of STING against intraperitoneal Brucella infection (25). While it has been reported that in the first hours after in vitro Brucella infection of macrophages the levels of a microRNA (miR-24) that targets the STING messenger RNA are increased, resulting in a transient reduction of STING levels, this receptor is still required for controlling acute and chronic B. abortus infection in mice (43). It has been also reported that STING mediates the induction of the unfolded protein response (UPR) in macrophages infected with B. abortus (44). This UPR exerted some control on the production of several proinflammatory mediators (IL-6, IL-1β), and regulated the production of IFN-β and the expression of several factors linked to type I IFN responses. While the UPR was shown to favor B. abortus replication in macrophages, the influence of STING on proinflammatory mediators may explain the increased susceptibility of STING KO–derived macrophages to B. abortus infection observed in previous studies (25). In agreement with our results showing an increased susceptibility of STING KO mice and cGAS KO mice to respiratory B. abortus infection, a recent study in a murine model of intranasal Legionella pneumophila infection found that both KO mice have higher bacterial burdens than control mice (35).

As already mentioned, the cGAS/STING pathway mediates the production of both type I IFNs and proinflammatory cytokines. The role of type I IFNs as antiviral cytokines is widely established, and it is well known that they are induced when pattern recognition receptors (PRRs) sense foreign molecules. Nevertheless, recent evidence suggests that type I IFNs can also mediate inflammatory responses to bacterial infections (45). Regarding the role that type I IFNs would play in the control of Brucella infection, contradictory results have been obtained. While in 129Sv/Ev mice the absence of IFNAR was beneficial for infection control (15 days p.i.) (46), it did not lead to significant changes in mice from Balb/c background up to 4 weeks p.i (47). In contrast to what was observed in vivo, the absence of IFNAR in macrophages from 129Sv/Ev strain mice resulted in a significant increase in the bacterial load at 24 hours p.i., suggesting a protective role for type I IFNs (25). In our model, a reduced IFN-β expression, as well as lower concentrations of IP-10, in lungs and spleen of C57BL/6 mice lacking STING were detected. Further studies will be required to establish the role of IFN-β in the reduced protection of STING KO mice against B. abortus respiratory infection.

As mentioned, STING exerts other effects in addition to the induction of type I IFN, including stimulation of the NF-kB pathway with the consequent production of proinflammatory cytokines. Previous studies also suggest that type I IFN contribute to the activation of the AIM2 inflammasome, and therefore to caspase-1 activation and IL-1β secretion, through its ability to induce the expression of GBPs that lyse pathogen-containing vacuoles and allow the release of bacterial products, including DNA, to the cytosol (25, 39). We found lower concentrations of proinflammatory cytokines in the BALF, lungs and spleen of Brucella-infected STING KO mice and also in BALF of cGAS KO mice, suggesting that these cytokines may be involved in the protective role of STING and cGAS against respiratory B. abortus infection.

In conclusion, the present study reveals a protective role of the cGAS/STING pathway during acute respiratory Brucella abortus infection. In this context, the cGAS/STING pathway induces the production of proinflammatory cytokines in lungs and peripheral tissues, which may contribute to the cGAS/STING-dependent control of airborne brucellosis. Further research is warranted to establish the precise contribution of this, and eventually other mechanisms, to the cGAS/STING-dependent reduction of bacterial burden.
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Exosomes, organelles measuring 30-200nm, are secreted by various cell types. Leishmania exosomes consist of many proteins, including heat shock proteins, annexins, Glycoprotein 63, proteins exerting signaling activity and those containing mRNA and miRNA. Studies have demonstrated that Leishmania donovani exosomes downregulate IFN-γ and inhibit the expression of microbicidal molecules, such as TNF and nitric oxide, thus creating a microenvironment favoring parasite proliferation. Despite lacking immunological memory, data in the literature suggest that, following initial stimulation, mononuclear phagocytes may become “trained” to respond more effectively to subsequent stimuli. Here we characterized the effects of macrophage sensitization using L. braziliensis exosomes prior to infection by the same pathogen. Human macrophages were stimulated with L. braziliensis exosomes and then infected with L. braziliensis. Higher levels of IL-1β and IL-6 were detected in cultures sensitized prior to infection compared to unstimulated infected cells. Moreover, stimulation with L. braziliensis exosomes induced macrophage production of IL-1β, IL-6, IL-10 and TNF. Inhibition of exosome secretion by L. braziliensis prior to macrophage infection reduced cytokine production and produced lower infection rates than untreated infected cells. Exosome stimulation also induced the consumption/regulation of NLRP3 inflammasome components in macrophages, while the blockade of NLRP3 resulted in lower levels of IL-6 and IL-1β. Our results suggest that L. braziliensis exosomes stimulate macrophages, leading to an exacerbated inflammatory state that may be NLRP3-dependent.
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Introduction

Cutaneous leishmaniasis (CL), due to L. braziliensis infection, is characterized by the presence of few or rare parasites, a predominance of lymphocytes and mononuclear phagocytes in the inflammatory infiltrate (1). Host immunological factors are known to play an important role in the pathogenesis of this disease. Mononuclear cells from CL patients stimulated with soluble Leishmania antigen (SLA) produce exacerbated amounts of IFN- γ and TNF, as well as low levels of IL-10 in culture (2). While the production of IFN-γ is important for parasite killing, high levels of TNF have been associated with tissue damage and lesion development (2, 3). Studies on lesion tissue samples have confirmed the contribution of inflammation to ulcer development, as evidenced by the presence of Granzyme B produced by CD8+ and NK cells, in addition to metalloproteinases and inflammatory cytokines (4–11). Moreover, Leishmania braziliensis-infected mononuclear phagocytes have been shown to produce high levels of reactive oxygen species (ROS), molecules with leishmanicidal properties that have also been associated with tissue damage (12, 13).

An important role of IL-1β in CL pathogenesis has been documented in recent years, with the use of IL-1β inhibitors shown to improve the course of disease in murine models (8, 12). In humans, IL-1β concentrations were found to correlate with lesion size, and previous research by our group has documented elevated expression of the NLRP3 inflammasome in monocytes obtained from the peripheral blood of CL patients, in addition to high levels of IL-1β in cultured peripheral blood mononuclear cells (PBMC) stimulated with SLA (8, 14). Moreover, NLRP3-/- BALB/c mice infected with L. major demonstrated a greater ability to control Leishmania infection when compared to wild-type mice (15).

Leishmania, and its soluble products, can trigger immune responses in innate immune cells prior to the onset of mononuclear cellular infection (13, 16, 17). For instance, Leishmania lipophosphoglycan (LPG) and DNA can induce the production of inflammatory mediators by mononuclear phagocytes through the activation of toll-like receptors (TLR) 2, 4 and 9 (18–20). Pathogen molecules are often secreted via extracellular vesicles (EV), also known as exosomes.

Exosomes, organelles ranging in size from 30-200nm, are secreted by various cell types. The invagination of regions of the endosomal membrane results in the formation of multivesicular bodies (MVB); the fusion of MVBs with the plasm membrane leads to exosome secretion (21, 22). These vesicles play a major role in molecular trafficking, e.g., proteins and nucleic acids, which once delivered may modulate host macrophage function (23–29). For example, glycoprotein (gp) 63-containing Leishmania exosomes was shown to induce TNF production by macrophages and exacerbate pathology in a CL mouse model (28, 30–32).

The present study aimed to assess the effects of L. braziliensis exosomes on human macrophagic responses, revealing that these vesicles induce both IL-1β and IL-6 production. Moreover, the pre-exposure of macrophages to L. braziliensis exosomes was found to prime these cells to enhance the production of pro-inflammatory mediators in response to L. braziliensis infection, potentially contributing to the pathogenesis of disease.





Methods




Parasite culture

An L. braziliensis isolate (MHOM/BR/LTCP11245) previously obtained from a CL patient’s skin lesion was initially cultivated in biphasic medium (NNN). After isolation, parasites were identified by multilocus enzyme electrophoresis and cryopreserved in liquid nitrogen. Following selection, parasites were expanded and cultivated in Schneider’s culture medium (SIGMA) supplemented with 20% inactive fetal bovine serum (FBS) (GIBCO), 1% L-glutamine and antibiotics.





L. braziliensis exosome isolation and characterization

L. braziliensis promastigotes were cultured at 37°C under 5% CO2 for 4 hours to optimize protein and vesicle secretion (31). Supernatants collected from in vitro cultures were centrifuged (2500rpm) and filtered (0.22 µm), after which exosomes were isolated through sequential ultracentrifugation (10 x 105g). The EV particle-size distribution was determined by diffraction analysis using a NS300 particle-size tracker and Nanosight NTA 3.0 software using light scatter mode (Malvern Instruments Ltd., Technologies, Malvern, UK) (Figure 1) (33–35).




Figure 1 | (A) Image of L. Braziliensis exosomes taken by a NS300 particle-sike tracker and Nanosight NTA 3.0 software using light scatter mode. (B) Quantification and Characterization of extracellular vesicles extracted from isolates of L. braziliensis.







Isolation and culturing of peripheral blood mononuclear cells

Peripheral blood mononuclear cells (PBMC) were obtained from heparinized venous blood from healthy subjects by Ficoll-paque density gradient centrifugation (GE Healthcare). Cells were washed twice in saline, and monocytes were isolated from PBMCs using magnetic beads in accordance with the manufacturer’s protocol (Dynabeads untouched human monocytes; Invitrogen Dynal AS, Oslo, Norway). This process was performed twice, after which cells were washed in phosphate-buffered saline (PBS), then adjusted to the desired concentration, and resuspended in RPMI 1640 (GIBCO BRL., Grand Island, NY USA) supplemented with 10% FBS (GIBCO BRL., Grand Island, NY USA) and antibiotics. Monocytes were then allowed to adhere to polystyrene culture plates and incubated for 6 days at 37°C under 5% CO2 until differentiation into macrophages, as previously described (36).





Macrophage infection with L. braziliensis after stimulation with L. braziliensis soluble factors

Monocyte-derived macrophages (3 x 105) were stimulated, using a transwell membrane, with soluble factors from L. braziliensis for 24 hours at 37 °C, 5% CO2 in RPMI (Figure 2A). Following stimulation, cells were washed twice in saline and infected or not with L. braziliensis (MOI 5:1) for 2 hours. Next, the remaining promastigotes were washed out, and cells were reincubated for another 24 hours at 37 °C, 5% CO2 in RPMI. The slides were subsequently submitted to panoptic staining for posterior quantification of infected macrophages and amastigotes per 100 cells via optical microscopy.




Figure 2 | Macrophages from HS infected with L. braziliensis after sensitization with L. braziliensis through a transwell membrane (0,4µm). (A) Stimulation strategy. (B) Cytokine production by macrophages sensitized with soluble factors and infected with L. braziliensis. (C) Cytokine production by macrophages from HS sensitized with soluble factors from L. braziliensis. Levels of IL-1β, TNF, IL-10 and IL-6 were determined in culture supernatants by LUMINEX. Statistical analyses were performed using the Wilcoxon rank test *p<.05, **p<.01.







Exosome stimulation and macrophage infection with L. braziliensis

Monocyte-derived macrophages (3x105) were stimulated with exosomes from L. braziliensis (300 vesicles/macrophage) for 24 hours at 37°C under 5% CO2 in RPMI. After stimulation, cells were washed twice in saline and infected or not with L. braziliensis (MOI 5:1) for 2 hours. The remaining promastigotes were washed out, then cells were incubated for another 24 hours (37 °C, 5% CO2) in RPMI.





Parasite treatment with GW4869

For some experiments involving the inhibition of exosome/vesicle generation, 1x107 Leishmania/mL were treated with GW4869 (20ng/ml), a vesicle generation inhibitor, (https://www.sigmaaldrich.com/BR/pt/product/sigma/d1692) for 30 minutes at room temperature, then washed three times to prevent contact between the inhibitor and human cells during stimulation/infection protocols. To assess GW4869 toxicity against Leishmania parasites, we evaluated L. braziliensis viability after treatment with GW4869 using propidium iodide as cell death marker, by flow cytometry.





Macrophage treatment with glibenclamide

For the blockade of the NLRP3 inflammasome, monocyte-derived macrophages (3x105) were first treated with the NLRP3 inhibitor glibenclamide (100µM) for 2 hours, then stimulated with L. braziliensis exosomes (300:1) for 24 hours. Cells were then washed twice and infected or not with L. braziliensis (MOI 5:1) for 2 hours, washed again to remove any remaining promastigotes, and finally incubated for 24 hours at 37 °C under 5% CO2in RPMI. Unstimulated macrophages and untreated stimulated cells were used as controls.





Infection rate assessment

To evaluate infection rate, 3x105 macrophages/well were plated on Nunc® Labtek® plates and stimulated with exosomes from L. braziliensis (300 vesicles/macrophage), then incubated for 24 hours at 37° C with 5% CO2. Cells were then washed twice and infected or not with L. braziliensis (MOI 5:1) for 2 hours, washed again to remove any remaining promastigotes, and finally incubated for 24 hours at 37 °C under 5% CO2 in RPMI. The slides were submitted to panoptic staining for the later quantification of infected macrophages and the number of amastigotes per 100 cells, performed via optical microscopy.





Cytokine quantification

Following stimulation and/or infection protocols, the supernatants from cultures were collected for cytokine (IL-1β, TNF, IL-6 and IL-10) quantification via Luminex (Bio-Plex Pro Human Cytokine 27-plex Assay) or ELISA.





Flow cytometry

Monocyte-derived macrophages from healthy subjects were stimulated with L. braziliensis exosomes for 24 hours and infected or not with L. braziliensis for another 24 hours, as described above. After the final incubation, cells were collected and placed in 5mL polystyrene FACS tubes (BD Biosciences Falcon™ 352052) for cell labeling with conjugated antibodies αCD14 (APC) and αHLA-DR (PerCP) to determine cell populations of interest, as well as αNLRP3 (PE). Events were acquired on a flow cytometer (BD LSRFortessa™ Cell analyzer) and data were analyzed using Flowjo® software.





Oxidative burst essay

To evaluate reactive oxygen species (ROS) production, macrophages were stimulated as described in “Exosome Stimulation and Macrophage infection with L. braziliensis” section, then treated with dihydrorhodamine-123 at 10ng/mL (Cayman Chemical Company) for 10 minutes. Cells were subsequently labeled with αHLA-DR and αCD14 to evaluate fluorescence intensity by flow cytometry, with data analysis performed via FlowJo® software.





RNA extraction, NF-κB and TLR2 gene expression

Cells stimulated with exosomes and infected or not with L. braziliensis, followed by incubation at 37°C under 5% CO2 for 2 hours, were harvested in TRIzol Reagent (Invitrogen). RNA extraction was performed using TRIzol RNA isolation, according to manufacturer’s instructions. RNA concentration and integrity were determined by spectrophotometric optical density measurements (260 and 280 nm). Gene expression was analyzed performed as previously described (37).





Mouse macrophage cultures and infection

C57BL/6 mice, both wild-type and others genetically deficient for NLRP3−/−, were obtained as previously described (38). All animals were maintained at the UFMG Animal Facility and used for experimentation at 6–8 weeks of age. Bone marrow-derived macrophages (BMDM) were prepared and infected as previously described (39, 40). Briefly, bone marrow cells were isolated from the femurs and tibias of the animals, cultured in RPMI 1640 supplemented with 30% L929 cell-conditioned medium and 20% FBS for 7 days. BMDM (0.5×106) were treated or not with lipopolysaccharide (LPS) for 6 hours (500 ng/ml) and stimulated or not with L. braziliensis exosomes (300:1), followed by infection with stationary phase Leishmania braziliensis (MOI 10:1) for 24 hours. After 48 hours, supernatants were harvested and IL-1β, TNF and IL-6 concentrations were detected by ELISA.





Statistical analysis

Statistical analysis was performed using the Wilcoxon test for paired variables and Mann-Whitney rank test for unpaired measurements (*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001). All experimental data were analyzed using Prism GraphPad® 8.0.2, which was also used for graphical data representations.






Results




L. braziliensis soluble factors induce pro-inflammatory mediator production in human macrophages

Macrophages can be “trained” to enhance response to infection (41). For instance, macrophages exposed to Saccharomyces cerevisiae demonstrated an increased ability to produce TNF in response to TLR ligands, such as LPS (42). To investigate whether soluble factors from L. braziliensis would interfere in cytokine production, human macrophages were cultured with L. braziliensis separated by a membrane, which allowed only soluble factors/small molecules to cross the barrier. Macrophages exposed to L. braziliensis products through the membrane produced more IL-1β upon infection than those that were not previously exposed to parasite factors (Figure 2B). Moreover, exposure to L. braziliensis soluble factors was also shown to induce the production of inflammatory mediators TNF, IL-6 and IL-1β by uninfected macrophages (Figure 2C). This data provides evidence that exposure to L. braziliensis modulates immune response prior to the establishment of cellular infection.





L. braziliensis exosomes induce pro-inflammatory mediator production by human macrophages

We first investigated whether L. braziliensis exosomes induced an inflammatory response in macrophages, and then assessed the effects of stimulating macrophages with these vesicles prior to infection with L. braziliensis. Compared to unstimulated cells, macrophages stimulation with EVs were found to induce IL-1β, TNF, IL-10 and IL-6 production (Figure 3). Pre-sensitization of macrophages with exosomes prior to infection was shown to increase IL-1β and IL-6 levels (Figure 3). Similarly, pre-sensitization with exosomes produced no influence on infection rate, nor the number of parasites internalized (data not shown).




Figure 3 | Cytokine production by macrophages from HS sensitized with L. braziliensis exosomes and infected with L. braziliensis. Macrophages from HS (n=8) were stimulated with exosomes isolated from L. braziliensis (300:1) for 24 hours and afterwards infected or not with L. braziliensis for another 24 hours. Levels of IL-1β, TNF, IL-10 and IL-6 were determined in culture supernatants by LUMNEX. Statistical analyses were performed using the Wilcoxon rank test *p<.05, **p<.01.







Blockade of L. braziliensis exosome generation inhibits Leishmania-induced cytokine production by human macrophages

To further ascertain the role of exosomes in inducing inflammatory cytokine production, we infected human macrophages with L. braziliensis previously treated with GW4869, and then compared cytokine expression with other untreated Leishmania-infected cells. As in the experiments above, our data shows that cells infected with exosome-free L. braziliensis produced significantly less IL-1β, TNF, IL-10 and IL-6 upon infection (Figure 4A). Although no differences were observed in parasite internalization by macrophages pre-sensitized with exosomes compared to unstimulated cells (data not shown), the cells infected with exosome-free L. braziliensis presented less infectivity, as evidenced by fewer numbers of infected macrophages and lower numbers of amastigotes within the cells (Figure 4B). As treatment with GW4869 could have interfered with L. braziliensis survival, we performed a dose-response curve with different GW4869 concentrations. Our experiments show no toxicity of GW4869 over L. braziliensis (Figure 4C).




Figure 4 | (A) Cytokine production and (B) Infection rate of macrophages from HS infected with L. braziliensis with exosome production inhibited. Axenic culture of L. braziliensis promastigotes was treated with GW4869 (20ng/ml), exosome production inhibitor, for 2 hours. Macrophages from HS (n=8) were infected with GW4869 treated L. braziliensis (5:1) for 24 hours. (C) L. braziliensis viability after GW4869 treatment was assessed using propidium iodide as cell death marker, by flow cytometry. (D) optical microscopy picture of panoptic stained macrophages infected with L. braziliensis treated (left) or not (right) with GW4869. Levels of IL-1β, TNF, IL-10 and IL-6 were determined in culture supernatants by LUMNEX. The percentage of infected cells as well as the number of intracellular parasites were determined by microscopic evaluation after panoptic staining. Statistical analyses were performed using the Wilcoxon rank test *p<.05, **p<.01.







L. braziliensis exosomes induce NLRP3 consumption/regulation

Most of the data presented in this study demonstrate the important association between L. braziliensis exosomes and IL-1β production. Consequently, the participation of NLRP3 in IL-1β production was investigated by evaluating both the expression of NLRP3 protein by cultured macrophages (Figure 5A) and the production of cytokines by cells stimulated with exosomes after the blockade of NLRP3 through glibenclamide treatment (Figure 5B). Our results indicate lower NLRP3 protein expression in cells stimulated with exosomes for 24 hours compared to basal level cells, while exosome stimulation in macrophages prior to infection induced more consumption, and probably further expression regulation, of this inflammasome than unsensitized cells (Figure 5A), which corroborates our previous results. Moreover, glibenclamide-treated cells were found to secrete less IL-1β, TNF, IL-6 and IL-10 than untreated cells, regardless of L. braziliensis infection or exosome stimulation. (Figure 5B), which suggests that cytokine expression induced by exosome stimulation is dependent on NLRP3.




Figure 5 | (A) Exosome stimulation enhance NLRP3 consumption by macrophages. Macrophages from healthy subjects (n=8) were sensitized with exosomes (300:1) for 24 hours and infected with L. braziliensis promastigotes for another 24 hours at a ratio of 5:1. Cells were stained with anti-CD14 and anti-NLRP3. Data were collected using flow cytometry and analyzed with FLOWJO® software. Representative gating strategy on CD14+ expression in macrophages from one healthy subject. NLRP3 MFI was taken from CD14+ population. The data represent the mean of fluorescence intensity (MFI) of NLRP3 expression by macrophages in the different stimulated groups. (B) Glyburide downmodulates exosome-induced cytokine production in macrophages from healthy subjects. Macrophages from 8 individuals were treated with glyburide (100µM) for 2 hours. Afterwards cells were stimulated for 24 hours with L. braziliensis exosomes and infected with the parasite for another 24 hours. Levels of IL-1β, TNF, IL-10, IL-10 and IL-6 were measured in culture supernatant by ELISA. Statistical analyses were performed using the Mann-Whitney test for unpaired groups and Wilcoxon rank test for paired measurements *p<.05 **p<.01.







BMDM from NLRP3-/- C57BL/6 mice exhibit inhibited IL-1ß production following. braziliensis infection

The secretion of IL-1β may be dependent on inflammasome activation (8, 14, 39). NLRP3, the main inflammasome receptor responsible for inducing IL-1β production, forms a complex with ASC and Caspase-1 for the processing and secretion of IL-1β and IL-18 (43, 44). Since our results showed that L. braziliensis exosome stimulation followed by infection induced high levels of IL-1β secretion by human macrophages, we decided to investigate whether NLRP3 activation is required to drive IL-1β production upon L. braziliensis infection in a murine model.

Bone marrow-derived macrophages (BMDM) from C57BL/6 WT mice and mice deficient for NLRP3 were infected with L. braziliensis after previous stimulation with L. braziliensis exosomes. Levels of IL-1β, IL-6 and TNF were quantified by ELISA in cell supernatants. IL-1β production in mice was found to be dependent on the NLRP3 inflammasome, as IL-1β production was completely abrogated in cells from NLRP3-/- mice, regardless of stimulation. However, NLRP3 did not appear to be involved in the production of the other cytokines evaluated, as levels did not differ between WT and NLRP3-/- mouse cells (Figure 6).




Figure 6 | NLRP is key for L. braziliensis induced IL-1β production in mouse macrophages. BMDMs from wild-type C57BL/6 mices and deficient for NLRP3 were prepared, pulsed with LPS (500 ng/ml), stimulated with exosomes (300:1) and infected with L. braziliensis (MOI 10:1) or not. After 48 hours of culture ELISA for IL-1β was performed on supernatants. Statistical analyses were performed using the Mann-Whitney test and the Wilcoxon rank test. *p<0.05, **p<0.01.







L. braziliensis exosomes induce ROS production by macrophages

Our group previously showed that reactive oxygen species (ROS) constitute a major endogenous factor in Leishmania killing (13, 45). Furthermore, TNF production is directly associated with ROS production through the activation of the NF-κB signaling pathway. Therefore, to investigate the role of L. braziliensis exosomes on ROS production, ROS expression (Figure 7) was evaluated in macrophages stimulated with exosomes further infected with L. braziliensis. Our data show that while L. braziliensis exosomes induced ROS production by uninfected macrophages, pre-sensitization did not interfere in ROS production following in vitro macrophage infection (Figure 7).




Figure 7 | Macrophagic stimulation with L. braziliensis exosomes enhance reactive oxygen species production. Macrophages from healthy subjects were evaluated after being stimulated with exosomes for 24 hours and infected with L. braziliensis for 24 hours (n=6) or not. The cells were treated with DHR (10ng/mL – 10 min) and stained with anti-CD14 and anti-HLA-DR. Data were collected using flow cytometry and analyzed by FLOWJO® software. (A) Representative gating strategy on CD14+ and HLA-DR+ expression in macrophages. DHR MFI were taken from CD14+ HLA-DR+ population. (B) The data represent the mean of fluorescence intensity (MFI) of oxidative burst production by macrophages stimulated with exosomes and infected with L. braziliensis. Statistical analyses were performed using the Wilcoxon rank test for paired measurements *p<.05.







Macrophages stimulated with L. braziliensis exosomes express high levels of NF-κB and toll-like receptor 2

Herein L. braziliensis exosomes were found to induce TNF and ROS production by human macrophages. It has been shown that NF-kB activation induces TNF production through the activation of TLRs 2-4 upon L. braziliensis infection (18). To determine the role of L. braziliensis exosomes in TLR2 and NFkB expression, human macrophages were stimulated with EVs for 2 hours and infected or not with L. braziliensis for another 2 hours. Uninfected macrophages stimulated with exosomes were found to induce higher expression of NF-κB and TLR2 (Figure 8), yet infected cells previously stimulated with EVs demonstrated increased TLR2 expression, yet no effect on NF-κB expression (Figure 8). No differences were observed among the groups with regard to TLR4 expression. These data corroborate with our findings on exosome-induced TNF and ROS production, as these molecules are formed as a result of the NF-κB pathway.




Figure 8 | Macrophages stimulated with L. braziliensis exosomes express high levels of NF-κB and Toll-Like Receptor 2. (A) TLR2 and (B) NF-κ B gene expression, represented as 2−ΔΔCT, following RT-PCR of RNA from macrophages-derived monocytes of HS (N=7) stimulated with exosomes for 24 hours and infected with L. braziliensis for 24 hours or not. Statistical analyses were performed using the Mann-Whitney test and the Wilcoxon rank test. *p<0.05, **p<0.01. ***p<0.001.








Discussion

The initial events occurring upon Leishmania infection orchestrate immune response, constituting determinants in parasite proliferation and disease development. Among the factors contributing to disease expression, vector molecules, including salivary gland proteins, parasite-derived molecules and host immune response are of great importance (46, 47). On the parasite side, attention has been paid to the role of exosomes due to the close relationship between molecules present in the exosomes and their ability to modulate host immune response (28, 31, 32). The present study documented that L. braziliensis exosomes indeed modulate immune response by priming macrophages to produce more inflammatory molecules.

It has recently been suggested that macrophages could become “trained” to enhance infection response (41). For instance, macrophages exposed to Saccharomyces cerevisiae demonstrated an increased ability to produce TNF in response to TLR ligands, such as LPS. Moreover, monocytes “trained” with S. cerevisiae demonstrated heightened microbial activity (42). In the same vein, our results additionally indicate that L. braziliensis exosomes effectively “train” macrophages to produce higher cytokine concentrations in response to posterior L. braziliensis infection, suggesting that epigenetics in macrophages may play a role in subsequent exposure to L. braziliensis components.

Clearly, Leishmania vesicle contents vary across species, and thereby exert variable effects on host immune response. For instance, studies have shown that exosomes from L. donovani modulate monocyte response to IFN-γ and inhibit TNF while inducing IL-10 production. In this manner, mice stimulated with L. donovani exosomes prior to infection with the same species were found to exhibit higher macrophage infection rates within the spleen (26, 27). Also, stimulation with L. major exosomes prior to L. major parasite challenge produced a shift towards a Th2-type response in mice, as evidenced by a high frequency of CD4+ T cells producing IL-4, which led to disease exacerbation (27). Moreover, it was demonstrated that L. major exosomes contribute to CL pathology through the induction of an overproduction of inflammatory cytokines IL-23 and IL-17 in the lymph nodes of BALB/c mice (29).

The pathogenesis of Leishmania infection varies widely depending on the Leishmania species involved, and its specific effect on host immune response. In all cases, parasite control is associated with the expansion of CD4+ Th1 cells producing IFN-γ, which promotes the killing of parasites within infected cells (48). In some cases, the parasite evades the immune system silently, without inducing an immunological response, as is the case in infection by L. donovani. In L. braziliensis infection, however, an exaggerated Th1 response is observed, together with high levels of proinflammatory cytokines and a predominance of lymphocytes and mononuclear phagocytes at the lesion site. Herein we demonstrate that stimulation with L. braziliensis exosomes induces high levels of proinflammatory cytokines (TNF and IL-1β) as well as ROS, molecules known to be involved in CL due to L. braziliensis pathogenesis. In our experiments where we treated L. braziliensis with GW4869, a vesicle secretion inhibitor, we observed a decrease in cytokines production in infected macrophages. However, since GW4869 also decreased L. braziliensis internalization, further studies need to be performed to understand the mechanism by which L. braziliensis exosomes interfere in Leishmania uptake.

Some Leishmania species are known to inhibit several macrophage functions, such as macrophage activation, cytokine release and antigen presentation. For instance, down-regulation of class II MHC expression and the inability to produce IL-12 has been observed in several studies (49–54). Also, TLR-induced up-regulation of co-stimulatory molecules, as well as TNF-alpha and IL-12 production, was notably impaired in L. major, L. chagasi, L. donovani and L. mexicana-infected macrophages, while in the case of L. mexicana, disruption of NF-κB signaling was observed (55, 56). In contrast, our results show that exosome sensitization increased the expression of NF-κB and TLR2, corroborating previously published data indicating that L. braziliensis infection promotes an inflammatory environment.

Inflammation is often associated with macrophage activation and intracellular parasite killing. Here we found that in spite of L. braziliensis exosomes enhancing IL-1b production by human macrophages, these vesicles have no effect on Leishmania parasite killing. These results are in accordance with our previous data showing no association between IL-1b production and L. brazileisns killing (8). Also, in our current results we found that exosomes do not increase the ability of macrophages to produce ROS in response to L. braziliensis infection, corroborating that these vesicles have no effect on L. braziliensis killing by macrophages. In the present study we found that the IL-1b production driven by L. braziliensis vesicles is NLPR3-dependent, corroborating our previous data involving L. braziliensis-infected macrophages (8). These findings favor the potential role of L. braziliensis EVs in the immunopathology observed in CL arising from L. braziliensis, in which ulcer development has been associated with an exaggerated inflammatory response that leads to tissue damage. Previous results have shown that IL-1β concentrations in CL due to L. braziliensis correlate positively with lesion size and healing time (8, 12). It has been documented that L. braziliensis infection activates the NLRP3 inflammasome, thereby inducing ROS (8, 39). Therefore, the blockade of NLRP3 may constitute a sound therapeutic approach.

Considering the physiology and dynamics of vesicle secretion, studies involving L. mexicana demonstrated a substantial increase in vesicle secretion at a temperature of 37˚C (31). Herein we observed a similar phenomenon in L. braziliensis. The up-regulation in vesicle release induced at infection-like temperatures suggests that parasites release vesicles into the extracellular environment prior to invading host cells. Similarly, it has been suggested that Leishmania exosomes interact with the host cell prior to the parasite itself, as evidenced by the presence of Leishmania molecules within uninfected macrophages (57). Moreover, as previous studies have shown that Leishmania secretes exosomes into the midgut of the sandfly vector, it has been hypothesized that these vesicles then become inoculated into the host alongside the parasite during sandfly blood-feeding, possibly enhancing the vesicle-induced effects of the parasite on immune response (29, 32). Although both L. major and L. braziliensis cause CL, the magnitude of inflammation caused by both parasite species is quite different, as infection with L. braziliensis induces higher inflammatory response in humans than L. major. Thus, further experiments need to be performed to determine differences in the contents of exosomes between both species.

In contrast to previously published data indicating the downregulatory effects of L. donovoni and L. major exosomes, L. braziliensis exosomes do not appear to contribute to a microenvironment favorable for parasite growth, but instead participate in an exacerbated pathologic inflammatory response, which may potentially exacerbate lesion development.
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Inflammasomes are large protein complexes that, once activated, initiate inflammatory responses by activating the caspase-1 protease. They play pivotal roles in host defense against pathogens. The well-established role of NAIP/NLRC4 inflammasome in bacterial infections involves NAIP proteins functioning as sensors for their ligands. However, recent reports have indicated the involvement of NLRC4 in non-bacterial infections and sterile inflammation, even though the role of NAIP proteins and the exact molecular mechanisms underlying inflammasome activation in these contexts remain to be elucidated. In this study, we investigated the activation of the NAIP/NLRC4 inflammasome in response to Trypanosoma cruzi, the protozoan parasite responsible for causing Chagas disease. This parasite has been previously demonstrated to activate NLRP3 inflammasomes. Here we found that NAIP and NLRC4 proteins are also required for IL-1β and Nitric Oxide (NO) release in response to T. cruzi infection, with their absence rendering macrophages permissive to parasite replication. Moreover, Nlrc4-/- and Nlrp3-/- macrophages presented similar impaired responses to T. cruzi, underscoring the non-redundant roles played by these inflammasomes during infection. Notably, it was the live trypomastigotes rather than soluble antigens or extracellular vesicles (EVs) secreted by them, that activated inflammasomes in a cathepsins-dependent manner. The inhibition of cathepsins effectively abrogated caspase-1 cleavage, IL-1β and NO release, mirroring the phenotype observed in Nlrc4-/-/Nlrp3-/- double knockout macrophages. Collectively, our findings shed light on the pivotal role of the NAIP/NLRC4 inflammasome in macrophage responses to T. cruzi infection, providing new insights into its broader functions that extend beyond bacterial infections.
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Introduction

Trypanosoma cruzi, the causative agent of Chagas disease, represents a significant global health burden, affecting millions of people primarily in Latin America (1). This intracellular parasite can evade host immune defenses, leading to chronic infection and the development of severe pathological consequences. Unraveling the intricate host-parasite interplay is crucial for the development of effective therapeutic strategies against T. cruzi (2, 3).

Inflammasomes, multiprotein complexes assembled in the cell cytosol in response to infections or cytosolic disturbances, act as key regulators of the innate immune response. They are responsible for the inflammatory caspase-1 activation, a cysteine protease that cleaves IL-1β, IL-18, and gasdermin-D (GSDM-D), culminating in cytokine secretion and pyroptosis (4, 5).

The role of the NLRP3 inflammasome during protozoan infections has been extensively demonstrated. NLRP3 is involved in host resistance against Toxoplasma gondii (6), Plasmodium spp. (7, 8), Leishmania spp. (9, 10), and T. cruzi (11, 12). On the other hand, it has been reported that NLRP3-deficient mice seem to be protected against cerebral (13) and placental malaria (14), as well as the severity of leishmaniasis caused by L. braziliensis (15) and L. major Seidman strain (16) infections. NLRP3 seems to be activated by common cytosolic disturbances induced by these parasites, such as cathepsins extravasation (7, 9, 11), reactive oxygen species (ROS) (17–19), potassium (K+) efflux (9, 20), calcium (Ca2+) influx (21, 22), and crystal accumulation (23).

NAIP/NLRC4 inflammasome activation occurs after recognition of bacterial components by the NLR family apoptosis inhibitory protein (NAIP) followed by NLRC4 recruitment (24, 25). However, several studies have reported the participation of NLRC4 in non-bacterial contexts, such as Candida albicans (26), Neospora caninum (27) and Human immunodeficiency virus (HIV) (28) infections, although the molecular mechanism involved in the inflammasome activation in these contexts remains to be elucidated.

In this study, we unveil a novel role for the NAIP/NLRC4 inflammasome in the context of a pathogenic protozoan parasite. Our research reveals that T. cruzi infection activates the NAIP/NLRC4 complex. Subsequently, this activation leads to the regulation of iNOS gene expression and secretion of nitric oxide (NO), a well-established trypanocidal molecule (29). Our findings suggest a coordinated action of both NLRP3 and NAIP/NLRC4 inflammasomes, with each playing a non-redundant role in controlling T. cruzi infection as evidenced by the strikingly similar responses of Nlrc4-/- and Nlrp3-/- macrophages to T. cruzi. Furthermore, our data establishes that the activation of inflammasomes in response to T. cruzi is primarily orchestrated by lysosomal cathepsins, without contribution of K+ efflux or ROS generation. Lysosomal cathepsins modulate NAIP/NLRC4 and NLRP3 inflammasomes activation during T. cruzi infection by interfering with caspase-1 maturation. These findings shed light on the remarkable adaptability of these immune sensor platforms offering novel insights and potential therapeutic targets within the realm of the NAIP/NLRC4 inflammasome in the context of infections.





Materials and Methods




Animals and cells

C57BL/6, Nlrp3-/- (30), Nlrc4-/- (31), and Nlrc4-/-/Nlrp3-/- mice were purchased from the Center for the Development of Experimental Models for Medicine and Biology (CEDEME) – UNIFESP. Naip1-7-/- and Nlrc4S533D/S533D mice were kindly provided by Dr. Vishva Dixit and Dr. Kim Newton (Genentech Inc). All mice (4-8 weeks old) were housed in a temperature-controlled, free access to water and food, light-cycled facility at UNIFESP.

Peritoneal macrophages (PMs) were obtained by peritoneal lavage 4 days after i.p. of 1% starch solution (Sigma Aldrich) in 2 mL of PBS (w/v). Cells were plated in R3% medium [RPMI 1640 (Gibco), 3% FBS (LGC), 0.16 mM Penicillin (Sigma Aldrich), 0.18 mM Streptomycin (Sigma Aldrich), 12.5 mM HEPES (Sigma Aldrich), 30 mM sodium bicarbonate (Sigma Aldrich), pH 7.2-7.4] and stimulated on the next day.

Bone marrow cells were obtained by femur and tibia flush with cold PBS. Cells were centrifuged, treated with Ammonium-Chloride-Potassium (150 mM NH4Cl, 1 mM KHCO3, 0.1 mM Na2EDTA, pH 7.2-7.4) lysing buffer, washed, centrifuged, and 4.5x106 cells plated in non-adherent T75 flasks in R10% medium [RPMI 1640 (Gibco), 10% FBS (Gibco), 1% Penicillin-Streptomycin (Gibco), 1% GlutaMax (Gibco), 1% HEPES (Gibco), 1% Sodium Pyruvate (Gibco), 1% MEM Non-Essential Amino Acids (Gibco), 1% MEM Vitamin (Gibco), 20% L929 supernatant, and 55 μM β-mercaptoethanol (Sigma Aldrich), pH 7.2-7.4]. Cell medium was replaced on day 3 and 5. On day 7, cells were maintained for 15 minutes in cold PBS 2% EDTA and 2% FBS, collected, plated, and stimulated on the next day.

Cells were infected by T. cruzi in a ratio of 5:1 (parasites:cell) for 2 h, then replaced by fresh medium and maintained during all the infection time. When pertinent, cells were treated with cathepsins, K+ efflux and ROS pharmacological inhibitors (25 μM CA-074Me, 30 mM KCl and 25 μM Apocynin, respectively) for 1.5 h before the stimuli and maintained during the entire experiment. Alternatively, the CA-074Me dose-response curve experiments were performed using concentrations ranging from 6 μM to 50 μM. For IL-1β secretion positive controls, cells were first primed with LPS (200 ng/mL) for 3 h and then the supernatant was replaced by 3 μg/mL of flagellin (Invivogen) inserted into lipid vesicles (DOTAP) (Sigma Aldrich) for 3 h or 10 μM of nigericin (Invivogen) for 1.5 h.





Parasites

The T. cruzi Y strain from the Dante Pazzanese Institute was cultured in LLC-MK2 cells and frozen in liquid nitrogen. For in vitro experiments, the parasites were thawed at 37°C, washed in R3% medium, centrifuged and resuspended in fresh R3% medium before use.





Parasite load

For the in vitro experiments parasite load was checked as previously described (32). Briefly, after each time point supernatant was collected and reserved. The plates were fixed with pure methanol (Merck) or 4% paraformaldehyde (Sigma Aldrich) diluted in PBS for at least 15 min at room temperature. Then the wells were gently washed with warm PBS and incubated with 5 μg/mL DAPI (blue) (Sigma Aldrich) diluted in PBS. At least 6 images of each well were acquired on the IN-Cell Analyzer 2200 equipment, counted, and the average per well was graphically plotted.





Extracellular vesicles and soluble T. cruzi antigens

EVs released from T. cruzi were obtained through the centrifugation of trypomastigotes (1000 x g for 15 min). The pellet washes with PBS and subsequently incubated in DMEM medium containing 2% glucose at 37°C with 5% CO2 for a duration of 2 h. The parasites were then separated by centrifugation at 1000 x g for 10 min, leading to the collection of approximately 1 mL of supernatant. This supernatant was filtered and diluted 1:2 using 200 mM ammonium acetate (pH 6.5). The quantification of EVs was conducted using the NanoSight NS300 device produced by Malvern Panalytical Ltd, revealing that most particles (> 90%) ranged in size from approximately 138 nm to 230 nm.

For the nanoparticle tracking analysis (NTA), a 500 µL volume of the isolated EVs sample was meticulously introduced into the laser chamber of the NanoSight NS300 apparatus. This injection process was conducted with care to prevent the introduction of air bubbles or any loss of the sample. Readings were taken in triplicate for each sample, with each reading extending for 30 seconds at a frame rate of 25 frames per second. This approach facilitated the real-time tracking and measurement of EVs, capturing their Brownian motion. Subsequently, cells were exposed to a stimulation involving 1x108 particles/well over a period of 48 hours.

In order to obtain soluble antigens, T. cruzi at a ratio of 5:1 (parasites:cell) per well were centrifuged at 3200 x g 10 min and resuspended in PBS. The parasites were lysed with 5 cycles of freezing in liquid nitrogen and thawing in a water bath at 37°C, followed by sonication for 30 s at 30%. The homogenate was again centrifuged at 3200 x g 10 min and the supernatant containing soluble T. cruzi antigens were diluted for in vitro stimulation for 48 h.





IL-1β, IL-6, LDH and NO measurement

The IL-1β and IL-6 cytokines quantification were performed by collecting the supernatant after each time point and a sandwich ELISA was executed according to the manufacturer’s instructions (Invitrogen). The plates were read at 450 nm absorbance on SpectraMax equipment. The LDH measurement was performed according to the manufacturer’s instructions (Invitrogen) by collecting the supernatant. The plate was read at 680 nm and subtracted by the 490 nm absorbance on SpectraMax equipment. The NO production was assessed indirectly by the measurement of nitrite concentration by Griess reaction immediately after the end of each time point. Briefly, 50 μL of Griess reagent (1% sulfanilamide, 0.1% naphthalene diamine dihydrochloride - NEED, 45% CH3COOH) was added to 50 μL of supernatant samples and to 50 μL of a serial diluted standard curve. The samples were read at 540 nm absorbance on SpectraMax equipment.





RT-qPCR

To determine the relative gene expression, cells were infected with T. cruzi for 6 h for iNOS or 24 h for Pro-IL-1β, Nlrp3 or Nlrc4 expression. Briefly, the mRNAs were isolated using the TRIzol (Invitrogen) method. The concentration and purification of mRNAs were analyzed by reading in a NanoDrop 2000c spectrophotometer (ThermoFisher Scientific, Inc). The samples were evaluated in the ratio of 260/280 nm and 260/230 nm absorbance, where only ratios above 1.8 were used, indicating the absence of contaminants. The cDNA was generated from 500 ng of total RNA by M-MLV Reverse Transcriptase (Invitrogen) following the manufacturer’s instructions. The cDNA (50 ng) was homogenized with TaqMan Universal PCR Master Mix (Applied Biosystems). All values ​​were normalized using the expression level of the endogenous control β-actin (Mm02619580_g1). Gene expression levels were shown through relative expression analysis. The relative gene expression of iNOS in all genotypes was compared to uninfected C57BL/6 cells. Reactions were conducted in a 7500 Real Time PCR system (Applied Biosystems).





Immunofluorescence ASC specks

Cells were plated for 18 h in a 96-well black plate (Greiner) with a clear bottom for microscopy. On the next day cells were infected with T. cruzi as described above and after 4 h the supernatant was removed, and cells were fixed with 4% paraformaldehyde (Sigma Aldrich) diluted in PBS for at least 15 min. Then, wells were washed twice with warm PBS, followed by block/permeabilization buffer [10% BSA (Sigma Aldrich), 1% FBS (LGC), 0.5% Triton-X 100 (Sigma Aldrich), diluted in PBS] for 1 h at room temperature. Wells were carefully washed twice with warm PBS and incubated for 18 h at 4°C with 1:1000 anti-ASC (Millipore, clone 2EI-7). On the next day wells were washed again with warm PBS and incubated with secondary antibody Alexa-fluor 647 (red) (Invitrogen) 1:1000 for 1 h at room temperature. Wells were washed again, incubated with 5 μg/mL DAPI (blue) (Sigma Aldrich) and images were acquired on IN Cell Analyzer 2200 equipment.





Western blotting

For western blotting assays 1x106 cells were plated, in duplicates, in a 24-well plate and maintained for 18 h at 37°C 5% CO2. On the next day cell media was replaced by OptiMem (Gibco) and treated with cathepsins inhibitor if necessary. Then, cells were infected with T. cruzi as described above for 24 h. The duplicate of supernatants were collected and combined, then precipitated with methanol and chloroform. While the duplicate cell samples were lysed, collected and combined. Samples were run on a 13.5% polyacrylamide SDS-PAGE, transferred to PVDF membrane (Merck), blocked with 5% BSA (Sigma Aldrich) diluted in TBStween 0.05% for 1 h at room temperature, washed 3x with TBStween 0.05% and incubated for 18 h with 1:500 anti-caspase-1 (Adipogen) at 4°C. The membrane was washed 3x with TBStween 0.05%, incubated with 1:1000 horseradish peroxidase-labeled goat anti-mouse IgG (Santa Cruz) for 1 h at room temperature, washed again, and developed by chemiluminescence using ECL (Santa Cruz) acquired in Alliance 4.7 software (Uvitec; Cambridge). Quantification of caspase-1 p20 bands was performed using ImageJ software.





Data analysis

Statistical significances (p-values) were calculated by One-way ANOVA followed by Tukey honestly significantly different (HSD) post hoc test or Student’s t-test. Data were considered significant when p ≤ 0.0332 (∗), 0.0021 (∗∗), 0.0002 (∗∗∗), or 0.0001 (∗∗∗∗). Statistical analysis and graphical representation were performed using GraphPad Prism version 9.3.0 software.






Results




NAIP/NLRC4 inflammasome is required for macrophage trypanocidal activity

NLRC4 activation is well characterized in bacterial contexts (24, 25). Recent studies have reported the involvement of NLRC4 in non-bacterial infections such as C. albicans, N. caninum and HIV infection (26–28). Given that the involvement of NAIP in most of these studies remains to be elucidated, and the role of NAIP/NLRC4 in response to T. cruzi infection is largely unexplored, we decided to investigate Naip1-7-/- and Nlrc4-/- macrophage responses to T. cruzi infection. As previously demonstrated by our group (11), T. cruzi infection resulted in a time-dependent IL-1β secretion (Figure 1A). Notably, T. cruzi-infected Naip1-7-/- and Nlrc4-/- PMs exhibited diminished IL-1β response compared to the C57BL/6 wild-type (WT) PMs (Figure 1B).




Figure 1 | NAIP/NLRC4 inflammasome is activated during T. cruzi infection. Elicited PMs from C57BL/6, Naip1-7-/- and Nlrc4-/- mice were plated (5x105/well) in triplicates and on the next day cells were infected by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium. After (A) 2 h, (A, B) 48 h and (A) 96 h the supernatant was collected to quantify IL-1β production. Then, the 96 h-infected cells were fixed with methanol for at least 15 min, replaced by DAPI (blue) staining and images were acquired immediately on IN Cell Analyzer 2200. (C) Frequency of infected cells. (D) Number of parasites/100 macrophages. (E) Representative images of T. cruzi-infected C57BL/6, Naip1-7-/- and Nlrc4-/- PMs. The experiments were performed at least twice. Statistical significance was calculated by One-way ANOVA followed by Tukey’s post hoc test, **p < 0.0021, ***p < 0.0002, ****p < 0.0001, ns, not significant.



To delve deeper into the potential contribution of the NAIP/NLRC4 inflammasome during T. cruzi infection on macrophages, we assessed intracellular parasites count at 2 h (parasite entry) and 96 h (parasite replication load) after infection. At 2 h post-infection the frequency of infected cells (Figure 1C) and the number of intracellular parasites (Figure 1D) observed in Naip1-7-/- and Nlrc4-/- PMs were similar to the C57BL/6 WT cells, demonstrating that cell invasion by T. cruzi was not affected by the absence of NAIP or NLRC4, similar as previously described for NLRP3 (11). However, at 96 h post-infection Naip1-7-/- and Nlrc4-/- PMs were more permissive to T. cruzi replication than C57BL/6 WT cells, presenting higher frequency of infected cells (Figure 1C) and higher numbers of intracellular amastigotes (Figures 1D, E) in comparison to their littermate control cells. These observations underscore the involvement of NAIP/NLRC4 inflammasomes in the macrophages’ ability to counteract the proliferation of T. cruzi.

NLRC4 phosphorylation on serine 533 (Ser 533) residue seems to optimize NAIP/NLRC4 inflammasome activation in response to their classical agonists (33). However, the constitutive phosphorylation of NLRC4 did not render macrophages more resistant to T. cruzi, since the frequency of infected cells were similar between phosphomimetic mutant Nlrc4S533D/S533D and C57BL/6 WT cells (Supplementary Figure 1A) and the amastigote numbers were even higher than those observed in C57BL/6 WT cells (Supplementary Figures 1B, C), thus reinforcing that NAIP/NLRC4, but not NLRC4 phosphorylation, is required for T. cruzi replication control by macrophages.





Both NLRP3 and NAIP/NLRC4 are required for macrophage responses to T. cruzi infection

We have previously demonstrated the involvement of NLRP3 inflammasome in controlling T. cruzi replication (11). To evaluate the relative roles of NLRP3 and NAIP/NLRC4 inflammasomes, we compared the responses of Nlrp3-/-, Naip1-7-/- and Nlrc4-/- macrophages to T. cruzi. PMs presented reduced IL-1β secretion after T. cruzi infection when NLRP3, NAIP or NLRC4 proteins were absent (Figure 2A). Importantly, these macrophages responded as expected to nigericin and flagellin, the classical stimuli of NLRP3 and NAIP/NLRC4 inflammasomes, respectively (Supplementary Figure 2A). Similar results during T. cruzi infection were observed in bone marrow-derived macrophages (BMDM) (Supplementary Figure 2B).




Figure 2 | NLRP3 and NAIP/NLRC4 inflammasomes are required for effective macrophage responses to T. cruzi infection. (A–D, G, H) Elicited PMs from C57BL/6, Nlrp3-/-, Naip1-7-/- and Nlrc4-/- mice were plated (5x105/well) in triplicates and on the next day cells were infected by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium. After (A) 48 h the supernatant was collected to quantify IL-1β production. (B–D) 96 h post-infection cells were fixed with methanol for at least 15 min, replaced by DAPI (blue) staining and images were acquired immediately on IN Cell Analyzer 2200. (B) Frequency of infected cells. (C) Parasite burden. Amastigote nests represent at least 15 parasites/nest. (D) Representative images of T. cruzi-infected C57BL/6, Nlrp3-/-, Naip1-7-/- and Nlrc4-/- PMs. BMDM from Nlrc4-/- and Nlrp3-/- mice were plated (2x105/well), infected on the next day by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium and incubated for 24 h. The mRNA was extracted and the (E) Nlrp3 and (F) Nlrc4 relative gene expression to the paired uninfected cells were quantified by RT-qPCR. (G) The NO production and (H) iNOS expression (RT-qPCR) were quantified after 48 h and 6 h, respectively, after T. cruzi Y strain infection. The iNOS relative gene expression was compared to uninfected C57BL/6 cells. The experiments were performed at least twice. Statistical significance was calculated by (A–C, G, H) One-way ANOVA followed by Tukey’s post hoc test or (E, F) Student’s t-test, *p < 0.0332, **p < 0.0021, ***p < 0.0002, ****p < 0.0001, ns, not significant.



Remarkably, Nlrp3-/-, Naip1-7-/- and Nlrc4-/- macrophages were similarly permissive to T. cruzi replication with higher frequency of infected cells (Figure 2B) and intracellular amastigotes (Figures 2C, D) in comparison to C57BL/6 WT cells. Of note, T. cruzi infection resulted in a 40-times increase of Nlrp3 expression in Nlrc4-/- macrophages (Figure 2E), although a less robust increase of Nlrc4 expression was observed in Nlrp3-/- cells (Figure 2F). Thus, the elevated NLRP3 expression alone was insufficient to rescue the impairment of Nlrc4-/- cells in controlling T. cruzi replication (Figures 2C, D), emphasizing once again the requirement of NLRC4 inflammasome for the macrophages’ trypanocidal capacity.

We have previously demonstrated the role of NLRP3-mediated NO secretion, an important trypanocydal molecule (11, 29). Here our findings revealed that the permissiveness of Naip1-7-/- and Nlrc4-/- macrophages to T. cruzi replication was correlated to the impairment of NO secretion, similar as found for Nlrp3-/- cells (Figure 2G). Furthermore, NLRP3, NAIP and NLRC4 seemed to control NO secretion through the transcriptional regulation of iNOS expression (Figure 2H). Altogether, these results demonstrate a non-compensatory role of NLRP3 and NAIP/NLRC4 inflammasomes in macrophage responses to T. cruzi infection.





Inflammasome activation by T. cruzi requires live parasite and relies on lysosomal cathepsins

Since canonical activation of NLRC4 requires the recognition of bacterial ligands by NAIP, we next evaluated if molecules expressed or secreted by T. cruzi were able to activate NAIP/NLRC4 inflammasome. Soluble antigens or EVs secreted by T. cruzi did not induce IL-1β secretion by C57BL/6 WT PMs, unlike live trypomastigotes (Figure 3A). This data suggests that NAIP/NLRC4 inflammasome activation by T. cruzi could be a response to the cytosolic disturbances caused by the parasite infection, similar as observed for NLRP3.




Figure 3 | Live T. cruzi trypomastigotes activate inflammasomes in a cathepsin-dependent manner. Elicited PMs from C57BL/6 mice were plated (5x105/well) and on the next day cells were infected with T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium for (A–C) 48 h, (D) 2 h or (E) 24 h. (A) Alternatively, cells were only incubated with T. cruzi soluble antigens or 1x108 EVs/well for 48 h. (B–D) Also, cells were pre-treated or not with KCl (30 mM), CA-074Me (25 μM) and Apocynin (25 μM) for 1.5 h prior to the infection and maintained during the entire experiment. The supernatant was collected and cells were fixed with methanol for at least 15 min when necessary. (A, B) IL-1β and (C) NO production. (D) Prevalence of T. cruzi infection. (E) The mRNA was extracted and the relative Pro-IL-1β gene expression was quantified by RT-qPCR and compared to the paired uninfected cells. The experiments were performed at least twice. Statistical significance was calculated by (A–C, E) One-way ANOVA followed by Tukey’s post hoc test or (D) Student’s t-test, *p < 0.0332, **p < 0.0021, ****p < 0.0001, ns, not significant.



While K+ efflux and ROS inhibition, known pathways associated with NLRP3 activation (5, 34), did not exert any discernible influence on IL-1β (Figure 3B) or NO (Figure 3C) release in T. cruzi-infected macrophages, a distinct outcome was observed upon cathepsins inhibition. The inhibition of lysosomal cathepsins, protease enzymes implicated in both NLRP3 (35) and NLRC4 (36, 37) activation, abrogated IL-1β and NO secretion in response to T. cruzi infection (Figures 3B, C). As expected, CA-074Me and KCl, but not NaCl or Apocynin, significantly reduced IL-1β secretion by nigericin-stimulated macrophages (Supplementary Figure 2C). Furthermore, cathepsins inhibition also reduced IL-1β secretion in macrophages stimulated with flagellin, classical activator of NAIP/NLRC4 inflammasomes (Supplementary Figure 2D). These results demonstrate the effect of cathepsins on both NLRP3 and NAIP/NLRC4-mediated responses.

CA-074Me inhibited NO (Supplementary Figure 3A) and IL-1β (Supplementary Figure 3B) but not IL-6 (Supplementary Figure 3C) in response to T. cruzi infection in a dose-dependent manner, ruling out off-target actions of this inhibitor. Furthermore, there was no cellular cytotoxicity observed in CA-074Me-treated cells, as evidenced by the absence of statistically significant differences in LDH release, even at high concentrations of the chemical compound (Supplementary Figure 3D).

Of note, the number of intracellular parasites was similar at 2 h post infection in both CA-074Me-treated and untreated cells (Figure 3D), ruling out any impairment of T. cruzi invasion when cathepsins are inhibited. Moreover, the Pro-IL-1β expression was unaffected by CA-074Me, suggesting that cathepsins participate in the effector phase of inflammasome activation in response to T. cruzi infection, rather than during the priming phase (Figure 3E).





Cathepsins inhibition affects both NLRP3 and NLRC4 inflammasomes by interfering with caspase-1 cleavage in response to T. cruzi infection

Since cathepsins inhibition impaired IL-1β secretion, but not Pro-IL-1β expression in response to T. cruzi infection, we aimed to investigate how cathepsins regulated the inflammasome cascade in this context. First, we observed that inhibiting cathepsins with CA-074Me in Nlrc4-/- or Nlrp3-/- macrophages resulted in a minimal IL-1β response, mimicking the phenotype observed in treated and untreated Nlrc4-/-/Nlrp3-/- macrophages (Figure 4A).




Figure 4 | Cathepsins regulate inflammasomes activation during T. cruzi infection by modulating caspase-1 maturation. BMDM from C57BL/6, Nlrc4-/-, Nlrp3-/- and Nlrc4-/-/Nlrp3-/- mice were plated (2x105/well, or 1x106/well for western blotting assay) and on the next day cells were infected by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium for (A) 48 h and (B, C) 4 h, or OptiMem medium for (D) 24 h. When pertinent, cells were pre-treated with CA-074Me (25 μM) for 1.5 h prior to the infection and maintained during the entire experiment. (A) IL-1β quantification in culture supernatants. (B) Frequency of ASC specks. (C) Representative images obtained with IN Cell Analyzer 2200 of uninfected, T. cruzi- or T. cruzi+CA-074Me-infected C57BL/6, Nlrc4-/-, Nlrp3-/- and Nlrc4-/-/Nlrp3-/- macrophages. Yellow arrows indicate ASC speck. (D) Western blot assay for cleaved caspase-1 (p20) (culture supernatants: Sup), and pro-caspase-1 and β-actin (cell lysates: Lys). Caspase-1 p20 bands quantification was performed using ImageJ software. The experiments were performed at least twice. Statistical significance was calculated by One-way ANOVA followed by Tukey’s post hoc test, **p < 0.0021, ****p < 0.0001, ns, not significant.



In order to assess whether cathepsins interfere with inflammasomes assembly in response to T. cruzi, we analyzed the frequency of ASC speck formation in macrophages. The frequency of cells expressing ASC specks did not differ among C57BL/6 WT, Nlrc4-/-, Nlrp3-/- and Nlrc4-/-/Nlrp3-/- macrophages after T. cruzi infection (Figures 4B, C). Moreover, cells from all strains maintained similar numbers of ASC puncta when treated with CA-074Me (Figures 4B, C), suggesting that cathepsins act downstream inflammasomes assembly in response to T. cruzi infection.

Next, we investigated the role of cathepsins on caspase-1 maturation. As expected, cleaved caspase-1 (p20) in response to T. cruzi was reduced in the absence of NLRC4, and completely abrogated in cells lacking both NLRC4 and NLRP3 (Figure 4D). Furthermore, the inhibition of cathepsins abrogated caspase-1 activation in all genotypes, resembling the phenotype observed in Nlrc4-/-/Nlrp3-/- cells, thus demonstrating that cathepsins interfered with NLRP3- and NLRC4-dependent caspase-1 maturation during T. cruzi infection (Figure 4D). Notably, the pro-caspase-1 expression was not affected by cathepsins inhibition (Figure 4D), reinforcing the role of cathepsins during the effector phase of NLRC4 and NLRP3 inflammasomes activation in response to T. cruzi infection, rather than during the priming phase.

Overall, our results support the concurrent activation of NAIP/NLRC4 and NLRP3 inflammasomes during T. cruzi infection. Importantly, cathepsins orchestrate these inflammasome responses by interfering with caspase-1 cleavage and the subsequent IL-1β maturation and NO secretion (Figure 5).




Figure 5 | Cathepsins orchestrate the responses of both NAIP/NLRC4 and NLRP3 inflammasomes to T. cruzi by interfering with caspase-1 maturation. When T. cruzi trypomastigotes infect the host cell, they are initially confined within a parasitophorous vacuole (PV), which subsequently fuses with lysosomes. Following this, the protozoan parasites escape into the cytosol and differentiate into amastigotes for replication. The leakage of cathepsins after lysosomal membrane permeabilization (LMP) orchestrate NAIP/NLRC4 and NLRP3 inflammasome responses to live T. cruzi trypomastigotes, leading to caspase-1 cleavage and the consequent release of IL-1β and NO. Accordingly, the inhibition of cathepsins results in the abrogation of these effector responses, resembling the phenotype of double knockout macrophages (Nlrc4-/-/Nlrp3-/-), although the precise mechanisms by which cathepsins modulate caspase-1 maturation remain to be elucidated.








Discussion

Inflammasomes, pivotal components of the innate immune system, have garnered significant attention for their role in host defense against various pathogens. While much has been uncovered about inflammasome assembly, activation, and effector mechanisms, there are still many questions that remain unanswered (4, 5). Among the known inflammasomes, NLRP3 has been the most extensively studied due to its versatile activation by both sterile and non-sterile stimuli (34, 38). Whereas the mechanisms governing NAIP/NLRC4 inflammasome are better elucidated, primarily in the context of bacterial infections (24, 25, 39). However, recent findings have expanded the role of NLRC4 into non-bacterial (26–28) and sterile (40–50) conditions, although the molecular regulation of NAIP/NLRC4 under these contexts remains to be elucidated. In this study, we demonstrated a previously unknown role of NAIP/NLRC4 inflammasome in response to the T. cruzi infection, a protozoan parasite responsible for causing Chagas disease. Interestingly, NAIP/NLRC4 activation by T. cruzi requires live parasites and relies on lysosomal cathepsins, similar as previously described for NLRP3 (11).

NAIP/NLRC4 inflammasome activation during bacterial infection occurs after recognition of their ligands by NAIP proteins (24, 25). Murine cells express seven NAIP proteins, while human cells have only one. Murine NAIP5 and NAIP6 bind to flagellins from distinct bacteria species, whereas NAIP1 and NAIP2 interact with the proteins from the bacterial type III secretion system (T3SS) (24, 25, 51, 52). NAIP3, NAIP4 and NAIP7 have no clear function so far. Human NAIP (hNAIP) covers all the murine NAIP functions (53). In addition to the direct interaction between NAIP and bacterial agonists, NLRC4 phosphorylation on serine 533 (Ser 533) residue seems to optimize NAIP/NLRC4 inflammasome activation (33). Here, we demonstrated that Naip1-7-/- and Nlrc4-/- macrophages were more permissive to T. cruzi replication than C57BL/6 WT cells. In contrast, macrophages from phosphomimetic mutant Nlrc4S533D/S533D mice, that harbors a constitutive phosphorylation on NLRC4 Ser 533, did not demonstrate any resistance to the infection. This highlights the pivotal role of NAIP, rather than NLRC4 phosphorylation, in mediating NLRC4-dependent control of T. cruzi by macrophages.

The participation of NAIP in non-bacterial infection was also demonstrated in HIV-1-infected human monocyte-derived macrophages, in which hNAIP was activated by HIV-1 glycoprotein 41 (gp41) leading to the NLRC4 recruitment and IL-18 secretion (28). Although the molecular mechanism of NAIP activation by T. cruzi remains to be elucidated, it seems not to involve the interaction with soluble ligands from parasites neither EV secreted by them, since the secretion of IL-1β was only observed in the presence of live trypomastigotes. Accordingly, a previous study demonstrated that irradiated- or heat-killed-T. cruzi lost the ability to induce IL-1β secretion in BMDM (12). Therefore, these findings support the hypothesis that inflammasome activation requires cytosolic disturbances induced by live trypomastigotes.

A proposed pathway for NAIP/NLRC4 activation under both infectious and sterile stimuli involves its interaction with other inflammasomes, particularly NLRP3 (27, 41, 42, 54–57). While the precise nature of this interaction is still a subject of debate (55), it has been suggested that the NAIP/NLRC4/ASC complex formed after Salmonella infection may recruit NLRP3, potentially amplifying caspase-1 cleavage and subsequent IL-1β cytokine release (42, 54, 57). Although the exact nature of the interaction between NAIP/NLRC4 and NLRP3 within the same inflammasome complex during T. cruzi infection requires further elucidation, our results demonstrated that macrophages lacking NLRP3, NAIP1-7, or NLRC4, all exhibited similar deficiencies in controlling parasite replication. This observation suggests a non-redundant role for both NLRP3 and NAIP/NLRC4 inflammasomes in enhancing the macrophage’s trypanocidal capabilities, similar as previously described for macrophage responses to short noncoding retrotransposons (42).

The susceptibility of Nlrp3-/-, Naip1-7-/-, and Nlrc4-/- macrophages to T. cruzi replication was associated with impaired NO secretion. NO is a well-established trypanocidal molecule (11, 29), and we have previously demonstrated the role of NLRP3-induced NO secretion in controlling T. cruzi replication in macrophages (11) and microglia (58). Interestingly, even in the presence of a 40-fold increase in Nlrp3 expression, Nlrc4-/- macrophages failed to release NO, highlighting the participation of the NLRC4 inflammasome in response to T. cruzi. NLRC4 has been shown to induce NO secretion in response to cytosolic flagellin by epigenetically regulating Nos2 through the cleavage of poly [ADP-ribose] polymerase1 (PARP1) by caspase-1 (59, 60). This is in line with our observations regarding the requirement of NLRP3, NAIP, and NLRC4 in regulating Nos2 expression at the transcriptional level in response to T. cruzi.

Interestingly, it appears that both NAIP/NLRC4 and NLRP3 inflammasomes are regulated by lysosomal cathepsins during T. cruzi infection. This is substantiated by the fact that pharmacological inhibition of these cysteine proteases effectively halted IL-1β secretion, NO release, and caspase-1 cleavage, whereas inhibition of K+ efflux or ROS, had no such impact. These outcomes parallel the effects observed when both NLRP3 and NLRC4 proteins were genetically deleted. Lysosomal membrane permeabilization (LMP) and the consequent leakage of cathepsins into the cytosol are known pathways associated with NLRP3 activation in response to different stimuli (35, 61, 62), including protozoan infections (7, 9, 11). Recent studies have further highlighted the role of cathepsins in regulating NAIP/NLRC4-dependent IL-1β secretion by murine and human macrophages in response to cytosolic flagellin (37).

Several mechanisms have been proposed for cathepsin-mediated inflammasome activation. Cathepsins can influence ASC speck formation, caspase-1 maturation, pro-IL-1β transcription, and IL-1β secretion in response to classical NLRP3 agonists like particulate material, ATP, or toxins (35, 63, 64). In response to flagellin, a well-known NLRC4 agonist, cathepsins seem to collaborate with gasdermin D (GSDMD) to enhance IL-1β secretion (37). This study, however, suggests that cathepsins likely do not play a role during the priming and assembly stages of NLRP3 and NAIP/NLRC4 inflammasomes in response to T. cruzi. This conclusion is further substantiated by the fact that CA-074Me treatment did not affect the transcription of pro-IL-1β and pro-caspase-1 or the formation of ASC specks. Nonetheless, the presence of CA-074Me effectively inhibited caspase-1 cleavage, aligning with the observations noted in macrophages lacking both NLRC4 and NLRP3. These findings provide compelling evidence that cathepsins orchestrate the activation of both NAIP/NLRC4 and NLRP3 inflammasomes in response to T. cruzi infection.

Considering that T. cruzi actively recruits lysosomes during invasion, resulting in the formation of the parasitophorous vacuole (PV) (65, 66), it is reasonable to hypothesize that the leakage of lysosomal cathepsins, signaling the parasite’s intrusion into host cells, might represent a pivotal event triggering inflammasome activation during T. cruzi infection in macrophages. This novel insight into the interplay between T. cruzi and inflammasomes highlights the dual involvement of both NAIP/NLRC4 and NLRP3 inflammasomes in generating effector molecules necessary for controlling T. cruzi infection. It sheds light on the intricate functional mechanisms of inflammasomes in the context of infectious diseases, underscoring their significance as potential targets for therapeutic interventions and drug development.
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Supplementary Figure 1 | Constitutive NLRC4 phosphorylation does not improve T. cruzi replication restrain. Elicited PMs from C57BL/6 and Nlrc4S533D/S533D mice were plated (5x105/well) in triplicates and on the next day cells were infected by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium. After 96 h the supernatant was collected and cells were fixed with methanol for at least 15 min, replaced by DAPI (blue) staining and images were acquired immediately on IN Cell Analyzer 2200. (A) Frequency of infected cells. (B) Prevalence of T. cruzi infection. (C) Representative images of T. cruzi-infected C57BL/6 and Nlrc4S533D/S533D PMs. The experiments were performed at least twice. Statistical significance was calculated by Student’s t-test, *p < 0.0332, ns, not significant.

Supplementary Figure 2 | NLRP3 and NAIP/NLRC4 inflammasomes respond to T. cruzi infection and classical agonists. (A, D) Elicited PMs and (B, C) BMDM from C57BL/6, Naip1-7-/-, Nlrp3-/- and Nlrc4-/- mice were plated in a density of (A, D) 5x105/well and (B, C) 2x105/well. (A) On the next day PMs were primed with LPS (200 ng/mL) for 3 h and then supernatant was replaced by 10 μM of nigericin for 1.5 h or 3 μg/mL of flagellin inserted into lipid vesicles (DOTAP) for 3 h. The supernatant was collected and IL-1β cytokine was quantified by ELISA. Alternatively, (B) BMDM were infected by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium. After 48 h the supernatant was collected to quantify IL-1β. The experiments were performed at least three times. (C, D) When pertinent, cells were pre-treated and maintained during the entire experiment with KCl (30 mM), CA-074Me (25 μM), Apocynin (25 μM) and NaCl (30 mM) for 1.5 h, primed with LPS (200 ng/mL) for 3 h, and then the supernatant was replaced by (C) 10 μM of nigericin for 1.5 h or (D) 3 μg/mL of flagellin inserted into lipid vesicles (DOTAP) for 3 h. The supernatant was collected and IL-1β cytokine was quantified by ELISA. The experiments were performed at least three times. Statistical significance was calculated by One-way ANOVA followed by Tukey’s post hoc test, *p < 0.0332, **p < 0.0021, ***p < 0.0002, ****p < 0.0001.

Supplementary Figure 3 | CA-074Me inhibits NO and IL-1β in dose-dependent manner without interfering on IL-6 production and cytotoxicity. BMDM from C57BL/6 mice were plated (2x105/well) and on the next day cells were infected by T. cruzi Y strain MOI 5:1 (parasites:cell) for 2 h, then supernatant was replaced by fresh R3% medium for 48 h. When pertinent, cells were pre-treated with different doses of CA-074Me for 1.5 h prior to the infection and maintained during the entire experiment. The supernatant was collected to quantify (A) NO, (B) IL-1β, (C) IL-6, and (D) LDH. The experiments were performed at least twice. Statistical significance was calculated by One-way ANOVA followed by Tukey’s post hoc test, **p < 0.0021, ***p < 0.0002, ****p < 0.0001, ns, not significant.
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TNF-α is essential for induction and maintenance of inflammatory responses and its dysregulation is associated with susceptibility to various pathogens that infect the central nervous system. Activation of both microglia and astrocytes leads to TNF-α production, which in turn triggers further activation of these cells. Astrocytes have been implicated in the pathophysiology of a wide range of neurodegenerative diseases with either harmful or protective roles, as these cells are capable of secreting several inflammatory factors and also promote synapse elimination and remodeling. These responses are possible because they sense their surroundings via several receptors, including the metabotropic glutamate receptor 5 (mGluR5). Under neuroinflammatory conditions, mGluR5 activation in astrocytes can be neuroprotective or have the opposite effect. In the current study, we investigated the role of mGluR5 in hiPSC-derived astrocytes subjected to pro-inflammatory stimulation by recombinant TNF-α (rTNF-α). Our results show that mGluR5 blockade by CTEP decreases the secreted levels of pro-inflammatory cytokines (IL-6 and IL-8) following short rTNF-α stimulation, although this effect subsides with time. Additionally, CTEP enhances synaptoneurosome phagocytosis by astrocytes in both non-stimulated and rTNF-α-stimulated conditions, indicating that mGluR5 blockade alone is enough to drive synaptic material engulfment. Finally, mGluR5 antagonism as well as rTNF-α stimulation augment the expression of the reactivity marker SERPINA3 and reduces the expression of synaptogenic molecules. Altogether, these data suggest a complex role for mGluR5 in human astrocytes, since its blockade may have beneficial and detrimental effects under inflammatory conditions.
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1 Introduction

Astrocytes are the most abundant glial cells of the mammalian central nervous system (CNS), playing important roles in CNS physiology and being implicated in the pathology of a diverse array of neurological diseases (1, 2). Astroglia is formed by a highly heterogeneous population of astrocytes (3). These cells may assume a reactive phenotype in pathological contexts, releasing inflammatory factors that might impact disease outcomes either in a detrimental or beneficial manner (4, 5). One important role played by glial cells is the phagocytosis of dead cells, synapses and myelin (6, 7). Although aberrant synapse pruning was shown to contribute to dementia (8), elimination of dystrophic synapses and dendrites, as well as phagocytosis of extracellular protein aggregates, such as amyloid-β (Aβ) (9, 10), is essential for proper brain function. Another important function of astrocytes is to promote synapse remodelling by secreting synaptogenic molecules, including brain derived neurotrophic factor (BDNF) (11), glypican-4 (GPC4) (12), hevin (13), and thrombospondins (TSPs) (13, 14).

The metabotropic glutamate receptor type 5 (mGluR5) is a G-protein-coupled receptor (GPCR) whose involvement in neurodegenerative disorders has been widely studied (15). As in neurons, mGluR5 stimulation in astrocytes activates the Gαq/11/PLCβ/IP3 pathway, increasing intracellular Ca2+, which facilitates glutamate release (16–19). Moreover, stimulation of this receptor activates non-canonical cell signalling pathways, including mitogen-activated protein kinase (MAPK) and phospholipase D (PLD) (20, 21). Although mGluR5 expression in astrocytes declines postnatally (22, 23), previous works have shown an upregulation of this receptor in astrocytes in neurological diseases that most commonly affect adults or the elderly, such as amyotrophic lateral sclerosis (ALS) (24), multiple sclerosis (MS) (25), and Alzheimer’s disease (AD) (26), suggesting a relevant role of mGluR5 in gliopathology. In microglia, the activation of mGluR5 has an anti-inflammatory effect, decreasing microglial expression of tumor necrosis factor-α (TNF-α) and production of reactive oxygen species (27, 28). However, the role of mGluR5 in astrocytes remains controversial, as some studies indicate that activation of astrocytic mGluR5 following injury is protective for neighbouring cells as it triggers the release of growth factors and synaptogenic molecules (29, 30), whereas others have shown that mGluR5 activation is harmful as it increases the production of inflammatory mediators (31, 32). For instance, the inhibition of mGluR5 by MPEP prevents methamphetamine-induced increase in IL-6 and IL-8 in a human astroglia cell line (32). Conversely, inhibition of mGluR5 in murine astrocytes can reduce the expression of IL-1β and MCP-1 (33). Furthermore, it has been shown that the activation of mGluR5 by DHPG has no effect on the IL-1β-induced expression of IL-6 in human astrocytes (34). Despite all these studies investigating the role of astrocytic mGluR5 in neurological disorders, it has been challenging to successfully replicate these findings in clinical trials. This discrepant results can be partially explained by the molecular differences between human and murine glial cells (35, 36). For instance, it has been pointed that these cells display species-specific gene expression profiles upon poly-I:C or TNF-α stimulation, with human astrocytes showing stronger immune response compared to their murine counterparts (35). Thus, more studies are needed to investigate how mGluR5 can impact the activation of human astrocytes and the production of inflammatory and synaptogenic mediators.

Astrocytes derived from human induced pluripotent stem cells (hiPSCs) are widely used to study cell physiology, as well as an in vitro model of neurological diseases (37–40). In this study we used cultured hiPSC-derived astrocytes to investigate the influence of mGluR5 on the astrocytic response to inflammatory stimulation with recombinant TNF-α (rTNF-α). TNF-α is essential for induction and maintenance of inflammatory responses and its dysregulation is associated with susceptibility to various CNS pathogens (41, 42). Moreover, reactive astrocytes lead to TNF-α production, which in turn triggers further activation of these cells. To modulate mGluR5 activity, we employed the mGluR5 negative allosteric modulator (NAM) CTEP, which is a potent and highly specific drug that acts as an inverse agonist of mGluR5, effectively blocking its constitutive activity (43). We show that, in the presence of rTNF-α, mGluR5 inhibition decreases the secreted levels of IL-6 and IL-8 and increases the expression of the reactive astrocyte marker SERPINA3. Since reactive astrogliosis can display different functional profiles (44) and given its role in synaptic turnover, a process altered in many neurological diseases (45), we also assessed the rate of phagocytosis of synaptoneurosomes by astrocytes and the expression of synaptogenic proteins. We show that CTEP enhanced phagocytosis regardless of rTNF-α, while both CTEP and rTNF-α downregulated the expression of synaptogenic molecules. Thereby, the current results reveal the multifaceted role of mGluR5 in astrocyte reactivity and function, highlighting its potential for both detrimental and beneficial effects depending on the specific context.




2 Materials and methods



2.1 Human-induced pluripotent stem cell line and cell culture maintenance

The 7889SA cell line was obtained from the New York Stem Cell Foundation (NYSCF ID CO0002-01-SV-003) and described previously (46). hiPSCs were maintained on 6-well plates coated with Geltrex (Gibco, cat no. A1413302) in StemFlex Medium (Gibco, cat no. A3349301). Upon reaching 80-90% confluence, cells were incubated for 3-4 min in 500 µM EDTA (Sigma, cat no. EDS) in PBS, dissociated in clumps and seeded into new 6-well Geltrex-coated plates for expansion. Media was changed every 48h.




2.2 Human astrocytes differentiation

Astrocytes were differentiated from hiPSCs as previously described (38). hiPSCs were dissociated into single cells using StemPro Accutase (Gibco, cat no. A1110501) and seeded into 6-well Geltrex-coated plates at 3x104 cells/cm2 in StemFlex Medium supplemented with 10 µM Rho-associated protein kinase (ROCK) inhibitor Thiazovivin (Sigma Aldrich, cat no. SML1045). In order to start differentiation (day 0), medium was changed to PSC Neural Induction Medium containing Neurobasal Medium (Gibco, cat no. 21103-049), Neural Induction Supplement (Gibco, cat no. A1647701) and 1% penicillin-streptomycin solution (Gibco, cat no. 15410-122). Media was changed every 48 h. On day 7, NSCs were dissociated with Accutase and plated at 1×105 cells/cm2 in 60 mm Geltrex-coated dishes in NSC Expansion Medium containing 50% Advanced DMEM/F12 (Gibco, cat no. 12634010), 50% Neurobasal Medium, Neural Induction Supplement and 1% penicillin-streptomycin solution supplemented with 10 µM ROCK inhibitor Thiazovivin. Media changes were performed every 48h. When NSCs reached 90% confluence, cells were dissociated with Accutase and seeded at 5 × 104 cells/cm2 in 25 cm2 Geltrex-coated culture flasks in Astrocyte Induction Medium containing DMEM/F12 Medium (Gibco, cat no.12400024), N2 supplement (Gibco, cat no. 17502048), 1% fetal bovine serum (FBS) (Gibco, cat no. 12657-029) and 1% antibiotic-antimycotic solution (Gibco, cat no.15240112). Media was changed every 48 h for 21 days. During this period, upon reaching full confluence, cells were expanded at a ratio of 1:3 using Accutase to 75 cm2 Geltrex-coated culture flasks. By the end of differentiation, media was switched to Astrocyte Maturation Medium (DMEM/F12, 10% FBS and 1% antibiotic-antimycotic solution) for an additional period of at least 5 weeks. During this period, media was changed twice a week and when reaching full confluence, cells were dissociated using Trypsin/EDTA 0,125% (Gibco, cat no. 25200072) and expanded to 175 cm2 culture flasks at a ratio of 1:2 (without Geltrex coating). Cells were maintained under standard culture conditions (95% relative humidity and 5% CO2 at 37°C) and tested routinely for Mycoplasma contamination, as previously described (47).




2.3 Drug treatment

After nine weeks of maturation, upon reaching 100% confluence in 175 cm2 culture flasks, hiPSC-derived astrocytes were dissociated with Trypsin/EDTA 0.125% (Gibco, cat no. 25200072) and seeded at 1x104 cells/cm2 in 6-well plates. After 5 days in culture, cells were washed three times with PBS, DMEM/F12 media was replenished, and astrocytes were serum starved for 24 h. Then, cells were treated with either 10 µM CTEP (Axon Medchem, cat no. Axon 1972) or vehicle (DMSO; Sigma-Aldrich, cat no. 41639) and subsequently stimulated with 10 ng/mL rTNF-α (BioLegend, cat no. 717904) for either 4h or 24 h. In the case of lipopolysaccharide (LPS) treatment, astrocytes were treated with either 0.1 or 1 µg/mL LPS (Sigma, cat no. L6529) for 24 h. Drugs were kept in the media throughout the whole experiment. After treatment, the supernatant was flash frozen and stored at -80°C until further use, and cells were collected with 1 mL of TRIzol™ reagent (Invitrogen, cat no. 15596018), transferred to 1.5 mL microcentrifuge tubes and frozen at -80°C.




2.4 Quantitative RT-PCR

Total RNA was isolated using TRIzol™ reagent as per manufacturer’s instructions and resuspended in 12 μL of nuclease-free water. RNA concentration and quality was analyzed by spectrophotometer (Multiskan® GO, Thermo Scientific). cDNAs were prepared from 800 ng of total RNA extracted in a 20 µL final reverse transcription reaction. Quantitative RT-PCR (RT-qPCR) was performed with 10x diluted cDNA using Power SYBR® Green PCR Master Mix in the QuantStudio™ 7 Flex real-time PCR system platform (Applied Biosystems®). RT-qPCR assays were performed to quantify the mRNA levels of the following genes: C3 (NM_000064.3); IPO8 (NM_006390.3); RPLP0 (NM_001002.3); MERTK (NM_006343.2); ITGAV (NM_001144999.3); SERPINA3 (NM_001085.5); VCAM1 (NM_001078.5); S100A10 (NM_002966.3); BDNF (NM_170735.6); GPC4 (NM_001448.3); TSP1 (NM_003246.4), FKBP5 (NM_001145775.3), SERPING1 (NM_000062.3), GBP2 (NM_004120.5), NFATC3 (NM_173163.3), NFATC4 (NM_001198967.3), and GRM5 (NM_001384268.1). Primers were designed using the Primer3Plus Program (48). Primer sequences are listed in Table 1.


Table 1 | qPCR primer sequences.



Previous verification of undesired secondary formations or dimers between primers were performed using “OligoAnalyser 3.1” tool (Integrated DNA Technologies©), available at https://www.idtdna.com/calc/analyzer. All primers used in this work were validated by serial dilution assay and the reaction efficiency was calculated, comprising 90-110% (data not shown). Changes in gene expression were calculated by the 2−ΔCt method, using the average of the housekeeping genes IPO8 and RPLP0 for normalization.




2.5 Immunofluorescence staining

After 5 weeks of maturation, hiPSC-derived astrocytes were plated onto acid-etched clean glass coverslips coated with 50 µg/mL poly-D-lysine (Sigma, cat no. P6407) in 24-well plates at 1x103 cells/cm2 in Astrocytes Maturation Media. After 5 days in culture, cells were fixed for 15 min in 4% paraformaldehyde (PFA) (Sigma, cat no. 158127) diluted in PBS. Samples were permeabilized with 0.3% Triton X-100 (Labsynth, cat no. T2502) diluted in PBS (PBST) for 10 min and blocked with 2% Bovine Serum Albumin (BSA) (Sigma, cat no. A7906) diluted in PBST (blocking solution) for 1 h at room temperature. Then, cells were washed three times with PBS and incubated overnight at 4°C with the following primary antibodies diluted in blocking solution: anti-mGluR5 (1:100, Millipore, cat no. AB5675), anti-S100β (1:200, Abcam, cat no. ab52642) and anti-GFAP (1:200, Cell Signaling, cat no. 12389). After incubation, cells were washed three times with PBS and incubated for 1 h at room temperature with the following secondary antibody and staining reagents diluted in blocking solution: anti-Rabbit IgG Alexa Fluor 488 (1:400, Invitrogen, cat no. A-11008), Hoechst (1:500, Invitrogen, cat no. H3570) and Alexa Fluor 633 Phalloidin (1:1000, Invitrogen, cat no. A22284). Coverslips were washed three times as mentioned above and mounted on clean glass slides with DAKO Mounting Medium (Agilent Technologies, cat no. S302380-2). Astrocytes were imaged using a Nikon A1 Laser Confocal Microscope (CGB, UFMG, Brazil).




2.6 Synaptoneurosomes isolation and staining

Housing and all methods and experimentations were carried out in compliance with the ARRIVE guidelines (49) and according to the guidelines of the Brazilian National Council of Control of Animal Experimentation (CONCEA) and approved by the Ethics Committee on Animal Use (CEUA) of Federal University of Minas Gerais, under the protocol number CEUA #120/2017. A 12-month-old male wild-type C57BL/6 mouse was obtained from UFMG Central Animal Facility. Mouse brain was dissected, weighed, and cut into sections of approximately 100 mg that were individually transferred to an ice-cold sterile Dounce homogenizer with 1 mL of synaptoneurosomes isolation buffer (SIB) (10 mM HEPES, 1 mM EDTA, 2 mM EGTA, 0.5 mM DTT and protease inhibitors, pH 7.0; sterile-filtered) (50). Tissue was broken with 10 slow strokes, homogenates were transferred to 1.5 mL microcentrifuge conical tubes and centrifuged at 1200 g for 10 min at 4°C. The supernatant was transferred to new 1.5 mL microcentrifuge tubes and centrifuged at 15000 g for 20 min at 4°C. The pelleted debris fraction and a small aliquot of the supernatant (synaptoneurosomal homogenate) were collected in SIB and stored at -80°C for later validation. The supernatant (cytosolic fraction) was collected into new 1.5 mL microcentrifuge tubes and frozen at -80°C and the pelleted synaptoneurosomes resuspended in SIB + 5% DMSO (Sigma, cat no. D8418), aliquoted and frozen at -80°C until later use.

On the day of synaptoneurosomal engulfment assay, synaptoneurosome aliquots were thawed and their protein concentration determined via the Bradford Protein Assay (Bio-rad, cat no. 5000205). Synaptoneuromes were spun down by centrifugation at 15000 g for 20 min at 4°C, supernatant was discarded, and the pellet resuspended in 2 µM Vybrant CM-Dil solution (Invitrogen, cat no. V22888) diluted in room temperature sterile PBS. Staining was performed according to manufacturer instructions. CM-Dil-labeled synaptoneurosomes were spun down as described above, washed twice with ice-cold PBS to remove fluorescent dye excess and resuspended in ice-cold PBS adjusting its concentration to 0.25 µg/µL. Synaptoneurosomes were kept on ice and protected from light until its use in the aforementioned assay. All procedures were carried out under sterile conditions.




2.7 Synaptoneurosome engulfment assay and analysis

hiPSC-derived astrocytes were plated onto acid-etched clean glass coverslips coated with 50 µg/mL poly-D-lysine in 24-well plates at 5.5x103 cells/cm2 in Astrocytes Maturation Media. After 5 days in culture, cells were washed three times with PBS and stained with 10 µM CellTracker Blue CMF2HC Dye (Invitrogen, cat no. C12881) diluted in warm DMEM/F12 without FBS and incubated for 45 min in the cell culture incubator. The staining solution was removed, fresh DMEM/F12 media was replenished, and astrocytes serum starved for 22 h. On the following day, cells were pre-treated for 1 h with either 10 µM CTEP or vehicle (DMSO) and subsequently stimulated with 10 ng/mL rTNF-α for an extra hour. Then, 1.875 µg (7.5 µL) of CM-Dil-labeled synaptoneurosomes were added into each well and incubated for 24 h. After incubation, cells were washed twice with room temperature PBS to remove non-engulfed material and fixed for 15 min with 4% PFA solution diluted in PBS. Coverslips were washed three times as mentioned above and mounted on clean glass slides with DAKO Mounting Medium. Images were acquired using a Nikon A1 Laser Confocal Microscope. All assays were carried out in duplicates and twice independently.

Images were analyzed using FIJI (v. 1.53t) and CellProfiler (v. 4.2.5) software programs. Briefly, CellTracker-labeled astrocytes and CM-Dil-labeled synaptoneurosomes corresponding channels were split and images pre-processed using File S1 and File S2 macros in FIJI, respectively, saved and exported in.tif format. Pre-processed.tif files were imported to CellProfiler and analyzed using the File S3 pipeline. Phagocytic Index (PI) was calculated for each cell using the formula below:

	

Orthogonal projections and 3D rendering (Supplementary Figure S5 and Movie S1) of z-stacks were generated using FIJI and FluoRender (v. 2.29.2), respectively.




2.8 Immunoblotting

Protein concentration of synaptoneurosomal preparation fractions (pelleted debris, synaptoneurosomal homogenate, cytosolic fraction and isolated synaptoneurosomes) was measured using the Bradford Protein Assay. Twenty-five µg of each fraction was diluted in Laemmli Sample Buffer, boiled at 95°C for 5 min and resolved in 10% SDS-PAGE. Proteins were transferred onto a 0.45 µm nitrocellulose membrane (Bio-Rad, cat no. 1620115), blocked with 5% BSA and 0.1% Tween-20 (Labsynth, cat no. T1028) diluted in TBS (TBST) for 1 h at room temperature, followed by overnight incubation at 4°C with the following primary antibodies in 3% BSA solution diluted in TBST: anti-syntaxin1 (1:200, Santa Cruz, cat no. sc-12736), anti-Homer (1:500, Santa Cruz, sc-8921) and anti-vinculin (1:10000, Abcam, ab129002). After incubation, primary antibodies were removed, membranes washed three times with TBST and incubated for 1 h at room temperature with secondary antibodies in 3% free-fat milk diluted in TBST: HRP-conjugated anti-mouse IgG (1:2500, Millipore, cat no. AP308P), HRP-conjugated anti-rabbit IgG (1:2500, Bio-Rad, cat no. 1706515) and HRP-conjugated anti-goat IgG (1:2500, Santa Cruz, sc-2354). Afterwards, membranes were washed three times as already described and incubated for 5 min with ECL Prime Western Blot Detection Reagent (Cytiva, cat no. RPN2232) for chemiluminescence detection using the ImageQuant LAS 4000 (GE Healthcare) platform.




2.9 Cytokine quantification

Cytokines were quantified in cell culture supernatants by flow cytometry using the BD Cytometric Bead Array Human Inflammatory Cytokines Kit (Becton, Dickinson and company - BD Biosciences, cat no. 551811), according to manufacturer’s instructions. Briefly, equal amounts of each capture bead for human IL-1β, IL-6, IL-8, IL-10, TNF-α and IL12-p70 were mixed into a single tube. Fifty µL of the capture beads mix were added to assay tubes followed by addition of 50 µL of cell culture supernatants or cytokine standard dilutions. Then, 50 µL of PE detection reagent were added and assay tubes were incubated protected from light for 3 hours at room temperature. After incubation, samples were washed with 1 mL of wash buffer and tubes were centrifuged at 200 g for 5 minutes. Supernatants were aspirated and discarded and the bead pellets were resuspended in 300 µL of wash buffer. Sample acquisition was performed on the FACS Aria Fusion (BD Biosciences). The CBA Analysis Software (BD Biosciences) was used for data analysis based on standard concentration curves and the results were expressed as pg/mL.




2.10 Statistical analyses

Statistical analyses and data plots were performed using the GraphPad Prism (v. 8.0.1) software. Two-way ANOVA, followed by Tukey’s multiple comparison tests with confidence level set to 0.95 (α = 0.05) as the lowest accepted limit was carried out for all experiments, unless otherwise stated. For the synaptoneurosomes engulfment assay, the Kolmogorov-Smirnov test was executed, indicating the data followed a lognormal distribution. A generalized linear model fitted in the lognormal distribution, followed by Sidak’s multiple comparison test with a confidence level set to 0.99 (α = 0.01) as the lowest accepted limit was employed. This latter analysis was performed with the STATA (v. 14.0) software.





3 Results



3.1 mGluR5 blockade modulates rTNF-α-induced proinflammatory response in human astrocytes

Little is known about mGluR5 function in human cells. In order to investigate the role of mGluR5 in human astrocytes under proinflammatory conditions, astrocytes were differentiated from hiPSCs for four weeks and matured for an additional period of five weeks until they displayed strong expression of the canonical astrocytic markers GFAP (Figure 1A) and S100β (Figure 1B). In addition, these hiPSC-derived astrocytes also showed mGluR5 mRNA (Supplementary Figure S1) and protein (Figure 1C) expression. Stimulation of hiPSC-derived astrocytes with LPS 1 µg/mL led to only a marginal increase in IL-6 mRNA levels, whereas IL-8 expression remained unmodified (Supplementary Figure S2A and S2B). However, following stimulation with rTNF-α 10 ng/mL, astrocytes increased the mRNA levels of both IL-6 and IL-8 (Supplementary Figure S2C and S2D). Thus, we decided to employ rTNF-α in this study to induce an inflammatory response. To further evaluate cell activation, we stimulated astrocytes with rTNF-α 10 ng/mL and measured the production of inflammatory factors in the cell culture supernatant. Upon stimulation with rTNF-α, astrocytes quickly responded by up-regulating IL-6 and IL-8 levels (Figure 2), while IL-1β, IL-10 and IL-12p70 secretion was not detected. Both IL-6 and IL-8 secreted protein levels displayed a modest elevation at 4 h (Figures 2A, C), followed by a marked increase at 24 h post-stimulation (Figures 2B, D).




Figure 1 | Characterization of astrocytes derived from human induced pluripotent stem cells (hiPSCs). (A) Shown are representative laser scanning confocal micrographs from hiPSC-derived astrocytes immunolabeled for phalloidin (magenta), GFAP (green), and Hoechst (blue). (B) Shown are representative laser scanning confocal micrographs from hiPSC-derived astrocytes immunolabeled for phalloidin (magenta), S100β (green), and Hoechst (blue). (C) Shown are representative laser scanning confocal micrographs from hiPSC-derived astrocytes immunolabeled for phalloidin (magenta), mGluR5 (green), and Hoechst (blue). Scale bar=200 μm.






Figure 2 | CTEP treatment reduces rTNF-α-induced expression of inflammatory factors. Graphs show protein quantification of IL-6 (A) and IL-8 (C) in the supernatant of hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 4 h. Graphs show protein quantification of IL-6 (B) and IL-8 (D) in the supernatant of hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 24 h. Protein levels were assessed by CBA, which was performed in duplicates. Data represents the means ± SEM, n=4-6. * (p<0.05) indicates significant differences.



Blocking mGluR5 activity with CTEP (10 µM) led to a reduction in IL-6 and IL-8 secretion only at 4 h post-stimulation (Figures 2A, C), with this effect wearing off at 24h (Figures 2B, D). Moreover, treatment with either rTNF-α or CTEP did not alter mGluR5 expression in hiPSC-derived astrocytes (Supplementary Figure S1). These data indicate that mGluR5 antagonism can prevent pro-inflammatory cytokine production by astrocytes during a short rTNF-α exposure.




3.2 mGluR5 modulates the expression of the reactive astrocyte marker SERPINA3 in human astrocytes

It has been proposed that astrocytes can be polarized to either an inflammatory and neurotoxic (A1 astrocytes) or a neuroprotective (A2 astrocytes) phenotype in response to external stimulation (51–53). Accordingly, we analyzed the expression of the general reactive astrocyte markers SERPINA3, NFATC3, and NFATC4; the A1-reactive markers C3, vascular cell adhesion molecule 1 (VCAM-1), GBP2, FKBP5, and SERPING1; and the A2-reactive marker S100A10 (40, 51–53) in human astrocytes. rTNF-α stimulation promoted an augmentation in SERPINA3, C3, VCAM-1, and GPB2 transcript levels at all tested timepoints (Figure 3), while the transcriptional levels of NFATC3, NFATC4, FKBP5, SERPING1, and S100A10 remained unchanged relative to non-stimulated astrocytes (Supplementary Figure S3). Notably, CTEP treatment led to an even greater up-regulation of SERPINA3 gene expression in rTNF-α-stimulated astrocytes at all tested timepoints (Figures 3A, B). Additionally, CTEP treatment did not modify the expression of FKBP5, SERPING1, NFATC3, NFATC4, and S100A10 (Supplementary Figure S3) or induce further alterations in the expression of the reactive astrocyte markers C3, VCAM-1 and GBP2, either in the presence or in the absence of rTNF-α stimulation (Figures 3C–H). Therefore, mGluR5 blockade promotes a sustained upregulation of the reactive astrocyte marker SERPINA3 under pro-inflammatory conditions, without changing the expression of A1- and A2-reactive markers.




Figure 3 | mGluR5 modulates the expression of the reactive astrocyte marker SERPINA3 without modifying the expression of A1 and A2 markers. Graphs show mRNA levels of SERPINA3 (A), C3 (C), VCAM-1 (E), and GBP2 (G) in hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 4 h. Graphs show mRNA levels of SERPINA3 (B), C3 (D), VCAM-1 (F), and GBP2 (H) in hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 24 h. mRNA levels were assessed by quantitative RT-PCR, which was performed in triplicates and normalized to the average of RPLP0 and IPO8 mRNA levels. Data represents the means ± SEM, n=4-6. * (p<0.05) indicates significant differences.






3.3 CTEP treatment leads to enhanced synaptic material engulfment by human astrocytes

It has been shown that astrocyte reactivity affects its capacity to uptake synaptic material (52). Then, we decided to develop an assay to assess synaptic material phagocytosis by the hiPSC-derived astrocytes. First, we isolated synaptoneurosomes from mouse brain and evaluated if this procedure was effective in enriching both pre- and post-synaptic proteins. As seen in Supplementary Figure S4, both syntaxin-1 and Homer, respectively, pre- and postsynaptic markers, were enriched in the synaptoneurosomes fraction, while vinculin, a cytoskeleton protein, was mostly confined to the cytosolic compartment. Afterwards, we investigated whether the hiPSC-derived astrocytes could engulf fluorescently-labeled synaptoneurosomes. Human astrocytes were capable to engulf synaptic material, as several red puncta, corresponding to fluorescently-labeled synaptoneurosomes, were observed inside the astrocyte cell bodies (Supplementary Figure S5 and Movie S1).

rTNF-α stimulation significantly increased astrocytic phagocytosis compared to non-stimulated cells (Figures 4A, C, E). As both rTNF-α and CTEP modified the expression of reactive astrocyte markers, next we analyzed whether mGluR5 blockade influences astrocytic phagocytosis. CTEP treatment led to enhanced synaptoneurosomal phagocytosis in human astrocytes in basal (no rTNF-α) conditions (Figures 4A, B, E). Interestingly, CTEP-treated astrocytes stimulated with rTNF-α showed even higher synaptic material engulfment (Figures 4C–E). In addition, both non-stimulated and rTNF-α-stimulated astrocytes that were pre-treated with 10 µM CTEP displayed similar synaptoneurosomal phagocytic level (Figures 4B, D, E). These data suggest that blocking mGluR5 activity is enough to enhance synaptic material engulfment by human astrocytes, even in the absence of proinflammatory stimulation.




Figure 4 | Both CTEP and rTNF-α increase astrocytic phagocytosis. Shown are representative laser scanning confocal micrographs from hiPSC-derived astrocytes labelled with CellTracker blue and synaptoneurosomes (SNS) labelled with Vybrant CM-Dil (red). hiPSC-derived astrocytes were either unstimulated (NS), and treated with either vehicle (NT) (A) or CTEP 10 µM (B), or stimulated with rTNF-α 10 ng/mL, and treated with either vehicle (NT) (C) or CTEP 10 µM (D) for 24 h. Scale bar=200 μm. (E) Graph shows phagocytic index of hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 24 h. Dashed line represents median and dotted lines represent interquartile interval, n=258-414. Graphs show mRNA levels of MERTK (F) or ITGAV (H) in hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for either 4 h. Graphs show mRNA levels of MERTK (G) or ITGAV (I) in hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 24 h (I). mRNA levels were assessed by quantitative RT-PCR, which was performed in triplicates and normalized to the average of RPLP0 and IPO8 mRNA levels. Data represents the means ± SEM, n=4-6. * (p<0.05) indicates significant differences.



Tyrosine-protein kinase mer (MERTK) and αvβ3/5 integrin, composed by the alpha chain V (ITGAV) and the beta 3/5 components, have been identified as important phagocytic receptors responsible for promoting synapse and myelin engulfment by astrocytes (10, 54, 55). Thus, we analyzed the expression of these receptors in human astrocytes upon rTNF-α stimulation and mGluR5 pharmacological inhibition. CTEP treatment increased MERTK gene expression in human astrocytes in basal conditions and this difference was statistically significant at the 4 h timepoint (Figures 4F, G). Conversely, rTNF-α stimulation reduced MERTK mRNA levels (Figures 4F, G), at the same time it enhanced ITGAV expression (Figures 4H, I) in all treatment groups at both 4 h and 24 h post-stimulation. CTEP treatment did not modify ITGAV expression (Figures 4H, I). Therefore, different phagocytic receptors might be involved in TNF-α- and mGluR5-induced phagocytosis by astrocytes.




3.4 rTNF-α stimulation and mGluR5 blockade decrease the expression of synaptogenic molecules in human astrocytes

The activation of mGluR5 can induce the expression of synaptogenic factors by astrocytes and promote synapse remodeling (30, 56, 57). To investigate whether mGluR5 could modulate the expression of synaptogenic molecules in an inflammatory context, hiPSC-derived astrocytes were subjected to rTNF-α stimulation for 4 h and 24 h followed by the analysis of gene expression of the synaptogenic factors BDNF, GPC4 and TSP1. rTNF-α-stimulated astrocytes displayed reduced BDNF and GPC4 mRNA levels at both timepoints (Figures 5A–D). TSP1 expression, on the other hand, was not affected by rTNF-α stimulation (Figures 5E, F). Furthermore, CTEP treatment had no impact in BDNF and GPC4 expression when human astrocytes were subjected to rTNF-α stimulation (Figures 5A–D). However, CTEP treatment led to a reduction in BDNF expression under basal conditions (no rTNF-α) and this difference was significant in the case of the 4 h timepoint (Figures 5A, B). In addition, CTEP drove a reduction in TSP1 gene expression, which was significantly different in the case of the 24 h timepoint (Figures 5E, F). Interestingly, this effect was observed regardless of rTNF-α-stimulation, indicating that mGluR5 antagonism alone is responsible for decreasing TSP1 expression (Figure 5F). Altogether, these data indicate that both pro-inflammatory stimulation and mGluR5 negative allosteric modulation can dampen the production of synaptogenic molecules, which may contribute to the synaptic deficits often seen in neurodegenerative disorders (58, 59).




Figure 5 | Both CTEP and rTNF-α decrease the expression of synaptogenic molecules. Graphs show mRNA levels of BDNF (A), glypican-4 (GPC4) (C), and trombospoindin-1 (TSP1) (E) in hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 4 h. Graphs show mRNA levels of BDNF (B), GPC4 (D), and TSP1 (F) in hiPSC-derived astrocytes that were either unstimulated (NS) or stimulated with rTNF-α 10 ng/mL and treated with either vehicle (NT) or CTEP 10 µM for 24 h. mRNA levels were assessed by quantitative RT-PCR, which was performed in triplicates and normalized to the average of RPLP0 and IPO8 mRNA levels. Data represents the means ± SEM, n=4-6. * (p<0.05) indicates significant differences.







4 Discussion

It is well known that mGluR5 is involved in neuroinflammation and neurodegeneration processes and has hence been pointed as a potential pharmacological target for neuroprotection in a variety of neurodegenerative diseases (60). However, the literature has provided conflicting information concerning whether activation of neuronal mGluR5 is either neuroprotective or neurotoxic and whether mGluR5 stimulation in astrocytes would elicit protective or toxic effects on neighbouring cells. While some studies have reported positive effects of astrocytic mGluR5 activation following injury through the actions of growth factors and synaptogenic molecules (29, 30), others have shown that activation of this receptor may elicit harmful effects through the production of cytokines and inflammatory mediators (31, 32). Actually, it is possible that the utility of agonists or antagonists of the receptor may vary based on the underlying condition. For instance, stimulation of mGluR5 in astrocytes can lead to BDNF release, which supports myelin protein synthesis in the cuprizone-induced demyelination mouse model (30). On the other hand, in the case of AD, it was demonstrated that Aβ induces an increase in intracellular Ca2+ levels, which can be explained, at least in part, by an increase in mGluR5 expression in astrocytes (26, 61–65). Thus, in this case, mGluR5 antagonism is efficient to reverse Ca2+ rise, preventing Aβ-induced astrocytic Ca2+ signalling dysfunction (61, 63, 65). Moreover, mGluR5 blockade in cultured astrocytes derived from hSOD1G93A, a transgenic mouse model of ALS, was shown to prevent cell death (31). Our results may shed some light on this dichotomy, as we showed that mGluR5 blockade by CTEP decreased the levels of inflammatory factors following short rTNF-α stimulation, with this effect wearing off at 24 h. This is in line with previous reports showing that mGluR5 antagonism prevents the secretion of IL-8 and IL-6 in an astrocytic cell line (32). However, it is surprising that CTEP augmented the gene expression of SERPINA3, which is a marker of reactive astrocytes. In addition, CTEP reduced the expression of trophic and synaptogenic molecules, such as BDNF and TSP1, and did not modify the expression of A1 and A2 reactive astrocyte markers.

Astrocytes play pivotal roles in neuronal survival and synapse remodelling by secreting trophic and synaptogenic factors, including BDNF (11), GPC4 (12), hevin (13), and TSP (14). We showed that rTNF-α stimulation decreased the levels of BDNF and GPC4, without modifying TSP1 mRNA levels. A previous study has shown that murine A1 astrocytes, under distinct inflammatory stimuli (IL-1α 3 ng/mL, TNF-α 30 ng/mL, and C1q 400 ng/mL), exhibit increased levels of GPC4 and TSP1/2 (52). While these contrasting results could be explained by differences in inflammatory stimuli, it is also possible that murine and human iPSC-derived astrocytes respond differently to inflammation, highlighting the importance of employing cell models relevant to humans. Interestingly, Although CTEP had an anti-inflammatory effect, mGluR5 blockade did not result in an increase in the expression of the aforementioned synaptogenic factors. In fact, CTEP decreased BDNF and TSP-1 expression levels, which could contribute to further attenuation of synaptogenesis. These results were anticipated, as it has been shown that astrocytic mGluR5 is necessary for glypican-4, BDNF and TSP1 secretion (30, 56, 57). In the case of BDNF, it has been shown that mGluR5 activation enhances the expression of this trophic factor by increasing the phosphorylation of CREB (66–69). In addition, previous data from our laboratory showed that mGluR5 genetic ablation leads to reduced dendritic spine numbers in a Huntington’s disease mouse model (58), while mGluR5 positive allosteric modulation is capable of rescuing this phenotype (69), indicating that mGluR5 stimulation is synaptogenic. Thus, both rTNF-α and mGluR5 blockade may impair synaptogenesis and future studies will be important to determine whether either astrocyte conditioned media or co-culture of these astrocytes with neurons would lead to decreased number of synapses in human cells.

Phagocytosis is important to eliminate dead cells in both physiological and pathological conditions of the CNS. Synapses and myelin are also eliminated by phagocytosis to maintain or refine neural networks during development and adulthood (6, 7). However, aberrant synapse pruning by microglia is suggested to cause undesired synapse loss in AD (8). Although microglia play a major role in phagocytosis, astrocytes also prune synapses by phagocytosis in the developing brain and take up extracellular protein aggregates, such as Aβ (9, 10). In fact, recent findings indicate that hippocampal synapses are preferentially phagocytosed by astrocytes (70). In a mouse model of AD (APP/PS1 mice), dysfunctional synapses are engulfed by Aβ-associated astrocytes, but not microglia (71). However, this beneficial effect is limited, as progressive accumulation of Aβ impairs the phagocytosis of dystrophic synapses by astrocytes and decreases the expression of the phagocytic receptors MERTK and MEGF10 (72, 73). Even though healthy synapses should be preserved, accumulation of faulty synapses can result in an unhealthy synaptic environment, causing alterations in circuit connectivity consequent cognitive impairment and memory loss. The results shown here demonstrate that rTNF-α enhanced phagocytosis by astrocytes and increased the expression of the integrin alpha chain V, encoded by ITGAV, which is part of the phagocytic receptor αvβ3/5 integrin (54), whereas MERTK expression was decreased. In contrast, murine A1 astrocytes under inflammatory stimuli (IL-1α, TNF-α, and C1q) exhibit suppressed phagocytic activity for synapses and myelin, concomitantly with downregulation of the phagocytic receptors MERTK and MEGF10 (52). These data suggest that the combination of different inflammatory factors might produce contrasting results on the phagocytic activity of astrocytes, adding to the debate of whether this simplified dichotomic classification of astrocytes into A1 and A2 is enough to fully describe the myriad of phenotypes astrocytes can display (44).

Not many studies have addressed the role of mGluR5 on astrocytic phagocytosis. A recent study shows that a silent allosteric modulator (SAM) of mGluR5 prevents synaptic localization of the complement component C1q and synaptic engulfment by astrocytes in an AD mouse model (59). Here we show that CTEP treatment enhanced phagocytosis in the presence and in the absence of rTNF-α. However, although CTEP increased the expression of MERTK in the absence of rTNF-α, MERTK expression remained reduced in the presence of this inflammatory factor. This increase in MERTK expression by CTEP is in line with the enhanced phagocytosis observed in astrocytes treated with CTEP. Thus, CTEP seems to have a prominent effect to induce phagocytosis, regardless of the presence of rTNF-α. Considering that phagocytosis by microglia (74) and astrocytes (72) decline in certain diseases, including AD, CTEP could be an option to compensate impaired phagocytic clearance of Aβ and dystrophic synapses in AD and in other brain disorders caused by protein aggregates.

In conclusion, mGluR5 blockade by CTEP attenuates the rTNF-α-induced secretion of inflammatory factors, including IL-6 and IL-8 in the short-term, although this effect subsides with time. At the same time, CTEP treatment did not modify either A1 or A2 astrocytic markers, while rTNF-α led to an increase in the A1 markers, C3, VCAM-1 and GBP2. SERPINA3 expression and astrocyte phagocytosis were enhanced by both CTEP and rTNF-α, whereas the expression of synaptogenic factors were decreased. Thus, CTEP treatment could be an option when augmented phagocytosis is desired, although it might lead to increased synaptic pruning and diminished synaptogenesis. These data illustrate the complexity of mGluR5 pharmacology and show that the simplified classification of reactive astrocytes into A1 and A2 falls short of capturing their phenotypic diversity.
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Julia Rodríguez 1, Julia De Santis Arévalo 1, Vida A. Dennis 2, Ana M. Rodríguez 1† and Guillermo H. Giambartolomei 1*†‡


1 Instituto de Inmunología, Genética y Metabolismo (INIGEM), Consejo Nacional de Investigaciones Científicas y Técnicas (CONICET), Facultad de Farmacia y Bioquímica, Universidad de Buenos Aires, Buenos Aires, Argentina, 2 Center for NanoBiotechnology Research and Department of Biological Sciences, Alabama State University, Montgomery, AL, United States




Edited by: 

Felix Ngosa Toka, Ross University School of Veterinary Medicine, Saint Kitts and Nevis

Reviewed by: 

Shaoyi Zhang, University of California, San Francisco, United States

Nikos Mastorakis, Hellenic Naval Academy, Greece

*Correspondence: 

Guillermo H. Giambartolomei
 ggiambart@ffyb.uba.ar












†These authors have contributed equally to this work


‡ORCID: 

Guillermo H. Giambartolomei
 orcid.org/0000-0001-7441-5311


Received: 23 November 2023

Accepted: 29 December 2023

Published: 23 January 2024

Citation:
Rodríguez J, De Santis Arévalo J, Dennis VA, Rodríguez AM and Giambartolomei GH (2024) Bystander activation of microglia by Brucella abortus-infected astrocytes induces neuronal death via IL-6 trans-signaling. Front. Immunol. 14:1343503. doi: 10.3389/fimmu.2023.1343503



Inflammation plays a key role in the pathogenesis of neurobrucellosis where glial cell interactions are at the root of this pathological condition. In this study, we present evidence indicating that soluble factors secreted by Brucella abortus-infected astrocytes activate microglia to induce neuronal death. Culture supernatants (SN) from B. abortus-infected astrocytes induce the release of pro-inflammatory mediators and the increase of the microglial phagocytic capacity, which are two key features in the execution of live neurons by primary phagocytosis, a recently described mechanism whereby B. abortus-activated microglia kills neurons by phagocytosing them. IL-6 neutralization completely abrogates neuronal loss. IL-6 is solely involved in increasing the phagocytic capacity of activated microglia as induced by SN from B. abortus-infected astrocytes and does not participate in their inflammatory activation. Both autocrine microglia-derived and paracrine astrocyte-secreted IL-6 endow microglial cells with up-regulated phagocytic capacity that allows them to phagocytose neurons. Blocking of IL-6 signaling by soluble gp130 abrogates microglial phagocytosis and concomitant neuronal death, indicating that IL-6 activates microglia via trans-signaling. Altogether, these results demonstrate that soluble factors secreted by B. abortus-infected astrocytes activate microglia to induce, via IL-6 trans-signaling, the death of neurons. IL-6 signaling inhibition may thus be considered a strategy to control inflammation and CNS damage in neurobrucellosis.
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Introduction

Neurobrucellosis is an inflammatory disorder generated by the invasion of Brucella to the nervous system. It mostly affects the central nervous system (CNS) and has an ominous prognosis (1). Once Brucella spp. invades the CNS, it induces meningoencephalitis, central and peripheral demyelination, and neuritis together with neurocognitive abnormalities (2–6). Brucella-induced pathology in the CNS is a very complex process and it has yet many aspects to be untangled, being the reactive inflammation one of the main contributors to neuronal dysfunction (7, 8).

Astrocytes, microglia, oligodendrocytes, pericytes, and endothelial cells are part of a highly controlled microenvironment that is vital for proper neuronal function within the CNS (9). Initially, glial cells were thought to simply provide trophic support for neurons. Nowadays, it is clear that a closely intermingled neuron-glia network is a crucial requisite for adequate CNS function (10–13). Interactions between astrocytes and microglia control CNS physiology in health and disease (12–17). This molecular dialogue between microglia and astrocytes initiates early during colonization of the CNS parenchyma and plays an essential role in neuronal function (18). Yet, this reciprocal crosstalk between astrocytes and microglia may also induce CNS inflammation through the secretion of multiple cytokines and inflammatory mediators (19).

In recent years, we have demonstrated that CNS infection by B. abortus causes the development of a powerful inflammatory response. This response generates reactive microgliosis, astrogliosis, and cellular infiltrates (20, 21). We have also shown that after infection, glial cells secrete pro-inflammatory cytokines, chemokines, metalloproteases, and nitric oxide (NO) (8, 20, 21). Moreover, we have hypothesized that the neurocognitive symptoms associated with neurobrucellosis may be the result of neuronal damage due to the inflammatory response to infection (20, 22–24). Indeed, we have demonstrated that B. abortus-activated microglia induce neuronal death through primary phagocytosis (8). Nitric oxide secreted by B. abortus-infected microglia induced neuronal exposure of the “eat-me” signal phosphatidylserine (PS), which was sufficient to trigger the microglial milk fat globule epidermal growth factor-8 (MFG-E8)/vitronectin receptor pathway which leads to subsequent neuronal engulfment and death (8).

The role of activated microglia either as positive (16, 25) or negative regulators (26) of astrocytic pathogenic responses is well established. However, since it is becoming more apparent that inflammatory astrocytes are also able to regulate microglial activity (17, 27–29), we sought to investigate the putative role of B. abortus-infected astrocytes on microglial activation and the effect that this interaction might have on neuronal wellbeing. Here, we present the result of our study.





Materials and methods




Animals

Mice were used to obtain primary cultures of neurons, astrocytes, and microglia. BALB/c mice were provided by the School of Pharmacy and Biochemistry, University of Buenos Aires, Argentina. Interleukin-6 (IL-6) knock-out (KO) mice and C57BL/6 wild-type (WT) mice were provided by the National University of San Martín, Argentina. Mice were housed under specific pathogen-free conditions in positive-pressure cabinets and provided with sterile food and water ad libitum, under controlled temperature (22 ± 2°C) and artificial light (12 h cycle period). All animal procedures were performed according to the National Institute of Health (USA) rules and standards. Animal experiments were approved by the Ethics Committee of Care and Use of Laboratory Animals of the School of Medicine, University of Buenos Aires (Protocol #181/2020).





Primary cell cultures

Cultures of cortical neurons (>95%) were generated from E16-E18 mouse forebrain fetuses, as described before (8). Briefly, meninges were removed from the brain, and cortices were dissected and treated with 0.25% trypsin-EDTA (Gibco). Cells were dissociated mechanically and plated onto glass coverslips pre-treated with poly-L-lysine (1 mg/mL) (Sigma Aldrich) at a density of 2 x 105 cells/well in 24-well plates. Cultures were initially maintained with Dulbecco’s modified Eagle’s medium-F12 (DMEM-F12, Gibco) plus 10% fetal bovine serum (FBS, Gibco) for 3 h. Then, the medium was changed by a Neurobasal medium supplemented with B27 and N2 (all from Gibco). All media contained glucose, GlutaMAX (Gibco), streptomycin, and penicillin (Gibco). Astrocytes and microglia cultures (>95%) were obtained from the P1-P3 mouse forebrain following previously described procedures (20). In short, brain tissue was subjected to mechanical and enzymatic digestion with 0.25% trypsin-1mM EDTA (Gibco) along with magnetic agitation for 20 min at room temperature. The cell suspension was seeded in culture flasks previously treated with 2% w/v gelatin (Sigma Aldrich) and was grown at 37°C, 5% CO2 humidified incubator in DMEM with high glucose, supplemented with L-glutamine, sodium pyruvate, penicillin, streptomycin, fungizone, and 10% FBS (all from Gibco). After 2-3 weeks of culture, microglia were harvested by orbital shaking (2 h at 37°C, 180 rpm) and astrocytes were harvested by orbital shaking and subsequent trypsinization. Co-cultures of neurons/microglia were established by adding 1 x 105 microglial cells on top of neuron cultures and were allowed to adhere for 18 h before treatment. Astrocytes were cultured at a density of 3.5 x 105 astrocytes/well in 24-well plates.





Bacteria

B. abortus S2308 was grown for 3 to 5 days in tryptic soy agar (TSA, Merck) at 37°C. An inoculum of the bacteria was suspended in sterile phosphate-buffered saline (PBS) and their number was estimated by measuring the OD600 in a spectrophotometer (Amersham Biosciences). All manipulations with viable bacteria were performed in biosafety level 3 facilities located at the INBIRS (School of Medicine, University of Buenos Aires). When indicated, B. abortus organisms were washed in PBS, heat-killed at 70°C for 20 min (HKBA), aliquoted, and stored at -70°C until their use to stimulate cultures. The absence of B. abortus viability after heat-killing was verified by the lack of bacterial growth on TSA.





Production of astrocyte culture supernatants

Astrocyte cultures were infected with B. abortus at multiplicity of infection (MOI) 100 for 24 h in 0.5 mL of DMEM, supplemented with 2 mM of L-glutamine, 1 mM of sodium pyruvate, and 10% FBS (complete medium) without antibiotics. Non-infected astrocytes were cultured in the same conditions. Then, culture supernatants were collected and sterilized using a 0.22 μm filter (JetBiofil) to eliminate non-internalized bacteria, which were ultracentrifugated when mentioned (at 100,000 x g for 5 h at 4°C), aliquoted, and stored at -70°C until their use to stimulate cultures.





Culture treatment

Neurons/microglia co-cultures or microglia cultures were stimulated for 48 h with SN from non-infected or B. abortus-infected astrocytes diluted in complete medium (1/2, unless otherwise stated). Untreated wells were used as a negative control. When indicated, co-cultures were treated with astrocytes SN in the presence of recombinant annexin V (200 nM; eBioscience), cyclic RGD peptide (cRGD, Cyclo(-Arg-Gly-Asp-D-Phe-Val)), cRAD (Cyclo(-Arg-Ala-Asp-D-Phe-Val)) peptides (100 μM; Bachem), or recombinant mouse IL-6 (5, 10 or 15 ng/mL; Peprotech). Also, co-cultures were pre-treated for 1 h with aminoguanidine (AG) (200 μM; Sigma Aldrich) or recombinant mouse gp130Fc chimera protein (100 ng/mL; R&D Systems), then they were treated with astrocytes SN for 48 h in the presence of the inhibitor. Neutralization experiments were performed using anti-mouse TNF-α (10 μg/mL; clone MP6-XT3; BD Pharmingen), anti-mouse IL-1β (10 μg/mL; clone B122; eBioscience), anti-mouse IL-6 (5 μg/mL; clone MP5-20F3; BD Pharmingen) monoclonal antibodies, or an isotype control (10 μg/mL; BioLegend). Culture supernatants from B. abortus-infected astrocytes were pre-incubated with the respective neutralizing antibodies for 1 h at 37°C before stimulating neurons/microglia co-cultures.





Immunofluorescence and quantification of neuronal density

Neurons/microglia co-cultures were fixed with 4% paraformaldehyde (PFA) for 20 min at RT 48 h after treatment. Cells were permeabilized with 0.125% v/v Triton X-100 (Promega) and blocked with PBS 5% FBS. Neurons were labeled with anti-β-Tubulin III monoclonal antibody (1:750 dilution; clone 2G10; Sigma Aldrich) followed by Alexa Fluor 546-labeled anti-mouse IgG2a (1:200 dilution; Life Technologies Inc.). Microglia were labeled with biotinylated Griffonia simplicifolia isolectin-B4 (1:500 dilution; Vector Laboratories) followed by Alexa Fluor 488-labeled streptavidin (1:200 dilution; BioLegend). To dye nuclear structures, 4’,6-diamidino-2-phenylindole (DAPI, Molecular Probes) were used and nuclear morphology was analyzed to identify viable vs. apoptotic neurons. Images were acquired by a Nikon Eclipse Ti-E PFS microscope and analyzed using ImageJ software. Five microscopic fields per duplicate coverslip (100-150 neurons) were counted. Neuronal viability was calculated with respect to untreated controls (expressed as a percentage).





Determination of gene expression by RT-qPCR

The total RNA of microglia cells was extracted using Quick-RNA MiniPrep Kit (Zymo Research) following the manufacturer’s instructions. cDNA was synthesized from 1 μg of total RNA using the reverse transcriptase Improm-II enzyme (Promega). Real-time quantitative PCR (RT-qPCR) was performed with the master mix FastStart Universal SYBR Green Master (ROX, Roche) in a StepOne Real-Time PCR System (Applied Biosystems). Primers used were as follows: TNF-α forward: 5’-ATGGCCTCCCTCTCATCAGT-3’, reverse: 5’-TTTGCTACGACGTGGGCTAC-3’; IL-1β forward: 5’-GCCACCTTTTGACAGTGATGAG-3’, reverse: 5’-GACAGCCCAGGTCAAAGGTT-3’; IL-6 forward: 5’-AGACAAAGCCAGAGTCCTTCAG-3’, reverse: 5’-GAGCATTGGAAATTGGGGTAGG-3’; iNOS forward: 5’-CAGCTGGGCTGTACAAACCTT-3’, reverse: 5’-CATTGGAAGTGAAGCGTTTCG-3’; β-actin forward: 5’-AACAGTCCGCCTAGAAGCAC-3’, reverse: 5’-CGTTGACATCCGTAAAGACC-3’. The amplification cycle was the following: 10 min at 95°C, 40 cycles at 95°C for 15 s, 60°C for 30 s, and 72°C for 60 s. All primer sets (Invitrogen) yielded a single amplification product by melting curve analysis. The fold change (relative expression) in gene expression was calculated using the relative quantitation method (2−ΔΔCt). Relative expression levels were normalized to the expression of β-actin and plotted in a log2 scale.





Measurement of cytokines and nitric oxide

Mouse IL-6, IL-1β, and TNF-α were measured in culture supernatants by ELISA according to the manufacturer’s instructions (BD Pharmingen). The preexisting levels of cytokines in astrocytes SN were subtracted in order to show the specific secretion by microglia. Levels of nitric oxide (NO) in culture supernatants were evaluated by measurement of nitrite concentration using the colorimetric Griess reaction.





Phagocytosis assays

The phagocytic capacity of microglia was evaluated by the uptake of Escherichia coli or negatively charged fluorescent beads. For phagocytosis assay with E. coli, microglial cells were washed after 24 h of culture stimulation, and E. coli DH5α (Invitrogen) was added for 30 min at 37°C and 5% CO2. Unphagocytosed bacteria were removed by washing and gentamicin treatment (100 μg/mL) for 30 min. Microglia were lysed with 0.1% v/v Triton X-100 in distilled water, and the lysates were plated on TSA and incubated overnight at 37°C. Phagocytosed bacteria were assessed by counting colony-forming units (CFU). For phagocytosis assay with fluorescent beads, after 48 h of culture stimulation, microglial cells were incubated with 0.003% w/v of 5-5.9 μm carboxyl fluorescent Nile red particles (Spherotech) for 2 h at 37°C and 5% CO2. Then, cells were thoroughly washed with ice-cold PBS to arrest bead internalization and fixed with 4% PFA.





Statistical analysis

Experiments were executed at least three times using different primary cultures. Statistical analysis was performed with two-way ANOVA followed by the post hoc Tukey test in experiments of neuronal viability, one-way ANOVA followed by the post hoc Bonferroni test in experiments comparing more than two groups, or two-tailed Student’s t-test in experiments comparing two groups, using GraphPad Prism 6.0 software. Data are represented as mean ± SEM.






Results




Culture supernatants from B. abortus-infected astrocytes induce neuronal death in co-cultures of neurons/microglia

We examined whether activation of microglia by astrocytes within the inflammatory milieu generated by B. abortus in the CNS promoted neuronal death. To model this scenario, in vitro co-cultures of neurons/microglia were stimulated with SN from B. abortus-infected astrocytes, and neuronal viability was determined by microscopy after 24 and 48 h of culture. In parallel, co-cultures were stimulated with SN from non-infected astrocytes or left untreated (control). The addition of SN from B. abortus-infected astrocytes to co-cultures of neurons/microglia induced a significant dose- and time-dependent reduction (p < 0.05) in the number of healthy neurons when compared with untreated controls. In all cases, the number of apoptotic neurons was low and not different from co-cultures stimulated with SN from uninfected astrocytes or unstimulated co-cultures (Figures 1A–C). This result did not depend on a particular co-culture or SN preparation since it was corroborated in five independent experiments using neurons, microglia, and astrocytes SN from different animals (Figure 1D). Brucella spp. releases outer-membrane vesicles (OMVs) containing lipopolysaccharide (LPS), outer membrane proteins, and other bacterial components (30). To rule out the possibility that the remaining OMVs present in SN after astrocyte infection were implicated in microglia activation, we performed ultracentrifugation of SN, as previously described (30, 31). Co-cultures were then incubated with OMV-free SN for 48 h and neuronal death was evaluated. The percentage of neuronal death was not significantly different (p > 0.05) between non-depleted and OMV-free SN (Figure 1E). Importantly, B. abortus-infected astrocytes SN had no direct effect on neuronal viability if microglia were not present in the culture (Figure 1F), indicating that SN are activating microglia to induce neuronal demise. These results indicate that secreted factors from B. abortus-infected astrocytes are responsible for microglia activation and concomitant neuronal death.




Figure 1 | SN from B. abortus-infected astrocytes induce neuronal death in co-cultures of neurons/microglia. Neurons/microglia co-cultures were stimulated with SN from non-infected (NI) or B. abortus-infected (Ba) astrocytes (Astr SN) diluted in complete medium (1/2) or left untreated (control) for 24 h or 48 h (A), or with different dilutions of SN from infected astrocytes for 48 h (B). Representative images from neurons/microglia co-cultures showing neurons labeled with anti-β-Tubulin III antibody (red) and microglia labeled with isolectin-B4 (green). Scale bar: 50 μm (C). The percentage (%) of neuronal density was evaluated in five independent experiments using neurons, microglia, and astrocytes SN from different animals (D). Astrocytes SN were ultracentrifuged (OMVs-free SN) or not and used to stimulate neurons/microglia co-cultures for 48 h (E). Cultures of neurons with microglia or neurons alone were treated with SN from non-infected or B. abortus-infected astrocytes for 48 h and neuronal density was evaluated (F). The density of neurons was evaluated by fluorescence microscopy. The percentage (%) of viable and apoptotic neurons was calculated vs. control condition. Data are shown as mean ± SEM from a representative experiment of three performed, except where indicated. *p < 0.05; **p < 0.005; ***p < 0.0005; ****p < 0.0001 vs. control condition, except where indicated. Non-significant (ns).







SN from B. abortus-infected astrocytes induce microglial activation

To investigate the effects that SN from B. abortus-infected astrocytes have on microglia, we evaluated several parameters of microglia activation. Treatment with SN from B. abortus-infected astrocytes induced a significant (p < 0.05) inflammatory activation of microglia measured as an increased gene transcription and secretion of TNF-α, IL-1β, and IL-6 (Figure 2A); increased gene transcription of the inducible nitric oxide (NO) synthase (iNOS) expression with concomitant NO release (Figure 2B); and increased microglial proliferation (Figure 2C). Treatment also increased the phagocytic capacity of microglia. Microglia treated with SN from B. abortus-infected astrocytes significantly (p < 0.0005) increased the phagocytosis of E. coli when compared with unstimulated control microglia or microglia stimulated with SN from uninfected astrocytes (Figure 3A). Activation of microglia caused by treatment with SN from B. abortus-infected astrocytes also significantly (p < 0.05) improved phagocytic uptake of beads, increasing both the number of phagocytic microglia and the number of beads taken per microglia (Figures 3B, C), when compared with microglia incubated with SN from uninfected astrocytes or unstimulated control microglia. Overall, these results indicate that SN from B. abortus-infected astrocytes induce an inflammatory activation of microglia with the release of pro-inflammatory mediators and the increase in their proliferation and phagocytic capacity which results in the death of neurons.




Figure 2 | SN from B. abortus-infected astrocytes induce an inflammatory phenotype on microglia. Microglia were treated with SN from non-infected (NI) or B. abortus-infected (Ba) astrocytes (Astr SN) or left untreated (control) for 48 h. Gene expression of TNF-α, IL-1β, and IL-6 was analyzed by RT-qPCR in three independent experiments (plotted in a log2 scale) and cytokine secretion was measured by ELISA (A). Gene expression of iNOS was determined by RT-qPCR in three independent experiments and the level of NO was evaluated by Griess reaction (B). Proliferation was assessed by fluorescence microscopy (C). Data are shown as mean ± SEM from a representative experiment of three performed, except where indicated. *p < 0.05; ***p < 0.0005 vs. control condition.






Figure 3 | SN from B. abortus-infected astrocytes increase the phagocytic activity of microglia. Microglia cultures were treated with SN from non-infected (NI) or B. abortus-infected (Ba) astrocytes (Astr SN), or left untreated (control). The phagocytic activity of microglia was evaluated by two different phagocytosis assays using E. coli (A) or negatively charged fluorescent 5 μm beads (B, C). Phagocytized bacteria were evaluated by intracellular CFU counting, and phagocytized beads were evaluated by fluorescence microscopy. Scale bar: 50 μm. Data are shown as mean ± SEM from a representative experiment of three performed. **p < 0.005; ***p < 0.0005 vs. control condition.







Microglia activated by SN from B. abortus-infected astrocytes induce neuronal death by primary phagocytosis

In a previous report, we have demonstrated that B. abortus-infected microglia induce neuronal loss by primary phagocytosis (also named phagoptosis) of live neurons (8). The elimination of neurons relies on two simultaneous events: inflammatory signaling–specifically NO secretion–and the increased phagocytic capacity of microglia. NO secreted by B. abortus-activated microglia induced neuronal exposure of the “eat-me” signal PS which allows the microglial engulfment of live neurons through the vitronectin receptor, using MFG-E8 as a bridging molecule. Blocking either of the two mechanisms (NO secretion or phagocytosis) abrogates neuronal death without inhibiting microglial overall activation (8). Thus, to investigate if phagoptosis was involved in the neuronal death induced by microglia activated by SN from B. abortus-infected astrocytes, we first inhibited the PS/MGF-E8/vitronectin receptor pathway. Blocking the MFG-E8–neuron’s PS interaction (using recombinant annexin V) or the interaction between MFG-E8 and the microglia’s vitronectin receptor (using cRGD) completely inhibited the neuronal loss induced by microglia activated by SN from B. abortus-infected astrocytes (Figures 4A, B). As expected, the control peptide cRAD did not prevent neuronal death. Of note, in both cases (annexin V and cRGD), the number of apoptotic neurons was not higher than controls (Figures 4A, B), indicating that microglial phagocytosis of neurons was the cause of death rather than its consequence. Certainly, if neurons had been killed first by microglia and afterward phagocytosed by them, when inhibition of phagocytosis was performed, apoptotic neurons should have been visualized in the culture. Instead, we have found only live neurons in the cultures. Likewise, the addition of aminoguanidine, an inhibitor of both constitutive and iNOS and therefore the release of NO (8), significantly reduced (p < 0.005) the neuronal death induced by microglia activated by SN from B. abortus-infected astrocytes (Figure 4C). These results indicate that microglia stimulated by SN from B. abortus-infected astrocytes kill live neurons by primary phagocytosis.




Figure 4 | Microglia activated by B. abortus-infected astrocytes induce neuronal death by primary phagocytosis. Neurons/microglia co-cultures were stimulated with culture supernatants (Astr SN) from non-infected (NI) or B. abortus-infected (Ba) astrocytes for 48 h in the absence or the presence of recombinant Annexin V (rAnnexin V; 200 nM) (A), the cyclic (c) peptides cRAD or cRGD (100 μM) (B), or aminoguanidine (AG; 200 μM) (C). Untreated co-cultures were used as control conditions (control). The density of neurons was evaluated by fluorescence microscopy. The percentage (%) of viable and apoptotic neurons was calculated vs. control. Data are shown as mean ± SEM from a representative experiment of three performed. *p < 0.05; **p < 0.005; ***p < 0.0005 vs. control condition, except where indicated.







Neutralization of IL-6 prevents neuronal death induced by SN-activated microglia

Our results indicate that soluble factors secreted by Brucella-infected astrocytes are involved in the activation of microglia which leads to neuronal death by primary phagocytosis. TNF-α, IL-1β, and IL-6 have been shown to be key inducers of microglial activation and regulators of microglia effector functions (32–35). Because these cytokines are secreted upon infection of astrocytes with B. abortus (20), we sought to investigate their role in the activation of microglia by SN from B. abortus-infected astrocytes. To investigate the role of IL-6, IL-1β, and TNF-α in neuronal phagoptosis induced by microglia activated by SN from B. abortus-infected astrocytes, we pre-incubated SN with IL-6, IL-1β, or TNF-α neutralizing antibodies before adding them to microglia/neurons co-cultures. Neutralization of IL-6 but not TNF-α or IL-1β resulted in complete abrogation of neuronal death induced by activated microglia. Isotype control antibody had no effect on primary phagocytosis of neurons induced by activated microglia (Figure 5). This result indicates that IL-6 is a key factor in activating microglia to induce neuronal death.




Figure 5 | Neutralization of IL-6 prevents neuronal death induced by bystander-activated microglia. SN from non-infected (NI) or B. abortus-infected (Ba) astrocytes (Astr SN) were pre-incubated or not with anti-TNF-α (aTNF-α; 10 μg/mL), anti-IL-1β (aIL-1β; 10 μg/mL), anti-IL-6 (aIL-6; 5 μg/mL) monoclonal antibodies, or isotype control (10 μg/mL) and used to stimulate neurons/microglia co-cultures for 48 h. Untreated co-cultures were used as control conditions (control). The percentage (%) of viable and apoptotic neurons was calculated vs. control. Data are shown as mean ± SEM from a representative experiment of three performed. ***p < 0.0005; ****p < 0.0001 vs. control condition, except where indicated.







IL-6 secreted by both astrocytes and microglia contributes to neuronal death induced by B. abortus-activated microglia

Our results (Figure 2A and (20)) indicate that Brucella-activated microglia are capable of secreting IL-6. This, together with the experimental design of the neutralization assay performed above cannot rule out a putative contribution of microglial-secreted IL-6 in the phagoptosis induced by microglia activated by SN from B. abortus-infected astrocytes. To decipher the source of IL-6 (microglia or astrocyte SN, or both) that drives activated microglia to kill neurons, we performed co-cultures with microglia and astrocyte SN from mice deficient in the IL-6 gene (IL-6 knock-out, KO). At first, we treated wild-type (WT) co-cultures of neurons/microglia with SN from B. abortus-infected WT or IL-6 KO astrocytes (Figure 6A). As was shown before, when SN from B. abortus-infected WT astrocytes were employed to activate WT microglia (▲), a significant (p < 0.0001) neuronal death was achieved when compared to control cultures (●). Stimulation of WT microglia with SN from B. abortus-infected IL-6 KO astrocytes (♦) caused a significant neuronal death compared with the control condition (●, p < 0.005) even though the percentage of neuronal death was significantly less (p < 0.05) than the one obtained with SN from WT-infected astrocytes (▲). Conversely, we performed co-cultures of neurons with WT or IL-6 KO microglia and treated them with SN from B. abortus-infected WT astrocytes (Figure 6B). Likewise, if IL-6 KO microglia were activated with SN from B. abortus-infected WT astrocytes (♦), the percentage of neuronal death was significantly less than the one obtained in co-cultures with WT microglia (▲, p < 0.005) although still significant from the untreated control co-cultures with IL-6 KO microglia (○, p < 0.05). Finally, in co-cultures where both microglia and SN from B. abortus-infected astrocytes were obtained from IL-6 KO mice, no neuronal death was achieved (Figure 6C) indicating the key role of this cytokine in mediating microglia-induced neuronal death. Indeed, the importance of IL-6 in the overall phagoptotic phenomenon was corroborated by stimulating microglia with heat-killed B. abortus (HKBA), a surrogate of infection (8). At variance with WT microglia, IL-6 KO microglia were unable to induce neuronal phagoptosis upon activation by B. abortus directly (Figure 6D). Also, infection of WT microglia in the presence of IL-6 neutralizing antibody completely abrogated neuronal death (Figure 6E). These results indicate that IL-6 from both astrocytes and microglia contributes to neuronal death and demonstrate the critical role of this cytokine in the phagoptosis of neurons induced by B. abortus regardless of its cellular source.




Figure 6 | IL-6 secreted by both astrocytes and microglia contributes to neuronal death by primary phagocytosis. Neurons/microglia wild-type (WT) co-cultures were stimulated with SN from non-infected (NI) or B. abortus-infected (Ba) WT and IL-6 knock out (KO) astrocytes (Astr SN) for 48 h (A). Co-cultures of neurons and WT or IL-6 KO microglia were treated with SN from non-infected (NI) or (B) abortus-infected (Ba) WT astrocytes for 48 h (B). Co-cultures of WT neurons and IL-6 KO microglia were treated with SN from non-infected (NI) or (B) abortus-infected (Ba) IL-6 KO astrocytes for 48 h (C). Co-cultures of neurons and WT or IL-6 KO microglia were stimulated with heat-killed (B) abortus (HKBA; 1x108 bacteria/mL) for 48 h (D). Neurons/microglia co-cultures were infected with B. abortus (MOI 100) in the presence of anti-IL-6 monoclonal antibody (aIL-6; 5 μg/mL) or its isotype control (5 μg/mL) for 48 h (E). The percentage (%) of neuronal density is shown as mean ± SEM from three independent experiments using neurons, microglia, and astrocytes SN from different animals (A-C). The percentage (%) of viable and apoptotic neurons was calculated vs. WT control (untreated) condition. Data are shown as mean ± SEM from a representative experiment of three performed (D, E). *p < 0.05; **p < 0.005; ***p < 0.0005; ****p < 0.0001 vs. WT control condition, except where indicated. Non-significant (ns).







IL-6 neutralization inhibits the phagocytic activity of microglia, but not its inflammatory activation

As we have mentioned before, the elimination of neurons by primary phagocytosis relies on two simultaneous events: NO secretion (which induces the exposure of the “eat-me” signal PS on neurons) and the increased phagocytic capacity of microglia (8). To investigate in which of these two phenomena (if not in both) IL-6 is involved, we performed neutralization experiments using IL-6 neutralizing antibodies and evaluated microglia functions. Neutralization of IL-6 resulted in complete abrogation of the phagocytic ability of microglia as induced by SN from B. abortus-infected astrocytes, as compared to microglia treated with SN from uninfected astrocytes or untreated control ones, when the phagocytic capacity was evaluated as uptake of negatively charged microbeads (both the number of phagocytic microglia and the number of beads taken per microglia) (Figure 7A). Conversely, the inflammatory activation of microglia measured as TNF-α secretion; and more importantly, NO release, was not modified when SN were treated with neutralizing IL-6 antibodies (Figures 7B, C). Isotype control antibody has no effect in none of these phenomena. These results indicate that IL-6 increases the phagocytic activity of microglia, but it does not modify its inflammatory activation. Indeed, although recombinant IL-6 increased the microglial phagocytosis of beads (Figure 7D), without inducing an inflammatory response (as TNF-α and NO secretion) (Figures 7E, F), it did not induce neuronal loss (Figure 7G). Overall, these results indicate that IL-6 is necessary, but not sufficient to induce neuronal death by primary phagocytosis since it is only involved in the increased phagocytic capacity of microglial cells.




Figure 7 | IL-6 neutralization inhibits the phagocytic activity of microglia, but not its inflammatory activation. Microglia cultures were stimulated with SN from non-infected (NI) or B. abortus- infected (Ba) astrocytes (Astr SN) in the presence of anti-IL-6 monoclonal antibody (aIL-6; 5 μg/mL) or its isotype control (5 μg/mL) for 48 (h) Untreated co-culture was used as a control condition (control). Phagocytic activity was evaluated by a phagocytosis assay with fluorescent 5 μm beads that were visualized by fluorescence microscopy (A). Secretion of TNF-α (B) and NO (C) were also measured in cultured supernatants. Microglia cultures were treated with recombinant IL-6 (rIL-6; 15 ng/mL) for 48 h and phagocytic activity (D), secretion of TNF-α (E), and release of NO (F) were measured. Neurons/microglia co-cultures were treated with different concentrations of rIL-6 for 48 h, and neuronal density was evaluated. Untreated co-culture was used as a control condition (control). The percentage (%) of viable and apoptotic neurons was calculated vs. control (G). Data are shown as mean ± SEM from a representative experiment of three performed. *p < 0.05; **p < 0.005; ***p < 0.0005 vs. control condition, except where indicated. Non-significant (ns).







IL-6 activates microglia via trans-signaling

IL-6 may stimulate responses in a target cell in two different manners. Classical signaling involves the binding of IL-6 to the membrane-bound IL-6 receptor (IL-6R). As the IL-6R lacks intrinsic signal transduction capacity, subsequent downstream signaling takes place upon engagement of its β-receptor gp130 on the cell membrane (36, 37). IL-6R also exists as a soluble protein (sIL-6R), which forms a complex with IL-6 and stimulates cells that express gp130 with or without endogenous IL-6R expression in a mechanism known as trans-signaling (38). To complicate things further, a soluble form of gp130 (sgp130) is also formed. sgp130 acts as a decoy receptor and can inhibit trans-signaling but does not affect classical signaling (39). As neutralizing IL-6 antibodies block both classical and trans-signaling, we used a recombinant gp130-Fc chimerical protein to investigate which signaling pathway is involved in the activation of microglia. For this, neurons/microglia co-cultures were treated with SN from B. abortus-infected astrocytes in the presence of gp130-Fc and its effect vis-à-vis the effect of IL-6 neutralizing antibodies was compared. The presence of gp130-Fc completely inhibited neuronal death induced by activated microglia. Again, neutralization of IL-6 also resulted in complete abrogation of neuronal death induced by activated microglia. Isotype control antibody had no effect on primary phagocytosis of neurons induced by activated microglia (Figure 8A). Moreover, the presence of gp130-Fc resulted in complete abrogation of microglia´s phagocytic capacity induced by SN from B. abortus-infected astrocytes (Figure 8B). Thus, trans-signaling was involved in mediating the phagocytic activity of microglia treated with SN from B. abortus-infected astrocytes. These results indicate that IL-6 trans-signaling increases microglia phagocytosis, leading to neuronal death.




Figure 8 | IL-6 activates microglia via trans-signaling. SN from non-infected (NI) or B. abortus-infected (Ba) astrocytes (Astr SN) were pre-incubated or not with recombinant gp130Fc (100 ng/mL), anti-IL-6 (aIL-6; 5 μg/mL) monoclonal antibody, or its isotype control (5 μg/mL) and used to stimulate neurons/microglia co-cultures (A) or microglia cultures (B) for 48 (h) Untreated cultures were used as control conditions (control). Percentage (%) of viable and apoptotic neurons was calculated vs. control (A). The phagocytic activity of microglia was evaluated (B). Data are shown as mean ± SEM from a representative experiment of three performed. **p < 0.005; ***p < 0.0005,****p < 0.0001 vs. control condition, except where indicated.








Discussion

The entry of B. abortus to the brain parenchyma takes place within infected monocytes as a Trojan horse after peripheral inflammation of the blood-brain barrier induced by the bacterium (31, 40). In turn, these infected monocytes served as bacterial sources for de novo infection for astrocytes and microglia (40). Infection of glial cells has a profound impact on neurobrucellosis physiopathology, provoking deleterious consequences on astrocytes (20), the blood-brain barrier (41), and neurons (8). Although it is well recognized that when B. abortus infects a cell population, Brucella-infected cells constitute only 5-10% of all cells (42, 43); the activation of astrocytes and microglia during neurobrucellosis is widespread (20), potentially indicating that a bystander activation of non-infected glial cells could be taking place in the inflammatory milieu generated by infection. Thus, we sought to investigate the role of B. abortus-infected astrocytes on microglial activation and how this interaction might affect neuronal health.

Our results demonstrate that SN from B. abortus-infected astrocytes induce the inflammatory activation of microglia, which, in turn, execute the death of neurons. It has been well documented that in the context of infection, there exists a bystander activation of uninfected cells by inflammatory mediators released by adjacent infected cells that allow the amplification and propagation of deleterious innate immune responses in most tissues (44–46). In this context, the relevance of infection of astrocytes relies on the fact that these cells are the most abundant cellular type of the CNS, in comparison with microglia which comprise approximately 5-10% of the brain parenchyma (47). Thus, astrocytic inflammatory activation would have a profound impact on the overall innate immune activation of CNS during neurobrucellosis by activating neighboring glial cells such as microglia (48), which in turn become lethal to neurons.

SN from B. abortus-infected astrocytes could not directly induce neuronal death, which is similar to our previous observations using conditioned media from B. abortus-infected microglia (8). In both cases, we have demonstrated the requirement of the presence of and close contact between microglia and neurons for neuronal demise to occur, a condition that enables phagocytosis of live neurons by activated microglia. SN from B. abortus-infected astrocytes induce the overall activation of microglia with the release of pro-inflammatory mediators and the increase of their phagocytic capacity. These two features were key in the execution of live neurons by phagoptosis, a recently described mechanism whereby microglia activated by B. abortus kill neurons by phagocytosing them (8). Thus, the phagoptosis of neurons by B. abortus-activated microglia might be triggered at least in two ways: by direct B. abortus infection of microglia or by a bystander microglial activation through inflammatory mediators secreted by  Brucella-infected astrocytes, vindicating primary phagocytosis of neurons as a major contributor of CNS pathology in brucellosis.

It has been described that a transgenic mouse model with astrocytes overexpressing IL-6 (GFAP-IL6) in the CNS exhibits neurodegeneration associated with learning (49) and motor impairment (50, 51). Interestingly, brain sections of these mice exhibit activation of microglia (microgliosis), which correlates with the loss of different neuronal subpopulations. However, the molecular mechanisms underlying neuronal death in these models have not been reported. Our findings describe a mechanism in which IL-6 is implicated in the neuronal death induced by microglia activated by SN from B. abortus-infected astrocytes. Moreover, our results demonstrate that IL-6 is a key cytokine necessary for primary phagocytosis of neurons to occur since neutralization of this cytokine completely abrogates neuronal loss. The mechanism of action, the cellular source, and the signaling pathway of IL-6 in our model merit discussion.

IL-6 is solely involved in increasing the phagocytic capacity of activated microglia as induced by SN from B. abortus-infected astrocytes and does not participate in their inflammatory activation, ascribing to IL-6 a direct action on the microglial phagocytic function. This is true in our neurobrucellosis model and also in other models in which IL-6 elicited transcriptomic and molecular changes that increase the phagocytic capacity of phagocytes (52, 53). Moreover, in some of these models, the IL-6-mediated increment of the phagocytic capacity of microglia also correlates with neurodegeneration (54, 55). Interestingly, IL-6 was also shown to increase the expression and the adhesion capacity of the αv subunit of the vitronectin receptor (56), the receptor involved in the neuronal loss induced by B. abortus-activated microglia ( (8) and Figure 4). Our results also indicate that although necessary, IL-6 is not sufficient to induce microglia-mediated neuronal death since the concomitant release of NO by activated microglia must take place for neuronal loss to occur.

IL-6 is a major cytokine in the CNS produced by glial cells, neurons, and endothelial cells under physiological and pathological conditions (57), including neurobrucellosis (20, 41, 58). Particularly, in neurobrucelosis, infiltrating CD8+ T-cells (59) could also be a source of IL-6, as it has been described in multiple sclerosis (60). Despite its autocrine action on many of these IL-6-producing cells (61–63), the functions exerted by IL-6 in CNS are induced in most cases in a paracrine way on neighboring cells (27, 54, 55, 64). In this complex scenario, astrocyte-derived IL-6 seems to have a major role in microglia functions (29, 51, 55). Our results show that both autocrine microglia-derived and paracrine astrocyte-secreted IL-6 add up to endow microglial cells with up-regulated phagocytic capacity that allows them to phagocytose neurons and go along with the contention of a multicellular source of production for IL-6 in CNS to undertake both physiological and pathological functions (34, 57).

The pleiotropic functions of IL-6 are clearly depicted in CNS where it promotes anti- and pro-inflammatory outcomes (65). IL-6 also plays a critical role in the normal homeostasis of neuronal tissue stimulating neurogenesis, neuronal differentiation, and neuroprotection against tissue injury (65, 66). Under homeostatic conditions, low levels of IL-6 are detectable in the brain (66). Yet, its production increases during many pathological conditions, including neurobrucellosis (58). This IL-6 overproduction in the brain usually leads to neurodegeneration (49, 50). In fact, several authors suggest that IL-6 might be a relevant biomarker for poor prognosis in several mental pathologies such as depressive disorders (67) and schizophrenia (68), or in the use of drugs such as cannabis and ketamine (69, 70), which are conditions related to neuronal dysfunction and with similar symptoms to the ones of neurobrucellosis (3–5). In any case, classification of anti- or pro-inflammatory profiles by IL-6 on CNS is sensitive not only to its levels (low levels under healthy steady state conditions vs. high levels during pathological conditions), cellular source (neurons, astrocytes, oligodendrocytes, microglia, and endothelial cells), and targets of IL-6 itself but more important to the IL-6 signaling pathway.

Our results demonstrate that neuronal death induced by microglia activated by SN from B. abortus-infected astrocytes proceeds via trans-signaling and agree with the contention that neuronal damage depends on trans-signaling in the CNS, whereas classical signaling has a regenerative role in neural tissue (71). Of note, although IL-6 by itself has been reported to elicit gp130-mediated signaling in IL-6R-bearing microglial cells, these cells are also responsive to hyper-IL-6 (a recombinant chimera that mimics trans-signaling) (34, 72). Notably, in pathological states, it seems that classical signaling is not involved in the activation of microglial cells as microglia become pro-inflammatory when exposed to hyper-IL-6 versus IL-6 alone (73), emphasizing the different pathological consequences between classical and trans-signaling on microglia.

In fact, classical IL-6 signaling has been hypothesized to have a neuroprotective role within the CNS (74–76). Although still under debate in the field, currently available data have confirmed a context-dependent and mutual modulation of classical or trans-signaling IL-6 pathways that lead to anti- and pro-inflammatory responses (65).

Finally, it is our contention that neuronal death caused by primary phagocytosis induced by B. abortus-activated microglia is at the basis of neurocognitive symptoms observed in neurobrucellosis (8, 24). In the present study, we have evidence that, besides infection, the bystander activation of microglia through inflammatory mediators secreted by Brucella-infected astrocytes can also induce such a phenomenon and that IL-6 is essential for the phagocytosis of neurons to take place. Since the use of humanized anti-interleukin-6 receptor antibody (tocilizumab) has been identified as a putative treatment for inflammatory encephalopathies involving neurological symptoms (77–79), the data presented in this paper suggest that the use of such a therapeutic approach might represent a medical strategy to restrict IL-6 signaling, possibly reducing the symptoms associated with neurobrucellosis or other neurological diseases in which the phagocytic activation of microglia is involved.
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Introduction

Guanylate-binding proteins (GBPs) are produced in response to pro-inflammatory signals, mainly interferons. The most studied cluster of GBPs in mice is on chromosome 3. It comprises the genes for GBP1-to-3, GBP5 and GBP7. In humans, all GBPs are present in a single cluster on chromosome 1. Brucella abortus is a Gram-negative bacterium known to cause brucellosis, a debilitating disease that affects both humans and animals. Our group demonstrated previously that GBPs present on murine chromosome 3 (GBPchr3) is important to disrupt Brucella-containing vacuole and GBP5 itself is important to Brucella intracellular LPS recognition. In this work, we investigated further the role of GBPs during B. abortus infection.





Methods and results

We observed that all GBPs from murine chromosome 3 are significantly upregulated in response to B. abortus infection in mouse bone marrow-derived macrophages. Of note, GBP5 presents the highest expression level in all time points evaluated. However, only GBPchr3-/- cells presented increased bacterial burden compared to wild-type macrophages. Brucella DNA is an important Pathogen-Associated Molecular Pattern that could be available for inflammasome activation after BCV disruption mediated by GBPs. In this regard, we observed reduced IL-1β production in the absence of GBP2 or GBP5, as well as in GBPchr3-/- murine macrophages. Similar result was showed by THP-1 macrophages with downregulation of GBP2 and GBP5 mediated by siRNA. Furthermore, significant reduction on caspase-1 p20 levels, LDH release and Gasdermin-D conversion into its mature form (p30 N-terminal subunit) was observed only in GBPchr3-/- macrophages. In an in vivo perspective, we found that GBPchr3-/- mice had increased B. abortus burden and higher number of granulomas per area of liver tissue, indicating increased disease severity.





Discussion/conclusion

Altogether, these results demonstrate that although GBP5 presents a high expression pattern and is involved in inflammasome activation by bacterial DNA in macrophages, the cooperation of multiple GBPs from murine chromosome 3 is necessary for full control of Brucella abortus infection.
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1 Introduction

Interferons (IFNs) are crucial cytokines of the host’s defense against microorganisms. IFNs signaling leads to the induction of genes called IFN-stimulated genes (ISGs) that will act as potent inducers of antimicrobial effector response against intracellular bacteria. Among the most important ISGs are GTPases. Currently, four families of IFN-induced GTPases are described, namely Immunity-Related GTPases (IRGs), Myxoma resistance proteins (MX), Very Large Inducible GTPases (VLIGs/GVINs), and Guanylate-Binding Proteins (GBPs) (1, 2). GBPs range from 65 to 73 kDa and are among the most abundantly IFN-gamma induced genes (3). These proteins are included in the dynamin GTPase protein superfamily, alike the other IFN-induced GTPases (2). GBP genes are clustered on two chromosomes in mice. One cluster on chromosome 3 contains GBP1, GBP2, GBP3, GBP5 and GBP7 genes, while another cluster on chromosome 5 includes GBP4, GBP6, GBP8, GBP9, GBP10, GBP11 genes. Conversely, humans have 7 GBPs (numbered 1-to-7) and all of them are in a single cluster on chromosome 1 (4, 5). A new classification of GBPs has been proposed recently, which is based on phylogenetic analysis. According to that, only GBP2, GBP5 (both in chromosome 3), and GBP6 (chromosome 5) are orthologs from primates’ GBPs. The other GBPs genes were incorrectly annotated and the nomenclature should change (6). As this is still a matter of debate, herein we will use the former nomenclature, with murine GBPs numbered from 1-to-11. GBPs are relevant for protection against intracellular bacteria, including Listeria monocytogenes, Mycobacterium bovis, Francisella novicida, and Chlamydia sp (7–11). Moreover, these proteins also have roles in the immune responses against viruses and parasites, e.g. being related to resistant phenotype against Ectromelia virus infection and cerebral toxoplasmosis (12, 13). In cancer as well, GBPs are involved in improved response against tumor growth (14). Among GBPs antimicrobial functions, we can include induction of inflammasome activation, direct killing of the pathogen, changes in the autophagy pathway, and release of Pathogen-Associated Molecular Patterns (PAMPs) that can activate the cell (11, 15). These functions can take place concurrently, as found in F. novicida infection (10), or unlinked, as happens during Chlamydia infection, where GBPs-mediated inflammasome activation is uncoupled from vacuole rupture or direct killing (8).

Brucella abortus is Gram-negative bacterium classified as facultative intracellular. It infects mainly macrophages and dendritic cells, which will function as replicative niches for this pathogen. To survive and replicate inside host cells, B. abortus induces the formation of a membranous compartment known as Brucella-containing vacuole (BCV) (16). This compartment interacts with Endoplasmic Reticulum (ER) and is an important step of the Brucella intracellular cycle (16). Several virulence factors help this bacterium to replicate while remaining stealthy. For instance, the VirB Type IV secretion system is necessary to deliver virulence factors that will control BCV-ER interactions. Also, Brucella LPS is non-classical, being less toxic and less active in Toll-Like Receptor 4 (TLR4) stimulation than other Gram-negative bacteria (17). Thus, comprehension of the mechanisms that permeate this host-pathogen interaction can help to deal better with stealthy infections.

Overall, the cluster of GBPs from murine chromosome 3 (from here on referred to as GBPchr3) are the most studied, notably GBP1, GBP2 and GBP5 (18). Our group has demonstrated that GBPchr3 is important to induce BCV disruption and inflammasome activation, increasing bacterial burden upon B. abortus infection (19). Furthermore, GBP5 has been shown to participate in B. abortus LPS intracellular recognition in macrophages and non-canonical inflammasome activation (20). Another important PAMP that may gain access to host cytosol after BCV disruption is bacterial DNA. Once in the cytoplasm, it can activate STING or AIM2 inflammasome pathways (19, 21). It was shown that activation of AIM2 by B. abortus DNA is essential for IL-1β production and control of B. abortus infection (21). However, it is still unclear if GBP5 also influences on Brucella DNA inflammasome activation and protection against brucellosis. In this study, we show that GBP5 participates in bacterial DNA-inflammasome activation, although cooperation of multiple GBPs from murine chromosome 3 is necessary for defense against B. abortus infection.




2 Materials and methods



2.1 Animals

C57BL/6 wild-type mice were obtained from the Federal University of Minas Gerais (UFMG) animal facility. Dr. Thirumala-Devi Kanneganti from St. Jude Children’s Research Hospital, Memphis, USA, provided GBP5-/- mice. Dr. Petr Broz from the University of Lausanne, Lausanne, Switzerland, provided GBPchr3-/- and GBP2-/- mice. All mice were kept in a laboratory facility free of pathogens. Male and female mice were used at 8-12 weeks of age. All experimental protocols were reviewed and approved by the Animal Studies Committee (protocol CEUA/UFMG 69/2020).




2.2 Bacteria, growth conditions and DNA extraction

Brucella abortus virulent strain S2308 from our bacteria library was grown in Brucella broth (BB; BD Biosciences, Franklin Lakes, NJ) for 3 days under constant agitation (180 RPM, 37°C). Bacterial suspension was pelleted (4000 RPM, 4°C), suspended in glycerol 10% and frozen at -80°C until use. Prior to in vitro infection or DNA extraction, freshly unfrozen B. abortus was grown in BB under constant agitation at 37°C. B. abortus DNA was obtained using Illustra bacteria genomicPrep Spin Kit (GE HealthCare, Chicago, IL) accordingly to manufacturer instructions.




2.3 Generation of bone marrow-derived macrophages and in vitro stimulation

Macrophages were obtained from the bone marrow of mice (bone marrow-derived macrophages; BMDMs), as described in (11). Briefly, bone marrow cells were removed from femurs and tibias and cultured in DMEM (Gibco/Thermo Fisher Scientific, Waltham, MA) containing 10% heat-inactivated FBS (Gibco/Thermo Fisher Scientific), 1% HEPES, penicillin G sodium (100 U/mL), streptomycin sulfate (100 μg/mL) and 20% L929 cell-conditioned medium (LCCM) in petri dishes (approximately 1 x 107 cells/petri dish). Cells were incubated at 37°C with 5% CO2 for a total of 7 days. On the fourth day of culture, 10 mL of fresh medium was added. At seventh day, macrophages were detached and seeded in 24-well plates (5 x 105 cells/well) and used for in vitro studies. To stimulate BMDMs, B. abortus (MOI 100:1) suspended in supplemented DMEM (1% FBS, 1% HEPES) was added. To evaluate inflammasome activation mediated by B. abortus DNA, cells were first primed with Pam3CSK4 (Pam, 1 μg/mL; InvivoGen, San Diego, CA) for 4 hours. Following, medium was changed and cells were transfected with bacterial DNA (1 μg/mL) using FuGENE HD (Promega, Madison, WI), accordingly to manufacturer instructions. Unless otherwise specified, stimulation was performed for 17 hours. As a positive control for inflammasome activation, cells were primed with Pam (1 μg/mL) for 4 hours following addition of 20 μM nigericin sodium salt (Sigma-Aldrich) in the last 45 minutes of incubation. Stimulation with Pam (1 μg/mL) for 17h was used as internal control. Culture supernatants were collected and subsequently used for cytokine analysis, western blot, or LDH release evaluation. IL-1β, TNF-α, IL-6 and IL-12p40 production was measured in the supernatants of cells by ELISA using a DuoSet kit (R&D Systems, Minneapolis, MN), according to the manufacturer’s guidelines.




2.4 Knockdown of GBP genes in THP-1 cells and BMDMs via small interfering RNA

THP-1 cells culture was performed as described in (22). THP-1 macrophages were then transfected with siRNA from siGENOME SMARTpools (Dharmacon, Lafayette, CO) using the GenMute siRNA transfection reagent according to the manufacturer’s instructions (SignaGen, Rockville, MD). siGENOME SMARTpool siRNAs specific for human GBP1 (M-005153-02-0005), GBP2 (M-011867-00-0005), GBP3 (M-031864-01-0005), GBP5 (M-018178-00-0005), and GBP7 (M-032072-01-0005) were used in this study. A control siRNA pool was used (D-001206-14-05). After 42 hours of siRNA transfection, cells were stimulated as described for BMDMs. Culture supernatants were collected and subsequently used for cytokine analysis and LDH release evaluation. Human IL-1β production was measured in the supernatants of cells by ELISA using a DuoSet kit (R&D Systems). Alternatively, BMDMs from C57BL/6 wild-type mice were transfected with siGENOME SMARTpool siRNAs specific for mouse GBP2 (M-040199-00-0005), GBP5 (M-054703-01-0005), or submitted to an integrated co-transfection using a pre-mixture of both siRNAs to achieve double knockdown of GBP2 and GBP5. A control siRNA pool was used. Forty-two hours later, cells were stimulated as described above for evaluation of IL-1β production and LDH release.




2.5 Quantitative real-time PCR

BMDMs were stimulated in 24-well plates and homogenized in TRIzol reagent (Invitrogen, Carlsbad, CA, USA) to obtain total RNA accordingly to manufacturer guidelines. Quantitative Real-Time PCR was performed as described in (11). Briefly, cDNA was synthesized by reverse transcription of 2 µg of total RNA. The Quantitative Real-Time PCR reaction used SYBR Green PCR Master Mix (Thermo Fischer Scientific) and was performed in a QuantStudio 3 Real-Time PCR System (Thermo Fischer Scientific). Primers used to amplify a specific fragment corresponding to the gene target are shown in Table 1. Data analysis was performed using the threshold cycle (ΔΔCt) method and results were presented as relative expression units after normalization to the housekeeping gene. PCR measurements were conducted in duplicates.


Table 1 | Primers for quantitative real-time PCR.






2.6 Western blot

Western blot for evaluating inflammasome activation was performed as described previously (23). Briefly, cell lysate from BMDM cultures was harvested after in vitro stimulation. Cell lysis was performed with Mammalian Protein Extraction Reagent (M-PER) (Thermo Fisher Scientific) supplemented with 1 mM Na3VO4, 10 mM NaF and 1:100 of protease inhibitor cocktail (Sigma-Aldrich). Equal protein amounts (25 μg of cell lysate) or equal supernatant volumes (20 μL) were subjected to electrophoresis on 15% polyacrylamide gel, followed by western blotting according to standard techniques. Anti-mouse primary antibodies were used in this study: Mouse monoclonal caspase-1 (p20) (clone Casper 1; AdipoGen Life Sciences, San Diego, CA, USA), Rabbit monoclonal GSDMD (clone EPR19828; Abcam, Cambridge, UK) and Rabbit monoclonal β-actin (clone 12E5; Cell Signaling Technology, Danvers, MA, USA). Loading control (β-actin) was performed using primary antibodies at a 1:5000 dilution. For detection of the other targets, the primary antibodies were used at 1:1000 dilution. Immunoreactive bands were visualized using Luminol chemiluminescent HRP substrate (Millipore, Billerica, MA, USA) in an Amersham Imager 600 (GE HealthCare). Intensity of bands was quantified and normalized using ImageJ software (National Institutes of Health, Bethesda, MD, USA; available at http://imagej.nih.gov/ij/). Unless otherwise specified, numbers below each band represent its intensity relative to the respective β-actin.




2.7 Quantification of lactate dehydrogenase release

The activity of lactate dehydrogenase enzyme was evaluated using a CytoTox96 LDH release kit (Promega) according to the manufacturer’s instructions.




2.8 In vitro infection and measurement of bacterial intracellular growth

BMDMs (5 × 105 cells; 24-well plates) were plated with DMEM supplemented with 1% FBS and 1% HEPES. Cells were infected with B. abortus (MOI 100:1) in 300 μL/well of medium and were incubated for 2 hours at 37°C in a 5% CO2 atmosphere. Next, to remove noninternalized bacteria, the cells were washed with warm saline and incubated in DMEM supplemented with 10% FBS and 1% HEPES for 24 hours (37°C; 5% CO2). To obtain the number of intracellular bacteria, macrophages were lysed 2 h (T0) and 24 hours post-infection with sterile and ice-cold H2O. Serial dilutions were plated in BB agar medium, and the colony-forming units (CFUs) were counted after 3 days of incubation at 37°C.




2.9 In vivo infection and immune evaluation

Mice were challenged intraperitoneally with 1 x 106 CFU B. abortus. Two weeks post-infection, mice were euthanized and both spleen and liver were harvested aseptically from each animal. Spleens were homogenized in saline (NaCl 0.9%), serially diluted, and plated on BB agar for measurement of bacterial burden. The plates were incubated at 37°C for 3 days for CFU determination. The results are shown as Log10 CFU mean per gram of organ. Alternatively, spleen cells (1 × 106 cells; 96-well plates) were plated with RPMI supplemented with 10% FBS and penicillin G sodium (100 U/mL)/streptomycin sulfate (100 μg/mL). Cells were infected with B. abortus (MOI 100:1). Stimulation with E. coli LPS (1 μg/mL) or Concanavalin A (ConA; 5 μg/mL) were used as internal controls. Cells were incubated for 48 hours or 72 hours at 37°C in a 5% CO2 atmosphere for measurement of TNF-α and IFN-γ levels, respectively, in the supernatants by ELISA using a DuoSet kit (R&D Systems).




2.10 Histopathology

The liver histopathology was performed as described before (11). Briefly, the liver of infected mice was collected and immediately fixed in a 10% buffered formaldehyde solution. Next, tissue was dehydrated, diaphanized, and embedded in paraffin. Tissue sections (2–3 𝜇m) were stained with Hematoxylin and Eosin (H&E). Digital images of the slides were obtained with an Olympus SC30 camera (Olympus, Tokyo, Japan) using 10× objective lens. Granulomas were identified and quantified by observing the presence of round-shaped cellular infiltrates in the tissue parenchyma. Using ImageJ software, the total area of ​​each section was quantified by converting pixels to square millimeters. Results are expressed as number of granulomas per square centimeter of tissue.




2.11 Statistics

Results are shown as the mean ± SD. Statistically significant differences between the groups were evaluated by two-way ANOVA followed by the Bonferroni post hoc test (p < 0.05) or one-way ANOVA followed by the Tukey post hoc test (p < 0.05). GraphPad Prism 9.0 (GraphPad Software, San Diego, CA, USA) was used for the analyses.





3 Results



3.1 GBP5 is upregulated in response to B. abortus but cooperation of multiple GBPs is required for control of bacterial growth in macrophages

The GBPs are strongly responsive to IFN-γ but are also induced in response to type-I IFN, TNF-α, IL1-β, IL-1α and TLR agonists (5). However, Brucella has different mechanisms to promote a stealthy infection (17). First, we determined the kinetics of GBPs expression in B. abortus infected wild-type BMDMs. As early as 2 hours post-infection, we observed significantly increased GBP2, GBP5 and GBP7 mRNA levels compared to non-infected cells (Figure 1A). However, only after 4 hours of infection all GBPs evaluated reached significantly higher expression compared to non-infected cells. These higher expression levels of GBPs remained up to 17 hours, the last time point investigated. Interestingly, GBP5 showed the highest expression level in all time points studied among the GBPs evaluated. Therefore, for the following experiments we selected GBP5 to investigate its role during B. abortus infection. Besides GBP5, we also studied GBP2, due to its high expression profile and its aggregation near BCVs during infection (19). Next, we investigated whether higher expression of GBP2 and GBP5 would influence bacterial burden in macrophages. BMDMs from GBP2-/- or GBP5-/- single deficient mice, from GBPchr3-/- (deficient in all GBPs from murine chromosome 3) and from wild-type mice, were compared concerning B. abortus intracellular growth control. Despite the absence of GBP2 or GBP5 did not increase bacterial burden in macrophages (p=0.22 GBP2-/- versus wild-type; p=0.47 GBP5-/- versus wild-type), GBPchr3-/- cells presented significant replication of intracellular B. abortus compared to wild-type cells (Figure 1B). Noteworthy, bacterial burden in GBP2-/- and GBP5-/- macrophages are not statistically different from GBPchr3-/- cells, despite being smaller (p=0.77 GBP2-/- versus GBPchr3-/-; p=0.52 GBP5-/- versus GBPchr3-/-). This finding indicates that deficiency on GBP2 or GBP5 alone slightly hampers the control of B. abortus growth, but not to a level where bacterial burden becomes significantly higher than wild-type macrophages, like in GBPchr3-/- cells. Together, these data suggest although GBP2 and GBP5 showed high and fast expression pattern, remarkably GBP5, the cooperation of GBPs is necessary for control of B. abortus growth intracellularly.




Figure 1 | GBP5 presents fast expression profile but the participation of multiple GBPs is required to control B. abortus intracellular growth in macrophages. (A) BMDMs were obtained from C57BL/6 mice and infected with B. abortus (MOI 100:1). The expression kinetics of GBPs from murine chromosome 3 was assessed up to 17 hours post-infection. *Significant compared to NI; #Significant compared to GBP1, GBP2, GBP3 and GBP7. Data shown are representative of three independent experiments performed. (B) BMDMs from wild-type, GBP2-/-, GBP5-/- or GBPchr3-/- C57BL/6 mice were infected with B. abortus (MOI 100:1). After 2 hours cells were washed to remove noninternalized bacteria. The number of intracellular B. abortus was obtained by lysis of macrophages at 2 hours and 24 hours post-infection. *Significant compared to C57BL/6. Data shown are pooled from three independent experiments performed.






3.2 GBP2 and GBP5 are important for inflammasome activation mediated by B. abortus DNA

During the B. abortus intracellular cycle, bacterial DNA may become available in cytosol to activate inflammasome pathway after BCV disruption (19). That said, we investigated if GBP2 or GBP5 plays a role in B. abortus DNA recognition in macrophages. To mimic this scenario, cells were primed with Pam3CSK4 (Pam) for 4 hours followed by transfection of B. abortus DNA to evaluate inflammasome activation. In our experimental design, Pam (TLR2 ligand) was used as first signal replacing LPS (TLR4 ligand) to avoid type-I IFN production, which could cause induction on GBPs expression and mask the results. As shown in Figure 2, we found GBP2-/- and GBP5-/- BMDMs presented reduced IL-1β production and caspase-1 cleavage into its mature form (p20 subunit). Interestingly, GBPchr3-/- BMDMs showed further reduction in IL-1β and caspase-1 p20 levels, and diminished LDH release and Gasdermin-D (GSDMD) conversion into its mature form (p30 N-terminal subunit). These data suggest GBP2 and GBP5 are important for mature IL-1β secretion but all GBPs from murine chromosome 3 act synergically for full inflammasome activation mediated by bacterial DNA. In a different manner, deficiency in GBP2 or GBP5 alone does not compromise inflammasome activation induced by B. abortus infection. In this context, only GBPchr3-/- BMDMs presented diminished IL-1β, caspase-1 p20 and GSDMD p30 levels, and reduced LDH release (Figures 2A–C). To evaluate whether these findings could be extended to human macrophages, THP-1 monocyte lineage was used. We knocked down with siRNA all orthologs of murine GBPchr3 and reproduced the conditions of infection or B. abortus DNA inflammasome activation as in murine macrophages. The silencing of single human GBPs (hGBPs) expression was not sufficient to alter IL-1β production upon B. abortus infection (Figure 3A). However, downregulation of hGBP2 and hGBP5 expression resulted in small but significant reduction in IL-1β levels in response to bacterial DNA, like what was found with BMDMs (Figure 3A). Additionally, knockdown of hGBP2 or hGBP5 did not change significantly LDH release (Figure 3B). These data corroborate the findings in mouse macrophages. Moreover, deficiency in GBPs in BMDMs or knockdown of hGBPs in THP-1 cells did not change inflammasome activation upon Pam + Nigericin stimulation, a NLRP3 inflammasome inducer, indicating that downregulation of GBPs does not influence inflammasome induction by this agonist (Supplementary Figure 1). To further address the interplay of GBPs, we knocked down simultaneously GBP2 and GBP5 in BMDMs. Interestingly, double knockdown of GBP2 and GBP5 results in additional reduction on Pam+DNA-induced IL-1β production compared to single knockdown of either GBP2 or GBP5 (Supplementary Figure 2). Moreover, reduced LDH release was also found in GBP2/5 double silenced BMDMs, although it did not reach statistical significance (p=0.06 comparing siGBP2/5 versus siCTL; Supplementary Figure 2). These data suggest that GBP2 and GBP5 may cooperate to mediate DNA-induced inflammasome activation. It is important to mention that production of other proinflammatory cytokines, namely TNF-α, IL-6 and IL-12, by BMDMs in response to B. abortus infection was not influenced by deficiency of GBPs (Supplementary Figure 3). These results indicate that GBP2 and GBP5 have a role in inflammasome activation mediated by intracellular bacterial DNA in both murine and human macrophages, but multiple GBPs are required for full inflammasome activation upon infection.




Figure 2 | GBP2 and GBP5 contribute to B. abortus DNA-triggering of inflammasome response, but full activation requires GBPchr3 in macrophages. BMDMs from wild-type, GBP2-/-, GBP5-/- or GBPchr3-/- C57BL/6 mice were infected with B. abortus (MOI 100:1) for 17 hours. Alternatively, BMDMs were primed with Pam3CSK4 (Pam; 1 μg/mL) for 4 hours. Following, the medium was changed and cells were transfected with B. abortus DNA (1 μg/mL) to evaluate inflammasome activation (17 hours of DNA stimulation). The levels of (A) IL-1β production and (B) LDH release were assessed in supernatants. *Significant compared to wild-type C57BL/6 BMDMs; #Significant compared to GBP2-/- and GBP5-/- BMDMs. (C) p20 subunit of caspase-1 was measured in supernatants while GSDMD was evaluated in cell’s lysate. For caspase-1 p20, the quantification of densitometry is expressed as target relative to the housekeeping protein β-actin. For GSDMD, the conversion of Full Length (FL) protein into p30 N-terminal fragment (NT; mature form) was quantified by densitometry. Data shown are representative of three independent experiments performed.






Figure 3 | GBP2 and GBP5 contribute to IL-1β production in B. abortus DNA-stimulated THP-1 cells. THP-1 cells were differentiated into macrophages in the presence of PMA (100 nM; 48 hours). THP-1 macrophages were then transfected with siRNA for knocking down human GBPs (siGBPs) or control siRNA pool (siCTL). Forty-two hours after siRNA transfection, cells were infected with B. abortus (MOI 100:1) for 17 hours. Alternatively, macrophages were primed with Pam3CSK4 (Pam; 1 μg/mL) for 4 hours. Following, the medium was changed and cells were transfected with B. abortus DNA (1 μg/mL) to evaluate inflammasome activation (17 hours of DNA stimulation). The levels of (A) IL-1β production and (B) LDH release were assessed in supernatants. *Significant compared to siCTL. Data shown are representative of three independent experiments performed.






3.3 Cooperation of multiple GBPs is necessary to control B. abortus infection in vivo

Brucellosis is a debilitating infection that tends to become chronic (24). The innate immune responses triggered in early phase of the disease can influence its progression. Since GBP5 is highly induced in macrophages upon B. abortus infection, affecting bacterial DNA inflammasome activation, we wonder if this GBP would influence in vivo protection. In this regard, C57BL/6 wild-type, GBP2-/-, GBP5-/- and GBPchr3-/- mice were infected with B. abortus and monitored for two weeks post-infection (Figure 4). The single deficiency in GBP5 or GBP2 did not change either the bacterial burden assessed in spleen or the number of granulomas per area found in liver, compared to wild-type mice. Conversely, deficiency in the cluster of GBPs from murine chromosome 3 resulted in increased susceptibility to infection, with enhanced B. abortus burden and number of granulomas in mouse livers. Noteworthy, the production of TNF-α and IFN-γ by spleen cells recall response against re-stimulation with B. abortus was not influenced by deficiency of GBPs (Supplementary Figure 3). These data suggest multiple GBPs cooperation is necessary for in vivo control of bacterial growth and correlated granuloma formation. Altogether, these results indicate GBP5 has the fastest and highest expression profile among the GBPs present in mouse chromosome 3 upon B. abortus infection, influencing bacterial DNA inflammasome activation. However, the cooperation of these GBPs is required for host protection.




Figure 4 | Multiple GBPs from murine chromosome 3 are required for in vivo control of B. abortus infection. Wild-type, GBP2-/-, GBP5-/- and GBPchr3-/- C57BL/6 mice were infected i.p. with 1x106 B. abortus and monitored for two weeks post-infection. (A) The spleen of infected mice was individually macerated, serially diluted, and plated for colony-forming units (CFU) counting. Bacterial burden is shown as Log10 CFU mean per gram of organ. *Significant compared to wild-type C57BL/6 mice; #Significant compared to GBP2-/- and GBP5-/- mice. (B) The liver of infected mice was collected, embedded in paraffin, and stained with H&E. Slides were evaluated for the number of granulomas and normalized by the covered area (in square centimeters). *Significant compared to wild-type C57BL/6 mice. (C) Representative images of each group are shown. The arrows indicate examples of granulomas. Scale bars: 50µm. Data shown are representative of three independent experiments performed.







4 Discussion

Brucellosis is a widespread zoonosis that affects a great diversity of hosts. The investigation of immune mechanisms that could influence this disease progression is relevant since low antibiotic treatment success due to high relapse rate of infection is very common in humans (25). In addition, there is no vaccine available to be used on human beings (25). In this study, we found that all GBPs contained in the murine chromosome 3 (GBP1-3, 5 and 7) are significantly upregulated during B. abortus infection in BMDMs. Of note, GBP5 presents the fastest and highest expression level. Additionally, both GBP5 and GBP2 influence inflammasome activation mediated by Brucella DNA, once deficiency in either GBPs leads to reduced caspase-1 p20 cleavage and IL-1β production. Likewise, the knockdown of GBP5 and GBP2 by siRNA in THP-1 macrophages resulted in decreased IL-1β secretion levels. Nevertheless, severe impairment of B. abortus-elicited immune response in macrophages was observed only due to the knockout of all GBPs from murine chromosome 3. This condition rendered cells with decreased ability to control bacterial intracellular growth, hampered inflammasome activation, represented by diminished IL-1β, caspase-1 p20 and GSDMD p30 levels, and reduced LDH release. Additionally, a similar response was observed when GBPch3-/- macrophages were stimulated with Brucella DNA delivery in cytosol. These findings correlated with the in vivo investigation, where we found that only GBPchr3-/- mice had increased disease severity. Thus, GBP5 and GBP2 contribute to inflammasome activation mediated by intracellular bacterial DNA, but multiple GBPs cooperation is necessary for host protection against B. abortus infection.

IFN-induced GTPases are important for an adequate antimicrobial response, particularly against vacuolar pathogens (2). GBPs are conserved between mouse and human and can be triggered by a diverse set of inflammatory signals. They participate in cell-autonomous immune response against various intracellular pathogens. GBPs main functions involve the disruption of parasite-containing vacuoles or microbial membranes, and the supporting for assemble inflammasome complexes and/or recruitment of antimicrobial effectors (26). We found GBPs 1-3, 5 and 7 reach significantly increased expression after 4 hours following B. abortus infection. Remarkably, GBP5 presents increased induction 2 hours post-infection and it remains with the highest expression level in all time points evaluated (up to 17 hours). Indeed, as early as 6 hours post-infection with B. abortus, it is possible to observe BCV rupture in macrophages, a process that is significantly reduced in GBPchr3-/- cells (19). Moreover, correlating with our data, GBP5 is found among the most expressed genes, presenting several orders of magnitude over non-stimulated cells in F. novicida infected BMDMs and LPS + IFN-γ induced M1 human macrophages (10, 27).

The release of bacterial products by GBP-mediated lysis of pathogen’s vacuoles or cells activates cytosolic immune pathways, including inflammasomes (26). Here in, we show that GBPchr3-/- macrophages present impaired inflammasome activation and GSDMD cleavage upon B. abortus infection. This observation supports previous findings by our group where GBPchr3 deficient BMDMs were unable to trigger pore formation in response to infection, a process that was shown to be dependent on GSDMD and caspase-11 (20). Brucella LPS and GBP5 were identified as important players in this context (20). Another PAMP that becomes available after GBPs-mediated disruption of membranes (of vacuoles or the pathogen itself) is bacterial DNA. It was shown that during F. novicida infection, GBPs and AIM2 act ensemble to provide a DNA-based inflammasome activation (9, 10). In this regard, we showed both GBP5 and GBP2 working in B. abortus DNA-dependent inflammasome activation. THP-1 macrophages presented similar phenotype, expanding this observation to human cells. It is worth mentioning that GBP5 and GBP2 participated in IL-1β production and caspase-1 activation, but did not influence GSDMD conversion or LDH release. Thus, other GBPs may collaborate in resolving downstream steps of inflammasome activation and pyroptotic fate decision. In accordance, diminished DNA-mediated inflammasome activation was observed in GBPchr3-/- BMDMs, being significantly lower than levels found in GBP5-/- or GBP2-/- cells. Overall, this scenario suggests that several GBPs cooperate in the DNA-mediated inflammasome activation, which was not observed for LPS triggering of the noncanonical inflammasome, where GBP5 alone played a prominent role in the process (20). Interestingly, GBPs relevance on proinflammatory cytokines production in response to B. abortus infection seems to be mainly concerning IL-1β production, as TNF-α, IL-6, IL-12 and IFN-γ levels remained similar among wild-type and knockout cells.

Most of the research into the mechanism of GBPs role in infections is carried out in myeloid cells, which are the main niche for B. abortus growth. They act as vectors for systemic dissemination to other organs, including spleen and liver, where the bacteria persist within granulomatous inflammatory lesions (24, 25). The single deficiency in GBP5 or GBP2 did not alter significantly the capacity of macrophages to control B. abortus replication. However, the absence of the entire cluster of GBPs on mouse chromosome 3 resulted in reduced ability of cells in limiting bacterial growth. This phenotype was translated into increased bacterial burden and elevated number of granulomas per liver tissue area in infected mice, characterizing higher severity of the disease in GBPchr3-/- animals. The augmented in vivo susceptibility may result of a deficient recruitment and function of phagocytes, such as macrophages and neutrophils. Brucella abortus load often correlates with granuloma formation, which might function as reservoir of bacteria and result in chronic disease (24, 28–30). Similar results were obtained concerning other bacteria such as M. bovis BCG and F. novicida, where macrophage bacterial burden correlated with host severity of infection (7, 9–11). Indeed, in most scenarios where GBPs influence inflammasome activation, it results in increased susceptibility in vivo. Notwithstanding, GBPs also impact other pathways, such as autophagy induction, NADPH oxidase recruitment, or cell activation (7, 11, 31). However, while individual GBPs were identified as crucial for protection against other pathogens (7, 9, 15, 32), this was not observed in B. abortus infection. So far, it is the cooperation of multiple GBPs that protects the host.

The manipulation of endosomes to become vacuoles permissive to replication or the escape to the cell cytosol are strategies employed by pathogens to limit immune stimulation. GBPs function as hubs to several intracellular pathways by disrupting parasitic niches, by assessing directly the infectious agent, and/or by acting as platforms that bridge the foreign insult and effector molecules (7, 10, 19, 33). Both murine and human GBPs form homo- and hetero-polymers to accomplish their antimicrobial function (2). In this regard, GBPs can accumulate in the pathogen’s vacuole as densely packed multimers (34). Of note, GBP1, GBP2 and GBP5 can be isoprenylated on their C-terminal domain, which confers affinity to membranes (35). It is suggested that mobilization of GBPs occurs in a hierarchical manner, with GBPs 1, 2 and 5 being the first to be recruited, followed by engagement of other GBPs and/or additional host factors (2). These characteristics place them of central importance to control intracellular infections. Nevertheless, there is emerging evidence that highly virulent pathogens can overcome GBPs activation. For example, although GBPs are important to control M. bovis BCG infection, this is not the case for M. tuberculosis. The resistance to GBPs mechanisms is, at least partially, dependent on ESX-1 secretion system that is present in M. tuberculosis (36). Moreover, the strain F. tularensis SCHU S4 (highly virulent), is not susceptible to GBP-mediated control of infection, contrasting the low virulent F. novicida. The findings suggest that the virulent bacterium avoids activation of this mechanism (37). In this regard, it remains to be shown if the Brucella VirB secretion system has any role in limiting GBPs activation or if more virulent species, such as B. melitensis, can subvert GBPs activation (21, 38). In summary, B. abortus induces a fast expression of the cluster of GBPs present on murine chromosome 3, especially GBP5. All these GBPs are important for inflammasome activation, with GBP5 or GBP2 individually playing an important role concerning the intracellular DNA-mediated induction. However, the cooperation of multiple GBPs is indispensable for limiting Brucella growth in macrophages and in vivo, contributing to less severe disease. Together with former data obtained by our group, we can set an overview of GBPs role during B. abortus infection. At the earliest interaction between macrophage and pathogen, there is induction of an immune response dependent on microRNAs (specifically mmu-miR-21a-5p) that will result in increased expression of GBP5 (39). This initial GBPs availability may be sufficient for incipient BCV rupture (40). Following, STING activation mediated by bacterial cyclic dinucleotides will be responsible for further augmentation in GBPs expression, leading to increased BCV disruption and release of PAMPs, including LPS and DNA (19). In this regard, GBP5 will act on LPS-induced noncanonical inflammasome activation (20). Brucella DNA will be free to activate AIM2 inflammasome, in a process where GBP5 and GBP2 participate, or it can also further stimulate STING in a cGAS-dependent manner (Figure 5) (19, 41). This infection also induces other immune responses that indirectly upregulate GBPs expression, such as Unfolded Protein Response and Galectin-3 immune activation (42, 43). The immune environment provided is responsible for limiting bacterial growth, which will reflect in fewer granulomas in affected tissues and less severe disease. Altogether, this work extends the knowledge of the relevance of GBPs on B. abortus infection.




Figure 5 | Schematic model proposed for the role of GBPs in inflammasome activation during B. abortus infection. The early interaction between macrophage and B. abortus results in STING activation mediated by bacterial cyclic dinucleotides. In response to type-I IFN and/or other pro-inflammatory stimuli, there is augmentation in expression of the cluster of GBPs on murine chromosome 3. Next, GBPs will be responsible for increased BCV disruption and PAMPs release. The induction of non-canonical inflammasome activation by LPS is dependent on GBP5. On the other hand, B. abortus DNA can activate inflammasome in a process where GBP5 and GBP2 participate. Parts of the figure were drawn by using pictures from Servier Medical Art. Servier Medical Art by Servier is licensed under a Creative Commons Attribution 3.0 Unported License (https://creativecommons.org/licenses/by/3.0/).
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Objective

In the defense against microorganisms like Candida albicans, macrophages recruit LC3(Microtubule-associated protein 1A/1B-light chain 3) to the periplasm, engaging in the elimination process through the formation of a single-membrane phagosome known as LC3-associated phagocytosis (LAP). Building on this, we propose the hypothesis that glucocorticoids may hinder macrophage phagocytosis of Candida glabrata by suppressing LAP, and rapamycin could potentially reverse this inhibitory effect.





Methods

RAW264.7 cells were employed for investigating the immune response to Candida glabrata infection. Various reagents, including dexamethasone, rapamycin, and specific antibodies, were utilized in experimental setups. Assays, such as fluorescence microscopy, flow cytometry, ELISA (Enzyme-Linked Immunosorbent Assay), Western blot, and confocal microscopy, were conducted to assess phagocytosis, cytokine levels, protein expression, viability, and autophagy dynamics.





Results

Glucocorticoids significantly inhibited macrophage autophagy, impairing the cells’ ability to combat Candida glabrata. Conversely, rapamycin exhibited a dual role, initially inhibiting and subsequently promoting phagocytosis of Candida glabrata by macrophages. Glucocorticoids hinder macrophage autophagy in Candida glabrata infection by suppressing the MTOR pathway(mammalian target of rapamycin pathway), while the activation of MTOR pathway by Candida glabrata diminishes over time.





Conclusion

Our study elucidates the intricate interplay between glucocorticoids, rapamycin, and macrophage autophagy during Candida glabrata infection. Understanding the implications of these interactions not only sheds light on the host immune response dynamics but also unveils potential therapeutic avenues for managing fungal infections.
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Introduction

Long-term use of glucocorticoids significantly increases the risk of invasive candidiasis (1). Despite this known association, the impact of glucocorticoids on macrophage-mediated Candida phagocytosis remains unclear. In our study, we discovered that glucocorticoids inhibit macrophage secretion of inflammatory cytokines and impede autophagy. Notably, glucocorticoid treatment initially inhibits the MTOR pathway in macrophages, followed by time-dependent attenuation and eventual activation. Furthermore, alternative pathways beyond MTOR may be involved in glucocorticoid-mediated impairment of macrophage autophagy.

The impaired macrophage phagocytosis of Candida glabrata under glucocorticoid influence was evident. Interestingly, the autophagy agonist rapamycin progressively enhanced macrophage autophagy against Candida glabrata in the presence of glucocorticoids. This leads us to hypothesize that glucocorticoids hinder macrophage phagocytosis by suppressing autophagy, introducing a potential novel mechanism underlying glucocorticoid-mediated immunosuppression and the development of invasive candidiasis.

Invasive candidiasis, predominantly involving Candida albicans, presents a global health concern with a mortality rate of 50-71% (2). Long-term glucocorticoid use is a prevalent risk factor, affecting 41.24% of invasive candidiasis patients (1). Despite being crucial for various treatments, glucocorticoids exhibit associations beyond fungal infections, exacerbating conditions like fungal keratitis and contributing to Pneumocystis carinii pneumonia (3, 4).

Macrophages, essential innate immune cells, play a pivotal role in recognizing and responding to various pathogens (5). Autophagy, a dynamic cellular process, is crucial for immune system maintenance (6). Our investigation focuses on the impact of glucocorticoids on macrophage phagocytosis of Candida glabrata, revealing a temporal inhibition of the MTOR pathway and subsequent hindrance of autophagy, ultimately attenuating macrophage phagocytosis. This sheds light on a potential mechanism underlying glucocorticoid-mediated immunosuppression against invasive candidiasis.

Cryptococcus neoformans, a fungus capable of establishing a latent infection within macrophages, highlights the intricate interplay between macrophages and fungal pathogens (7). Recognition of the fungus involves Dectin-1, a surface pattern recognition receptor, and the subsequent activation of the macrophage respiratory burst function, triggering the elimination of the phagocytosed fungus (8, 9). This interplay emphasizes the multifaceted role of macrophages in orchestrating host defense mechanisms against fungal pathogens (10).

Autophagy, an intrinsic and dynamic cellular process, involves the lysosomal degradation of damaged, aged, or surplus biomolecules and organelles, releasing small molecules for cellular recycling (11). This crucial mechanism plays a pivotal role in safeguarding the body’s immune system against microbial invasions (12). In mammals, deficiencies or disorders in autophagy mechanisms may contribute to inflammation, autoimmunity, or broader immune dysregulation (11).

Autophagy, an intrinsic cellular process, is vital for degrading damaged biomolecules and organelles, contributing to immune system defense (6). Deficiencies in autophagy mechanisms can lead to inflammation, autoimmunity, and immune dysregulation (12). Our study underscores the pivotal role of autophagy in enhancing the Candida-killing capacity of macrophages.

In conclusion, our investigation delves into the impact of glucocorticoids on macrophage phagocytosis of Candida glabrata, revealing a complex interplay involving the MTOR pathway, autophagy, and the subsequent attenuation of macrophage phagocytosis. This sheds light on a potential novel mechanism underlying glucocorticoid-mediated immunosuppression and the development of invasive candidiasis. Our findings contribute to understanding the intricate relationship between glucocorticoids, macrophages, and fungal infections, offering insights for future therapeutic strategies.

Our study holds particular relevance in the context of glucocorticoids’ widespread therapeutic use for conditions such as autoimmune diseases and severe illnesses. Despite their therapeutic benefits, the observed association between glucocorticoid usage and increased susceptibility to invasive candidiasis raises critical questions about balancing therapeutic advantages with potential immunosuppressive effects.

Furthermore, understanding the intricate molecular mechanisms involved in glucocorticoid-mediated immunosuppression can guide the development of targeted therapeutic strategies. For instance, our observation that the autophagy agonist rapamycin enhances macrophage autophagy in the presence of glucocorticoids suggests a potential avenue for therapeutic intervention. Investigating the modulation of autophagy pathways may provide novel insights into mitigating the immunosuppressive effects associated with glucocorticoid therapy.

In summary, our study elucidates the impact of glucocorticoids on macrophage-mediated immune responses against Candida glabrata. The revealed inhibition of the MTOR pathway and autophagy, along with impaired phagocytosis, establishes a foundation for further exploration of the complex interplay between glucocorticoids and immune defense mechanisms. By unraveling these mechanisms, we aim to contribute valuable knowledge that may inform future therapeutic strategies to minimize the risk of invasive candidiasis in individuals undergoing glucocorticoid treatment.





Materials and methods




Cell line

The murine monocyte-macrophage cell line RAW264.7 (obtained from Guangzhou Ye Shan Biotechnology Co.) was utilized in this study. The RAW264.7 cell line used in this study was derived from BALB/c mice, specifically isolated from peritoneal macrophages. Cells were cultured in DMEM supplemented with penicillin-streptomycin and maintained at 37°C in a 5% CO2 atmosphere.





Reagents

Fetal bovine serum (Hyclone, SH30087.01), DMEM-High Glucose Culture Medium (Hyclone, SH30022.01B), Penicillin-Streptomycin (Hyclone, SH30010), PBS Phosphate Buffered Solution (Hyclone, SH30256.01B). Sabouraud Dextrose Agar Plates (Guangdong Huan Kai Microbial Technology Co, CP0170). DHR123 (Sigma, D1054). Calcofluor White (Sigma, 18909-F). Dexamethasone (Source Leaf Biotech, S17003). Rapamycin (Cell Signaling, 9904S). Bafilomycin A1 (Selleck, S1413). Mouse IL-6 (Interleukin-6) ELISA Kit (Solarbio, SEKM-0007). Mouse TNF-α (Tumor Necrosis Factor-alpha) ELISA Kit (Solarbio, SEKM-0034). Anti-LC3B Antibody - Autophagosome Marker (Abcam, ab48394). Anti-mTOR (phospho S2448) Antibody [EPR426(2)] (Abcam, ab109268). p-mTOR Antibody (296.Ser 2481) (Santa Cruz, sc-293132). Phospho-p70 S6 Kinase (Thr389) (108D2) Rabbit mAb (Cell Signaling Technology, 9234P). Phospho-p70 S6 Kinase (Ser371) Antibody (Cell Signaling Technology, 9208T). Phospho-Raptor (Ser792) (E4V6C) Rabbit mAb (Cell Signaling Technology, 89146). Phospho-S6 Ribosomal Protein (Ser240/244) (D68F8) XP® Rabbit mAb (Cell Signaling Technology, 5364). Phospho-S6 Ribosomal Protein (Ser235/236) (D57.2.2E) XP® (Cell Signaling Technology, 4858). Phospho-4E-BP1 (Thr37/46) (236B4) Rabbit mAb (Cell Signaling Technology, 2855T). AO-EB Dual Staining Kit (Solarbio, CA1140). Gelatin (Sigma, G1393). Premo™ Autophagy Sensor (Thermo Fisher Scientific, P36235).





Candida culture and infection

Candida glabrata was cultured in SDA (Sabouraud Dextrose Agar) medium and incubated at 37°C for 24 hours. Petri dishes were subsequently rinsed with sterile saline, and the liquid containing Candida glabrata was collected into centrifuge tubes. After centrifugation, the cells were ground, quantified using a haematocrit technical plate, and finally prepared into a suspension with a concentration of 108 CFU (Colony-Forming Unit)/ml. The Candida glabrata suspensions were subjected to heat inactivation by incubating in a water bath at 56°C for 30 minutes. The inactivated Candida glabrata suspensions were stained with 0.1 mg/mL CFW (Calcofluor White) for 30 minutes at room temperature, washed twice with PBS, and utilized for fluorescence microscopy. For Candida glabrata spore preparation, spores were incubated with 30 µmol/L DHR123 (Dihydrorhodamine 123) at 37°C for 30 minutes, followed by centrifugation, washing with PBS, heat inactivation, and subsequent preparation for phagocytosis detection using flow cytometry.





Fluorescence microscopy

Mouse monocyte-macrophage leukemia cells Raw264.7 (105/ml) were co-cultured with Candida glabrata stained with CFW (106CFU/ml) for 30 minutes, 1 hour, 2 hours, and 4 hours. At each time point, three randomly selected fields of view were captured, and the phagocytosis rate of Candida glabrata by macrophages was assessed. The percentage of cells phagocytosing more than three fungi was quantified under a 40x microscope. The phagocytosis rate was calculated as the number of macrophages phagocytosing Candida glabrata divided by the total number of macrophages, multiplied by 100%. The percentage of Candida glabrata with more than three fungi was determined as the number of macrophages phagocytosing three or more Candida glabrata divided by the total number of macrophages, multiplied by 100%.





Flow cytometry

Mouse monocyte-macrophage leukemia cells Raw264.7 (105/ml) were co-cultured with DHR123-labeled Candida glabrata (106 CFU/ml) for various time points (30 min, 1 h, 2 h, and 4 h). Gating based on FSC (Forward Scatter) and SSC (Side Scatter), phagocytosis was assessed, and 10,000 cells were collected per sample. The acquired data were analyzed using FlowJo to determine the proportion of cells positive for fluorescence and the Mean Fluorescence Intensity (MFI) for statistical evaluation.





Experimental group

Mouse monocyte macrophage leukemia cells Raw264.7 (105/ml) were co-cultured with inactivated Candida glabrata (106 CFU/ml) to generate the Candida suspension. Dexamethasone was introduced to the Candida suspension at a concentration of 200 ng/µl, followed by the addition of 100 µM rapamycin. To establish a baseline, Raw264.7 cells infected without Candida glabrata were designated as the control group (“C”). The experimental groups included Raw264.7 cells infected with Candida glabrata, labeled as the “Cg” group. Measurements were conducted at 6, 12, and 24 hours of co-cultivation. Another group, designated as “DEX+Cg”, consisted of Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone, with measurements taken at the same time intervals. The third group, “DEX+Rapa+Cg”, involved Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, with measurements at 6, 12, and 24 hours of co-cultivation.

In our study, Raw264.7 cells were co-cultured with DHR123-labeled Candida glabrata at a ratio of 1:10. The untreated cell group served as the control, denoted as “1:10Cg”. Raw264.7 cells were seeded at a density of 1.5×105/dish and pretreated for 24 hours under different conditions: the control group (“1:10Cg”), and experimental groups: “10DEX1d+1:10Cg”, “100DEX1d+1:10Cg”, and “200DEX1d+1:10Cg”, with dexamethasone concentrations of 10ng/µl, 100ng/µl, and 200ng/µl, respectively. Additionally, Raw264.7 cells were pretreated with 100 µmol/L rapamycin for 12 hours and then co-cultured with Candida glabrata. This group of cells was labeled as “Rapa 12h+1:10Cg”. Macrophage phagocytosis of Candida glabrata was investigated at different time points (0.5h, 1h, 2h, and 4h) during co-culture.





ELISA

Levels of IL-6 and TNF-α in the supernatant from Raw264.7 macrophage cell cultures and Candida suspension were assessed using ELISA (Solarbio, SEKM-0034) and ELISA (Solarbio, SEKM-0007). The Candida suspension was co-treated for 6h, 12h, and 24h, respectively. Direct supernatant (100 µL) and diluted samples (20-50 times) were subjected to analysis on ELISA plates. Cytokine concentrations were determined in accordance with the manufacturer’s instructions.





Western blot analysis

Protein extraction from the Candida suspension was performed using Radio-Immunoprecipitation Assay (RIPA) lysate. The protein concentration was determined, and the collected protein samples were supplemented with an appropriate amount of concentrated Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis (SDS-PAGE) Protein Sampling Buffer. The mixture was heat-treated in a boiling water bath for 3-5 minutes to achieve complete protein denaturation. After cooling to room temperature, the protein samples were directly loaded into the SDS-PAGE wells. Separated proteins from the gel were transferred onto a membrane (Polyvinylidene difluoride - PVDF) via electroblotting. Non-specific binding sites on the membrane were blocked by incubating it with a blocking solution. The membrane was then incubated with a primary antibody specific to the target protein. Following this, the membrane was washed to remove unbound primary antibodies. Subsequently, the membrane was incubated with a secondary antibody conjugated to an enzyme, and unbound secondary antibodies were washed away. Protein detection was achieved using BeyoECL Plus reagents. The resulting film was scanned or photographed and analyzed by Quantity One for determining the molecular weight and net optical density values of the target bands.





AO/EB staining

A working solution of Acridine Orange (AO) and Ethidium Bromide (EB) was prepared by mixing the two dyes in a ratio of 1:1. After treatment, Raw264.7 cells were harvested and washed with PBS. The AO/EB working solution was then added to the cell pellet, and the cells were incubated for 2-5 minutes at room temperature in the dark. Stained cells were visualized under a fluorescence microscope using appropriate filter sets for AO (green fluorescence) and EB (red fluorescence). Digital images of the stained cells were captured using a fluorescence microscope equipped with a camera. The percentage of viable cells was quantified based on the intensity and morphology of the fluorescence signals.





Autophagy monitoring assay

Add 2 μL of Premo™ LC3B-GFP Kit Autophagy Sensor (Component A) medium per 10,000 Raw264.7 cells and incubate the cells at 37°C for 16 hours. The different stages of autophagy were monitored using the Premo™ Autophagy Sensor GFP-LC3B Kit (Thermo, P36235) following the manufacturer’s instructions.





Confocal microscopy

Utilizing laser confocal microscopy, we conducted a comprehensive examination of macrophage fluorescence, emphasizing both quantification and spatial distribution subsequent to transfection with GFP-LC3B baculovirus. Moreover, the visualization of macrophage viability was achieved through the observation of live and dead cells stained with Acridine Orange and Ethidium Bromide (AO/EB) using laser confocal microscopy.





Statistical analysis

Statistical analysis was conducted using GraphPad Prism 5.0 software (GraphPad Software, San Diego, CA). ELISA, AO/EB staining, Western blot, and macrophage phagocytosis of Candida glabrata were assessed, with data presented as the mean ± standard error of the mean (SEM). One-way analysis of variance (ANOVA) was employed to compare data among three or more groups. Differences were considered statistically significant when the p-value was less than 0.05.






Results




Dexamethasone and rapamycin exhibit inhibitory effects on macrophage secretion of proinflammatory cytokines, while dexamethasone additionally enhances macrophage survival

Under Candida glabrata stimulation, the secretion of TNF-α and IL-6 by macrophages exhibited a time-dependent increase, demonstrating statistical significance (P<0.05, Figures 1A, B). This indicates that Candida glabrata induces the secretion of pro-inflammatory factors TNF-α and IL-6 by macrophages. To explore the impact of glucocorticoids on intrinsic immunity during Candida glabrata phagocytosis by macrophages, cells were pre-treated with the glucocorticoid dexamethasone. The co-culture of macrophages with Candida glabrata for 24 hours revealed a significant inhibition of TNF-α and IL-6 expression levels by glucocorticoids (P<0.05, Figures 1A, B). This suggests that glucocorticoids suppress intrinsic immunity during Candida glabrata infection. To investigate whether glucocorticoids inhibit intrinsic immunity by influencing macrophage autophagy, macrophages were pre-treated with the autophagy inducer rapamycin. Under the influence of glucocorticoids, rapamycin further decreased the expression levels of IL-6 and TNF-α when macrophages were co-cultured with Candida glabrata for 24 hours (P<0.05, Figures 1A, B).




Figure 1 | TNF-α (A) and IL-6 (B) levels in cell supernatants were assessed through ELISA. The proportion of viable cells (C) was determined using the AO/EB staining method. Data are shown as the mean ± SEM of three independent experiments. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.



The viability of macrophages significantly decreased (P<0.01, Figures 1C, 2) after 24 hours of co-culture with Candida glabrata. This observation aligns with previous findings, indicating a notable surge in IL-6 and TNFα secretion by macrophages at the 24-hour co-culture mark compared to earlier time points (Figures 1A, B). In contrast, when macrophages were co-cultured with Candida glabrata for 6 and 12 hours, treatment with glucocorticoids resulted in a remarkable increase in macrophage viability (P<0.01, Figures 1C, 2). Furthermore, under the influence of glucocorticoids, rapamycin treatment significantly enhanced the macrophage viability (P<0.01, Figures 1C, 2).




Figure 2 | Laser confocal microscopy was employed to observe AO/EB staining in both dead and living cells. AO led to the emission of green light in chimeric DNA double strands, while others emitted red light. EB emitted red light uniformly without base-specificity. Raw264.7 cells not infected with Candida glabrata as control group (A). Raw264.7 cells pre-treated with dexamethasone (B). Raw264.7 cells pre-treated with dexamethasone and rapamicin (C). Raw264.7 cells infected with Candida glabrata, co-cultured for 6 hours (D). Raw264.7 cells pre-treated with dexamethasone and infected with Candida glabrata, co-cultured for 6 hours (E). Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, co-cultured for 6 hours (F). Raw264.7 cells infected with Candida glabrata, co-cultured for 12 hours (G). Raw264.7 cells pre-treated with dexamethasone and infected with Candida glabrata, co-cultured for 12 hours (H). Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, co-cultured for 12 hours (I). Raw264.7 cells infected with Candida glabrata, co-cultured for 24 hours (J). Raw264.7 cells pre-treated with dexamethasone and infected with Candida glabrata, co-cultured for 24 hours (K). Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, co-cultured for 24 hours (L).



Excessive production of proinflammatory factors has been associated with macrophage apoptosis. Both rapamycin and glucocorticoids are known for their robust immunosuppressive properties. Therefore, it is postulated that glucocorticoids and rapamycin function to inhibit macrophage apoptosis during the phagocytosis of Candida glabrata.





Dexamethasone hinders the phagocytosis of Candida glabrata by macrophages

In the context of glucocorticosteroid influence on macrophages, the phagocytosis rate of Candida glabrata by macrophages and the proportion of macrophages engulfing more than three yeast cells significantly increased at 4h compared to 0.5h, 1h, and 2h (P<0.05, Figure 3B). The number of Candida glabrata phagocytosed by macrophages demonstrated a time-dependent escalation (Figure 3). Dexamethasone treatment hindered the phagocytosis of Candida glabrata by macrophages (P<0.05, Figures 3–5), but the phagocytosis rate was not distinct under varying glucocorticosteroid concentrations (Figure 3A). The autophagy inducer rapamycin had no substantial impact on the phagocytosis of Candida glabrata by macrophages (Figure 3). For co-culture durations of 0.5h and 1h, rapamycin marginally inhibited the phagocytosis, with no discernible difference (Figure 3). However, for 2h and 4h co-culture, rapamycin enhanced the phagocytosis, yet without significant differentiation (Figure 3).




Figure 3 | The phagocytosis rate (A) of Candida glabrata and the proportion of cells engulfing more than 3 yeast cells (B) by Raw264.7 cells were assessed at 0.5h, 1h, 2h, and 4h of co-culture, respectively. Data are shown as the mean ± SEM of three independent experiments.






Figure 4 | Phagocytosis of Candida glabrata by macrophages observed by fluorescence microscopy. The untreated Raw264.7 cells, co-cultured with DHR123 labeled Candida glabrata at a 1:10 ratio, were examined at 0.5h (A), 1h (B), 2h (C), and 4h (D). Raw264.7 cells pretreated with 100 µmol/L rapamycin for 12 hours and then co-cultured with Candida glabrata were studied at 0.5h (E), 1h (F), 2h (G), and 4h (H). Raw264.7 cells, pre-treated for 24 hours with dexamethasone concentrations of 10ng/µl, were assessed at 0.5h (I), 1h (J), 2h (K), and 4h (L). Raw264.7 cells pre-treated for 24 hours with dexamethasone concentrations of 100ng/µl were investigated at 0.5h (M), 1h (N), 2h (O), and 4h (P). Raw264.7 cells pre-treated for 24 hours with dexamethasone concentrations of 200ng/µl were examined at 0.5h (Q), 1h (R), 2h (S), and 4h (T).






Figure 5 | Phagocytosis of Candida glabrata by macrophages detected by flow cytometry. Add behind: The untreated Raw264.7 cells, co-cultured with DHR123 labeled Candida glabrata at a 1:10 ratio, were examined at 0.5h (A), 1h (B), 2h (C), and 4h (D). Raw264.7 cells pretreated with 100 µmol/L rapamycin for 12 hours and then co-cultured with Candida glabrata were studied at 0.5h (E), 1h (F), 2h (G), and 4h (H). Raw264.7 cells, pre-treated for 24 hours with dexamethasone concentrations of 10ng/µl, were assessed at 0.5h (I), 1h (J), 2h (K), and 4h (L). Raw264.7 cells pre-treated for 24 hours with dexamethasone concentrations of 100ng/µl were investigated at 0.5h (M), 1h (N), 2h (O), and 4h (P). Raw264.7 cells pre-treated for 24 hours with dexamethasone concentrations of 200ng/µl were examined at 0.5h (Q), 1h (R), 2h (S), and 4h (T).







Dexamethasone exerts inhibitory effects on macrophage autophagy, and this inhibition is effectively reversed by the administration of rapamycin

Dexamethasone exhibited a significant inhibitory effect on the phagocytosis of Candida glabrata by macrophages. Interestingly, the impact of the autophagy inducer rapamycin on phagocytosis displayed a dual nature, showing both inhibitory and promotional effects on Candida glabrata phagocytosis by macrophages (Figure 3). Consequently, further investigation is warranted to elucidate the specific interactions between dexamethasone and autophagy in this context.

During cellular autophagy, the transition of the LC3BI (LC3 cytoplasmic phenotype) to a LC3BII (LC3 membrane phenotype) occurs. This process, impeded by the BAF-A1 (lysosomal inhibitor bafilomycin-A1) at the final step of autophagy, leads to the LC3BII/LC3BI or LC3BII/GAPDH(Glyceraldehyde 3-phosphate dehydrogenase) ratio, serving as an indicator of autophagy levels. The ratio positively correlates with the extent of autophagy. LC3B predominantly localizes to the cell membrane of macrophages(Figure 6A). Under Candida glabrata stimulation, dexamethasone significantly reduced the accumulation of LC3BII in macrophages, indicating the inhibition of macrophage autophagy(P<0.01, Figures 6, 7). These differences were statistically significant after co-cultivation of Candida glabrata with macrophages for 6h, 12h, and 24h (P<0.01, Figures 6, 7). Additionally, the autophagy inducer rapamycin enhanced the accumulation level of LC3BII in macrophages (P<0.05, Figures 6, 7), highlighting its potential to promote macrophage autophagy.




Figure 6 | Laser confocal microscopy was employed to observe the distribution of GFP-LC3B, a fusion protein of Green Fluorescent Protein (GFP) and LC3B, in macrophages. In the images, LC3B was represented in green fluorescence, and the cell nuclei were stained in blue with DAPI. This approach allowed for a detailed examination of the subcellular localization and distribution of GFP-LC3B within the macrophages, providing valuable insights into the dynamics of autophagy in the studied cellular context. Raw264.7 cells not infected with Candida glabrata as control group (A). Raw264.7 cells pre-treated with dexamethasone (B). Raw264.7 cells pre-treated with dexamethasone and rapamicin (C). Raw264.7 cells infected with Candida glabrata, co-cultured for 6 hours (D). Raw264.7 cells pre-treated with dexamethasone and infected with Candida glabrata, co-cultured for 6 hours (E). Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, co-cultured for 6 hours (F). Raw264.7 cells infected with Candida glabrata, co-cultured for 12 hours (G). Raw264.7 cells pre-treated with dexamethasone and infected with Candida glabrata, co-cultured for 12 hours (H). Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, co-cultured for 12 hours (I). Raw264.7 cells infected with Candida glabrata, co-cultured for 24 hours (J). Raw264.7 cells pre-treated with dexamethasone and infected with Candida glabrata, co-cultured for 24 hours (K). Raw264.7 cells infected with Candida glabrata and pre-treated with dexamethasone and rapamycin, co-cultured for 24 hours (L).






Figure 7 | The evaluation of macrophage autophagy, represented by LC3BII/LC3BI (A) and LC3BII/GAPDH (B), was conducted through Western blot analysis. Western blot analysis was performed to detect the expression of LC3BII protein in Raw264.7 cells for groups "C", "DEX", "DEX+Rapa", "Cg 6h", "Cg 12h" and "Cg 24h" (C). Western blot analysis was conducted to assess the expression of LC3BII protein in Raw264.7 cells for groups "DEX+Cg 6h", "DEX+Cg 12h", "DEX+Cg 24h", "DEX+Rapa+Cg 6h", "DEX+Rapa+Cg 12h" and "DEX+Rapa+Cg 24h" (D). Data are shown as the mean ± SEM of three independent experiments. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.







Candida glabrata activation induces the MTOR pathway in macrophages, whereas dexamethasone treatment is observed to inhibit the MTOR pathway in macrophages

In our preceding experiments, we established that glucocorticoids hinder macrophage phagocytosis of Candida glabrata by suppressing macrophage autophagy. To delve deeper into the mechanistic link between glucocorticoids and cellular autophagy regulation through the MTOR pathway, we investigated alterations in the MTOR pathway within each macrophage group. As pivotal serine/threonine kinases, the MTOR pathway serves as a principal regulator of cellular metabolism, and its inhibition is known to induce autophagy.

Upon co-culturing Candida glabrata with macrophages, we observed that Candida glabrata triggered the activation of the MTOR pathway (Figure 8). However, this activation diminished over time. Conversely, when Candida glabrata and macrophages were co-cultured and subjected to glucocorticoid stimulation, the inhibitory impact of glucocorticoids on the MTOR pathway showed a time-dependent reduction, and by 24 hours, glucocorticoids exhibited an activating effect on the MTOR pathway (Figure 8). Furthermore, under glucocorticoid stimulation, co-culturing Candida glabrata with macrophages and applying rapamycin resulted in the inhibition of the MTOR pathway (Figure 8).




Figure 8 | Western blot analysis was conducted to examine the expression of MTOR pathway-related proteins in Raw264.7 cells for groups "C", "DEX", "DEX+Rapa", "Cg 6h", "Cg 12h", and "Cg 24h" (A). Western blot analysis was performed to assess the expression of MTOR pathway-related proteins in Raw264.7 cells for groups "DEX+Cg 6h", "DEX+Cg 12h", "DEX+Cg 24h", "DEX+Rapa+Cg 6h", "DEX+Rapa+Cg 12h", and "DEX+Rapa+Cg 24h" (B). The relative protein expression levels of MTOR pathway-related proteins were compared among different cell groups (C).








Discussion

Glucocorticoids find extensive use in the treatment of immune disorders and endocrine system diseases. However, it is noteworthy that glucocorticoid therapy presents a substantial risk factor for candidaemia (13). Glucocorticoids have been observed to stimulate the proliferation of Candida in the cornea, concurrently diminishing neutrophil infiltration. Moreover, glucocorticoids impede the formation of neutrophil extracellular traps, culminating in an exacerbation of fungal keratitis (3).

Candida glabrata, a conditionally pathogenic organism prevalent in mucous membranes, poses a significant risk for systemic fungal infections, particularly in immunocompromised individuals, those undergoing glucocorticoid therapy, or utilizing catheters (14). Notably, systemic fungal infections attributable to Candida glabrata represent the second most frequent among Candida genera in both the United States and Europe (15). In contrast to Candida albicans, Candida glabrata exhibits heightened resistance to the antifungal effects of reactive oxygen species (ROS) secreted by macrophages (16). This increased resistance may contribute to the elevated mortality observed in patients with Candida glabrata candidemia (17).

In the immune defense against fungal infections, macrophages play a pivotal role as primary effectors in eliminating Candida. Recognition of fungal-pathogen-associated molecular patterns (PAMPs) by pattern recognition receptors (PRRs) on the macrophage cell membrane initiates the phagocytic process. Subsequently, nascent phagosomes undergo fusion with lysosomes, maturing into phagolysosomes within macrophages. These phagolysosomes create a hostile environment lethal to Candida, contributing to fungal clearance. Moreover, macrophages engage in LC3-associated phagocytosis (LAP), a mechanism that aids in combating fungi (18). Additionally, monocytes and macrophages play a crucial role in recruiting neutrophils, further enhancing the clearance of Candida. This collaborative immune response underscores the complexity and effectiveness of the host defense against fungal pathogens. Understanding these intricate interactions provides insights into potential therapeutic strategies for managing fungal infections in clinical settings (19). Despite the phagocytosis by macrophages, Candida glabrata exhibits resilience and the ability to survive and replicate within these immune cells. This survival is attributed to various mechanisms, including the modulation of phagolysosomes, regulation of phagolysosomal pH, adaptation to the antimicrobial activities of macrophages, and the ability to adjust to the challenging nutrient environment within macrophages through autophagy (20, 21). The intricate strategies employed by Candida glabrata to evade the antimicrobial defenses of macrophages highlight the sophistication of the fungal pathogen’s immune evasion mechanisms. Further elucidating these mechanisms is crucial for developing targeted therapeutic interventions to enhance the effectiveness of macrophage-mediated clearance of Candida glabrata (20). The survival of Candida glabrata within macrophages is a key evasion strategy against immune clearance. This highlights the pathogen’s adaptability and resilience. Unraveling this interaction is vital for developing targeted therapies to counteract these evasion tactics and boost host defenses (20). Administering the MTOR pathway inhibitor rapamycin to mice with candidaemia demonstrates a noteworthy reduction in macrophage apoptosis, leading to improved overall survival (22). This observation underscores the direct protective impact of rapamycin on macrophages, suggesting its potential as a therapeutic intervention in candidaemia management (22).

Following the phagocytosis of Candida glabrata, the activation of the MTOR pathway in macrophages suggests a potential mechanism through which Candida glabrata may inhibit cellular autophagy. It is noteworthy that autophagy serves as a crucial self-protection mechanism in organisms and plays a pivotal immunomodulatory role in countering environmental stressors, particularly in chronic inflammation and infection models. Further investigations are imperative to elucidate the intricate interplay between Candida glabrata and the autophagic response, shedding light on potential therapeutic avenues for manipulating this pathway in immune regulation (23). The suppression of macrophage autophagy by Candida glabrata may serve as a mechanism enabling the continuous survival and replication of Candida glabrata within macrophages. Post-phagocytosis, there was a notable elevation in the secretion of IL-6 and TNFα by macrophages (P<0.05), accompanied by a significant reduction in the ratio of viable cells (P<0.05). These findings suggest that Candida glabrata stimulates the secretion of inflammatory factors by macrophages, contributing to macrophage death.

The inhibition of the Src/Syk pathway and the consequent reduction in reactive oxygen species production in macrophages, induced by glucocorticoids, disrupt the recruitment of LC3BII to the phagosomes of phagocytes that have internalized Aspergillus spp. This disruption, specifically the inhibition of LC3-associated phagocytosis (LAP), could be a contributing factor to the pathogenesis of invasive Aspergillus under glucocorticoid induction (24). Consistent with these findings, glucocorticoids were observed to inhibit LAP in macrophages engulfing Candida glabrata (P<0.05). Intriguingly, glucocorticoids inhibited the MTOR pathway in macrophages that had engulfed Candida glabrata, and this inhibition decreased with time, displaying activation of the MTOR pathway at 24h. Rapamycin partially mitigated the inhibition of LAP by glucocorticoids in macrophages engulfing Candida glabrata. The intricate interplay of various intracellular signaling pathways, including MTOR, AMPK (AMP-activated Protein Kinase), and JNK (c-Jun N-terminal Kinase), in autophagy suggests that glucocorticoids may exert their effects on macrophage autophagy through multiple pathways beyond MTOR. Further investigation is warranted to unravel the comprehensive regulatory network governing macrophage autophagy in response to glucocorticoids.

In the current investigation, glucocorticoids were identified to impede the phagocytosis of Candida glabrata by macrophages. Conversely, rapamycin exhibited the potential to induce phagocytosis of Candida glabrata by macrophages over time. When macrophages engulfed Candida glabrata, both glucocorticoids and rapamycin demonstrated inhibitory effects on the secretion of pro-inflammatory factors, namely IL-6 and TNFα, subsequently leading to an increased macrophage viable cell ratio. Notably, glucocorticoids suppressed macrophage autophagy, whereas rapamycin induced autophagy in macrophages. In murine experiments, glucocorticoids were observed to induce and worsen candidaemia, while rapamycin contributed to the improved survival of mice afflicted with candidaemia (22). Hence, macrophage autophagy emerges as a crucial determinant for the effective elimination of Candida glabrata subsequent to its phagocytosis. In summary, glucocorticoids impede macrophage autophagy by inhibiting the phagocytosis of Candida glabrata. This inhibition may potentially contribute to the dissemination of Candida glabrata in vivo, thereby fostering the development of systemic Candida infections.

The attenuation of macrophage autophagy by glucocorticoids appears to intensify with prolonged exposure, underscoring the importance of early intervention in patients with candidaemia undergoing long-term glucocorticoid treatment—a high-risk factor. Furthermore, the potential therapeutic application of rapamycin in the treatment of candidaemia emerges as a promising avenue worth exploring.
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CGGAATCGTCTACCCCACTC
CCGTCCTGCAAGACGATTCA

CATCGACATAAGTCAGCACCAG
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