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Editorial on the Research Topic
 Advancing Methods for Psychological Assessment Across Borders




A NEW GENERATION OF PSYCHOLOGICAL AND BEHAVIORAL SCIENTISTS

The nascent push for greater transparency and reproducibility in psychological and behavioral sciences has created a clear call for better standards for research methods across borders and languages. Exponential growth in computing power, access to secondary data, and widespread interest in new statistical methods have ensured a new generation of behavioral researchers will have opportunities for discovery and practice on a level without precedent. As of publication, more than 200 institutions in over 100 countries globally have launched behavioral policy units, and there is immeasurable interest in applications from across specialty areas in psychology. With these trends, there is an undeniable and growing demand for improved methods for assessment in scientific study, industry, and policy.

To maintain progress, it is critical that the next generation of researchers have the awareness, training, and practice for conducting high-quality research in psychological assessment, particularly when studying across populations, borders, and languages. This Editorial summarizes key insights for the Research Topic Advancing methods for psychological assessment across borders, followed by general guidance for early career researchers working in multiple languages and countries, or when adapting existing methods for new settings and populations.



EDITION INSIGHTS

This Research Topic was launched to support professional development of students and early career behavioral scientists in the Junior Researcher Programme, an initiative that supports six multi-country psychological research projects annually. Senior academics were also invited to contribute manuscripts of their own multinational studies. Mirroring the field generally, there is considerable diversity in the 19 published manuscripts, with protocols and early-stage findings in education, health, development, technology, personality, data privacy, social media, organizational leadership, and financial decision-making.

The first wave of papers covered a variety of techniques for testing existing paradigms with greater cross-cultural appreciation. This included the development of a multilingual app for assessing quality of life, an expanded measurement for standardizing cognitive ability scores across Europe, new approaches to personality measures to link with cognitive ability, measurement of how teachers support students emotionally, psychological constructs and accuracy of subjective scoring in gymnastic judges, and a cross-validation of an empathy scale. Following topics covered new approaches in assessment across mental health and decision-making. Papers included learning methods, the dark triad of personality, moral behavior, and psychopathy from a neuroscience communication lens, the impact of music on the well-being of elderly people, adolescent well-being, validation of PHQ-9 in Norwegian, and assessing videos as an intervention tool on social media. In the final wave, the focus shifted toward more narrow assessment of behaviors, such as the influence of social norms on eating behavior during pregnancy, parental decision to have children vaccinated, Facebook use and preference for privacy options, how identity leadership builds organizational commitment, and the decision to donate to charity. Such diversity in papers highlights the need for early career researchers to have robust training and experience in responsible, replicable scientific methods.

This Research Topic is primarily geared toward Protocols, meaning there is less in the way of new evidence to summarize. Instead, we cogitate on the approaches, challenges, reviewer feedback, and general direction from these manuscripts as a means of guiding the next wave of junior researchers.



GUIDANCE FOR EARLY CAREER RESEARCHERS

Across these Protocols, a number of themes emerge in attempts to conduct psychological research across borders, for instance:

1. Translation into a new language is not the only adaptation existing measurements need to function in new settings—there is no one clear answer on how best to conduct comparisons in all cases (i.e., using the items that work well enough in all settings vs. using the items that best fit each location);

2. When designing studies to be carried out in multiple countries, particularly with limited resources to conduct the study, it may be more useful to focus on common, narrowly-defined groups in each, than attempt to be representative across all populations for all countries tested

3. Hungry for data: while positive in terms of how it reflects the enthusiasm of the next generation of behavioral scientists, the omnipresent wish to add more items, recruit more participants, and do more rounds of collection may serve as a barrier to producing high-powered studies on clear questions;

4. Highly cited papers that appear in textbooks over several generations of students may have a sample size (power) that would not even pass as a pilot study under present research standards;

5. WEIRD (Western, educated, industrialized, rich, and democratic) populations are easier to access; studying non-WEIRD populations may offer substantially more insight than simply improving existing instruments in tested populations;

6. Particularly when using extensive assessments, knowing how to position a study for eventual publication is a major challenge, and can slow the development of new insights, particularly when a key feature is the adaptation into multiple languages. This is particularly relevant for junior researchers (see Table 1).



Table 1. List of common study designs for early career researchers.
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RECOMMENDATIONS

While difficult to provide uniform guidance for all international, multilingual, and other multi-site studies in psychological sciences, there are some common steps that can be taken to ensure a smoother process with greater possibility of meaningful insights, while avoiding common pitfalls. We highlight some of these here:


Focus the Content on What Matters

Empirical papers usually revolve around a primary research question. All text written in the build up to the research question should serve the reader to understand why this question is important. Although researchers often wish to be as thorough and detailed as possible, too much information creates confusion and detracts from a primary message. Be concise and stay on point. Unless absolutely necessary and directly relevant, do not go back to Freud and Jung, and remove tangents or overstated contingencies. Focus on the critical assumptions and make sure no reader has to guess what the question or hypothesis are.



Utilize the Open Science Framework

At the time of writing, the mandate for researchers to ensure transparency and reproducibility in research is young but building. To meet these standards, there are a broad range of resources, tools, guidelines, and examples produced by the Open Science Framework (osf.io). Early career researchers are encouraged to manage project materials, such as questionnaires, instructions, analysis scripts, and datasets in an OSF project (See Supplement 1).



Pre-register Studies

Pre-registration has been suggested as an important tool to combat publication bias and questionable research practices and improve the transparency of the research process (Munafò et al., 2017). Pre-registrations are time-stamped documents specifying all plans for methods, data collection, and analysis. These are produced prior to conducting study. Such documents are expected to settle crucial decisions of the research process a priori, along with transparency about initial hypotheses (Nosek et al., 2018). There may be instances where simulated or pilot data may be necessary to aid in certain aspects of methodological decision-making, but this should be justified if done. Another alternative is to randomly split datasets in order to conduct exploratory analyses prior to confirmation with the held off, un-analyzed dataset (Anderson and Magruder, 2017; Supplement 2).

Pre-registrations must eventually be made public in order to address underreporting biases, but many may be embargoed for various lengths of time (e.g., up to 4 years on the OSF1) be private or public. They also may be submitted for peer review as Registered Reports2 prior to data collection, such that valuable feedback could be obtained ahead of the project execution when early career researchers would be most likely to benefit from it. Researchers should also adhere to institutional review board (IRB) guidelines and include relevant approvals and ethical guidance when they pre-register.



Replicate Before You Explore

Registered reports reviewed and accepted prior to data collection provide incentives for researchers to conduct valuable replication studies. Ambitious early career researchers may initially be more drawn to the thought of testing a completely new idea of their own. However, in attempting to build new hypotheses based on theories that may not have substantial validation, the researcher may find themselves with a lot of unpublishable material. Instead, consider first replicating a critical finding that produces the assumptions for your own work, and see if it holds. If it does, then finding a new avenue to explore can be possible. If it does not, then you have ample opportunity to discover unexpected moderating variables. Either way, you have now made an important contribution to the field while concurrently allowing yourself both confirmatory and exploratory hypotheses to test. Using the Registered Report model for this first step can be crucial, as “successful” replications are often deemed “too boring” to publish, whereas “unsuccessful” replications may be subject to more intense scrutiny than warranted and face obstacles to publication.



Publish Null Findings

We optimize the possibility of finding an effect through power calculations to inform sample sizes, but sometimes our results turn out to be null. Albeit often less desirable, such findings are equally relevant and should not be overlooked by researchers or publishers. Data syntheses and systematic reviews rely on publications of statistically significant effects as well as null findings to yield an accurate and generalized conclusion. Not publishing null findings therefore results in a skewed representation of the reality. Null findings could also inform future studies by providing context to consider potential confounds and moderators. So no matter if it is reject or fail to reject, start with publication in mind.



Apply for Ethical Approval Early

All researchers should seek guidelines for obtaining necessary ethical or IRB clearance as early as possible. As a minimum, review should be obtained at the institution of the principal investigator. When testing in multiple settings, approval may need to be sought from additional boards, such as schools (for collecting student data) or organizations (for collecting data on a centralized platform). Ethical reviews will usually include comments on methods and legal documents such as privacy notices, so earlier review would be better for finalizing research plans, particularly pre-registration. No two IRBs are guaranteed to function in the same way, but most will focus more on protecting participants in the study and the institution, and less on getting you a high-impact publication. We advise you consider methodological input from trusted experts before and after ethical review to ensure the highest quality study. Finally, try to consider aspects of data sharing (Meyer, 2018) and overall project transparency in your IRB applications in order to not face hurdles to transparency later on (Supplement 3).



Use the Oxford Comma

Please.




CHALLENGES

Put bluntly: the goalposts have changed in research. While concerns about replication and sufficiently-powered studies have raised standards across the behavioral sciences, they have also created unprecedented challenges for early career researchers. For example, classic rules of thumb for testing new surveys are no longer permissible and should be replaced with systematic power calculations preceding data collection. While this will unambiguously improve scientific quality, it also requires both the statistical knowledge to produce those estimates as well as the resources to meet those participation thresholds. Likewise, while we are fully in support of pre-registering studies, journals note the difficulty in finding reviewers willing to engage with these, which can slow down the completion of study on time-limited research projects conducted by students.

Current standards developed over time and were not used by previous generations of researchers, meaning new behavioral scientists are being trained by academics who were not subject to them at the same stage in their careers. Even when these new approaches become standard in university lectures, alternative learning resources, hands-on experience with research, and peer-learning are crucial for the development of junior researchers.



CONCLUSIONS

Take every word here as a positive. With new challenges come new opportunities, and the next wave of behavioral researchers will have a tremendous impact on society. The earlier that the new standards in the field can be applied across all studies, the (likely) better this will be for the advancement of the field and public perception of the work. As psychological and behavioral scientists cover all domains of life for individuals and societies, this will surely promote the greatest impact for the well-being of the science and of populations. Your professional ancestors are cheering for you.
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Self-report personality questionnaires, traditionally offered in a graded-scale format, are widely used in high-stakes contexts such as job selection. However, job applicants may intentionally distort their answers when filling in these questionnaires, undermining the validity of the test results. Forced-choice questionnaires are allegedly more resistant to intentional distortion compared to graded-scale questionnaires, but they generate ipsative data. Ipsativity violates the assumptions of classical test theory, distorting the reliability and construct validity of the scales, and producing interdependencies among the scores. This limitation is overcome in the current study by using the recently developed Thurstonian item response theory model. As online testing in job selection contexts is increasing, the focus will be on the impact of intentional distortion on personality questionnaire data collected online. The present study intends to examine the effect of three different variables on intentional distortion: (a) test format (graded-scale versus forced-choice); (b) culture, as data will be collected in three countries differing in their attitudes toward intentional distortion (the United Kingdom, Serbia, and Turkey); and (c) cognitive ability, as a possible predictor of the ability to choose the more desirable responses. Furthermore, we aim to integrate the findings using a comprehensive model of intentional distortion. In the Anticipated Results section, three main aspects are considered: (a) the limitations of the manipulation, theoretical approach, and analyses employed; (b) practical implications for job selection and for personality assessment in a broader sense; and (c) suggestions for further research.

Keywords: personality assessment, personnel selection, forced-choice, Thurstonian IRT, faking, ipsativity, cross-cultural comparison


INTRODUCTION

Self-report personality questionnaires are increasingly popular in high-stakes contexts such as personnel selection (Rothstein and Goffin, 2006), college admissions (Sjöberg, 2015), and determining eligibility to stand trial (Archer et al., 2006). However, in these situations, instead of answering honestly, test takers often intentionally distort their answers to increase their chances of being hired (Birkeland et al., 2006). It has been estimated that roughly 30 percent of job applicants intentionally distorts their responses (Griffith and Converse, 2011). Intentional distortion is detrimental to the psychometric properties of the assessment instrument, hiring decisions, and the utility of whole-job selection systems (Donovan et al., 2014), although human resources practitioners are largely unaware of the implications (Rothstein and Goffin, 2006). Furthermore, research on intentional distortion suffers from weak theoretical support and over-reliance on empirical and statistical methods (Griffith and Peterson, 2011).

In the literature there is considerable debate on the question whether intentional distortion also decreases the predictive validity of self-report questionnaires. Donovan et al. (2014) conducted a study utilizing a within-subjects design in an actual organizational setting and found not only a negative impact of intentional distortion on the psychometric properties of the non-cognitive self-report measure, but also a negative impact on the quality of the hiring decisions made by the organization. Additionally, people intentionally distorting their answers were found to exhibit lower levels of performance than people answering honestly. This implies that intentional distortion has negative consequences for the predictive validity of the personality test. The opposite argument, however, is based on seeing intentional distortion as a type of intelligence, mostly related to social or emotional intelligence, which consists of the ability to correctly read and interpret cues in social situations. This ability allows test takers to identify correctly the meaning of the test items and the desirable characteristics for the job in question, and later on will also help them perform better at their job, especially if it involves social interactions (Kleinmann et al., 2011). Thus, in this view, the influence of intentional distortion on the personality test leads to an equal or increased predictive validity of the test.

Even when intentional distortion would lead to a better predictive or criterion-related validity of personality tests, it is also important to consider the construct validity of the test. If the test does not measure what it is expected to measure, in this case personality factors, then the construct validity is low. Understanding and reducing the influence of intentional distortion on these measures of personality should lead toward an ideal situation in which a personality test assesses personality (and not intentional distortion), and another test assesses intentional distortion or a related ability, if this variable would have predictive validity for job performance (Kleinmann et al., 2011).

The most comprehensive theoretical model of intentional distortion (see Figure 1; Ellingson and McFarland, 2011) is based on the valence-instrumentality-expectancy theory of motivation (Vroom, 1964). This model states that the predictors of intentional distortion work through three proximal motivational factors: (a) valence, the affective reaction an individual has to a particular outcome of an action; (b) instrumentality, the belief that the action will lead to a particular outcome; and (c) expectancy, the belief that one can perform the action. These three factors determine a person’s motivation to engage in intentional distortion; however, the individual’s actual ability to enact intentional distortion moderates the effect of the motivation to do so (Ellingson and McFarland, 2011).


[image: image]

FIGURE 1. Graphical representation of the valence-instrumentality-expectancy theory, contextualized for intentional distortion behavior. The proximal determinants of the motivation to distort and intentional distortion behavior moderated by the ability to distort are represented. In Ellingson and McFarland (2011). Copyright 2011 by the Taylor & Francis Group, LLC. Reprinted with permission.



Situational characteristics such as test format may offset individuals’ capacities for intentional distortion. Forced-choice response formats have been proposed as a way of controlling for intentional distortion in personality assessments (Christiansen et al., 2005). In forced-choice questionnaires, instead of rating items on a graded scale, respondents rank groups of personality statements that seem equivalent in terms of social desirability. Forced-choice questionnaires hinder the identification of advantageous response patterns (Stark et al., 2014), rule out uniform biases such as acquiescence and extreme responding, and are recommended for use in cross-cultural comparisons and high-stakes situations (He et al., 2014). On the other hand, another type of scale format, that of dichotomous answers (yes/no) is rarely used (e.g., Eysenck Personality Questionnaire, Eysenck and Eysenck, 1975), being advantageous in terms of time, it takes to complete the test. However, problems arise with extremely unbalanced response distributions (e.g., everyone answers “yes” to a certain item; Clark and Watson, 1995) which indicates intentional distortion, and the measurement of continuous personality variables through completely polarized items, which minimizes the information obtained for those with real scores in extremities of the distribution (Furr, 2011).

Despite their advantages, forced-choice questionnaires have traditionally been discounted due to problems arising from conventional approaches to scoring them, which produce ipsative scores. These are able to show the relative levels of a trait within an individual (e.g., an individual appears more agreeable than conscientious), but they cannot be used to compare absolute levels between individuals (Christiansen et al., 2005). An increase on one dimension in an ipsative measurement necessitates a corresponding decrease on other dimensions. This property makes ipsative measures incompatible with methods such as correlation or factor analysis (Cornwell and Dunlap, 1994) and creates issues relating to construct validity, criterion-related validity, and reliability estimates (Brown and Maydeu-Olivares, 2013). Hicks (1970, p. 181) cautioned researchers against using purely ipsative instruments, writing, “[researchers] cannot legitimately manipulate the variables assessed by the test utilizing statistical procedures which assume that independent dimensions are involved.” Methods proposed to address this issue have included increasing the number of dimensions being measured (Hicks, 1970) and compositional data analysis (Aitchison and Egozcue, 2005), yet the relative nature of the inferences remained unresolved (van Eijnatten et al., 2015). However, recent models based on IRT allow the extraction of normative scores from forced-choice responses (Stark et al., 2014; Joubert et al., 2015). Among these, the two state-of-the-art models are the Thurstonian IRT model (Brown and Maydeu-Olivares, 2011) and multi-unidimensional pairwise preference model (MUPP; Stark et al., 2005). These models overcome the problems posed by scoring ipsative measures via classical test theory by explicitly proposing a measurement model, that describes the relationship between items and traits, and a decision model, that describes how the individual selects one item over another (Brown, 2016). This additional level of information is what allows the recovery of normative scores from a forced-choice instrument – on Thurstonian IRT, a structure of correlated latent factors derived from multiple blocks of forced-choice items is fitted to binary outcomes of pairwise comparisons (Brown and Maydeu-Olivares, 2013), whereas MUPP combines multidimensional items with unidimensional pairings and a Bayes modal procedure as means of estimating trait scores (Stark et al., 2005).

The aim of our study is twofold: (a) to present an integrated view of intentional distortion formulated on sound theoretical underpinnings and (b) to reduce the effects of intentional distortion on personality assessment in high-stakes contexts by testing a viable method of scoring forced-choice questionnaires that can overcome earlier difficulties in their use (i.e., the ipsativity problem). Along with this, we will investigate three variables previously found to affect intentional distortion and present the theoretical reasoning behind these hypothesized effects.

First, responses for forced-choice questionnaires should exhibit lower levels of intentional distortion than those for graded-scale questionnaires. Besides the effects of forced-choice format on the ability to distort discussed above (i.e., more difficult identification of advantageous response patterns), having to choose between statements with similar levels of social desirability could induce higher levels of test-taking anxiety in applicants (Converse et al., 2008), lowering cognitive performance and ability to distort. According to Converse et al. (2008), this may come from a perception that in forced-choice format they do not have free choice of answers as well as less opportunity to express their personality qualities related to the job. Additionally, the forced-choice format could diminish their expectancy beliefs about intentional distortion of their answers (Ellingson and McFarland, 2011).

Second, attitudes toward the appropriateness of a candidate’s use of intentional distortion are associated with several cultural dimensions suggested by the GLOBE study (House et al., 2004), such as uncertainty avoidance (which decreases the appropriateness due to lack of control about the result), or power distance (enhancing the appropriateness due to perceived lack of fairness in societies high in power distance; Fell et al., 2015). These attitudes may act on intentional distortion through (a) valence beliefs, by informing personal standards of behavior, or (b) instrumentality beliefs, by leading to the belief in a more positive outcome of intentional distortion (Ellingson and McFarland, 2011).

Third, because forced-choice questionnaires are more cognitively demanding compared to graded-scale questionnaires (Converse et al., 2008), intentional distortion is expected to relate more strongly to cognitive ability in forced-choice questionnaires than in graded-scale questionnaires. Cognitive ability is on one hand expected to relate positively to the ability of applicants to distort their answers (Christiansen et al., 2005), as it is assumed that more cognitively able applicants will be better able to identify advantageous response patterns in relation to the job requirements. On the other hand, there has also been evidence showing that people with higher cognitive ability distort their answers less often (Austin et al., 2002; Levashina et al., 2009) and do not respond in a more socially desirable manner than other participants (Ones et al., 1996). Reasons for avoiding intentional distortion of their answers include high self-efficacy and believing in one’s own abilities to succeed in assessment without distorting (De Fruyt et al., 2006), short-term outcomes (such as being excluded from the applicants pool for failing social desirability items), or long-term outcomes (such as not being suitable for the role or not fitting into the working team). However, if this would be the case, this relationship would also be evident in the graded-scale questionnaires.

Consequently, our research questions are as follows:

1. Is intentional distortion lower in forced-choice questionnaires than in graded-scale questionnaires?

2. Are there differences in levels of intentional distortion across cultural groups?

3. Do people with higher cognitive ability show more intentional distortion in forced-choice questionnaires than people with lower cognitive ability?



MATERIALS AND EQUIPMENTS

Measures

Big Five Inventory

The BFI is a popular instrument for international studies and it is recommended for use in cross-cultural settings (Schmitt et al., 2007). This 44-item graded-scale-format operationalization (Pervin and John, 1999) of the Big Five theory (John et al., 2008) will be used to assess personality traits. Adaptations of the BFI to the languages of the target countries, as well as country-specific psychometric properties, are available (Schmitt et al., 2007; Neşe Alkan, “Reliability and Validity of the Turkish Version of the Big Five Inventory,” unpublished manuscript, 2006).

Tailored Forced-Choice Questionnaires

Equivalent forced-choice questionnaires for each country will be constructed by pairing positively keyed items measuring personality traits from the International Personality Item Pool (Goldberg, 1999). Each Big Five trait is represented by 30 items that were selected to reflect the diversity of their respective domains.

In order to ensure that the items being paired to form the blocks in the forced-choice questionnaire are as closely matched in social desirability as possible, we are conducting a study to gage social desirability levels for each item. Approximately 250 respondents (as in Stark et al., 2005) in each country will be asked to rate the items for their attractiveness. Given that social desirability may be a context-dependent property (Rothstein and Goffin, 2000), the participants will be presented with the job description of the high-stakes condition and prompted to rate the social desirability “as if” applying for that job. Next, the items will be paired using a procedure that (a) generates a list of possible pairs of items on different dimensions of the Big Five, numbering 10 pairs initially; (b) sorts the items from most desirable to least desirable, according to mean ratings; (c) identifies the two items whose means are closest; (d) removes the pair constituted by the two items from the search space; and (e) repeats the process of pairing the closest items until no more pairs remain in the search space, after which the procedure enters the next round of matching. Pairing 150 items in this manner requires eight rounds.

International Cognitive Ability Resource

We will use the 16-item ICAR Sample Test (The International Cognitive Ability Resource Team, 2014) to measure cognitive ability. This instrument, designed for online administration (Condon and Revelle, 2014), is a public-domain measure with four subscales: Letter-Number Series, Matrix Reasoning, 3D Rotation, and Verbal Reasoning. The test has been adapted for use in the native languages of the countries in this study. (Scores will be used for within-culture comparisons only.) Condon and Revelle (2014) report adequate internal consistency for the ICAR Sample Test (Cronbach’s α = 0.81, total ω = 0.83) and provide evidence of adequate convergent validity with several widely accepted measures of cognitive ability.



STEPWISE PROCEDURES

Participants

Data will be collected from university students or recent graduates in their early adulthood (aged 18–30) in three countries: the United Kingdom, Serbia, and Turkey. Approximately 250 participants from each country will take part in the study to construct the tailored forced-choice questionnaires and 500 participants from each country will take part in the experimental study. They will be recruited online (mostly resorting to social media, e.g., Facebook, Twitter), by using university resources (i.e., using online subject pool programs or by administering them to students during or after classes), and by advertising the study in university facilities. In order to maximize participation, the advertisements will be timed to avoid periods that would be associated with decreased participation. The participants of the experimental study will be motivated by the opportunity to enter a raﬄe for financial prizes and the opportunity to get individual feedback on their personality.

The targeted group of participants are students and graduates in their early adulthood according to Erikson’s (1993) stage of human development. This stage is, besides completing formation adult identity and establishing intimate relationships, typical of finishing one’s education and entering the job market. University students and fresh graduates are likely to be familiar with the situation of applying for jobs, going through job interviews and assessment, including personality assessment. Moreover, the role of assistant manager which is used to introduce the high-stakes condition might be quite realistic and relatively attractive job for wide range of university students and fresh graduates of different specializations with limited work experience (Kleinmann and Klehe, 2011).

Participating countries were chosen based on differences in attitudes toward intentional distortion in job interviews (Fell et al., 2015), which were related to the cultural dimensions (e.g., power distance, in-group collectivism) assessed by the international GLOBE study (House et al., 2004). Our choices are representative of presumed minimum, intermediate, and maximum levels on this attitude index (the United Kingdom, Serbia, and Turkey, respectively), on which a higher score represents a more positive attitude toward intentional distortion. Although Serbia was not included in the GLOBE study, later research provided information on the cultural dimensions in question (Vukonjanski et al., 2012).

Ethics Statement

The study has been given full clearance by the Ethics Committee of Universidad Autónoma de Madrid, which abides law 14/2007 of July 3, 2007 regarding biomedical research, and is fully compliant with the Declaration of Helsinki.

Design and Procedure

Participants will be invited to take a set of online tests in a single session. The tests will be administered via the Qualtrics platform (Qualtrics, Provo, UT, USA). The set includes two self-report questionnaires (graded-scale and forced-choice format), each administered in two conditions (high-stakes and low-stakes), and a test of cognitive ability. In the low-stakes condition, participants will be instructed to respond as sincerely as possible. In the high-stakes condition, they will be instructed to answer as if they were applying for a job—in this case, a management trainee position. Every participant will go through both the high-stakes and the low-stakes condition, with order determined by random assignment (see Figure 2). The within-subject design is recommended for studying intentional distortion because it accounts for individual tendencies in the behavior (Viswesvaran and Ones, 1999). Between the two conditions, respondents will answer a cognitive ability measure, which should have the additional benefit of reducing practice or memory effects for the questionnaires (Grieve and de Groot, 2011). Finally, respondents will answer a single item asking to what extent the described job is attractive for individual participants on a four-point scale (from very unattractive to very attractive). This will allow us to operationalize job attractiveness and possibly control for it. In return for participation, respondents who complete the whole questionnaire will have the possibility to participate in a raﬄe containing several monetary reward. The participants will also be offered personalized feedback based on the BFI scores in the low-stakes condition which should increase the respondents’ motivation to answer the questionnaire in an accurate and honest manner under this instruction.
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FIGURE 2. Research design flowchart. LS, low stakes; HS, high stakes; GS, graded scale; FC, forced choice.



Proposed Analysis

The Thurstonian IRT model (Brown and Maydeu-Olivares, 2011) has proved to be a flexible, robust model for obtaining normative trait scores from individual responses to forced-choice questionnaires. In contrast to the MUPP (Stark et al., 2005), it does not require precalibration of the item parameters. It can be estimated using the widespread software Mplus (Muthén and Muthén, 2015) and thus does not require any specialized software. Finally, the International Personality Item Pool items that will be used in the forced-choice questionnaires are written in a way that assumes a dominance response model, in which an individual is more likely to answer positively to items assessing traits they are high on; as such, these items are better fit by the Thurstonian IRT than an unfolding model such as the MUPP (Brown and Maydeu-Olivares, 2010). Therefore, Thurstonian IRT is the model of choice to analyze the ipsative data.

This model is based on Thurstone’s (1927) Law of Comparative Judgement. It links the utility of each response option to the latent trait it intends to measure, by means of a linear function (Brown and Maydeu-Olivares, 2011). As a result, the probability that a respondent chooses item i in a binary comparison between items i and k in block l is expressed by (p. 473),

[image: image]

where Φ(x) is the cumulative standard normal distribution function at x, γl is the threshold for the binary comparison of the two items block l, λi and λk are the factor loadings of items i and k on their respective factors a and b, [image: image] and [image: image] the unique variances of items i and k, and ηa and ηb a respondent’s scores in factors a and b, respectively. By fitting a confirmatory factor-analytic model to the data, item and population parameters can be estimated for the model. Then, normative person parameters can be obtained through a maximum a posteriori estimator. Brown and Maydeu-Olivares (2012) provide and document an Excel macro that can be used to generate the necessary input files to Mplus for a given forced-choice questionnaire – the output allows estimation and scoring according to a Thurstonian IRT model that fits the data, computing item loadings, item thresholds, and factor scores.

The Thurstonian IRT model will be integrated into a wider structural equation model, where the responses to the forced-choice questionnaire and the graded-scale questionnaire will be jointly modeled. The bivariate information from the low-stakes condition will then be used to fit the structural equation model, and an invariance analysis will be conducted to check for invariance of the two order conditions. Then, a multitrait-multimethod matrix will be assessed for construct, convergent, and discriminant validity. After that, maximum a posteriori scores for the respondents’ latent traits in both conditions will be obtained using Mplus (Brown and Maydeu-Olivares, 2012).

Two intentional distortion scores will be obtained for each respondent by subtracting the IRT-based trait scores in the low-stakes (reference score) from those in the high-stakes condition: one concerning each test format (graded-scale versus forced-choice). To answer the first research question, those intentional distortion scores will be tested for significant differences using Rao’s F-test (Christiansen et al., 2005). To test the second research question, intentional distortion scores of the three cultural samples will be tested for differences across country groups using an analysis of variance test (Converse et al., 2010). Finally, a linear regression analysis will be conducted between intentional distortion scores and cognitive ability scores to answer the third research question.



ANTICIPATED RESULTS

The present study intends to clarify the influence of test format, culture, and cognitive ability on intentional distortion in self-report personality measures. Hypotheses made concerning the influence of test format, culture, and cognitive ability are based on and integrated in the theoretical model of intentional distortion by Ellingson and McFarland (2011). However, the proposed underlying processes are still to be tested in further research.

Firstly, tests that use a forced-choice item format have been proposed to reduce the effects of respondents’ intentional distortion on the test results. However, they have proved to be impractical up to now because forced-choice questionnaire items generate ipsative data. By using an IRT-based data analysis, the present study aims to increase the applicability of the forced-choice tests, and provide a valuable alternative for practitioners to reduce the effects of intentional distortion in personality assessment. As forced-choice format makes it more difficult to identify advantageous response patterns (Stark et al., 2014) and might also decrease expectancy beliefs (i.e., belief in ability to successfully distort), it is expected that intentional distortion will be lower in forced-choice questionnaires than in graded-scale questionnaires.

The results of our study regarding the test format will be of practical relevance for the assessment in high-stakes situations, such as personnel selection, where important decisions are made based on candidates’ scores on personality tests. Future research could explore the utility of the assessment method for other high-stakes contexts, such as establishing eligibility for trial. In the long term, this will enable a more accurate and fairer assessment of participants in high-stakes contexts.

Secondly, it is expected that cultures differ in the extent of intentional distortion they display. More specifically, it is expected that participants from cultures scoring low, medium, or high on the index of positive attitude toward intentional distortion (the United Kingdom, Serbia, and Turkey, respectively), will show, respectively, low, medium, and high levels of intentional distortion. This influence of culture on intentional distortion may act through valence beliefs (i.e., informing personal attitude toward intentional distortion) and instrumentality beliefs (i.e., affecting belief that intentional distortion will lead to positive outcomes; Ellingson and McFarland, 2011).

Cross-national work-related mobility is increasing nowadays, and likewise with the reach of multinational enterprises. Practitioners conducting personality assessment in such cross-national contexts need to understand the differences in their respondents’ tendencies to complete personality tests in certain ways. By investigating the phenomenon of intentional distortion in three countries that differ in their attitude toward this practice, the present study will have further implications for international assessment.

Thirdly, we will also explore the relationship between a person’s general cognitive ability and intentional distortion, both on graded-scale and forced-choice items. In graded-scale questionnaires, no influence of cognitive ability on intentional distortion is expected. In forced-choice questionnaires, a positive relation of cognitive ability and the ability to distort is hypothesized, as it is expected that participants should be more able to identify the advantageous response patterns. Moreover, cognitive ability might also reinforce a person’s motivation to distort by raising their expectancy beliefs of how successful they will be at distorting their answers.

Nevertheless, a potential rejection of this hypothesis could indicate support for an alternative explanation. Participant’s cognitive ability can be negatively related to their motivation to distort as more cognitively able applicants would be more aware of possible short-term consequences (such as being excluded from the applicants pool for failing social desirability items), or long-term consequences (such as not being suitable for the role or not fitting into working team) of distorting answers in high-stakes contexts. Yet another reason for choosing not to distort in participants with high cognitive skills is associated with higher self-efficacy and belief that they can score high without distorting (Levashina et al., 2009), so their expectancy belief may be that distorting is not worth the effort and risk-taking. However, because of the simulated nature of the high-stakes manipulation, the motivational processes to distort may differ from those in an actual high-stakes situation, for example because the long-term consequences are less taken into consideration, which threatens the ecological validity of the results. Simulating the high-stakes situations is a common practice in this field of research (see, e.g., Christiansen et al., 2005), but future studies with real job applicants would be recommended to validate our findings and their applicability in real-life situations. Additionally, although the nature of the specific instruction set given in the high-stakes context (i.e., “respond as if applying for a job”) was chosen to be as ecologically valid as possible in a simulated context, this instruction set does not distinguish between the short- and long-term consequences possibly influencing the motivation to distort, thereby compromising internal and external validity. To disentangle both motivations, further studies could include an additional high-stakes condition focusing on short-term consequences specifically (e.g., “respond so as to maximize your chances of getting hired”).

Understanding how cognitive ability and intentional distortion relate in the context of assessment is important to clarify aspects of predictive and construct validity of personality tests. Although a high predictive validity is useful in practice, it is essential to understand what the test actually measures. We have tried to achieve this by anchoring the study design in a solid theoretical framework that not only contributes to explaining the interrelations between concepts but also can guide future research to build a deeper and more comprehensive understanding of intentional distortion.

Limitations of our experimental design include the use of student groups as representative populations, lack of control over the physical testing environment and sample equivalence, and the possibility of a high rate of attrition leading to less diversity in sample. However, we try to mitigate the effect of the first aspect by advertising the study to recent graduates and students in final years, who are confronting (or will soon be confronting) the challenge of obtaining their first job. Regarding control over the physical environment, online assessment is an increasingly common practice, with 81% of the companies that use assessment administering it online (Kantrowitz, 2014), despite its potential disadvantages. Furthermore, it appears that online tests and pen-and-paper versions are roughly equal in their susceptibility to intentional distortion (Grieve and de Groot, 2011); therefore, research on intentional distortion in online assessment is still needed. Weigold et al. (2013) describe two studies comparing results for surveys administered via traditional means (e.g., on paper and in lab settings) and surveys administered either online or in a take-home format. The instruments used in these studies purportedly measured personality and social desirability. The authors reported that paper-and-pencil and online survey administration were generally equivalent except for some auxiliary aspects such as response rates and completion time. However, Joinson (1999) described an effect whereby participants reported lower social anxiety and social desirability influence in an online survey compared to a paper-based survey, and when they were anonymous compared to being identified. In the case of the present study, it is expected that most participants will provide some personally identifying information in the course of enrolling for the raﬄe. The present study attempts to reproduce the conditions of high-stakes assessment in a job selection context. Having participants identify themselves matches more closely the conditions of real-life job selection, and a hypothetical increase in susceptibility to social desirability likewise matches what, we intend to study. Because of this, our choice of methodology might be more appropriate for drawing conclusions for this type of assessment.
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The importance of high quality teacher–student relationships for students' well-being has been long documented. Nonetheless, most studies focus either on teachers' perceptions of provided support or on students' perceptions of support. The degree to which teachers and students agree is often neither measured nor taken into account. In the current study, we will therefore use a dyadic analysis strategy called the one-with-many design. This design takes into account the nestedness of the data and looks at the importance of reciprocity when examining the influence of teacher support for students' academic and social functioning. Two samples of teachers and their students from Grade 4 (age 9–10 years) have been recruited in primary schools, located in Turkey and Romania. By using the one-with-many design we can first measure to what degree teachers' perceptions of support are in line with students' experiences. Second, this level of consensus is taken into account when examining the influence of teacher support for students' social well-being and academic functioning.

Keywords: dyadic analysis, one-with-many design, teacher emotional support, social inclusion, academic functioning


INTRODUCTION

Students spend on average 7751 h with their teachers during their primary and lower secondary education (Organisation for Economic Co-operation Development, 2013). Through the many hours of instruction and interaction, teachers help students acquire academic knowledge and skills. However, teachers also prepare children for later functioning in society by teaching students to successfully navigate in the social world, both in and outside of the school. Previous studies already showed that teacher's emotional support is very important for students' social functioning and academic engagement (Farmer et al., 2011). Unfortunately, these studies did not look at the constant interplay between teachers' intended level of support and a student's experienced support. Therefore, there is much important information left unstudied. Arguably, teacher support may only be of importance for student's well-being when a teacher's intention to be supportive is also experienced as supportive by the student. In the current study, we will therefore use a dyadic analysis strategy called the one-with-many design to gain a better and more detailed insight in the importance of teacher support for students' academic and social functioning.


Students' Social and Academic Adjustment at School

Students not only interact with their teachers at school, but also interact to a large extent with their peers. Therefore, school is not only a place where children learn to read and write, it is also one of the most important contexts in which they acquire social skills (Hughes, 2012). The classroom is where children interact the most with their peers, and through these interactions children develop social competence (Hughes, 2012). Furthermore, the school is a place where children experience feelings of social inclusion for one of the first times. However, the classroom is often also the context where some children experience being socially excluded for the first time. The consequences of being socially excluded are severe both for the individual and for the society as a whole. Excluded people show reduced abilities to self-regulate, which leads to aggression or even crime (Baumeister et al., 2005; United Nations Educational Scientific Cultural Organization, 2010).

Feelings of social inclusion or exclusion are not only important for children's general well-being and social-emotional development. Importantly, feelings of social inclusion also make students benefit more from education (Holz, 2004). For instance, previous research has found that academic engagement of students correlated with feelings of relatedness with teachers and parents (Skinner et al., 2009), and students' school engagement has been found to be an important predictor of their school dropout and academic success in their later education (Croninger and Lee, 2001; Fredricks et al., 2004; Balfanz et al., 2007; Hafen et al., 2012). Importantly, research has shown that social exclusion is likely to promote gradual disengagement as students progress from primary or elementary level to middle school and high school (Skinner et al., 2008; Martin, 2009). Thus, it is very important for children's general well-being and academic success to feel safe and socially included at school.



Affective Quality of Teacher–Student Relationship

Numerous studies have shown that the affective quality of teacher–student relationships is predictive of students' academic functioning and performance (for a review, see Hamre and Pianta, 2006). In addition, students who experience high levels of positive and supportive interactions with their teachers are better liked and more accepted by their peers (Hughes and Kwok, 2006; Hughes, 2012). Providing emotional support is one factor through which teachers can impact students well-being (Buyse et al., 2009), and academic engagement (Skinner et al., 2009). Emotional supportive teacher–student relationships involve teachers being emotionally positive toward students, and setting clear social rules while still allowing students to develop their own social norms (Farmer et al., 2011; Hughes, 2012).

Previous studies have mainly looked at one-sided perceptions of teacher–student relationships, namely teachers' own perceptions on the level of support they provide to students. Student experiences of teachers' emotional support is often not examined, nor have studies looked at the correspondence between students' experienced support from their teachers and teachers' intended level of support. This means that a great amount of information is left unexplored: whilst teachers might aim to provide emotional support, whether this support is in fact perceived and thus experienced by students is of utmost importance. Perceptions of emotional support can validate its receival and can ensure pupils benefit from the aforementioned positive outcomes. In a study examining the perceived therapeutic alliance by both therapists and their clients, Marcus et al. (2009) found that therapists' with general tendency to form strong therapeutic alliance—as reported by their clients—had clients with better outcomes. However, therapists' own perception of their alliances were not associated with better therapeutic outcomes. In this particular case the clients' opinions of their therapist were associated with better outcomes, whereas his own opinion was not. This information can be used to inform therapists of their work-efficacy and inform interventions to enhance clients' view of their therapeutic alliance with their therapists. These results underline the importance of studying reciprocity in order to detect elements that influence outcomes for any side of a dyad.

Therefore, the first step is to explore the level of correspondence and reciprocity between teacher's own perceptions of emotional support and students' experienced support from their teacher. Next, we will examine whether students' academic and social functioning can be explained by teacher's intended level of support, students' experienced support, or by the reciprocity in teachers' intended and students' experienced level of support.

With this in mind, the present study will answer the following questions:

1. Does emotional support toward the student as perceived by the teacher correspond with students' experienced emotional support?

a. On a general level, are teachers who report to provide high degrees of emotional support also perceived as giving high levels of such support?

b. On an individual level, if a student experiences a lot of emotional support from their teacher, relative to the level of his/hers classmates, does the teacher then also report to give more emotional support to said student, relative to other students?

2. How is teacher's emotional support as perceived by both teachers and students, associated with students' social inclusion and academic functioning?

a. To what degree is teachers' reported support toward his students in general associated with students' social inclusion and academic functioning?

b. To what degree is teachers' reported support toward an individual student associated with the social inclusion and academic functioning of that specific student?




METHODS


Participants

We aim to recruit a sample of 15 teachers and their students (15 teachers × 25 students = 375) from Grade 4 (age 9–10 years) in public primary schools from each country selected for inclusion—Turkey and Romania.

Education systems in Turkey and Romania are similar in their structure and develop in a predominantly collectivist cultural background (Hofstede et al., 2010). In both countries, primary education is mandatory and free of charge for all citizens. The cycle develops over 4 years and the starting age is 6 years old in both cases. The pupil-teacher ratio is estimated at 18 pupils per teacher in Romania as opposed to 20 pupils per teacher in Turkey (UNESCO Institute for Statistics, 2016). In practice however, the National Law for Education (2011) in Romania assumes that classroom size varies across teachers but it is not meant to exceed 28 students and 25 is considered optimal. In Turkey, according to the data from Ministry of National Education (2016), the average number of students per teacher in the educational year 2015–2016 is 18. However, the hitherto recruited classrooms had an average size of 23. Having a mean of students per teacher larger than that of the country indicates the reliability of this number.

The ongoing data collection yields smaller classes in Romania as opposed to Turkey. We therefore aim to collect the estimated student sample across all teachers. Under determination of alpha at 0.05, power of 0.7 and medium cohen's f2 effect size of 0.15 a standard multiple regression sample size calculation in G*Power yielded 33 for the teacher sample size. In additional support of our sample aim we refer to a previous study (Marcus et al., 2011) which used a one-with-many design with a sample of 14 therapists and 398 substance use adolescents, making our teacher sample large enough to provide sufficient power. Limitations of applying standard power analysis on a one-with-many design are discussed below to further elaborate on our teacher and student sample size aim.



Measures

Teacher–Student Relationship Scale (TSR)

The TSR (Gehlbach et al., Unpublished manuscript) includes teachers' and students' perspective of their relationship (see Table 1). Teachers and students items are correspondent hence suitable for a one-with-many design to assess both parties perceptions of their relationship. The scale measures both negative (five items) and positive (nine items) aspects of the relationship (Gehlbach et al., Unpublished manuscript). The positivity and negativity items are treated as two different subscales and as such will have their own score calculated, i.e., mean scores will be given for each teacher and each of his students. Examples of matching student and teacher items are “How motivating are the activities that < teacher's name> plans for class?,” and “How motivating does < student's name> find the activities that you plan for class?” Gehlbach et al. (Unpublished manuscript) report on means and standard deviations for each of the subscales at two different time points. The provided standard deviations for the four subscales ranged from 0.52 to 1.01.


Table 1. Psychometric properties of the scales used.
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Social Inclusion

Students' social inclusion will be assessed using two measures and one peer nomination method.

Social Inclusion Assessment Instrument (SIAI)

The SIAI (Rinta et al., 2011) is a self-report, 26 item scale that measures social inclusion among students in the classroom. It uses a 5-point Likert-type scale with smiley faces, ranging from a sad face (“I don't agree”) to a happy face (“I agree”), with a neutral face in the middle (Rinta et al., 2011). This kind of response scale has been shown to work well in cross-cultural contexts (Islam and Rashid, 2012) and among special needs and migrant children as well (Rinta et al., 2011). Means and standard deviations will give scores for social inclusion in each classroom.

Classroom Peer Context Questionnaire (CPCQ)

The CPCQ (Boor-Klip et al., 2016) is a 5-point Likert scale measuring classroom climate with a total of 20 items. The five underlying factors are: comfort, cooperation, conflict, cohesion and isolation. An example item from the comfort factor is “In this class, I feel comfortable.” Means and standard deviations will be computed as a score for classroom climate.

All items in the questionnaire are either directed toward all classmates (class orientation) or individuals (personal orientation), which assesses student's peer-contexts (Boor-Klip et al., 2016).

Peer nomination measure

Peer nominations measure classroom social relations (Cillessen and Marks, 2011). This will be assessed using 10 items measuring social inclusion and behavior. The questions and the different subscales can be seen in Table 2. These nominations have been chosen because they represent social positions relevant for the concept of inclusion.


Table 2. Peer nomination items and subscale.
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The children will be presented with a peer nomination question (see Table 2), followed by nine numbered lines on which they can write the coded names of the peers they wish to nominate for that category. They will be given a list of codes for each peer additionally to this peer nomination measure. Children are allowed to nominate as many or as few of their classmates as they want, but not themselves or children outside of their classroom. The number of nominations each child receives per item will be summed up and standardized within classrooms, i.e., subsequently z-scores will be computed as a score for overall classroom social relations. Respectively z-scores less than −3 and bigger than +3 will be truncated (Tabachnick and Fidell, 2007).

Academic Functioning

Academic functioning will be assessed using two different measures. A student-report measure for academic engagement and a teacher report for academic performance.

Engagement vs. disaffection with learning

The engagement vs. disaffection with learning scale measures students engagement in the classroom and has scales for student and teacher perspective. The scale operationalizes engagement in learning into four distinct components: emotional engagement, behavioral engagement, emotional disaffection and behavioral disaffection (Skinner et al., 2009). For this study the emotional and behavioral engagement subscales will be used, gathered from the student perspective. This gives a total of ten items, scored on a four point Likert-type scale. The complete scores for students will be reported as means and standard deviation in each classroom.

Academic performance items

Two items were included in the teacher survey in order to measure students' academic performance. These two items were “Compared to the other students, how well does this student do in language?” and “Compared to the other students, how well does this student do in maths?”



Procedure

Recruitment and data collection have commenced in April and developed over the months of May and June 2016. Data has been collected in classrooms, using paper questionnaires for students and online as well as paper questionnaires for teachers. All measures are in English and have been translated and back translate to both Turkish and Romanian.

Ethical approval has been obtained from the Ethics Committee Social Sciences (ECSS) from Radboud University in late January and it has been followed by approval from each university affiliated with the junior researchers collecting data. Additionally, the project was granted ethical approval in Turkey from Koç University and from the concerning department of the Ministry of Education for İstanbul. The application was made in December and the approval was obtained in late February. Consent forms were sent to schools in March, and data collection initiated in April. In Romania, the Regional Educational Division of the Ministry (RO: Inspectoratul Judeţean Argeş—ISJ) in county of Argeş, Romania granted approval to conduct the study. Primary schools located in Piteşti (capital city of Argeş) were contacted right after. Consent forms were sent early in April and participants were given 3 weeks to return the completed forms. Data collection commenced on the 9th of May.

Overall, in both countries, data collection has been done in a 3-month process which has started in April and is scheduled to end in June. The time of data collection coincided with the end of the school year which was a change from our initial aim of aggregating data at the beginning of Semester 2. The difference in the times of the year could have had an effect on students' level of enthusiasm toward school, hence, affect their need to communicate with their teacher. The students who might have completed the questionnaire in the middle of the school year might have felt more dedicated to their class and have a more responsive relationship with their teachers than the students who completed it toward the end of the school year.

The recruitment process consisted in sending letters to selected schools, informing on the study's design, methods, procedure and information on privacy and confidentiality matters. Follow-up calls to teachers were made shortly after and active consent was sought from parents.

Data collection was scheduled for an hour for each classroom. The researcher distributed the questionnaires to all participating pupils and gave an introduction along with verbal instructions and reassurance of anonymity and the right to withdraw. A story about a secret mission of famous cartoon characters minions was introduced and participants were then encouraged to complete their questionnaire in silence. Teachers were also given their paper questionnaires about each participating child and were encouraged to complete them at the same time as children did.




PROPOSED ANALYSES


One-with-Many Design

In a reciprocal one-with-many design both the teacher and the student report on an outcome (e.g., emotional support). Variances can be estimated for both perspectives separately. Specifically four variances, two at the teacher level and two at the student level, will be estimated.

For teachers we will calculate the teachers' perceiver variance. This estimate indicates the degree to which a teacher reports to provide equal levels of emotional support across all of his students, thus the assimilation in his rating of provided emotional support across his students. Additionally the teachers' partner variance is obtained by calculating the means of ratings of each student. This indicates consistency in students' ratings of their teacher and thus their consensus as a group. Both measures will be utilized to give insight into the teacher–student relationship on a generalized, i.e., classroom level.

The students' variance estimates will give insight into the teacher–student relationship on a dyadic, i.e., individual level. The teacher relationship variance indicates uniqueness, i.e., the degree to which a teacher reports to provide an especially strong emotional support toward an individual student. The student relationship variance indicates uniqueness, i.e., the degree to which a student reports to obtain an especially strong emotional support from his teacher.

The single wave data can be estimated with multilevel modeling. The multilevel modeling framework takes into account the nestedness and non-independence of the data and will be used to estimate the different variance components introduced above (Kenny et al., 2006). Specifically a two level model, with teachers on the upper and students on the lower level, will be utilized. In the current demonstration version 21 of SPSS will be used to analyse the data.

Variance Partitioning

In the reciprocal one-with-many design both teachers and students provide scores for emotional support by completing the TSR questionnaire. To later be able to indicate which of them provided a score the two intercept approach (Raudenbush et al., 1995) is used. To do this two dummy variables will be created to denote the provider of a score. Hence we create one dummy variable, T, which is coded 1 if the data are provided by the teacher and 0 if the data came from the student. Respectively a student dummy variable, S, will be created which is coded 0 if the data are provided by the teacher and 1 if the data is provided by the student. This way one intercept will be specific to teachers' ratings and one for students' ratings (Marcus et al., 2009).

Due to reciprocity and hence the introduced dummy variables variance partitioning is executed using a specific data structure. Specifically as each lower student level unit is embedded in a dyad and as each dyad includes two scores for emotional support there will be two rows per dyad indicating reciprocal emotional support scores including two columns for the newly created dummy variables, which indicate who provided the scores. The SPSS syntax to attain variance partitioning (Marcus et al., 2009) is provided in the Appendix.



Reciprocity

Research question 1a and 1b address correspondence of teachers' and students' perceptions of emotional support. In a second step, using the variance estimations, we will examine the correspondence between teachers' and students' report on emotional support at a generalized and dyadic level (see Table 3 and Figure 1). We do this by correlating the variance components that we attained by the variance partitioning step. We first estimate the generalized reciprocity by correlating the teachers' partner variance (reflected in student reports) with the teacher perceiver variance (reflected in teachers' reports). This suggests whether teachers who report to provide strong emotional support are backed-up in their view by their students. Next, we will examine the dyadic reciprocity by correlating the two relationship variances (reflected in both teachers' as well as students' reports). This suggests whether a teacher who reports to provide a uniquely strong emotional support to a particular student is in turn seen as emotionally supportive by that particular student.


Table 3. Estimated effects by a one-with-many analysis of teacher emotional support.
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FIGURE 1. Variance components of the teacher–student relationship derived from a reciprocal one-with-many-design. Adapted from Marcus et al. (2009).





Emotional Support and Student Outcomes

Research question 2a and 2b address the influence of teachers' emotional support on students' social inclusion and academic functioning. In this last step of the analyses we will examine associations between the emotional support ratings given by teachers and students and four measures of outcome: social inclusion, classroom climate, hierarchy in classrooms and students' academic engagement. To analyse these student outcomes we will use linear multiple regression analyses.

The average of the outcomes across all students within each teacher will be predicted using the teacher variance components (e.g., teacher perceiver and partner effects; see Table 3). This way we can answer questions on a general classroom level like “if a teacher thinks s/he is generally more supportive (compared to other teachers), does s/he have students who feel more socially included, who have more egalitarian hierarchy and generally more academically engaged students?”

Based on scores for each outcome variable, individual student scores will be predicted using the relationship variance components (e.g., teacher relationship and student relationship effects; see Table 3). This way we can answer questions on an individual dyadic level like “if a student thinks s/he is generally more emotionally supported by her/his teacher (compared to other students), does s/he feel more socially included and feel generally more academically engaged?”



Differences by Country

In all of the above analyses country will be added as a covariate in order to check for differences between countries.




PROSPECTIVE DISCUSSION

The proposed study will use a dyadic analysis called the one-with-many design in examining teacher–student relationships, which no other previous study has done before. This way of assessing teacher–student relationships will provide a wealth of information which have not yet been examined: By looking at the reciprocity of student and teacher reports of teacher emotional support, we can assess the importance of student's perceived emotional support on academic functioning and social inclusion. Therefore, this study will extend the literature on teacher–student relationships by including measures from the other, and equally important, part of the relationship, being the student.

Previous studies have shown that teacher support promotes academic competence and prevents problematic behaviors in the classroom (Tennant et al., 2014). However, the importance of teacher support for children's social well-being remains unknown (Farmer et al., 2011). With the dyadic analysis, perceptions of consensus between student and teacher reports could explain why certain children feel more socially included and why certain teachers establish especially inclusive social climates in their classrooms.

Accordingly it is anticipated that high teacher perceiver and partner variances—i.e., high generalized reciprocity—will predict social inclusion and classroom climate. In classrooms with low teacher perceiver and partner variances we expect to still see high relationship variances—i.e., high dyadic reciprocity—which would indicate specific dyads with uniquely strong emotional support and hence better student outcomes for the specific students involved in these dyads. Regarding Marcus et al. (2011) study in which high relationship variances were found for the therapists and substance use adolescents in regard to therapeutic alliance (Marcus et al., 2011), we do not expect such effects in the present study. As therapeutic alliances are dyadic by nature, classroom interactions between a teacher and multiple students are less likely to be denoted by such relationships as a teacher mostly interacts with the whole classroom at any given time. Hence generally we would expect higher teacher perceiver and partner variances and generalized reciprocity as opposed to relationship variances and dyadic reciprocity to reveal the general nature of classroom interactions. Due to the general similarity of the two countries where data collection has been conducted we do not expect any country differences.

Limitations exist for the one-with-many design. Since each student has one single teacher, it is not possible to completely isolate teacher partner effects. That means that it is not entirely clear whether students would report similar emotional support had they been educated by more than one teacher. Similarly it is not entirely clear whether different teachers would report similar emotional support had they all been educating the same student. Still the partial variance partitioning provided by an one-with-many design is superior to analyses that ignore the nestedness of students Future research that includes the perceptions of more than one teacher per classroom (potentially teachers of other subjects that also teach the same class) could make an even better use of such a design.

Assuming the current study finds effects of teacher's emotional support on children's social inclusion dependent on teacher–student relationships, it will highlight a new area of intervention. For instance, policies to improve teacher training or school interventions can be discussed to achieve inclusive classroom climates, which further can lead to better academic performance and increased well-being.

Sample size restrictions should be viewed in light of several practical limitations concerning recruitment, data collection and questionnaire administration. In a similar fashion, theoretical concerns regarding study design and power estimates need to be considered.

To begin with, recruitment and data collection were subject to ethical approval procedures. The imposed requirement to obtain active consent instead of passive parental consent resulted in delays in receiving ethical approval from the main investigator's University. Following this, a similar process of obtaining approval was undertaken and consequently delayed in each country participating in the study. In regards to parental consent, sample size was affected by factors such as refusal to participate or inability to return the completed forms. In some cases, children decided not to take part anymore or refused to complete the whole questionnaire. Consequently, these pitfalls affected the sample size at the lower level in particular.

Secondly, limitations regarding questionnaire administration have so far been identified and should be discussed. All participating pupils were asked to complete a 15-page long questionnaire. As previously mentioned, the tool had been previously piloted in English, Romanian as well as Turkish and the estimated time for completion ranged between 30 and 45 min for each language. In practice, the time allocated for data collection per classroom was set for approximately an hour. The time varied from one classroom to another, however it never exceeded the allocated time slot. Specific issues were identified with the sociometric questions. The coding system, which was set in place in order to anonymise the answers and facilitate peer nominations analysis, was difficult to understand for some participants. This is likely to have caused fatigue and boredom. Nonetheless, the questionnaire was designed in a way that would counter for the aforementioned boredom effects. In this sense, a storyline that was appealing to students was introduced prior to questionnaire completion and it was maintained throughout the whole process. Students were all told they were on a secret mission to help a team of minions find valuable information about their classroom. The response to the story was always positive and ensured students' commitment to and focus on the task. With the exception of peer nominations and the teacher–student relationship items, all questions employed a smiley-face rating scale which easy to understand and use. Moreover, each questionnaire was fairly short in length with items varying in number from 10 (academic engagement; Skinner et al., 2008) to 26 (SIAI; Rinta et al., 2011). Finally, jokes and pictures of minions (famous cartoon characters) were included to break down the length of the questionnaire or the potential monotony.

The employed design is classified as cross-sectional as the study is conducted at one time point only. No causality could thus be inferred, however this type of design serves the aim of our research with regards to exploring the predictive nature of perceived emotional support on students' social inclusion. In addition to this, the study is designed to be multimodal and multi-informant. This is advantageous as multi-informant data is valuable in terms of obtaining a more accurate description of the studied phenomena. In practice, by gathering data about peer relationships, teacher–student relationships, classroom climate, social inclusion and academic engagement and performance, we are able to draw on a detailed depiction of classroom dynamics and their outcomes.

Finally, limitations also exist in the estimation of sample size. Generally the requirement with hierarchical data as opposed to leveled data is that the more levels there are the more parameters need to be estimated which make a priori estimations challenging as controversial discussions on the sample size estimation in MLM show (Field, 2013). Nevertheless the above standard power analyses has been run to demonstrate that sufficient power can be provided with our sample size aim. The neglect of multiple levels and slight underpower of 0.7 constitute a limitation of this simplified estimate. Though this calculation as well as any limitations of it need to be qualified by the complexity of sample size estimations in multilevel models in general, which caused many in practice to arrive to the rule of the more data, the better (Kreft and Leeuw, 1998; Field, 2013) as statistical power analyses are not traditionally being carried out for multilevel models. Another general rule with multilevel models that are reported in literature append more emphasis to the group level sample size as opposed to the sample size of individuals within groups (Snijders, 2005; Twisk, 2006), i.e., the number on the group level is more important. More concrete estimates are provided by simulation studies stating that sample size greater than 30 have little impact on the accuracy of standard errors of fixed effects and advocate said number as normal in educational research to achieve sufficient power (Maas and Hox, 2005).

To conclude, this research will contribute to the use of psychological assessment in educational settings by introducing new methods for measuring emotional support, social inclusion and academic engagement from the view of the student and the teacher.
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APPENDIX


SPSS Syntax to Estimate the Variance Partitioning

MIXED

TSR WITH TEACHER STUDENT

/FIXED = TEACHER STUDENT|NOINT

PRINT = SOLUTION TESTCOV

RANDOM TEACHER STUDENT|SUBJECT(TEACHERID)

                                                                        COVTYPE(UNR)

REPEATED = ROLE|SUBJECT(TEACHERID * STUDENTID)

                                                                  COVTYPE(UNR)

Unbolded terms represent variable names. The two dummy codes for teacher (TEACHER) and student (STUDENT) are needed to estimate a two intercept model as stated in the proposed analysis above. Hence two separate intercepts are estimated for teacher and students by simultaneously suppressing the traditional intercept (i.e., NOINT).

The RANDOM statement results in estimation of the variance in the two intercepts. For teachers this variance estimates the teacher perceiver variance. For the students this variance estimates the teacher partner variance. Covariance is estimated by the COVTYPE term. UNR specification of that term means that instead a correlation between teacher perceiver and teacher partner is obtained.

The REPEATED statement is needed to specify the relationship variances. COVTYPE(UNR) obtains the correlations of between these variances.
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In many sports, such as figure skating or gymnastics, the outcome of a performance does not rely exclusively on objective measurements, but on more subjective cues. Judges need high attentional capacities to process visual information and overcome fatigue. Also their emotion recognition abilities might have an effect in detecting errors and making a more accurate assessment. Moreover, the scoring given by judges could be also influenced by their level of expertise. This study aims to assess how rhythmic gymnastics judges’ emotion recognition and attentional abilities influence accuracy of performance assessment. Data will be collected from rhythmic gymnastics judges and coaches at different international levels. This study will employ an online questionnaire consisting on an emotion recognition test and attentional test. Participants’ task is to watch a set of videotaped rhythmic gymnastics performances and evaluate them on the artistic and execution components of performance. Their scoring will be compared with the official scores given at the competition the video was taken from to measure the accuracy of the participants’ evaluations. The proposed research represents an interdisciplinary approach that integrates cognitive and sport psychology within experimental and applied contexts. The current study advances the theoretical understanding of how emotional and attentional aspects affect the evaluation of sport performance. The results will provide valuable evidence on the direction and strength of the relationship between the above-mentioned factors and the accuracy of sport performance evaluation. Importantly, practical implications might be drawn from this study. Intervention programs directed at improving the accuracy of judges could be created based on the understanding of how emotion recognition and attentional abilities are related to the accuracy of performance assessment.

Keywords: rhythmic gymnastics, attention, emotion recognition, expertise, accuracy, judges


INTRODUCTION

Judges are often in the center of media coverage, repeatedly criticized, and sometimes undervalued part of the sport (Dosseville et al., 2014). Research concerning judges mostly focuses on the differences between novice and expert judges (Ste-Marie, 1999, 2000; Flessas et al., 2015) and the biases that occur during competitions (Ansorge and Scheer, 1988; Plessner, 1999; Plessner and Schallies, 2005). However, no attention has been devoted to psychological factors such as attention, emotion recognition of judges and possible interventions which could reduce biases or stress. Mentioned factors are relevant and may influence the outcome in sports with subjective scoring, such as rhythmic gymnastics, where the results – scoring and ranking of performances – depend heavily on evaluations made by judges.

Typically the scoring, as a main tool of evaluation, used in rhythmic gymnastics is based on subjective decisions of the judges. These decisions might be affected by cognitive abilities of judges such as selective attention and vigilance. Lower cognitive abilities affect the processing of visual information (Glisky, 2007). During a competition, judges have to track multiple objects at the same time which requires high demands on their resources. Research examined that individuals can identify multiple objects simultaneously, and in case of professional judges, the number is significantly higher (Cavanagh and Alvarez, 2005). It seems training and expertise increase cognitive resources available to process visual information. Oksama and Hyönä (2004) showed that the capability for tracking multiple objects can be affected by factors such as increased speed of the objects (which decreases capabilities) and the novelty of the objects (familiar objects increase capabilities).

Throughout the evaluation of rhythmic gymnastics performances, the judges have to follow the performance of five or six gymnasts at once, while each of the gymnasts also holds an apparatus (hoops, balls, or ribbons) which becomes separated from them during throws and other elements. While paying attention to bodily movements, the skilful movement of the apparatus, coordination, etc., judges face several distracting factors such as the color of the gymnasts’ dresses (Hagemann et al., 2008), the size of the crowd around them (Bai et al., 2007), the noise (Nevill et al., 2002), the disadvantageous angle from which they sometimes have to observe the performance (Oudejans et al., 2000), and even some psychological factors such as confirmation bias (Rodenberg, 2011).

Even though, rhythmic gymnastics settles rare conditions, it includes some human aspects which might be part of an evaluation and which cannot be avoided as emotions are present in every context of social interaction, including sport performance. They play an important part in the artistic evaluation of the performance, since the body movements and facial expressions have to be harmonized with the music. Emotion recognition is the ability to identify emotions of others through their nonverbal expression including face and body (Gabrielsson and Juslin, 1996). For gymnasts, emotions can influence sporting behaviors and actions through their effect on attention, and therefore concentration (Lazarus, 2000). Vast et al. (2010) studied the effect of perceived emotions on attention, especially concentration, and performance. They found that anger negatively affects concentration but not performance, whereas anxiety negatively affects performance but not concentration. Emotion recognition might play an important role during the evaluation of the performance in two ways. First, being able to accurately discriminate emotional intentions and expression of the gymnasts can improve assessment of the performance due to the amount of information that emotions provide about the situation and the mental state of the gymnasts. Second, emotions play an important role in error detection. For instance, a brief expression of anger or disappointment by the gymnasts can be an alerting signal to judges that a mistake was committed. Without emotion expression, the mistake could have passed unnoticed.

Not only emotions play an important role in evaluation. The expertise of judges has been found to influence the evaluation of performance of gymnasts. Ste-Marie (2000) found that novice judges spend less time looking at the gymnasts and more time looking at the scoring paper than the judges with more expertise. Flessas et al. (2015) confirmed that expert judges have better error detection than novices. However, even the highest ranked international judges only reported 40% of true errors. Other research suggests that expert judges are better at perceptually anticipating upcoming gymnastic elements, which has a positive effect on their judging performance as compared to novice judges (Ste-Marie, 1999). A study, done with football referees, obtained positive correlation indices among hours practiced per week, the number of competitions judged, and the ability to evaluate a performance (Catteeuw et al., 2009). Studies have also shown that both visual and motor experience with a specific sport account for correctly estimating the movement quality of other people (Loula et al., 2005; Blake and Shiffrar, 2007). However, according to a study concerning practical skills rhythmic gymnastics judges and their relation to the judging abilities was founded that judges mostly valued following skills: the knowledge of technical parameters of the sport and the capacity to adjust to any level of competition under self-assuredness and self-confidence circumstances, but not experience per se (Fernandez-Villarino et al., 2013).

Another factor that can greatly affect rhythmic gymnastics evaluation is chronotype of the judges. Chronotype is known as a trait that reflects individually preferred times for activityand sleep (Smith et al., 1989; Greenwood, 1994; Caci et al., 2000). According to the preferred times for activity, chronotypes are classified into “morningness”, “intermediate”, and “eveningness” types. Individuals of the morningness type prefer to be active in the early morning, whereas those of the eveningness type prefer to be active late in the evening. Chronotype is related to attention peaks at different times of day. Previous studies have shown that morning-types are more alert in the morning (Clarisse et al., 2010), while evening-types’ alertness did not differ between morning and afternoon (Adan and Guàrdia, 1993) or they performed better in the evening (Schmidt et al., 2012). However, some studies found no association between chronotype and performance inattention tests (Adan, 1991; Gomes et al., 2011; Adan et al., 2012).

Due to mentioned factors it might be beneficial to use the Rasch model as it has been previously reported to be beneficial in assessing sport performances, and more concretely to evaluate consistency among the different evaluations of a judge and the different aspects of performance been evaluated (Looney, 2003).

Previous research on judged scoring in sports has mostly focused on the differences between novice and expert judges, but research on psychological factors (i.e., attention and emotion recognition) and their influence on performance assessment have yet to be investigated. The present study investigates how attentional and emotion recognition abilities can affect accuracy of sport assessment in rhythmic gymnastics. The primary goal of this study is to evaluate attention and emotion recognition in rhythmic gymnastics judges and their relationship with accuracy in performance evaluation. Furthermore, the aim is to investigate possible differences between novice and expert judges. Finally, the results could help in improving the accuracy and future training of judges. We hypothesize that (i) attentional and emotion recognition abilities of judges are positively correlated with scoring accuracy, (ii) higher level of expertise is positively correlated with scoring accuracy, and (iii) expertise has a mediating role between attentional and emotion recognition abilities of the judges and scoring accuracy.



MATERIALS AND METHODS

Materials and Measures/Equipment

Video

Participants will evaluate a set of videotaped group rhythmic gymnastics performances (2–3 min each) on the artistic and execution components of the performance score. Using recordings of past performances will ensure the same conditions for all participants and that will allow us to compare the differences in scoring between participants. Detailed information about the selected videos can be found in Table 1. These videos were selected in a two-step process. Firstly, all the videos from past Olympic Games freely available online were gathered. The Olympic Games were chosen for its best video coverage as well as broadest competition. It was decided that videos from the latest 2012 Olympic Games should be used with respect to the recording quality that ensures better visibility of performance details that is crucial for accurate performance evaluation. In the second step, the videos were studied regarding the obtained score, noticeability of errors, and dress conspicuousness. In the end, four videos including a range of performances from almost perfect performances to performances with more noticeable errors were selected. The resolution of the videos is 720p and the sound is muted to prevent the participants’ evaluations from being influenced by the commentary.

TABLE 1. Chosen group rhythmic gymnastics performances from 2012 Olympic Games.
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A certain risk to the study is the fact that judges might remember the scores of the performances that were given at the Olympic Games. To check for this, the question: “Have you seen this performance before?” will be asked after each video. If their answer is yes, then they will be asked to write down the remembered scores. This will allow us to see whether they actually remembered the score or whether the performance just looked familiar to them and control for this in the analysis.

Attentional Abilities

The attentional abilities will be measured by the Attention Network Test for Interactions and Vigilance (ANTI-V; Roca et al., 2011; including new measures of vigilance executive and vigilance of activation – ANTI-VEA) that takes about 15 minutes to complete. The test (Figure 1) is computer-based and measures participants’ performance in five components of attention: phasic alertness, vigilance executive, vigilance of activation, orienting network, and executive control. ANTI-VEA measures these components through reaction time and accuracy (or percentage of errors). Participants have to indicate the direction of the central stimulus, by pressing C or M on the keyboard (typical flanker task). Direction of the flanker stimuli (either congruent or incongruent) tests the executive control functioning. When participants detect that the central stimulus is displaced, they have to press spacebar. This type of stimuli is unpredictable, infrequent, and unexpected and detection of such a stimulus measures vigilance executive, as Interactions and Vigilance (ANTI-V; Roca et al., 2011). Vigilance of activation is measured by the Psychomotor Vigilance Task (PVT; Correa et al., 2014), a numerical count down starting at 999 ms that participants have to stop as fast as possible by pressing any key. Visual cue assesses the functioning of the orienting network (valid, invalid, or no cue condition). Auditory warning signal (50 ms) that announces the appearance of the stimulus measures phasic alertness.
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FIGURE 1. Attention Network Test for Interactions and vigilance of activation (ANTI-VEA): (A) Schematic representation of the procedure. (B) Target stimuli. (C) Visual cue conditions. Adapted from “Measuring vigilance while assessing the functioning of the three attentional networks: The ANTI-Vigilance task,” by Roca et al., 2011, Journal of Neuroscience Methods, 298(2), p. 316. Copyright 2015 by Elsevier B.V. Reprinted with permission.



The advantage of ANTI-VEA is that it tests the five attentional components in an independent way and allows measuring of the interactions between them. Moreover, it measures the reaction time for every answer. Reliability of ANTI-V was 0.99 (Roca, 2012) and we expect the ANTI-VEA to be highly reliable as well as it is a new, slightly adjusted, version of ANTI-V.

Emotion Recognition Ability

The Geneva Emotion Recognition Test-Short (GERT-S; Schlegel and Scherer, 2015) measures individual differences in the ability to recognize emotions of others. It is a shortened version of the Geneva Emotion Recognition Test (GERT; Schlegel et al., 2014). GERT-S consists of 42 items short audio–visual clips in which ten actors express 14 different emotions (e.g., anger, relief, joy, pride, and anxiety) through their face, voice, and body. After each clip, participants have to choose one of the 14 emotions which they believe was expressed by the actor. This test is dynamic and multimodal (short video clips with sound) and measures ERA in a more ecologically valid fashion. In comparison with other ERA tests which usually offer basic emotions, GERT-S features 14 different emotions, both positive and negative. Moreover, GERT-S internal consistency is between 0.80 and 0.83 (Schlegel and Scherer, 2015).

Expertise

Participants will be asked about their judging experience (judging category, years of judging at the international level, and number of judged competitions) to determine their expertise. There are four categories of FIG judges for all disciplines, Category IV being the lowest and Category I the highest. Category IV Judges are new international judges with no or little international experience. They are not assigned as judges in major competitions. Category III Judges are defined as experienced judges with good results in execution and artistic. They are designated to judge execution and artistic in major competitions. Category II Judges are experienced judges with very good results in difficulty. They are designated to judge difficulty as well as execution and artistic. Category I Judges are very experienced judges with excellency in difficulty and operate as members of the Superior Jury, Chair of Judges’ Panel, and Difficulty Judges and are also designated to judge execution and artistry (Fédération Internationale de Gymnastique [FIG], 2013).

Additional Questions

Participants will further answer basic demographic questions (gender, age, nationality, etc.), questions about their chronotype (rMEQ; Adan and Almirall, 1991; example question: At what time in the evening do you feel tired and as a result in need of sleep?), and manipulation check questions (whether they have seen the presented performances before and whether they remember the scores).



STEPWISE PROCEDURE

Power Analysis

The software G∗power (Faul et al., 2007) was used to calculate the required sample size. Values for α were set on 0.05 and power on 0.80. Based on previous literature and discussions between the authors, effect sizes were estimated on 0.15 (medium effect). In total, to reach the desired power, data from 55 participants has to be collected.

Qualtrics Survey

The study uses an online survey designed on Qualtrics which enables judges from different countries to participate. There is a great benefit of using videotaped performances that can be assessed on any computer over real-time evaluations at competitions. With regards to the different nationalities of the participants, the instructions will be translated into several languages to optimize the comprehensibility of the survey for judges from different cultural backgrounds and native languages. Although translating instructions into different languages might pose limitations to the internal validity of the study, the current study will use native speakers with a fluency in English to translate instructions into their native languages. Participants recruitment and the overall small research population can also cause a limitation in regards to the sample size of the research, but it is important to notice that the actual population of judges in rhythmic gymnastics at international level is also limited (376 judges approved by the FIG). Therefore, it would be interesting in future experiments to include judges from different disciplines, such as dance sport, to extent the research population. Finally, the current study applied a new approach to measure accuracy of performance scoring, as to the authors’ knowledge such measuring tools have not been developed nor validated. However, the official scores given at international competitions are considered as the most accurate attainable scores, and it can therefore be concluded that participants that gave similar scores have high scoring accuracy.

Participant Recruitment

This study aims to recruit 50 rhythmic gymnastics judges approved by the International Gymnastics Federation (13% of the total number of judges at this level) and a control group of 20 rhythmic gymnastics coaches unskilled in performance judging. Participants will be recruited via email, social media, personal contact, and with the help of national gymnastics federations. After confirming participation via a consent form following the ethical committee approval from the University of Lausanne, they will complete an online testing session. Participation will be anonymous and voluntary.

Procedure

Data will be collected using an online survey design based on Qualtrics including measures of personal characteristics and the assessment of videotaped performances of rhythmic gymnasts. The survey will have multiple language versions. The first part of the survey will focus on the evaluation of group rhythmic gymnastics performances. Initially, participants will be asked to read the International Gymnastics Federation’s Code of Points on the artistic and execution components. Participants will then be given one practice video to get familiar with the judging process. After the practice video, participants will be shown three video clips of performances from the 2012 Olympic Games. Participants will watch the videos and score them according to the artistic and execution components. Their scores will be compared to the official scores given at the competition the videos were taken from to determine the scoring accuracy of each participant. The official scores given at the Olympic Games are considered to be the most accurate scores that are attainable for this purpose. The second part of the online survey will consist of two tests measuring attentional (ANTI-VEA) and emotion recognition abilities (GERT-S). Finally, participants will answer additional questions about their judging experience (expertise), chronotype (rMEQ), demographic data, and manipulation check.



STATISTICAL ANALYSIS

To test our hypothesis we will use statistical software including SPSS, R and Stata. We will follow the four-faceted Rasch model (gymnastic group ability, aspect difficulty, program difficulty, and judge severity) to assure that valid evaluation occurred between videos and within judges. To do that, we will follow the protocol recommended by Linacre (1999) and Wright and Mok (2000) by mean of the Mififac Rasch Software. Once confirmed that the data fit the model well enough so judges’ performance evaluations are valid, we then will create a variable that indicates how much actual judges’ evaluations deviate from Olympic judges’ evaluations (accuracy).

Next, we will perform correlational analysis to evaluate the hypothesized positive correlations between attentional abilities and accuracy, ERA and accuracy as well as expertise and accuracy. When testing a more complex model that includes causality and interrelations between the variables, we encounter the problem of working with endogenous variables, in our case latent variables that are being estimated through their manifestations, i.e., attention and emotion recognition (Antonakis et al., 2010). Moreover, the relationship between these variables and the dependent variable (accuracy) is expected to partly function through other variables in the model (i.e., expertise). Therefore the data will be further analyzed using regression analysis and Structural Equation Modelling (SEM) to test a mediational role of the relationship between expertise and accuracy (Figure 2).
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FIGURE 2. Proposed model of the relation between expertise and scoring accuracy.



The evaluation of the fit of the model to the obtained data we will rely on the Root Mean Square Error of Approximation index (RMSEA; Steiger and Lind, 1980) that is based on the χ2 value of the model as well as the number of observed cases and degrees of freedom, as depicted in Equation 1. RMSEA’s values of 0.05 and lower indicate a good fit, while values up to 0.08 indicate an acceptable fit (Browne and Cudeck, 1993). We will use also SWAIN correction, as a measure to address sensitivities of χ2 statistic to sample size and model complexity (Antonakis and Bastardoz, 2013). RMSEA formula retrieved from http://davidakenny.net/cm/fit.htm,
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To address the above-mentioned issue of endogeneity and to deliver consistent parameter estimates, the analysis will follow Antonakis et al. (2010) recommendations: (a) include instrumental variables (variables uncorrelated with the error term of the dependent variable and correlated with the endogenous variables) that are necessary to provide a sufficient identification of the model, for instance, age, gender, etc., (b) be performed through the Two-Stage Least-Squares procedure (2SLS; James and Singh, 1978; Baltagi, 2011), a tool used in SEM to estimate path coefficients. In a first-stage, attention and ERA will be regressed on two instrumental variables and covariates, including fixed effects. In the second-stage, accuracy will be regressed on the predicted value of attention and ERA from the first stage and covariates, including fixed effects. We will verify that the instrumental variables used are supported by theoretical and empirical considerations.



ANTICIPATED RESULTS

We expect to support our hypotheses by testing the model presented in the methods section. The first hypothesis stated that attention and emotion recognition are positively related to scoring accuracy. It is assumed that higher levels of attention improve error detection of judges and therefore enable them to rate the performances more accurately, and higher levels of emotion recognition provide judges with the skill to detect changes in facial or bodily expressions that accompany mistakes in the performance. The second and third hypotheses propose a relationship between expertise and attention and emotion recognition and a relationship between expertise and scoring accuracy. By testing our anticipated model we expect to find that expertise is also associated with attention and emotion recognition, and expertise itself is associated with scoring accuracy. Better expertise, defined both as level and years of judging, provides judges with more experience and training to judge more accurately, and it may therefore be assumed that judges of higher levels would be significantly more accurate in their assessments.

The study is facing some potential pitfalls when collecting data. For example, as participants include judges at international levels, some may have already seen the performances to be evaluated in the survey and therefore remember the scores that were given at the competition. We will control for positive answer to those questions. Another important factor that is included in the survey is whether participants are morning or evening types (i.e., chronotype), as different types reach their peak level of attention and concentration at different moments during the day. Not completing the survey within one’s peak hours may possibly influence the person’s accuracy and scores of the ANTI-VEA negatively. To take this into account, we control for both self-reported chronotype as well as the moment of the day the tasks were performed, to make sure everyone was at their full activity range.
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Health-Related Quality of Life (HRQoL) is a construct of increasing importance in modern healthcare, and has typically been assessed using retrospective instruments. While such measures have been shown to have predictive utility for clinical outcomes, several cognitive biases associated with human recall and current mood state may undermine their validity and reliability. Retrospective tools can be further criticized for their lack of ecology, as individuals are usually assessed in less natural settings such as hospitals and health centers, and may be obliged to spend time and money traveling to receive assessment. Ecological momentary assessment (EMA) is an alternative, as mobile assessment using mobile health (mHealth) technology has the potential to minimize biases and overcome many of these limitations. Employing an EMA methodology, we will use a smartphone application to collect data on real-time HRQoL, with an adapted version of the widely used WHOQOL-BREF questionnaire. We aim to recruit a total of 450 healthy participants. Participants will be prompted by the application to report their real-time HRQoL over 2 weeks together with information on mood and current activities. At the end of 2 weeks, they will complete a retrospective assessment of their HRQoL and they will provide information about their sleep quality and perceived stress. The psychometric properties of real-time HRQoL will be assessed, including analysis of the factorial structure, reliability and validity of the measure, and compared with retrospective HRQoL responses for the same 2-week testing period. Further, we aim to identify factors associated with real-time HRQoL (e.g., mood, activities), the feasibility of the application, and within- and between-person variability in real-time HRQoL. We expect real-time HRQoL to have adequate validity and reliability, and positive responses on the feasibility of using a smartphone application for routine HRQoL assessment. The direct comparison of real-time and retrospective measures in this study will provide important novel insight into the efficacy of mHealth applications for HRQoL assessment. If shown to be valid, reliable and feasible for the collection of HRQoL data, mHealth applications may have future potential for facilitating clinical assessment, patient-physician communication, and monitoring individual HRQoL over course of treatment.

Keywords: mobile health, health-related quality of life, ecological momentary assessment, sleep quality, real-time assessment, smartphone application


INTRODUCTION

Health-Related Quality of Life (HRQoL) constitutes a multidimensional construct for the interpretation of health states of individuals or groups. Health-Related Quality of Life explains variation in survival of chronic conditions such as cancer (Steel et al., 2014) and is associated with outcomes in non-clinical populations, such as better sleep quality (Ratcliff et al., 2014), activity levels (Bize et al., 2007) and exercise capacity (Lindholm et al., 2003). Further, routine assessment of HRQoL has been shown to improve patient-physician communication (Velikova et al., 2004).

The increasing importance of measuring HRQoL, particularly in clinical settings (Catania et al., 2015), has precipitated greater demand for the development of standardized measurement tools. Typically HRQoL is assessed using retrospective self-reports, which rely on participants’ ability to recall information from episodic memory. As episodic memory declines over time, individuals develop greater reliance on semantic memory to complete the resultant ‘gaps’ in recall (Maes et al., 2015). Constructive mental processes recombine elements of past events, and are prone to cognitive biases (Schacter, 2012). Specifically, when individuals respond to questions regarding their HRQoL, they estimate the intensity and frequency of experiences based on a set of highly subjective heuristics (Solhan et al., 2009).

Several cognitive biases compromise the validity of retrospective HRQoL assessment. Recall bias creates inaccuracies during retrospective assessment (Blome and Augustin, 2015) and undermines the statistical power and validity of HRQoL tools (Schwartz et al., 2004). The peak-end phenomenon is another cognitive bias involving the tendency to recall the most extreme and recent instances of an experience or feeling. The mood congruency effect refers to the employment of personalized heuristics to reconstruct memories. Therefore, individuals often use their current mood as a reference point rather than accurately recalling specific instances of moods (Solhan et al., 2009), resulting in better recall for states congruent with current mood, and potentially generating recall bias. Further, individuals with greater fluctuations in momentary experiences (e.g., pain, mood) recall instances less accurately than individuals with more stable feelings, upon weekly retrospective assessment (Stone et al., 2005).

The limitations of retrospective assessment necessitate the development of more robust tools. Modern advances in mobile health (mHealth) have facilitated ecological momentary assessment (EMA), the repeated collection of information about participants’ real-time experiences in their natural environments (Shiffman et al., 2008). EMA encapsulates many modes of assessment such as transactional diaries (Freedman et al., 2006) or the use of palm-top computers (Shiffman et al., 2008). EMA has the potential to overcome barriers of HRQoL assessment in clinical practice such as time consumption, expensive resources, paper filling and data management (Wright et al., 2003).

The primary benefit of EMA is that real-time experiential measurement circumvents the previously described cognitive biases faced when using retrospective assessment. Experiential variance and fluctuation become informative factors, as EMA seeks to provide a clear picture of subjective experience over the course of time. Indeed, using the electronic beep device PsyMate, Maes et al. (2015) administered HRQoL assessment 10 times a day during a 6 days period to both clinical and healthy populations. Their results revealed that real-time reports of moods and symptoms predicted within-person variation in real-time, but not retrospective HRQoL. This finding provides further evidence to suggest that retrospective assessments may provide a biased account of the impact of health problems on the lives of those affected. Moreover, this bias may differ across different conditions. Thus, the EMA promises to provide a valuable improvement to the measurement of HRQoL.

Ecological momentary assessment can also be convenient in clinical practice: remote assessment eliminates time and traveling costs, and allows individuals more flexibility in daily routine (Mehl and Holleran, 2007). The idiographic nature of EMA enables assessment in specific situations. For example, the PedsQL Visual Analog Scale, a momentary HRQoL assessment intended for young children, was found to be reliable for recording their experiences (Sherman et al., 2006).

In light of such potential benefits of the EMA approach, here we provide a protocol that seeks to extend the work of Maes et al. (2015). In particular, we aim to improve the feasibility of the EMA assessment by implementing it in a more accessible device (i.e., mobile phone) and by collecting reports at four time points during a 2-week period aiming to thus minimize respondent’s time-burden. Further, we shall test the psychometric properties and the perceived feasibility of this EMA approach. While some studies employing similar methodologies have reported good ease-of-use and responder satisfaction (Maes et al., 2015), these feasibility analyses have not been comprehensive. Similarly, the validity of developing EMA measures is a key concern: while many EMA studies report their methodology as useful for experiential assessment, few have explicitly validated their measure with direct comparison to traditional measures.

These considerations highlight the need for more evidence on the validity of EMA measures and HRQoL assessed using mHealth applications. Hence, the primary aim of this study is to determine the validity and reliability of using a mHealth application to collect real-time HRQoL. This population is used to identify whether the application is valid in order to determine if there is any merit in testing the new method with a clinical population in the future. This feasibility study aims to test a modality of measuring HRQoL using an established, valid and reliable questionnaire (WHOQOL-BREF). The secondary aims are to investigate individual factors associated with HRQoL variation and to examine the feasibility of this EMA method. These aims will be explored through the following research questions:

1. How do specific domains of HRQoL correlate between real-time and retrospective measurement?

2. Does real-time HRQoL have the same factorial structure as retrospective HRQoL?

3. What is the convergent validity of real-time HRQoL?

4. How reliable is real-time HRQoL, across different time points, compared to retrospective HRQoL?

5. To what extent do mood and current activities account for variation in real-time HRQoL?

6. How do participants judge the feasibility of the mobile application?

In this protocol we provide details about the materials and procedures necessary for EMA of HRQoL using a mobile application. Further, we outline a potential data analysis strategy and prospective discussion of the protocol’s implications and limitations.



MATERIALS AND EQUIPMENT

Literature Search and Choice of Measures

To identify suitable research measures a literature search of electronic databases (PubMed, PsycNet) was performed for literature relevant to HRQoL assessment and mHealth applications. The tools outlined below were selected for their relevance to the research question and their good psychometric properties.

Demographic Questionnaire

Participants will be asked for information on gender, occupation (field and level of study, if students), family status, socio-economic status, country of residence, living arrangements, number of children, frequency of smartphone usage, and major life events.

HRQoL

The WHOQOL-BREF will be used (The WHOQOL Group, 1994) to assess HRQoL. It contains 26 items comprising four domains: physical health, mental health, social relationships and environment, and two general health items (one for overall quality of life and one for overall health). The instrument has satisfactory validity and reliability in clinical and healthy samples (Lin et al., 2007; Krägeloh et al., 2011). Further, the instrument was developed through a cross-cultural collaboration and its dimensions have been found reliable and valid across many different cultures (Power et al., 1999). This allows for scores obtained in different countries to be combined. For EMA, the wording of the original WHOQOL-BREF questionnaire was modified to be appropriate for real-time responses (e.g., instructing participants to think about their experiences “at this exact moment in time” rather than “over the last 2 weeks”). The original retrospective questionnaire will be used at the end of the 2 weeks and the modified real-time version will be administered during the 2-week assessment. Further, we will only use the physical and mental domains of the WHOQOL-BREF, as the social and environmental domain items were considered less flexible for real-time modification (i.e., people tend not to evaluate social relationships or living conditions on a real-time basis). The questionnaire scoring procedure will be followed. For this study, two domain scores will be provided (physical health and mental health) whilst the two general health items will be scored separately. The mean score of items of each domain will be used for the domain score. Following this, the scores will be converted into a scale for each domain ranging from 0 to 100.

Mood and Current Activities

Mood will be assessed in real-time using the Brief Mood Introspection Scale (BMIS; Mayer and Gaschke, 1988) which tests two main components – individuals’ direct experience of specific moods, and the overall “pleasantness” of their mood. The scale has satisfactory reliability and has sufficient sensitivity to distinguish between individuals in low and high mood (Mayer and Gaschke, 1988). The tool will be administered along with the real-time HRQoL questionnaire to assess a potential mood-congruency effect on reports of HRQoL. Participants will be asked to rate their mood on seven mood items (lively, happy, grouchy, sad, tired, nervous, content) on a four-item Likert scale rating from ‘definitely do not feel’ to ‘definitely feel.’ Then, they will be asked to rate their current mood on a scale from -10 to 10 ranging from ‘very unpleasant’ to ‘pleasant.’ The item responses will be summed to obtain a score for each specific mood and total mood score. To further appreciate the context of mood-congruency judgments, participants will also provide information about their current activities prior to reporting their HRQoL.

Sleep Quality

Sleep quality will be measured retrospectively at the end of the 2 weeks using the Pittsburgh Sleep Quality Index (PSQI; Buysse et al., 1989). The PSQI asks participants to rate series of items to generate seven component scores: subjective sleep quality, sleep latency, sleep duration, sleep efficiency, sleep disturbance, use of sleep medication and daytime dysfunction. To make the assessment more feasible bed partner ratings will not be recorded. The tool has high test–retest reliability and good validity with both clinical and healthy populations (Backhaus et al., 2002). The association between PSQI and retrospective WHOQOL-BREF scores has been frequently reported (e.g., Meiavia et al., 2013). Here we will investigate whether this relationship is replicated when HRQoL is reported in real-time. If successful we can demonstrate that real-time HRQoL can overcome other biases of retrospective assessment but measuring the same construct.

Perceived Stress

At the end of the 2 weeks, participants will complete an online version of the 10-item Perceived Stress Scale (PSS; Cohen et al., 1983; Cohen and Williamson, 1988). The PSS is a widely used questionnaire for measuring the perception of stress. It mainly assesses the unpredictability, uncontrollability and overload of an individual’s life and was designed for use in community samples. The validity and reliability of the scale is well established (Cohen and Williamson, 1988; Roberti et al., 2006). The items request responders to rate how often they experience various feelings and thoughts during the last month on a 5-point Liker scale ranging from Never to Very often. After reversing the four positively valence items, a sum score is calculated using the 10 items.

Social Class

At the end of the 2 weeks, participants will complete an online version of the 10-step ladder social class measurement (Adler et al., 2000), the Sense of Power Scale (α = 0.90; Anderson and Galinsky, 2006) and the Sense of Status Scale (α = 0.83; Dubois et al., 2015). These measures are employed to assess the relationship between social class and HRQoL, as well as the potential mediating role of social power and/or status. In general, higher socio-economic status is associated with higher HRQoL (Huguet et al., 2008). Such associations will be pursued with the aim to acquire an understanding of the underlying determinants of variation in HRQoL.

Feasibility

The Mobile App Rating Scale (MARS; Stoyanov et al., 2015) will be used to assess the feasibility of the mHealth application. The MARS is a multidimensional assessment of mobile application quality, and will be used to reveal both subjective and recurring issues with the app. The MARS has been reliably used by end-users to assess the quality of mHealth apps and it has good internal consistency and test–retest reliability (Stoyanov et al., 2016). For the purposes of the current feasibility evaluation, items not relevant to our application were excluded from the scale (e.g., items about participants’ willingness to pay for the application, as the study has no commercial interest).



STEPWISE PROCEDURE

Translation Process

Once all research tools have been identified, translation of all materials to six target languages (Danish, German, Greek, Hungarian, Italian, and Spanish; chosen for researcher’s fluency in these languages) was pursued to maximize the accessibility of the mobile application. The WHOQOL-BREF, the PSQI and the PSS have previously been translated and validated in all study languages. Measures that were not available in the study languages (Demographic Questionnaire, Major Life Events [validated version available in German, Hungarian, Italian, and Spanish], the BMIS, Current Activities, Social Class Questionnaires, MARS [validated translation available in Italian]) were translated using the forward–backward translation method and cognitive debriefing (Wild et al., 2005). Within this method, a native speaker of the target language, who was also fluent in English, translated the material into the target language (forward translation). A second native speaker, similarly fluent in English, re-translated the native language translation back to English (backward translation). All discrepancies between the versions were discussed and resolved between the two translators, thereby creating a consensus version of the questionnaire. Finally, the consensus version was administered to two or three native speakers of the target language who were asked to assess its comprehensibility. Any issues raised within this process were brought to the attention of the whole research team and were collectively discussed and resolved. The same translation procedure was followed for the adapted real-time version of the WHOQOL-BREF, which was first devised in English.

The mHealth Application Development and Data Collection Strategy

The mHealth application was developed in close collaboration between the researchers and external collaborators with expertise in the development of such software. The researchers had the opportunity to test and provide feedback on early versions of the application. In order to assess areas of improvement the application was piloted with two or three participants in each of the study’s languages. During the study period, participants will be asked to use the mHealth application for a period of 2 weeks, during which the application will send four prompts (at four different time points), asking participants to report their real-time HRQoL, current mood and activities. Prompts will be sent at random times during the day (between an earliest and latest time for notification, defined by participants for their convenience). Participants will be asked to respond within a 6-h interval. Subsequently, at the end of the 2 weeks they will complete a questionnaire assessing retrospective HRQoL, major life events, perceived stress, social class; sleep quality and feasibility (see Figure 1).
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FIGURE 1. The assessment process of the study.



Selecting the Target Audience (Participants)

As a means to assess the feasibility of data collection procedure, we aim to recruit 450 healthy participants. Similar sample sizes were used in previous real-time assessment studies (e.g., Maes et al., 2015). This number is more than sufficient for our analysis; an a priori power analysis revealed, for example, that only N = 46 participants are needed to detect a significant relationship between real-time HRQoL and sleep quality (1 – β = 0.95, α = 0.05, r = 0.446). Participants must be over 18 years old and they must own an Android or IOS phone with Internet access. Participants will be excluded if they have a serious mental health condition compromising their ability to respond or their memory. Participants will be recruited through the study’s website, which was designed within a further external collaboration. The link to this website will be distributed via email lists and social media. All participation will be voluntary. On the study website participants will be provided with a web link for downloading the application. The application will contain the study’s Information Sheet and Consent Form. Once Consent is obtained participants will be able to use the mHealth application.

Proposed Analysis

Psychometric Properties of the Real-Time HRQoL Measure

The four real-time HRQoL scores (four time points) will be combined to obtain aggregated real-time HRQoL scores, in order to examine measurement invariance across assessment methods. Measurement invariance will also be examined across time points. Pearson’s correlation coefficient will be calculated between real-time and retrospective domains of HRQoL. The reliability of the real-time and retrospective HRQoL tools will be assessed using Cronbach’s alpha and omega coefficients. Finally, to assess whether the relationship between sleep quality and HRQoL is present when HRQoL is measured in real-time, Pearson’s correlation coefficient will be calculated between the aggregated real-time HRQoL and PSQI score. A two-parameter item response model of real-time HRQoL aggregated data will be used to determine the difficulty and discrimination of questions.

Variability in Real-Time HRQoL

Multilevel modeling will be used to obtain estimates of within- and between- person variability in real-time HRQoL. At the first level, coefficients will be estimated for an equation for each person who expresses real-time HRQoL as a function of momentary mood. Subsequently, individual parameters will be used as dependent variables in the level 2 equations to evaluate whether within-person patterns differ across individuals and whether between-person variables (demographics, level of perceived stress, social class, sense of social power and status) and life events might account for the variance.

Feasibility

Feasibility will be assessed through analysis of the responses to the MARS questionnaire; percentages will be calculated for the close-ended questions and content analysis will be conducted on responses to the additional open-ended questions.

Ethics Statement and Current Status of Project

We went through the typical processes for meeting the ethics requirements for each participating University. We are currently working on finalizing the development of the mobile application and we are planning our pilot study and recruitment procedure.



ANTICIPATED RESULTS

We expect the project to contribute to the evidence on the validity and reliability of measuring HRQoL using an mHealth application, and to further our knowledge on the development of similar applications. Furthermore, we expect the project to provide insight about the nature of real-time HRQoL data aiming to overcome the cognitive bias and feasibility issues of retrospective assessment. Crucially, there are a number of methodological considerations which merit discussion.

Firstly, the limited assessment time in this study may be problematic. However, we chose this short-time period to minimize missing data and respondent’s time-burden; prolonged assessment periods could exacerbate potential problems with participant commitment and retention. We aim to minimize dropouts by making the application attractive, intuitive and navigable and by allowing participants to skip uncomfortable questions (Reips, 2002). Further, we will engage with participants through the companion website. The study’s website was designed to provide participants with accessible information about the project’s aims. It further contains a step-by-step overview of the participation process, which we expect will aid participants’ engagement. Moreover, the website allows participants to directly contact the research team with arising questions and/or issues. In this way, it further constitutes an important troubleshooting tool.

Another important challenge could be participant compliance; in ecological, natural settings such as the home, it may be expected that participants feel less obliged to provide a complete response within given time-frames. However, promising recent EMA research has shown compliance levels comparable to traditional measures (Mehl and Holleran, 2007; Maes et al., 2015). Participant reactivity is another important consideration and refers to the potential for behavior to be affected by the act of assessing it (Shiffman et al., 2008). Particularly for EMA, one might anticipate frequent prompts to be irritating and impact on response quality. However, studies investigating participant reactivity in EMA have typically found effects to be non-significant (Peters et al., 2000; Stone et al., 2003). Crucially, these concerns are recognized and they shall be evaluated as part of the planned feasibility analysis.

Finally, since this is a feasibility study no power calculation or methods of Limits of Detection (LOD) or Limits of Quantification (LOQ) were established as we view the feasibility findings as the avenue to establish these for future studies and larger trials. Such subsequent investigations would further allow validating the translations that were prepared for the current study. Whilst we employed a rigorous translation procedure, a larger sample size would allow an estimate of measurement invariance across language versions.

Overall, we anticipate that our results will elucidate the relevance of such potential limitations. Further, we consider that our results, along with the current protocol, will aid future research exploring the potential of using EMA of HRQoL with a mobile application in clinical settings. Routine assessment of HRQoL in such settings is known to benefit patient-physician communication (Velikova et al., 2004), may facilitate clinical assessment and can be crucial for monitoring individual HRQoL over course of treatment. However, such assessments are also associated with substantial expenses and patient’s time-burden. Future cost-effectiveness analyses can shed a light in this issue but we consider that EMA delivery in a mobile application may hold the potential to overcome these feasibility drawbacks.
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The Normacog Brief Battery (NBB) provides a comprehensive overview of an individual’s cognitive functioning within a short amount of time. It was originally developed for the Spanish population in Spain. However, there is a considerable need for brief batteries in clinical neuropsychological assessment, especially in eastern European countries. Cultural background and other individual characteristics—such as age, level of education, and sex—are shown to influence both cognition and patients’ performance on neuropsychological tests. Therefore, it is important to develop understanding of how and why culture impacts on cognitive testing and determine which sociodemographic variables affect cognitive performance. The current study aims to translate, adapt, and standardize the NBB in Bulgaria, Croatia, and the Netherlands, and to analyze the effect of sex, age, and education level on cognitive performance between these three countries. This brief battery assesses eleven cognitive domains, including those most currently relevant in cognition such as premorbid intelligence, attention, executive function, processing speed, and memory. The translation and adaptation of the battery for different cultures will be done using the back-translation process. After exclusion criteria, the current study will include a total sample of 300 participants (≥18 years old). The samples of 100 participants per country will be balanced through the consideration of their age and level of education. Effects of the sociodemographic variables (age, level of education, and sex) on cognitive performance are expected. Furthermore, this relationship is expected to differ across countries. A multivariate hierarchical linear regression will be used and exploratory analysis will be carried out to investigate further effects. The results will be particularly valuable for future research and assessment in cognitive performance. The growing demand for accurate and fast neuropsychological assessment shows the importance of creating a universal brief assessment tool for wider cross-cultural application.
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INTRODUCTION

Neuropsychological assessment is a performance-based method that is used to obtain information about a person’s cognitive functioning in different domains, such as memory, attention, processing speed, executive functions, spatial, and language functions (Harvey, 2012). A neuropsychological brief battery is a set of cognitive tests that provides a more complete profile of such cognitive functions. These batteries are used for several different purposes, including the acquisition of differential diagnostic information, assessment of treatment response, prediction of functional potential, and functional recovery (Harvey, 2012; Lezak et al., 2012). Therefore, it is of great importance that a person’s assessment is conducted and interpreted correctly. In order to correctly interpret the outcome of a cognitive test, a participant’s score must be compared to scores of a similar group. However, the availability of standardized tests and measures as well as norms is very limited when different populations have to be assessed (Nell, 1999). Many neuropsychological tests and measures have been developed for Caucasian, well-educated people, native English-speakers, and middle to upper class citizens, and consequently do not have the same diagnostic accuracy when used within other populations (Manly, 2008). In order to supply the lack of standardized brief batteries, the Normacog Brief Battery-NBB was created as part of the Spanish Normacog project using 700 healthy participants for validation (Del Pino, 2014; Del Pino et al., 2015a). The NBB presented high internal consistency in providing standardized norms for cognitive performance for Spanish speakers in Spain. These norms were adapted according to the sociodemographic characteristics of the country, and the results of the study showed a significant effect of age and level of education on the cognitive performance with no significant effect of sex. Furthermore, it is known that cultural background and related factors influence cognition and outcome of neuropsychological tests (Nell, 1999; Pérez-Arce, 1999; Ardila, 2007). According to Nell (1999), Ardila (2005), and Del Pino et al. (2015b), it is important to use calibrated norms for neuropsychological measures in different linguistic and cultural groups, and to account for the effect of culture on cognitive testing in order to provide correct interpretation of results. Sociodemographic characteristics—such as age, level of education, and sex—have been shown to influence cognitive performance (Mann et al., 1990; Collins and Kimura, 1997; Park et al., 1999; Reilly, 2012; Ojeda et al., 2014). However, the influence of these variables in cognitive performance seems to vary across cultures.

Regarding the influence of age on cognitive performance, Park et al. (1999) argued that differences in cognitive performance across cultures might disappear with increasing age, because of an overall cognitive decline. However, Ojeda et al. (2014) found systematic differences in cognitive performance between elderly Spanish and American individuals. The authors suggested that historical experience of political oppression and cultural background (like the attitude to make as few errors as possible) may have influenced the variation. Only older cohorts showed these discrepancies (Ojeda et al., 2014).

Considering education level, it has been shown that people with higher education perform better on neuropsychological tests than those from lower educational groups. This effect is most prominent in verbal neuropsychological tests (Lezak et al., 2012). Although, performance on non-verbal neuropsychological tests is also influenced by educational level when individuals with different educational levels within the same cultural group are compared (Rosselli and Ardila, 2003). However, despite the fact that educational level correlates with performance on some neuropsychological tests, it is not systematically related to everyday problem solving, which is a functional criterion of intelligence (Cornelius and Caspi, 1987). According to Rosselli and Ardila (2003), individuals with different levels of education have developed different ways of learning. Education could thus be considered a type of subculture. The development of different types of skills is influenced by culture, which results in different learning styles (Ostrosky-Solis et al., 2004). Furthermore, there seems to be an interaction between age and education. Groups with lower level of education start showing cognitive decline earlier in life while the cognitive functioning of better-educated groups tend to show decline at later age (Joao et al., 2016). Specifically, education seems to have a protective function against cognitive decline for general mental status but no for more complex tasks that require verbal abilities or working memory (Alley et al., 2007). While more years of education might be associated with higher scores in verbal abilities, working memory, and processing speed, there are no long-term effects of education regarding cognitive decline in any of those domains (Zahodne et al., 2011). In general, there seems to be no moderating role of education on cognitive decline directly; instead people with a higher level of education show a delayed in their cognitive impairment due to a higher baseline performance (Wilson et al., 2009; Lenehan et al., 2015). Another possible explanation for this phenomenon is that groups with lower educational attainment tend to have less intellectually stimulating jobs and lifestyles, resulting in a more rapid decline in cognitive ability (Heaton et al., 2009).

Another variable connected with cognitive performance is the participant’s sex. However, sex differences vary in magnitude across countries (Kimura, 1999). For instance, mental rotation and line angle judgment performance were assessed in more than 90,000 women and 111,000 men from 53 nations: males from wealthier nations demonstrated greater spatial abilities (Lippa et al., 2009). Another study conducted by Weber et al. (2014) in Europe showed that the magnitude of sex differences varies systematically across birth cohorts and regions. These variations were associated with changes in living conditions and cognitive stimulation over time. Weber et al. (2014) suggested that females benefit more than males from these societal improvements because females start from a more disadvantaged level than males.

In addition, socioeconomic status has already been proven to influence cognitive performance (Bradley and Corwyn, 2002; Haan et al., 2011; Eryigit-Madzwamuse et al., 2014). According to the literature reviewed, its effects begin as early as the prenatal period and continue throughout life. The strongest association between socioeconomic status and neurocognitive performance is found for language (Noble et al., 2007). According to Noble et al. (2007), this association could be due to the fact that the brain regions involved in language processing have a longer maturation period in vivo than any other brain region, which makes them more susceptible to environmental factors that covary with socioeconomic status. Another influential factor is individual professional activity. The literature suggests that the longer the period an individual has not been professionally active, the greater their decline in cognitive functioning is (Adam et al., 2013).

Exactly how age, level of education, and sex may influence cognitive performance is still an open research question. The effects are either contradictory or not stable. However, the authors of the aforementioned studies do agree that differences in cognitive performance, if they occur, are due to exposure to different educational opportunities, living standards, and historical backgrounds (Ojeda et al., 2014). Therefore, there is consensus that variations in cultural environment drive the significance of variables such as age and sex. For instance, cultural differences have been identified between Eastern and Western European countries, primarily in terms of collectivism and individualism, respectively (Kolman et al., 2003; Lykes and Kemmelmeier, 2014). Studies have shown that countries from Eastern Europe, such as Bulgaria and Croatia, are more socially interdependent than those from Western Europe, and place less importance on values such as mastery and autonomy while countries from Western Europe, such as the Netherlands, are thought to be more independent (Kolman et al., 2003). Furthermore, research has linked cultural variation to differences in cognitive styles. It is suggested that social orientations leads to different patterns of cognition. Independent societies tend to be more analytic while interdependent societies are more holistic (Nisbett and Miyamoto, 2005). This indicates that Eastern Europeans have a more holistic cognitive style compared to Western Europeans, who are more analytical (Varnum et al., 2008). Considering the aforementioned results, this study aims to further analyze whether intercultural differences in cognitive functioning exist not only between the countries from Eastern and Western Europe but also within Eastern European countries. Therefore, comparison of the countries of Bulgaria, Croatia, and the Netherlands are considered as adequate for the purposes of this study.

This study will explore aforementioned characteristics to analyze the cross-cultural differences in cognitive performance in three different countries (Bulgaria, Croatia, and the Netherlands). However, considering the state of current scientific literature, it is relevant to analyze not only cultural differences between the countries investigated, but also the effects of sex, age, and level of education on cognitive performance. More precisely, it is of interest whether there is an interaction between sex and age and if this interaction is influenced by the level of education of the participants, when controlled for sociodemographic covariates.

Therefore, the goals of the study are specified as follows: Firstly, the current project aims to translate and adapt the NBB (Del Pino et al., 2015a) in Bulgaria, Croatia, and the Netherlands; Secondly, the study aims to test both cross-cultural differences and the interaction between sex, age, and level of education on cognitive performance.



MATERIALS AND EQUIPMENT

Measures

Structured Interview

A structured interview was designed to collect the sociodemographic characteristics from participants and to make an informed decision regarding inclusion and exclusion criteria. The Hollingshead four-factor index of socioeconomic status (SES) will be used to measure each participant’s SES based on four domains: marital status, retirement/employment status, educational attainment, and occupational prestige (Hollingshead, 1975, unpublished).

Normacog Brief Battery

Neuropsychological data will be obtained by administering the NBB (Del Pino et al., 2015a) to participants from Bulgaria, Croatia and the Netherlands that meet the inclusion criteria (see paragraph Participants). The battery assesses eleven cognitive domains using eight subtests, listed below. The process of translation and back-translation will be carried out for several subtests, since they were not available in specific languages. The eight subtests forming the NBB are as follows (Table 1).

TABLE 1. Tests included in the Normacog Brief Battery (Del Pino et al., 2015a).

[image: image]

– The Prospective Memory Test (PMT) (Einstein and McDaniel, 1990) aims to assess prospective memory. Participants are instructed to remember performing an intended action (asking the examiner to return their keys or other personal item) at a particular time in the future (at the end of the testing). The participants’ ability to recall the instruction is scored according to the level of help from the examiner (from 0: no help; to 4: the examiner asks some questions to help but the examinee does not remember the assigned task).

– The Word Accentuation Test (WAT) (González Montalvo, 1991; Del Ser et al., 1997; Gomar et al., 2011) is the Spanish adaptation of the National Adult Reading Test (NART) (Nelson and O’Connell, 1978; Nelson, 1982). It aims to assess premorbid cognitive functioning by correctly reading aloud 30 low frequency words whose graphic accents have been removed. The total score is the number of words correctly read (from 0 to 30). The Dutch Adult Reading Test (DART) (Schmand et al., 1992) is a Dutch-language version of the NART that is being used for the Dutch sample. This test aims to determine premorbid intelligence by asking the participant to correctly read aloud 50 words that do not follow regular pronunciation rules. The total score is the sum of words pronounced correctly and can range from 0 to 100, with two points awarded for every correct word. Note that for the Bulgarian and Croatian sample premorbid functioning will not be assessed, as no scales adapted for respective populations are available.

– The Montreal Cognitive Assessment (MoCA) (Nasreddine et al., 2005) is a 30-point brief screening tool for evaluating mild cognitive impairment. It aims to assess the general cognitive status of the participant in the following cognitive domains: attention and concentration, executive functions, memory, language, conceptual thinking, computing and orientation. The performance of the test takes between 5 and 7 min. A score of 26 points or more is considered normal.

– The Animal naming fluency subtest from the Calibrated Ideational Fluency Assessment (CIFA) (Schretlen and Vannorsdall, 2010), was used to measure semantic fluency. The subtest used in the NBB assesses semantic fluency through determining the number of animals that a participant can name in 1 min.

– The Taylor Complex Figure (TCF) (Taylor, 1969) was initially constructed as an alternate form of the Rey–Osterrieth Complex Figure test. It consists of two parts: first, the participant is asked to copy the TCF, which provides information on visuoconstructive abilities. The second part aims to evaluate visual memory by asking the participant to reproduce the figure on a blank sheet of paper with a 3-min delay. Both drawing tasks are timed and have time limits for completion: 4 min for copying the figure and 2 min for recall. The score in both tasks ranges from 0 to 36 points according to the accuracy of the drawn elements and their correct placement.

– The University of Deusto Interference Test (Ojeda et al., 2013), based on the Stroop Test, (Stroop, 1935; Golden, 2001) assesses attention and interference resistance. It consists of three parts, each lasting 30 s. Much like the Stroop Test, it requires participants to name colors and incongruently colored names of colors aloud to assess level of interference. This new version overcomes the limitations that the original version presents related to people with color blindness and reading difficulties in elderly people. This new version includes different colors to the original one (blue, black, and pink). In addition, this version is shorter (90 s in total). The time limit for each section is 30 s (15 s less than the original version). In order to improve the reading of elderly people, the stimulus in this new version are bigger than the original one, and there are less stimulus (64 instead of 100).

– The Salthouse Perceptual Comparison Test (SPCT) (Salthouse, 1991) assesses processing and perceptual speed. This is done with two 30-s trials where the participant’s task is to mark whether a pair of letter strings (three- or six-letter strings, respectively) is same or different.

– The Modified Wisconsin Card Sorting Test (M-WCST) (Schretlen, 2010) is a shorter, modified version of the Wisconsin Card Sorting Test (Grant and Berg, 1948) that assesses executive functioning and mental flexibility. This version differs from the standard one in many ways (e.g., the reduction in number of cards from the original 128-card deck to only 48 cards). This and other modifications reduce the risk of frustration and quitting among elderly and impaired individuals. The test requires participants to sort a deck of 48 cards according to one of several implicit rules while adapting the rule used depending on examiner feedback about whether the last card sorted was correct or incorrect.



STEPWISE PROCEDURES

Participants

Data will be collected from adults in three countries: Bulgaria, Croatia, and the Netherlands. The aim is to assess at least 300 participants in total, 100 from each country, after exclusion. Participants will be recruited by “word of mouth” from different geographical locations in each country. In addition, universities, companies, and retirement homes will be contacted to ensure a comprehensive sample of the population in each country.

The sample size will be chosen taking into account the suggested sample size by the epidemiologic program “EPI INFO” and it will be based on realistic time and location constraints that authors will face when obtaining participants. According to the size of population older than 18 years for each country (Bulgaria: 6,179,026; Croatia: 3,468,429; and the Netherlands: 13,563,456), the sample size will require at least 100 participants per country. The samples will be balanced considering two main demographic characteristics: age and education. Stratification will be done according to eight levels of age (18–25, 26–35, 36–45, 46–55, 56–65, 66–75, 76–80, >80 years old) and four levels of education (0–6, 7–10, 11–12, and >12 years) (Ivnik et al., 1997; Peña-Casanova et al., 2009; Del Pino et al., 2015b). The age ranges will be chosen considering the dynamics of cognitive performance throughout the lifetime. This demographic characteristic is also crucial for the purposes of this study, which is why the researchers will aim to collect as diverse a sample as possible. Levels of formal education were chosen considering the differences in the education systems in the three countries. The inclusion criteria for participants in the study will be the following: (1) people of both sexes; (2) at least 18 years old; (3) sufficiently developed reading and writing skills; (4) voluntary participation; (5) signed informed consent. Exclusion criteria include: (1) having medical history of physical or mental illness that can interfere with cognitive functioning; (2) severe cognitive impairment; (3) having sensory impairment that cannot be corrected using aids; (4) being addicted to drugs or alcohol; (5) not being a native speaker of the language in which the assessment is being carried out; (6) and being functionally illiterate.

Ethics

The study was approved by the Ethics Committee at the University of Deusto, Bilbao, Spain, which is the coordinator of the study. The study has also been approved by Sofia University “St. Kliment Ohridski,” Bulgaria, Faculty of Humanities and Social Sciences, and the Centre for Croatian Studies, University of Zagreb, Croatia. The ethical approval has been submitted for Utrecht University, Netherlands, to which the evaluators in this study are affiliated. All subjects will be volunteers and will provide written informed consent prior to their participation in the study, in accordance with the Declaration of Helsinki.

Design and Procedure

The main goal of the study is to translate and adapt the NBB into Dutch, Bulgarian, and Croatian. For this purpose, copyright for all subtests included in the original battery was obtained. The battery has been translated and back-translated from English into each language by proficient individuals (who have studied English at least the bachelor level and are native speakers of language for which the test is being adapted). In the Netherlands, most of the subtests were already available. Once the instructions and answer sheets for each subtest have been translated and back-translated, an instruction manual will be developed in each of the three languages. The examiners for each country were trained individually in neuropsychological assessment. The first author of the NBB, Rocio Del Pino, executed this training. There will be five assessing examiners who have been trained in the NBB; two examiners from the Netherlands, two examiners from Croatia, and one examiner from Bulgaria. A detailed plan was developed for sample recruitment, which will be closely followed in order to make the sample comparable across countries (see Table 2). The sampling plan was developed following the proportions of the recruitment plan by Del Pino et al. (2015b).

TABLE 2. Plan for sample recruitment for the whole sample.
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(1) The population older than 18 years old of each country (Bulgaria, Croatia, and the Netherlands) was reviewed in their corresponding National Institute of Statistics (Bulgarian National Institute of Statistics, Croatian Bureau of Statistics, and Centraal Bureau Statistiek the Netherlands).

(2) The sample size was calculated with “EPI INFO” program for a total sample of 23,210,911. According to this, at least 270 participants should be included in the study for a confidence level of 90% (Barlett et al., 2001).
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n = sample size

Z = Z-score value for the selected confidence level

N = Population

p = probability of success

q = probability of failure

d = acceptable margin error

(3) Adhering to previous studies (Ivnik et al., 1997; Peña-Casanova et al., 2009; Del Pino et al., 2015b), the sample will be stratified according to eight levels of age and four levels of education.

(4) The final sample will consist of 100 participants per country; that is the adjusted sample after excluding participants that fail to meet the inclusion criteria.

The examiners will assess all participants in a quiet, neutral environment with minimum distractions (e.g., outdoor noises). The assessment itself will consist of two parts: a structured interview and the guided completion of the NBB (Del Pino et al., 2015a). A schematic illustration of the testing procedure is displayed in Figure 1. At the beginning of the study, all participants will have to read and sign the informed consent. They will then be interviewed by the examiner in order to gather demographic data and data related to their medical history, use of drugs, alcohol, etc. Once the interview is completed, the examiner will present all of the tests from the battery. The whole assessment procedure should last about 20 min with the majority of the participants, but with consideration of the fact that older participants are more likely take longer in completing the full battery. Neither the names nor any other information that may lead to the identification of the participants collaborating in the study will be published in any of the work resulting from this investigation. Therefore, each evaluator will have a code, as well as each participant. This code will be written in each sheet of the assessment in order to meet Data Protection Law and in accordance with the Declaration of Helsinki. To ensure that the coding scheme is comparable across examiners, the inter-rater reliability as well as the internal consistency will be checked. Finally, the complete data from the assessment will be codified and included in a data collection sheet. This data will then be processed and analyzed. A flowchart of the analysis plan is illustrated in Figure 2. All analyses will be performed using SPSS (version 19.0, 2010).


[image: image]

FIGURE 1. Research design flowchart.
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FIGURE 2. Schematic illustration of the proposed analysis. Post hoc analyses are displayed in dotted boxes.



Proposed Analysis

Controlling for Covariates

In order to identify possible covariates, it will be checked whether sociodemographic variables, such as SES, are equally distributed across countries. To do this, a Chi-squared test of homogeneity will be conducted for each of the sociodemographic variables. If significant deviations across countries are found, the corresponding sociodemographic variables will be included as covariates in the model.

Main Analysis

A hierarchical model will be used for the analysis of participant and country effects because the participants are hierarchically nested within countries (participants within each country perform more similar than participant between countries). Cultural differences as well as the interaction between sex, age, and level of education on cognitive performance will be tested with a hierarchical multivariate linear regression with multiple predictors. The proposed model includes the country of living as a predictor as well as the interaction between the predictors age, sex and education level. To control for their associated intraclass correlation country of living will be specified as a random factor. The predictors are expected to affect participants’ scores in the NBB. In addition, all sociodemographic variables that are unequally distributed across countries will be included as covariates in the model. A separate analysis will be carried out for the categorical variable resultant of the prospective memory test. A hierarchical logistic regression will be conducted to predict the probability that the participant needs help in the prospective memory task. For the logistic regression the same model is used as with the multivariate multiple regression. To validate the proposed model, a likelihood ratio test will be conducted to assess whether country of living and the proposed interaction contributes significantly to the model fit. The likelihood ratio test compares the model containing the proposed effect with the restricted model without the effect. This analysis will be executed both for the hierarchical multivariate regression as well as for the hierarchical logistic regression.

Proposed Post hoc Tests

Two post hoc tests are proposed for the main analysis. First, a post hoc power analysis will be conducted by analyzing the width of the confidence interval for the effect sizes. This analysis will indicate the likelihood of the real effect size being (non)zero. Second, the multivariate main analysis includes the standardized scores of all subscales in the NBB – except for the prospective memory – as an outcome variable. To obtain more detailed information about the location of the possible effect, separate univariate regressions will be conducted for each independent subscale score. The predictors will be the same as in the main analysis and corrections for multiple testing will be applied.

Additional Exploratory Analysis

In order to acknowledge the complexity of possible interactions, we will conduct additional exploratory analysis of the data, with the aim of gaining deeper insight into the interaction effects.



ANTICIPATED RESULTS

Considering there is a serious lack of standardized neuropsychological instruments, we aim to ameliorate that situation by providing the interested parties with a readily translated and standardized brief battery. A review of currently available brief neuropsychological batteries has clearly demonstrated the demand for brief cognitive batteries in respective countries, especially in eastern European countries. A careful examination of the state of available neuropsychological instruments available for clinicians and other uses in Bulgaria and Croatia yielded no availability, while the Netherlands has limited availability of such resources. This will change once this battery is made available for use in the respective countries, providing professionals with a much-needed instrument.

With the growing understanding of the importance of accurate and fast neuropsychological assessment, the making of a universal brief assessment tool for a wider cross-cultural application will be put to test. We expect to demonstrate that cultural aspects—such as language, education, and age—affect individual cognitive performance and each country should take into account its own characteristics to provide accurate interpretation guidelines crucial for making appropriate clinical decisions. We expect our project to have impact across Europe, making the issue of assessment instrument availability acknowledged by professionals, encouraging parties involved in such assessment to tackle the issue by joining the Normacog development initiative in respective countries that will be supported from the original authors. This Protocol should serve as a starting point for any researcher who is interested in adaptation for their language.

Besides these strengths, some limitations have emerged so far. Obtaining an adapted test for premorbid functioning in both Bulgaria and Croatia has already proven to be problematic, which may complicate the comparability of results within the given domain. Further, the test for premorbid functioning used in the Netherlands consists of 50 words, while the same test used in Spain consists of 30 words, which might cause difficulties comparing the results. Secondly, another test, the Salthouse Perceptual Comparison Test, where a participant has to compare a series of letters with each other, may also be problematic in our study. This test has been made with the Latin alphabet while people in Bulgaria use the Cyrillic alphabet. For this reason, Latin letters were replaced with Cyrillic ones, potentially impeding comparison between people in Europe who did this test. Thirdly, the current study involves the minimum adequate sample size required for analyzing cross-cultural differences; therefore, if future studies aim to test a representative sample of each country, a larger sample size should be included.

Previous research suggests that cultural differences exist in cognitive functioning between countries from Eastern and Western Europe (Varnum et al., 2008). Therefore, the authors anticipate that such differences will also be found in the current research project. Considering the historical background of Eastern European countries, combined with better educational systems in the Western European countries, the authors expect that the overall cognitive performance in the Netherlands might be better than the one in Bulgaria and Croatia. However, the main goal of this study is not to measure and rank performance of these countries, but to determine if cultural differences between them actually exist. This finding would prove that it is necessary to create standardized culture-specific norms for each country in order to be able to validly interpret the results of the instrument.

To summarize, the translation, adaptation, and standardization of the NBB for the Netherlands, Croatia, and Bulgaria have been completed. Our next step is to gather participants and start the analysis of cross-cultural differences in cognitive performance.
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Scientific thinking is a predicate for scientific inquiry, and thus important to develop early in psychology students as potential future researchers. The present research is aimed at fathoming the contributions of formal and informal learning experiences to psychology students’ development of scientific thinking during their 1st-year of study. We hypothesize that informal experiences are relevant beyond formal experiences. First-year psychology student cohorts from various European countries will be assessed at the beginning and again at the end of the second semester. Assessments of scientific thinking will include scientific reasoning skills, the understanding of basic statistics concepts, and epistemic cognition. Formal learning experiences will include engagement in academic activities which are guided by university authorities. Informal learning experiences will include non-compulsory, self-guided learning experiences. Formal and informal experiences will be assessed with a newly developed survey. As dispositional predictors, students’ need for cognition and self-efficacy in psychological science will be assessed. In a structural equation model, students’ learning experiences and personal dispositions will be examined as predictors of their development of scientific thinking. Commonalities and differences in predictive weights across universities will be tested. The project is aimed at contributing information for designing university environments to optimize the development of students’ scientific thinking.

Keywords: epistemic cognition, informal learning, need for cognition, self-efficacy, scientific thinking, psychology students


INTRODUCTION

Scientific thinking encompasses purposeful thinking with the aim to enhance knowledge, using the abilities to generate, test and revise theories as well as being able to reflect on how knowledge is acquired and changed (Kuhn, 2002). It is a prerequisite for engagement in scientific inquiry (Kuhn et al., 2000). Little is known about the development of scientific thinking during aspiring researchers’ development, especially at the early undergraduate level (Parent and Oliver, 2015).

The 1st-year at university is a particularly critical educational period for students’ development of skills, interests, and aspirations (Jenert et al., 2015). For those students who want to become researchers, 1st-year education gives a first impression of science, with core courses found in psychology programs such as research methods and statistics (Stoloff et al., 2009). These educational experiences contribute to students’ future motivation and understanding of science (Manning et al., 2006; Jenert et al., 2015). Not all students know in their 1st-year of university education if they want to engage in research and become researchers. But if they decide so at any point in the future, it is necessary to equip them with advanced scientific thinking as early as possible. Thus, the quality of 1st-year education can influence students’ further aspirations and development as students and researchers. In this study, we examine the influence of learning experiences in 1st-year psychology on students’ development of scientific thinking. One aim of the present study is to identify learning experiences related to the development of scientific thinking in the 1st-year of higher education as well as to pinpoint those that are most prevalent among successful scientific thinkers. This way, we try to capture the experiential profile of budding psychology researchers. Such findings could be of vital service in the development of psychology curricula that better reflect the learning needs of aspiring researchers as well as motivate students to become such.

A facet of scientific thinking that we consider central for potential future researchers is scientific reasoning1. Scientific reasoning delineates the skills needed to conduct scientific inquiry, such as argumentation, drawing inferences from data, and engaging in experimentation (Zimmerman, 2007). It includes understanding and identifying relevant variables and how to interpret the information obtained from an experiment and various other research designs (Klahr, 2000).

Related to scientific reasoning skills, students should understand basic statistical concepts to evaluate the strength and uncertainty of scientific evidence. Previous research has shown that misconceptions about common statistical indicators, such as p-values and confidence intervals, are prevalent in student and teacher populations (Hoekstra et al., 2014; Morey et al., 2015), and in published research literature (Gelman and Stern, 2006; Nieuwenhuis et al., 2011). It is not surprising that students develop misconceptions about statistics, given that classical statistical methods violate common sense (Wagenmakers, 2007; Duffy, 2010). Psychology students commonly learn about null hypothesis significance testing in their statistics courses, which leads them to make interpretations based on arbitrary p-values previously set by researchers. This method violates common sense and leads to misunderstandings because the results are actually based on observations that have not occurred (Wagenmakers, 2007). For example, researchers intuitively tend to think that hypotheses tests inform them about the probability that the alternative hypothesis is true, but hypotheses tests based on p-values have a different aim; they only inform about the long-term frequency of possible data given the null hypothesis. Crucially, those misconceptions can lead to wrong inferences, both in the conduct of research but also in the evaluation of published literature, which might have contributed to a current crisis in the confidence of psychological science (Pashler and Wagenmakers, 2012). With this in mind, we regard the absence of statistics misconceptions as a relevant aspect of scientific thinking in today’s psychology students as developing researchers.

Another core facet of scientific thinking is epistemic cognition, which encompasses beliefs about knowledge, knowing, and the processes by which those beliefs are formed and influence further learning (Hofer and Pintrich, 1997; Kitchener, 2002; Greene et al., 2008). Greene et al. (2010) developed a model of epistemic and ontological cognition that integrates prior models by positing positions and dimensions. Each of four positions (Realism, Dogmatism, Skepticism, and Rationalism) corresponds to a distinctive pattern of individuals’ beliefs along the three dimensions of simplicity and certainty, justification by authority, and personal justification of knowledge (Hofer, 2000). Simple and certain knowledge refers to the opinion that knowledge is isolated, simple and constant over time, justification by authority reflects a belief that knowledge can be ambiguous but holds greater weight when presented by an authority figure, and personal justification is a belief that all information presented must be engaged with critically before judging it to be true, and even then, it may not remain true over time. The first developmental stage, realism, represents strong beliefs in simple and certain knowledge, justification by authority, and personal justification. The position of dogmatism is demonstrated through strong justification by authority. The position of skepticism reflects strong personal justification. Lastly, rationalism presents moderate agreement with justification by authority and personal justification, but strong disagreement with the concept of simple and certain knowledge. Epistemic cognition can influence critical thinking, scientific argumentation, and learning (Kuhn et al., 2000; Nussbaum et al., 2008; Franco et al., 2012), and it is related to students’ self-regulated learning (Bråten and Strømsø, 2005). Several studies thus far have linked epistemic cognition with students’ learning achievements. A study conducted by Muis and Franco (2009) illustrates that epistemic cognition directly influences achievement goals of students in educational psychology course, which, in turn influenced their engagement in their tasks and final course achievement. In the similar vein, Bråten and Ferguson (2014) showed that epistemic beliefs contribute to achievement over and above cognitive capacity and personality traits of students. Moreover, Chen et al. (2014) showed that students who are self-efficacious about learning science, approach a task by examining arguments from several sources to make a decision, thus indicating a moderating role of self-efficacy in how epistemic cognition is related to academic outcomes. The results of these studies therefore support the idea that epistemic cognition plays a major role in students’ further engagement and development of scientific thinking and we consider it a facet of scientific thinking that should develop early in psychology students.

The development of scientific thinking begins in the first stages of life and continues throughout childhood and adolescence up into adulthood (Sodian et al., 1991; Kuhn et al., 2000, 2015; Zimmerman, 2007). However, this development does not occur automatically but through steady input from deliberate learning experiences (Kuhn, 2002, 2009; Klahr et al., 2011). Perhaps the most conspicuous way of improving the level of scientific reasoning is through formal education. In fact, research shows that students with higher level of education as well as students who were exposed to a research methodology course are more likely to exhibit better scientific reasoning skills (Lehman and Nisbett, 1990; Lawson et al., 2000). Demonstrating and engaging students in quantitative methodology and scientific inference improves their skills in theoretical modeling and experimentation (Duschl and Grandy, 2013; Holmes et al., 2015). Further learning experiences that predict university students’ scientific thinking include collaborative learning (e.g., Gokhale, 1995; Johnson et al., 1998), social media use (Ebner et al., 2010; Dabbagh and Kitsantas, 2012; Kassens-Noor, 2012; Vivian et al., 2014), taking research methods and statistics courses (Lehman and Nisbett, 1990; VanderStoep and Shaughnessy, 1997), passive and active participation in research projects (Wayment and Dickson, 2008; VanWormer et al., 2014) and taking laboratory modules that include interpreting the results of an experiment (Coleman et al., 2015). Thus, university environments offer varied experiences that can help students develop scientific thinking.

In order for students to develop scientific thinking, it is not sufficient that relevant learning opportunities are offered at university. It is necessary that students show high engagement in formal activities and beyond. In the current study, we therefore look into students’ engagement in relevant formal and informal learning activities. Informal learning at university can be defined as self-directed learning in the sense that the student chooses the topic, curriculum, and contents, and learning and assessment modalities, with the aim to develop knowledge, skills, or competences (Hofstein and Rosenfeld, 1996; Laurillard, 2009). It is closely related to conceptions of student engagement (Krause and Coates, 2008), as well as self-sustained, self-initiated, and free choice learning (Falk, 2001; Barron, 2006; Yang, 2015). Based on this definition, examples of informal learning experiences are attending science conferences, reading scientific books, and engaging in science-related discussions with peers. Formal learning, in comparison, is highly structured through university bodies in its curriculum, fixed learning activities, and assessment, with a course achievement or qualification as an end product (Resnick, 1987; Eshach, 2007; Patrick, 2010). This distinction posits informal learning as interest-driven, in comparison to formal learning as curriculum-based, assessment-driven, and qualification-oriented activities.

What factors predict students’ engagement in learning activities that are likely to foster their scientific thinking? A characteristic that we take into account is students’ science self-efficacy, that is, the confidence they have in their ability to do science (Beißert et al., 2014). Self-efficacy, defined as the belief in own capability to succeed (Bandura, 1997), is a major predictors of university students’ cognitive engagement, academic persistence in science-related courses, and career choices (Chemers et al., 2001; Walker et al., 2006; Chen and Usher, 2013). Along with self-efficacy, need for cognition has been shown to predict academic success (Elias and Loomis, 2002). It is a stable tendency to engage in and enjoy effortful thinking (Cacioppo and Petty, 1982). Need for cognition is related to intellectual engagement and positive attitudes toward effortful tasks, and thus with a richer personal history of gaining knowledge on a variety of topics (Woo et al., 2007).

In the current study, we assess psychology students twice to examine the contributions of formal and informal learning experiences to their development of scientific reasoning including statistics misconceptions, and epistemic cognition during the 1st-year of study. The assessments take place at the beginning and again at the end of their second semester. We aim to examine interrelations in the development of scientific reasoning and epistemic cognition during the semester, and the contribution of students’ engagement in both types of learning experiences to this development. This includes their additive effects, and the involvement of students’ self-efficacy and need for cognition in these effects. Our definition of informal learning posits that it is self-guided and goes beyond the mere aim of finishing courses and obtaining grades. It thus related informal learning strongly with interest-driven student engagement. Student engagement in educationally purposeful activities is positively related to academic outcomes in 1st-year students as well as students’ persistence at the same institution (Kuh et al., 2008). Similarly, student engagement has been linked to desirable learning outcomes such as critical thinking and academic achievement (Carini et al., 2006). Whereas engagement in formal learning could stem from internal or external motivational factors, engagement in informal activities represents only intrinsically motivated behavior, which is derived from interest and performed for pleasure and desire. For these reasons we assume that informal learning contributes to students’ development of scientific reasoning and epistemic cognition, beyond formal learning. The overarching aim of the design is to establish the circumstances under which potential future researchers in psychological science are able to develop scientific thinking during the early stages of their studies. We therefore examine specific patterns of scientific thinking and its predictors in students who identify themselves as aspiring researchers.



MATERIALS AND METHODS

Design and Sample

The study has a two-wave correlational panel design. Participants will be drawn from the 1st-year psychology courses of 11 universities from eight countries across Europe. We collaborate with 1st-year professors from each university. The choice of universities was based on personal affiliations and on the aim of gathering students from diverse backgrounds across Europe. Psychology student cohorts at the universities span between 40 and 700 students. Students from eight universities will participate during a regular class lesson and the remaining three universities online. At three of the universities, students will receive assessment credits for participating in the study.

Sample size planning based on power analysis is not relevant because we will use Bayesian estimation and hypothesis testing for statistical analysis (Etz et al., 2016; Wagenmakers et al., 2016). In this statistical framework, power is not conceptualized because hypothesis testing is not based on an inferential framework but on continuous evaluation of evidence (Schönbrodt and Wagenmakers, 2016).

Materials and Equipment

Choice of Measures

For every construct that we aim to assess, a literature search was done in the PsycInfo and Scopus databases to identify available measures. The choice of the instruments was based on psychometric quality, appropriateness for university context, administration time, translation feasibility, and meaningfulness of usage in a variety of international universities. Regarding psychometric quality, we ensured that basic analysis such as factor analysis, estimation of reliability or internal consistency had been conducted and achieved at least moderate results. Appropriateness for the 1st-year of university was taken into account insofar as we tried to estimate on which level Psychology students develop during their 1st-year. For example, scientific reasoning is a broad construct, and we chose an instrument that assesses skills which we think are critical for students’ further development, and likely to show at least some development already during their first university year. The chosen instrument assesses principles of experimental design that we deem relevant for understanding the critical quality characteristics of any research the students learn about (Drummond and Fischhoff, 2015).

Demographics Questionnaire

Students’ demographic characteristics will include their age, gender, former university education, career aspirations, grades in high school, the grade of first university examination and family socioeconomic status (see Appendix A). For the latter, we will ask students about their parents’ highest achieved education, bedroom availability and the number of books at home in their adolescence (Evans et al., 2010). Socioeconomic status is assessed to examine its influence on the main study variables and to estimate other variables’ influence while controlling for it. We will assess family socioeconomic status because university students are still in education, which constrains their own educational level and also their working situation, the most common indicators of personal socioeconomic status. Family socioeconomic status is thus commonly assessed for research in academic contexts (Caro and Cortes, 2012). Students’ estimated score from the first principal component of the four variables will be used as an indicator of their family socioeconomic status. Finally, we will assess the quantity of formal education relevant for developing scientific thinking (number of methodology and statistics-related courses, number of philosophy of science and epistemology-related courses).

Scientific Reasoning

As a measure of scientific reasoning, the Scientific Reasoning Scale developed and validated by Drummond and Fischhoff (2015) will be used. It contains eleven true or false items in which hypothetical research scenarios are described and the participant has to decide whether the scenario can lead to proposed inferences. Each of the items relates to a specific concept crucial for the ability to come to valid scientific conclusions. The concepts include understanding the importance of control groups and random assignment, identifying confounding variables, and distinguishing between correlation and causation. Scores on the SRS show adequate internal consistency (Cronbach’s α = 0.70) and correlate positively with cognitive reflection, numeracy, open minded thinking, and the ability to analyze scientific information (Drummond and Fischhoff, 2015). Following this scale, we added an additional item assessing students’ understanding of sample representativeness (Appendix B). Students’ mean score on the scale will be used in descriptive analysis as an indicator of their scientific reasoning. Whether the item on sample representativeness can be added to the scale will be decided based on a confirmatory factor analysis: It will be added in case its factor loading is within the range of the other items.

Statistics Misconceptions

We developed a questionnaire encompassing five questions that deal with common statistical misconceptions (Appendix B). Items dealing with p-value and confidence interval misinterpretations were taken directly from Gigerenzer (2004) and Morey et al. (2015). We chose the item with the highest prevalence of wrong answers among university students from each article to achieve high variance in our sample of 1st-year students. We further developed items similar in structure dealing with the interpretation of non-significant results, the equivalence of significant and non-significant results (Gelman and Stern, 2006; Nieuwenhuis et al., 2011), and sample representativeness. The items share structure and answer format with the scientific reasoning scale by Drummond and Fischhoff (2015). We added the items after the end of the scientific reasoning scale. Participants are also asked whether they have ever learned about p-values, confidence intervals, and sample representativeness. In case they check “no,” their answers on the respective questions will be treated as missing values. Students’ mean value across the four questions dealing with p-values and confidence intervals will be used as an indicator of their statistics misconceptions. The question on sample representativeness, as described above, will be used as an additional item of the scientific reasoning scale.

Validation Questions

For the Scientific Reasoning Scale and the added statistics misconceptions items, we will add one open-answer validation question. Each student will receive the following question at one random item of the 16 items that the two scales encompass: “Why did you choose this answer? Please provide an explanation.”, followed by two lines on which the students are supposed to provide a short rationale for their multiple choice-answer. The question to which this additional open answer is added will differ randomly between students, so that a random subsample of the students will deal as validation sample for each question. We implement this validation measure because the SRS to the best of our knowledge has not yet been translated into our sampled languages and not been used in the sampled countries. It is therefore necessary to examine whether 1st-year psychology students’ answers on these questions reflect the target construct. The statistics misconceptions to the best of our knowledge have not yet been thoroughly validated but rather used to assess the prevalence of wrong answers among students and academics, and we developed three of the questions on our own, therefore we include them in this validation procedure.

Epistemic Cognition

To assess epistemic cognition we will administer the Epistemic and Ontological Cognition Questionnaire (EOCQ; Greene et al., 2010). It contains 13 items and a 6-point item response scale ranging from 1 (completely disagree) to 6 (completely agree). The instrument takes into account the contextuality of epistemic cognition by providing the opportunity to insert a domain into the item stems (Greene et al., 2008). We insert Psychology and Psychological science for the domain that the students should rate the items about. Five items represent simple and certain knowledge (example: “in psychological science, what is a fact today will be a fact tomorrow”), four items represent justification by authority (“I believe everything I learn in psychology class”), and four items represent personal justification (“in psychological science, what‘s a fact depends upon a person’s view”). Higher ratings of ten items indicate stronger beliefs and high ratings of three items indicate weaker beliefs. Reliability estimates (H coefficient) range from 0.45 to 0.90 depending on facet and context (Greene et al., 2010). Mean scores on all three subscales will undergo mixture modeling analysis, which will yield an epistemic cognition-profile for each student that will be used for further analysis (Greene et al., 2010).

Need for Cognition

We will use the Need for Cognition Short Scale (NFC-K; Beißert et al., 2014) to measure the tendency to engage in and enjoy thinking. The short scale is a modified 4-item version of the 18-item Need for Cognition Scale created by Cacioppo and Petty (1982). On a 7-point scale the students are asked to rate to which extent they agree with four simple statements. An example item is “I would prefer complex to simple problems.” Mean scores from this scale will be used for descriptive analysis, with higher scores indicating that students are more motivated to apply their thinking skills. Test retest reliability is r = 0.78, Cronbach’s α = 0.86 (Beißert et al., 2014). The score will be used to predict students’ development of scientific thinking, and also as a control variable to examine which variables predict students’ development beyond need for cognition.

Science Self-Efficacy

The Science Self-Efficacy (SSE) scale, which consists of 10-items used by Moss (2012) will be used (Cronbach’s α > 0.80). It is a modified version of a vocational self-efficacy survey designed by Riggs et al. (1994). It particularly aims to measure confidence in skills to engage in scientific inquiry. The items are rated on a scale from 1 to 10 (1 = not able or not true at all, 10 = completely able or completely true). An example item is “I have all the skills needed to perform science tasks very well.” Students’ mean score on the scale will be used for statistical modeling. The score will be used to predict students’ development of scientific thinking, and also as a control variable to examine which variables predict students’ development beyond science self-efficacy.

Formal and Informal Learning Experiences

We developed a survey to assess students’ engagement in learning experiences that we presume relevant for the development of scientific thinking (Appendix C). The selection of experiences is based on the discussed literature, and it will be further informed and adapted based on the pilot study interviews (Appendix D). Our definitions of formal and informal learning imply a continuum of formality within and across learning activities. For example, a frequent formal learning activity is the studying of a text that is mandatory reading for a research methods course. When students gain interest in the text contents, they might initiate further voluntary reading to inform themselves beyond the course requirements, which in our definition is then an informal learning experience. Our assessment method encompasses a wide variety of prescribed and non-prescribed scientific learning experiences: For each of the assessed activities that can be either formal or informal, we ask students how often they engaged in these as part of mandatory course activities, or for reasons going beyond these. Specifically, we let students rate subjectively for experiences where this applied how much they engaged in them because it was obligatory for course requirements (formal engagement), because it was obligatory but they were also interested (formal and informal engagement), or merely out of own interest (informal engagement).

In the second part of the survey, we ask students about the most relevant three courses they took that were related to research methods, statistics, science, history of science or other similar concepts. We ask for up to three courses because we studied the official bachelor curricula from the targeted universities and most students will not have more highly relevant courses during their first and second semester. Therefore, reporting on further courses might make it strongly subjective which courses the students deem relevant to this question, and it might take rather long and be exhausting to report details on any relevant courses they could think of. To check that they did not have many more relevant courses we, however, ask in the demographics for the absolute numbers of relevant courses. Thus, for up to three most relevant courses, they first list the names of the courses and whether the courses were mandatory or elective. Then, we ask students about their general engagement in these courses (student presence, devoted working time), and course quality (ratings of overall course quality, teaching quality, frequency of inquiry and reflective course elements). Finally, reflecting informal engagement, they rate how much they engaged in each of these courses out of their motivation or interest, beyond the course requirements. Estimating principal components, we will weigh general course engagement across courses with course content ratings to yield an indicator of formal engagement, and informal (out of own motivation or interest) engagement with course quality ratings to yield an indicator of informal engagement.

Translations and Pilot Study

Considering students from different countries’ levels of competence in English may not be sufficiently high, the materials and instruments have been translated into Spanish, Slovenian, Turkish, Bulgarian, and Czech by the local researchers from these countries. Then, they have been back translated by bilingual speakers to enable reconciliation of the translated texts with the original. During a pilot study, the materials and instruments were administered to a small number (10 from each country) of 2nd–4th year psychology students with cognitive surveying and interviewing to identify problematic passages in terms of ambiguous or confusing instructions and translations (Ziegler et al., 2015). During the cognitive surveying, participants were asked to read the instructions and items aloud. After each passage, they were instructed to report everything that came to their mind when thinking about the instruction or item and what they were thinking while answering the items. In the end, they were asked to reflect freely on the purpose, comprehensibility, and quality of the instrument. This data were used to alter potential problematic passages. Proposed changes were again translated back to English for comparison with the original. Pilot participants were also requested to respond to several interview questions regarding their formal and informal educational experiences throughout their lives that they believe might have contributed to their scientific reasoning and epistemic cognition (Appendix D). Their responses served to improve the formal and informal experiences survey, so that it would more adequately reflect students’ relevant learning experiences.

Stepwise Procedures

The data will be collected at two time points. The first assessment will be conducted during the first 2 weeks of the second semester (between January and March) and the second will take place within the last 2 weeks of the academic schedule before exams (May and June), depending on each university’s calendar. For universities at which collaborators agree to in-class assessments, these will take place directly in the classrooms or other provided university space. Professors will be asked to reward students with course credits for research participation, depending on the ethical policy of the institution. Ideally, with the professors’ prior consent, the entire first-year courses will be assessed during a lecture. The local researchers in each country will distribute the questionnaires before the assessment starts and collect them afterward. In case an in-class administration of our instruments is not possible, we will ask the students to participate in an online version of our assessments. An online version has been prepared in the Qualtrics (Qualtrics, Provo, UT, USA) environment with a similar structure to the pen and paper version. For the online version, students will be provided with a hyperlink and encouraged to fill it in at their convenience within a week. If they have not yet finished the survey, they will receive a reminder email 2 days before this time limit.

The questionnaires will have the same structure in the in-class and in the online version. In both cases, participants will be given a short explanation of what the research is for, and what their participation will entail, which will be read aloud by the experimenter in class. They will then be asked to read an information sheet and read and sign a consent form, prior to proceeding with the assessment. One administration process is expected to last for about 35 min. The scales more strongly related to cognitive skills will be presented in the beginning of the assessment and the learning experiences will be assessed in the end to prevent the experiential questions from influencing later answers. The structure of the assessments is depicted in Figure 1.
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FIGURE 1. Structure of the main assessments. From left to right: Time in minutes. SRS, Scientific Reasoning Scale, including statistics misconceptions and one open validation question; EOCQ, Epistemic and Ontological Cognition Questionnaire; NFC-K, Need for Cognition Short-Scale; SSE, Science Self-Efficacy.



The participants will first be asked to compose an identification code consisting of their mother’s and father’s initials, and the month that they were born (in mm format). They will then be asked to complete the demographics information about themselves. They will subsequently proceed to complete five scales measuring scientific reasoning, statistical misconceptions, epistemic cognition, need for cognition, and scientific self-efficacy. This will reflect their skills and attitudes after one semester studying psychology. In addition, they will be asked to complete the survey regarding their formal and informal learning experiences during the first study semester. In the end of the assessment, the students will be thanked for their participation, and informed that the assessment will take place again in the end of the semester. They will be asked to refrain from discussing the assessment with each other or to look up the contents.

At the end of the second semester, participants will be approached as before to participate in the study. They will be asked to write their identification number as before, and to again complete the same scales as at the first assessment. On the demographics sheet, this time they will be asked additionally whether and to which extent they discussed the contents of the first assessment with peers or looked up the contents. The survey on formal and informal learning experiences will this time be referring to experiences during their second study semester. At this point participants will be given a debriefing form and thanked for their participation.



PROPOSED ANALYSIS AND ANTICIPATED RESULTS

Qualitative Data Analysis

Qualitative data will stem from the pilot study interviews. Transcriptions of the interviews will be analyzed using content analysis. The analysis will be aimed at identifying relevant formal and informal learning experiences else than those known from available literature. Insights from these data will be used to refine the learning experiences questionnaire for the main assessments.

We will also analyze the open validation questions about scientific reasoning and statistical misconceptions to see whether the correct multiple choice-answers on the items reflect the intended concepts (Drummond and Fischhoff, 2015). Given the fact that the items are forced choice between true or false, we of course expect that some of the correct answers will be a result of guessing. We will encode whether the rationale for the answer is sufficient to come to the correct choice given the specific question. Then, we will try to group answers that did not have the correct rationale for the answer to see common misunderstandings. This will inform us about the validity of the items. We will also seek for common misconceptions leading to erroneous answers and try to categorize them with open followed by axial coding to get insight into why students make mistakes regarding the specific concepts. This will inform us what aspects of given concepts are hard to grasp and which misconceptions should be deliberately targeted by university lecturers.

Confirmatory Statistical Analysis

Bayesian structural equation modeling will be applied to examine our main research questions. The models will be written using the r2jags (Su and Yajima, 2012) and rjags (Plummer, 2013) packages in the R software (R Core Team, 2013) to be estimated in the JAGS software (Plummer, 2003). There will be two main models. In a cross-sectional model, we will predict students’ scientific thinking and research aspirations after the first half year from their educational experiences during the first half year, science self-efficacy and need for cognition, and from their learning experiences and family socioeconomic status. A depiction of the structural relations in this model is provided in Figure 2.
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FIGURE 2. Depiction of the cross-sectional model in which students’ scientific thinking in the beginning of the second semester is predicted from their learning experiences, personal characteristics, and socioeconomic status. SES, family socioeconomic status; FL0-1, formal learning experiences during first semester; IL0-1, informal learning experiences during first semester; NFC, need for cognition at first assessment; SSE, science self-efficacy at first assessment.



In a longitudinal model, we will examine developmental interrelations between students’ scientific reasoning and epistemic cognition, and predict their development from students’ formal and informal learning experiences during the second half year, and how these are influenced by students’ personal characteristics. A depiction of the structural relations in this model is provided in Figure 3.
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FIGURE 3. Longitudinal model in which the change in students’ epistemic cognition and scientific reasoning from the beginning (EC1, SR1) to the end (EC2, SR2) of the second semester will be predicted. NFC1, need for cognition at first assessment; SSE1, science self-efficacy at first assessment; FL1-2, formal learning during second semester; IL1-2, informal learning during second semester. Paths predicted based on main hypotheses are bold and marked as H1 and H2.



Bayes factors will be used for hypothesis testing. The tested predictions based on our hypotheses include that informal learning experiences predict the development of scientific reasoning and epistemic cognition, controlling for formal learning experiences, need for cognition, and science self-efficacy.

The models will be estimated separately for students from each university to examine commonalities and differences in predictive weights. Since sample sizes vary strongly between countries and institutions, samples from some universities might not be sufficiently big to ensure convergence and precision of model estimation. Data from the biggest samples will therefore be used to slightly inform the parameter priors from the smaller samples. Only priors of non-focal (i.e., non-hypothesis-testing) parameters will be informed in this way (for an overview of related techniques, see McElreath, 2016, pp. 424–430). This strategy is similar to hierarchical modeling but implies weaker partial pooling. Scripts for all confirmatory analyses will be uploaded to the Open Science Framework prior to data analysis. We will interpret the magnitude of obtained Bayes factors based on the accruing samples from the different universities. The Bayes factors will be computed as a ratio of likelihoods of two models that describe the theoretical alternatives we put to the test (Jarosz and Wiley, 2014). We derive those models for two focal hypotheses (depicted in the Figure 3 as H1 and H2) here. Given we control for formal learning experiences (FL in Figure 3), need for cognition (NFC), and science self-efficacy (SSE), we expect that parameters for informal learning experiences (IL in Figure 3) have a positive value. This expectation is equivalent to a one-sided hypothesis. We will therefore use so called one-sided hybrid Bayes factors (Morey and Rouder, 2011). As a null model, we will combine a point nil with part of the Cauchy distribution from the range of values of 0 up to the point where the effect size becomes important (equivalence region). As an alternative model, we will use the remaining of the Cauchy distribution. The Cauchy will have a scaling factor of 0.5, the equivalence region will be defined as <0,0.1> and the mixture probability of the two parts of the null model will be equal to 0.5 (the point nil and equivalence region will have the same weights). This type of Bayes factors have been shown to possess desirable properties (Morey and Rouder, 2011). They asymptotically converge toward support for null or alternative if the true parameter lies in the area of one of the respective models, and remain indifferent if the true parameter lies on the boundary of null and alternative (0.1 in this case).

Missing data stemming from attrition or single non-answered items will be dealt with in the Bayesian analysis. Specifically, students’ self-reported interest in research and becoming researchers and all other study variables that might be associated with participation willingness and missingness will be used to estimate students’ missing data (see McElreath, 2016).

Exploratory Statistical Analysis

These analyses serve mainly to find specific patterns between all variables and trying to identify students interested in becoming future researchers. In addition, they will serve to develop potential hypotheses about profiles of psychology students interested in becoming researchers. For this research question, we do not have specific hypotheses and we will use exploratory analyses to examine how the intention to become a researcher or not is associated with the other study variables. Specifically, we will use two methods. We will use network modeling to explore relations between the main study variables at the two assessments. For this analysis the mgm-package will be used, which can handle different distributions of the exponential family and applies regularization for sparse solutions (Haslbeck and Waldorp, 2016). The estimated networks at the two assessments will provide a concise and informative overview of interrelations between the study variables in the beginning and end of students’ second semester. We will also estimate finite mixture models (Hickendorff et al., unpublished), to extract profiles of scientific thinking. We will examine profiles including scientific reasoning, the three epistemic cognition facets, and students’ research aspirations as profile indicator variables, the two dispositional scales as profile predictors, and statistics misconceptions as a distal variable.

To further substantiate comparisons between universities and countries, we will examine measurement invariance, which shows whether the assessment instruments have comparable structure across different samples. Measurement invariance is not of critical importance for our hypotheses but it is informative for exploratory purposes, to see for example whether the instruments function similarly in the different languages. In our Bayesian framework, we will be able to handle small deviations from invariance by modeling approximate invariance (Van De Schoot et al., 2012).



LIMITATIONS

The design will allow estimating the predictive value of formal and informal learning experiences but causal conclusions are not fully warranted for various reasons. Controlling for students’ general maturation in higher education would be possible by adding a control group, for example 1st-year students from a different field. Such a comparison would, however, be biased by self-selection effects because we cannot assign students randomly to different fields of study.

Another limitation is that measurement will take place twice within one semester, specifically within the second semester. This might be early for expecting students to develop in scientific reasoning, epistemic cognition, and also statistical misconceptions, depending on when these topics are part of students’ courses. Not all students might learn about these topics in their 1st-year. We looked into students’ official curricula at the target universities and in all of them there are courses that might be relevant but this is not clear for all universities. Regarding assessing twice within one semester, more change might be expected during a longer time period. We will, however, ask the students also for relevant experiences during the first semester, which overall will yield a picture of the whole 1st-year, which covers the focus of our study.

Also, because the collecting data will take place on two different occasions during the semester, there may be attrition between time one and time two. However, by aiming to collect data in class, we hope to maximize initial potential participation and minimize potential attrition rate by time two. Missing data will also be minimized by ensuring that participants use the same identification code on both occasions. To maximize participation and minimize attrition, assessments will be conducted in-class at most universities. To minimize the missing data due to unintended skipping of the responses within the questionnaires, we will encourage students to thoroughly review their responses to ensure that they answered every question. In the online version, we will use automatized options to check missing responses to alert participants that they did not answer the question.

Another issue regards that we use self-report measures, particularly retrospective measures for students’ learning experiences. These might be biased because remembering and subjectively judging the quality of courses from the last semester is error prone. Averaging ratings across students will hopefully lead to averaging out some error and the magnitude of between-student variance might indicate how error-prone retrospection is in this case. Also, for epistemic cognition it has been pointed out that self-report measures only allow quite superficial assessment (Mason, 2016). Alternatively, the idea of incorporating both quantitative and qualitative research methods upon EC has been supported (e.g., Greene and Yu, 2014). For the aims of our study we deem the EOCQ self-report measure appropriate but it will not allow a comprehensive look into the processes underlying students’ development.

With reference to the country comparisons, even if it is not our main focus, they might be biased by the fact that at some universities all students participate within courses, at some they participate voluntarily without incentive, and at some voluntarily with incentive. Consequently, we acknowledge that these differences in recruitment may influence the results. In fact, voluntary participation in this research topic about scientific thinking can be seen as an indicator of student engagement and interest in science (and then, be categorized as an informal experience). In addition, it could happen that samples where students participate voluntarily with no incentive are overrepresented in the levels of informal experiences’ engagement. We will check to which extent students’ research interest differs between these three groups.

Finally, since our research question is aimed at 1st-year students, we assess scientific thinking on a level that might be seen as quite basic for a higher education level. Measures on a more advanced level could be added, for example assessing justification in multiple sources as another facet of epistemic cognition (Ferguson and Bråten, 2013). More advanced measures might add relevant information, but they might potentially also mostly reveal floor effects due to 1st-year students’ limited experiences.
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FOOTNOTES

1 Scientific reasoning is sometimes used interchangeably with scientific thinking (and sometimes with the related but broader construct critical thinking, Halpern et al., 2012) but in the context of the present research we deem it useful to conceptualize scientific reasoning and epistemic beliefs as facets of scientific thinking.
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In past years, research and corporate scandals have evidenced the destructive effects of the dark triad at work, consisting of narcissism (extreme self-centeredness), psychopathy (lack of empathy and remorse) and Machiavellianism (a sense of duplicity and manipulativeness). The dark triad dimensions have typically been conceptualized as stable personality traits, ignoring the accumulating evidence that momentary personality expressions – personality states – may change due to the characteristics of the situation. The present research protocol describes a qualitative study that aims to identify triggers of dark triad states at work by following a grounded theory approach using semi-structured interviews. By building a comprehensive categorization of dark triad triggers at work scholars may study these triggers in a parsimonious and structured way and organizations may derive more effective interventions to buffer or prevent the detrimental effects of dark personality at work.
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INTRODUCTION

The study of dark personality and its impact in the workplace has gained increasing attention in the past years (Spain et al., 2014). Dark personality traits are defined as characteristics that reflect a motivation to elevate the self and harm others (Paulhus and Williams, 2002). Amongst other conceptualizations (e.g., Hogan and Hogan, 2001) the dark triad consisting of narcissism, psychopathy, and Machiavellianism (Paulhus and Williams, 2002) represents the most popular operationalization of dark personality at work (Spain et al., 2014).

Narcissism is characterized by feelings of grandiosity, entitlement, dominance, and superiority (Spain et al., 2014). People who show this trait tend to be charming or pleasant in the short term while in the long run presenting difficulty in maintaining successful interpersonal relationships, lacking trust and care for others (Morf and Rhodewalt, 2001). Psychopathy involves feelings of impulsivity, thrill-seeking, low empathy and anxiety. Those that present a psychopathic trait seek immediate gratification of their needs, lack guilt and conscience, being less prone to experience embarrassment and failing to learn from punishment for misdeeds (Hare, 1985). Machiavellianism is associated with cynicism, low affect, an unconventional view of morality and a focus exclusively on personal goals (Christie and Geis, 1970). Thus, those who exemplify this trait tend to be exceedingly willing to manipulate others and take a certain pleasure in successfully deceiving them (Jones and Paulhus, 2014).

Importantly, despite similarities and overlap, the dark triad is not identical with clinically relevant personality disorders nor does it reflect simply extreme forms of normal personality traits (Harms et al., 2014). Both research and past corporate scandals have evidenced the dark triad’s effects on counterproductive work behaviors (e.g., O’Boyle et al., 2012; Spain et al., 2014) and a variety of other destructive outcomes, such as heightened competitiveness, dysfunctional job crafting, and corruption (Carter et al., 2014; Roczniewska and Bakker, 2016; Zhao et al., 2016).

To date, research has mainly focused on the detrimental outcomes of dark personality. Although initial efforts have been made in past years to discover the psychological underpinnings of the dark triad (Paulhus and Williams, 2002), research has failed to address the role of situational factors in eliciting momentary expressions of dark personality characteristics. To date, the dark triad has exclusively been conceptualized and investigated in its trait-like form, ignoring evidence for the malleability and short-term fluctuation of personality states, the expression of one’s personality in a specific moment (e.g., Fleeson, 2001). Due to the predominant view of the dark triad as stable traits, situational cues eliciting dark triad behavior have not been of concern so far. Attempts to identify the roots of dark triad personality have thus focused on very broad, generic explanations, such as evolutionary (e.g., Jonason et al., 2009), behavioral genetic (e.g., Vernon et al., 2008), socio-ecological (Jonason et al., 2016), neuro-biological (Jonason and Jackson, 2016), and motivational (Harms et al., 2014; Jonason and Ferrell, 2016) foundations.

In our study we apply a more dynamic approach to dark personality. Drawing on interactionist models of personality, such as the cognitive affective personality system (CAPS; Mischel and Shoda, 1995, 1998) or whole trait theory (Fleeson and Jayawickreme, 2015) that build upon Lewin’s (1936) equation for predicting behavioral reactions [B = f(P ×E)], we assume that stable personality traits (P) interact with environmental characteristics (E) to produce a specific behavioral response (B), or in other words, a specific personality state (see Figure 1 for our conceptual model; please note that the listed situations at work merely represent examples of potential triggers and don’t reflect empirical findings). Mischel and Shoda (1995, 1998) called this complex interplay if-then contingencies describing the idea that specific situational cues make people reliably react in a specific way, based on their personality traits. Empirical studies (e.g., Judge et al., 2013) and entire special issues (Beckmann and Wood, 2016) have evidenced that the behavioral expressions (i.e., personality states) in relation to changing situations present a potentially predictable reflection of personality (Mischel and Shoda, 1995, 1998).
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FIGURE 1. Conceptual model following Lewin’s equation for behavior (Lewin, 1936): B = f(P, E).



Despite the growing evidence that personality expressions are dependent on situational cues, research on the triggering function of job characteristics is still in its infancy and has only focused on adaptive personality states so far (Judge et al., 2013; Dóci and Hofmans, 2015). The usual approach for adaptive personality states to conceptualize situations mainly as opportunities to express one’s personality (Ten Berge and De Raad, 1999) may, however, be problematic for the concept of the dark triad. Whereas some situations may allow for or even encourage the expression of dark personality characteristics because they may be functional in that moment (e.g., being self-aggrandizing in a selection interview), other situations may rather trigger dark personality states because specific needs and motives are not fulfilled (e.g., the need for power). Thus, although “a psychology of situations has begun to take shape” (Funder, 2016, p. 203), a comprehensive taxonomy of situational triggers of specific personality characteristics, including the dark triad, has yet to be established.

In this study, we aim to identify the underlying situational antecedents in the work environment (E) that lead to within-person variation in momentary dark triad expressions, i.e., in dark triad personality states (B), that is, state narcissism, state psychopathy and state Machiavellianism, resulting in a comprehensive taxonomy of triggers. We use a grounded theory approach (Strauss and Corbin, 1998; Corbin and Strauss, 2008) as this qualitative methodology is particularly suited for complex social processes about which little is known yet (Glaser and Strauss, 1967; Willig, 2009). Identifying potential triggers of dark personality expressions at work and building taxonomy of these triggers is important in several ways. On a theoretical level, a more comprehensive understanding of the triggers of dark personality states and their potential interconnections is crucial in order to acquire knowledge on the nomological network and common mechanisms that may be associated with specific groups or categories of triggers. Moreover, identifying triggers of dark personality expressions at work is practically important, as organizations strongly benefit from detailed knowledge on situations that may “make people snap.” Organizations and Human Resource (HR) professionals will be able to design evidence-based interventions that help prevent employees from expressing their dark tendencies which may bring harm to organizations and their members over the short and long term. These actions may not only include job design and selective placement, but also training and coaching interventions that sensitize employees for potentially dangerous situations and helping them to either themselves better manage and regulate their dark impulses or increase their ability to cope with others’ dark behaviors, enabling better relationships and work ethics within their organizations.

With the present study, we contribute to the literature in three important ways: Firstly, identifying triggers of dark personality expressions at work adds to the evolving personality state literature by broadening the domain of situational predictors and allowing us to better understand the complex interplay between person and situation characteristics (P × E) jointly leading to the expression of personality states (B) in a specific situation. Secondly, our taxonomy may be used to further advance research in the field of dark personality at work by stimulating the creation of instruments such as questionnaires or situational judgment tests that enable scholars to study these triggers in quantitative studies in a more standardized and parsimonious way. In addition, our taxonomy may further add to the study of long-term personality development, helping to further explore how individuals’ personality turns dark over time by investigating how short-term dynamics add up in a longitudinal fashion (Hogan et al., 1994). Finally, editors of top tier journals (e.g., Suddaby, 2006; Bansal and Corley, 2011) explicitly acknowledge the value of grounded theory and call for more qualitative research in the organizational literature. By following this call we promote a methodology that is particularly useful for examining situated processes like employee interactions in complex organizational settings (Locke, 2001). Qualitative research complements the many quantitative studies in the organizational literature by offering the reader a close-up of the phenomenon being studied and providing the opportunity to raise new research questions, revealing “deeper insights into management, organizations, and society, which are critical to understanding and potentially shaping our world” (Bansal and Corley, 2011, p. 235).

In sum, our research questions are as follows:

(1) Which situational characteristics at work trigger expressions of state narcissism?

(2) Which situational characteristics at work trigger expressions of state psychopathy?

(3) Which situational characteristics at work trigger expressions of state Machiavellianism?



MATERIALS AND EQUIPMENT

Semi-structured In-depth Interviews

In order to gather information on momentary experiences of dark triad states and their eliciting factors at work, we will conduct semi-structured in-depth interviews with employees. Semi-structured interviews enable the interviewer to flexibly adapt and add further questions depending on the answers given by the interviewee allowing for more in-depth explanations of how the person experienced the situation, thereby increasing the validity of the interview (McLeod, 2014).

Interviews will be conducted with jobholders of all seniority levels reporting about their own experiences (i.e., self-reports) or about the behavior of someone else (i.e., observer-reports), to account for different perspectives and to create a multifaceted view on the phenomenon of interest (Glaser and Strauss, 1967; Bluhm et al., 2011). As we expect it to be more difficult to obtain answers from participants about their own dark behaviors due to the possibility of socially desirable responding, we will first invite participants to talk about their own behaviors before also offering them the option of reporting the behaviors of a significant other (e.g., a colleague, supervisor or subordinate). Although self-reports are particularly valuable as they can target internal emotions and cognitions, it is important to note that research has evidenced that dark triad characteristics (e.g., features of psychopathy) can also be reliably and validly detected by lay raters, particularly if they involve interpersonal behaviors (Fowler et al., 2009). Therefore, employees reporting on their impressions and observations of a relevant situation involving another person are valuable sources of information as well (Fowler et al., 2009).

Although it has also been recommended to apply several methods of data collection (Bluhm et al., 2011), conducting observations and analyzing existing written materials will not be the focus of our research. As our study’s purpose is to identify the (to date unknown) triggering factors of dark triad states, it will neither be possible to reasonably plan specific observation periods nor to conduct observations spanning many hours or even days hoping for a potential triggering situation to occur.

The actual interview will consist of three main parts:

(1) An open and generic question about the interviewees’ experiences at work and their job in general in order to allow interviewees to get comfortable with reporting about their experiences while we introduce them to the topic.

(2) The second part will include questions about experiences of specific dark triad expressions at work. Descriptions of these dark personality expressions will be based on items from validated instruments, such as the Mach IV (Christie and Geis, 1970), the Self-Report Psychopathy Scale III (SRP-III; Hare, 1985), and the Narcissistic Personality Inventory (NPI; Raskin and Hall, 1979). These descriptions will ensure a common understanding of the focal behaviors and will stimulate interviewees to reflect on situations in which they have shown these behaviors themselves (or observed them in another person). A sample question for state Machiavellianism would be: “When thinking about your work experiences in the past 12 months – can you think about a specific situation in which you have done certain things to get someone to do what you want?”. In cases where participants experience difficulties in answering the question, a prompt could be: “For instance, have you said something particularly to someone to get what you want?”. Interviewees will then be asked to describe a specific situation in which they expressed this behavior in more detail, for example in terms of where the situation took place, the specific individuals involved in the interaction, and the specific actions.

(3) The third step will focus on the aim of the interviews, the potential triggering situations of dark triad expressions at work. Accordingly, interviewees will be asked their opinion on what they believe may have evoked their specific behavior, that is, the preceding situation and the specific trigger of that behavior. Interviewees will also be asked about the broader context of the situation (e.g., if there have been prior incidents with someone), as the meaning of situational triggers may change from one context to another. Participants will be asked to describe this triggering situation in as much detail as possible. As suggested by previous research (Judge et al., 2013; Jonason and Ferrell, 2016; Jonason et al., 2016), we will ask participants reporting their own experiences for both, more objective environmental events (i.e., something someone did or said) and internal events (e.g., subjective feelings, motives, or cognitions), as both events may serve as antecedents to dark triad personality states. Participants reporting the behaviors of someone else will only be asked about the more objective features of the situation and will not be asked to speculate about the potential thoughts and feelings of the target person. As noted by Funder (2016) with reference to Reis (2008), situations are always filtered through the perception of the individual who experiences them, but should nonetheless be conceptualized separately from individual construal. Likewise, Rauthmann et al. (2015) emphasize in the so called processing principle that people’s experiences are based upon objective environmental events which are explicitly and/or implicitly processed by individuals, thereby providing situations with meaning. The perspective that both internal and external events may be meaningful as triggers of dark personality states is in line with a post-positivist perspective and the aim to come closer to a singular truth while acknowledging that evidence is not confined to what can be physically observed and that subjective influences exist.



METHODS

Design

In the present study we use a grounded theory approach to answer our research questions. Grounded theory captures the complexity of social processes like no other methodology, it reveals content that is highly embedded in practice, and gives researchers the possibility to describe a phenomenon in great detail (Martin and Turner, 1986; Strauss and Corbin, 1998). Most importantly, it supports theorizing in “new” areas of research (Strauss and Corbin, 1998; Birks and Mills, 2015) and allows researchers to revise the direction and framework of research in real time as soon as new information and findings emerge. Our research questions are particularly appropriate for a grounded theory approach as there is a lack of research on dark personality states and therefore also a lack of essential information on their triggers.

There are multiple philosophies regarding grounded theory methodology (e.g., Glaser, 1978; Strauss and Corbin, 1998; Corbin and Strauss, 2008; Charmaz, 2014). In the present study, we follow the epistemological approach of postpositivism which assumes that there is one truth that can be discovered, but acknowledges that individuals’ perceptions are influenced by the context and that information gathered in the research process is not a neutral reflection of the truth. Thus, we approach grounded theory with the understanding that reality exists and that objectivity can be reached by discovering an emergent theory that represents this reality as accurately as possible. In line with the post-positivist approach, we follow Strauss and Corbin’s (1998) assumption that a theory is discovered in the data instead of being fully constructed.

Although cross-cultural research has many benefits, conducting interviews in two different languages (English and German) may be an area of concern in qualitative studies (Squires, 2009; Nurjannah et al., 2014). As recommended for multilingual research projects (Van Nes et al., 2010), we aim to make use of the original language for as long as possible. Specifically, interviews that will be conducted in English will be transcribed and coded in English while the interviews conducted in German will be transcribed and coded in German. Only after the coding procedure, we will translate the codes and the respective text passages and sample quotes derived from the German interviews into English. In order to ensure equivalence of meaning of these translations, we will follow the translation back-translation procedure by Brislin (1970), while making use of a translator moderator (Van Nes et al., 2010). The translator moderator will be the first author who will conduct the interviews in German and at the same time is highly proficient in English. Translating the codes instead of the original transcripts ensures the authenticity of the data and quality of analysis by minimizing potential misinterpretation and loss of participants’ intended meanings (Larkin et al., 2007) while at the same time being more economic and feasible (Chen and Boore, 2009).

Participants

In order to identify triggers of dark triad expressions at work, we will approach jobholders that are either willing to report on their own behavior at work or on behavioral observations of someone else, for example a colleague, their supervisor or a subordinate. In addition, we will approach subject matter experts, such as HR consultants, who may be able to report on dark triad expressions of clients and potential triggering situations based on their work with organizations. As the dark triad (Paulhus and Williams, 2002) refers to subclinical or everyday versions of maladaptive personality, in contrast to clinically relevant disorders, dark triad characteristics may be well represented in normal populations. Thus, our target sample will consist of regular employees and professionals. Potential participants will initially be approached via the interviewers’ networks (e.g., via professional business and employment-oriented social networking service).

In order to achieve high heterogeneity of data sources (i.e., a maximum amount of variance in the target behaviors and situational triggers), we plan to approach male and female employees of different ages from a wide variety of branches, jobs, positions, and hierarchy levels. Through this approach, we also aim to identify more severe situations (that may be needed to trigger individuals with low levels in the dark triad) as well as less critical situations (that may function as triggers for those with high dark triad levels). We will not determine the number of interviews (our sample size) a priori (Eisenhardt and Graebner, 2007), but will continue to collect data until a theoretical saturation point has been reached and no new relevant categories of triggers emerge (Glaser and Strauss, 1967). As qualitative research handles non-numerical information and because the right sample size depends on a number of factors, such as the variety and content of answers and the scope of the study, power calculations that are appropriate in quantitative research are not applicable here (Morse, 2000; Leung, 2015). Nonetheless, scholars have for example suggested 20–30 interviews for grounded theory (Creswell, 1998), a sample size that has also been confirmed in grounded theory studies conducted in an organizational context (Seivwright and Unsworth, 2016; Wilhelmy et al., 2016). Additionally, we will document the specific steps of the theoretical sampling process to make the choice of our eventual final sample size as transparent as possible (Nelson, 2016).

Procedure

A model of the procedural steps in our study is depicted in Figure 2.
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FIGURE 2. Model of the step-by-step procedure following a grounded theory approach.



Interviews will be conducted in English and German. All interviews will be audio recorded after obtaining permission from participants to tape-record the session. Interviews will take place face-to-face at the facilities of the university the respective interviewer is affiliated with or via telephone or videoconference calls (e.g., Skype). Telephone and videophone calls have been found to be a solid substitute for face-to-face interviews, especially in semi-structured interviews, while at the same time allowing for more efficient data collection (Sturges and Hanrahan, 2004; Berg, 2007; Sullivan, 2012).

At the beginning of each in-depth interview, participants will be informed about the purpose and general context of the study in order to ensure transparency and allow for proper consideration of participation (e.g., Wilhelmy et al., 2016). Further, individuals will be ensured of the anonymity and confidentiality of their answers and the right to withdraw from the study at any point. In order to limit recall bias, participants will be instructed to respond to our interview questions based on their work experiences within the past 12 months. At the end of each interview, participants will be encouraged to complete a short questionnaire of the dark triad traits, the SD3 (Jones and Paulhus, 2014), in order to capture their baseline level of these characteristics. The assessment of their baseline will allow for a more detailed understanding of the distribution and level of dark personality characteristics in our sample and will allow us to link this information with the descriptions of the triggering situations, enabling us to control for possible moderating effects (P × E). Research has frequently documented that personality characteristics (P), such as neuroticism, moderate the perception of and reaction to daily experiences (E) (e.g., stressful events; Bolger and Zuckerman, 1995; Suls and Martin, 2005) and systematically influence the level and variability of personality states (B) (Fleeson and Jayawickreme, 2015). Likewise, individuals with different levels of dark triad traits may perceive and react to situations differently (either in terms of the quality and character or the severity of situational cues). In order to prevent sensitization effects, we decided to administer the SD3 (Jones and Paulhus, 2014) after rather than before the interview.

Participants will be asked to sign the informed consent form and give general demographic related information. Although it is possible that participants will find some content of the interview upsetting or disturbing, this is very unlikely (Corbin and Morse, 2003). Reporting on sensitive topics can even benefit participants as it gives them an opportunity to be heard and to express their thoughts and feelings (Corbin and Morse, 2003). Participants will also have the opportunity to request that their interviews are not used in our study and the option to withdraw at any stage. Finally, individuals will be asked if they can recommend further potential interview candidates who would be suited and willing to participate in the study while bringing a benefit to our project (i.e., snowballing procedure).

Information gathered throughout the interviews will be used to develop new and more detailed questions to be added to the interview guide as well as to adjust our sampling strategy by, for example, targeting additional branches (Glaser and Strauss, 1967; Eisenhardt and Graebner, 2007). Through this procedure we will be able to further verify ideas that emerged from previous interviews and to ensure that we gather a rich and comprehensive view on the situations and identify interrelations between triggers, common trends, as well as their respective validity and importance (Glaser and Strauss, 1967).

Proposed Analysis

As recommended by Corbin and Strauss (2008), data will be analyzed and discussed by multiple researchers (i.e., the authors). All interviews will be coded by pairs of two researchers to ensure multiple perspectives on the data (Corbin and Strauss, 2008) while minimizing personal bias and increasing reliability of our coding procedure. For the coding of the transcripts we will use the coding software (MAXQDA, 1995–2017). The transcriptions will be coded in three different stages – open coding, axial coding and theoretical integration (Corbin and Strauss, 2008). Coding is a procedure through which researchers create meaningful labels for sections of texts. Using coding to make sense of the data is not a step-by-step procedure, but rather a very flexible, iterative process (Rich, 2012). The different stages do not have to be followed in a strict manner but the data may take the analysis back and forth until theoretical saturation is reached and no new coding categories emerge (Pandit, 1996; Strauss and Corbin, 1998). In order to facilitate the coding procedure, we will make use of a so-called coding dictionary, a document including the evolving system of categories that will be continually modified through constant comparative analysis of existing and newly evolving codes (Kreiner et al., 2009). In order to maintain a high theoretical sensitivity, it is essential not to emerge oneself in the existing literature, as this may lead to biased results; researcher may unconsciously search for specific information to “fit” previous findings and fail to identify other important concepts inherent in the data (Strauss and Corbin, 1998).

The first stage of coding is open coding where the data is fractured or broken down into discrete parts which are closely examined and compared and then provided with codes which at a later stage can be grouped into categories (Glaser and Strauss, 1967). In general, codes can be given to the data word-by-word, phrase-by-phrase, sentence-by-sentence, line-by-line, or paragraph-by-paragraph (Strauss and Corbin, 1998). We will use line-by-line coding which allows researchers to be an active reader while writing memos on particularly interesting codes (Strauss and Corbin, 1998; Charmaz, 2014). Memos are written records of the researchers thought process and will be taken throughout the entire study (Birks and Mills, 2015). They are essential to the discovery of the theory as they keep track of and explain the thought process of the researcher during the coding process (e.g., why the data was coded in a certain way; Birks and Mills, 2015). In order to establish consensus on the proper use of a code, pairs of coders will meet up to compare their individual codings and discuss potential discrepancies.

In the second stage we will use axial coding in order to identify links and relationships between the concepts and in order to create main and subcategories of the codes (Pandit, 1996). Explanatory and conceptual patterns and relationships are identified by looking for recurring phenomena, incidents, actions and interactions and by putting them in either main or subcategories (Strauss and Corbin, 1998). For example, all violence related codes could be categorized with the main code violence while subcategories could be named behavioral violence and verbal violence. In order to achieve consensus also on the more abstract categories or concepts, pairs of coders will once more meet to discuss their reasoning and approach of categorization. The emergence of new categories or changes in categories as well as their potential relation to existing literature (Locke, 2001) will be documented in the coding dictionary. Constantly comparing the data and the codes during the coding process ensures that the codes are congruent (Strauss and Corbin, 1998). In order to further explain the relationships between the concepts, we will start writing a story line, “a strategy for facilitating integration, construction, formulation and presentation of research findings through the production of a coherent grounded theory” (Birks and Mills, 2015, p. 176).

The final stage is the one of theoretical integration. In this stage a core category will be identified and the theory will be consolidated (Corbin and Strauss, 2008). A core category is defined by its ability to include all codes, sub and main categories, tying everything together to discover the theory (Corbin and Strauss, 2008). In this integrative process the storyline is developed further and results in a theory that is grounded in the data. In this process it is important to not have any preconceptions about the results and to look at the data objectively (Corbin and Strauss, 2008). Also in this final stage, pairs of coders will aim to reach consensus and will document all core categories and identified links in the coding dictionary.
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ANTICIPATED RESULTS

As very little is known about situational triggers of dark triad states at work, we can anticipate results only based on research on influencing factors of dark triad traits (Jonason et al., 2016) and maladaptive behaviors that are clinically relevant (i.e., schema modes; Keulen-de Vos et al., 2014). Research suggests for example that antisocial behavior at work (Robinson and O’Leary-Kelly, 1998; Lubit, 2002), competitive environments (Greenberg, 1990) and environments that can reduce a sense of behavioral accountability (e.g., cyberspace; Nevin, 2015) could facilitate dark personality expressions at work via social learning processes. In addition, scholars suggested that dark characteristics are more likely to emerge under periods of stress because this leads to a lack of cognitive resources that are needed to inhibit these dark impulses and motives in order to fulfill social expectations (Hogan and Hogan, 2001). Furthermore, research hints to the detrimental effects of traumatic experiences at work, such as victimization, threat, manipulation, bullying, and destructive leadership, which may potentially trigger expressions of dark personality states (e.g., Jonason et al., 2012; Sharf et al., 2014; Cheang and Appelbaum, 2015; Nevin, 2015; Smith et al., 2016). This is in line with research on cluster B personality disorders (e.g., antisocial personality disorder), showing that violent and delinquent behavior can be explained by an unfolding sequence of schema modes, feelings of vulnerability and abandonment or loneliness, which then lead to violent psychopathic behaviors, such as bullying and manipulation (Keulen-de Vos et al., 2014).

In sum, we expect to derive a taxonomy of triggers that represents an initial first step for conducting further quantitative research on these dynamics. For example, based on our taxonomy scholars could conduct field studies (e.g., diary studies with a cross-sectional or lagged design) as well as laboratory experiments to verify the factor structure of the triggers that we hope to identify as well as to test their causal impact on dark personality states. Further, we also call for additional qualitative studies on this topic in order to test if our taxonomy can be identified with other samples or data sources as well (i.e., proving consistency of our findings; Leung, 2015).

Limitations

Although our study has a number of strengths, it also comes with several limitations and challenges. Firstly, grounded theory remains to some extent a subjective process bearing the risk of confirmation bias (Leung, 2015). Although subjectivity is considered an undesirable confounder in quantitative research, it is considered essential and even treasurable in qualitative research as it enriches the content of the findings (Leung, 2015). However, to make our findings more valid and generalizable (Johnson, 1997), we have interviewers/coders train their interviewing and coding skills and conduct pilot interviews, try to ensure that they are aware of the preconceptions they bring to the data coding process (Strauss and Corbin, 1998) and make our philosophical stance as transparent as possible. Importantly, the generalizability of grounded theory is partially achieved through the process of abstraction applied in the entire research process via the creation of codes, categories, and core categories (Strauss and Corbin, 1998).

Secondly, a major challenge concerns the attainment of high quality responses from participants in our interviews. As the interview topic touches the personal experiences of individuals and may also potentially explore deviant or illegal activities, it is of major importance to ensure that participants feel comfortable to report about this sensitive topic and to explicitly ensure anonymity and confidentiality (Larossa et al., 1981). We aim to build in a priori strategies for evaluating and terminating an interview should participants become severely distressed (Lee and Renzetti, 1990). These may include calling participants several days after the interview or providing them with a list of local counselors should the need arise (Corbin and Morse, 2003). In any case, we will try to make very explicit when approaching participants that speaking about this topic in the interview will not have any therapeutic implications and does not compensate seeking professional help to deal with stress or trauma.

Finally, as interviews will be conducted in German and English it is possible that cross-lingual and cross-cultural matters may arise, for instance data or categories derived in one language may not match the information derived in the other language (Squires, 2009). Although we will follow the recommendations of several authors with regard to a proper translation procedure (Temple, 2002; Van Nes et al., 2010) it is nonetheless important to acknowledge the cultural contexts people are situated in. To ensure a high quality of the project interviewers will receive training prior to conducting the interviews so as to allow them to master their interviewing skills and to minimize personal biases (Anderson, 2010). This also includes competence in cultural awareness; in other words, to be mindful of their own culture and how this may shape the interview process (Fontes, 2008).

Implications and Conclusion

The results of our study will be of theoretical as well as of practical relevance. On a theoretical level, our study will add to research on the dark triad at work which has ignored more malleable conceptualizations of personality characteristics (i.e., personality states) until now. By investigating personality dynamics as they have occurred in a specific situation, we provide a more proximal and fine-grained perspective on dark triad expressions and their eliciting factors. Further, as research on the effect of work characteristics on personality states is still in its infancy, shedding light on dark personality dynamics at work broadens the domain of triggers and personality states that are of importance in organizational settings.

Identifying the impact of situational characteristics at work on individuals’ dark personality expressions is also highly relevant on a practical level. Research has shown that dark triad traits significantly relate to workplace deviance and counterproductive work behaviors (CWBs), such as workplace aggression, theft, and absenteeism (O’Boyle et al., 2012). These unethical organizational behaviors cause extreme damage to organizations. The Association of Certified Fraud Examiners estimated that globally, businesses suffer annual losses of U$2.9 trillion as a result of fraudulent activity (Moore et al., 2012). Building a categorization of dark triad triggers at work that will help organizations to design interventions that can prevent people from expressing their dark impulses (e.g., through appropriate job design or placement decisions) is therefore of great (economic) value. With our work, we want to support organizations to help their employees work on their dark side, thereby significantly improving people’s lives in the long run.
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Neuroscience has identified brain structures and functions that correlate with psychopathic tendencies. Since psychopathic traits can be traced back to physical neural attributes, it has been argued that psychopaths are not truly responsible for their actions and therefore should not be blamed for their psychopathic behaviors. This experimental research aims to evaluate what effect communicating this theory of psychopathy has on the moral behavior of lay people. If psychopathy is blamed on the brain, people may feel less morally responsible for their own psychopathic tendencies and therefore may be more likely to display those tendencies. An online study will provide participants with false feedback about their psychopathic traits supposedly based on their digital footprint (i.e., Facebook likes), thus classifying them as having either above-average or below-average psychopathic traits and describing psychopathy in cognitive or neurobiological terms. This particular study will assess the extent to which lay people are influenced by feedback regarding their psychopathic traits, and how this might affect their moral behavior in online tasks. Public recognition of these potential negative consequences of neuroscience communication will also be assessed. A field study using the lost letter technique will be conducted to examine lay people’s endorsement of neurobiological, as compared to cognitive, explanations of criminal behavior. This field and online experimental research could inform the future communication of neuroscience to the public in a way that is sensitive to the potential negative consequences of communicating such science. In particular, this research may have implications for the future means by which neurobiological predictors of offending can be safely communicated to offenders.

Keywords: psychopathy, belief in free will, utilitarian moral judgment, neuroscience communication, dishonesty, attributions, belief in determinism, self-control


INTRODUCTION

Since the time of Aristotle it has been argued that all human behavior can be described in terms of deterministic causality, and that there is no such thing as free will. Although philosophical arguments challenging free will have existed for centuries, these arguments do not appear to have filtered into the lay mind. However, there has been much recent lay interest in the rise of neuroscience as a means of explaining complex behaviors (Legrenzi and UmiltaÌ, 2011). Therefore, one might predict that in the future, lay belief in free will could be challenged through the communication of neuroscience. Hence empirical research has begun to test whether people believe that free will could exist in a world where all events were products of brain activity (Nahmias et al., 2007).

This study is concerned with the behavioral implications of such beliefs. One of the greatest consumers of the neuroscience behind behavior could be people who might benefit from a neurobiological understanding of their mental condition. People may be especially receptive to neuroscience if the explanation is construed as a scientific means of excusing the socially disapproved symptoms of their condition. One such condition is psychopathy. Psychopaths have been shown to differ from ordinary people in both neurobiological and cognitive terms. For example, previous research has shown that psychopaths differ from lay people in moral dilemmas, such that they choose utilitarian reasoning more often. One focus of our study is therefore whether a neuroscientific explanation of typical psychopathic behavior will affect behavior in this sort of task, perhaps by excusing the behavior as not a result of free will.

In our field study, we will test whether lay people are more likely to return a postcard that contains a cognitive rather than a neurobiological explanation of criminal behavior, and whether they are more likely to return the postcard when it is directed to prisoners or non-prisoners. Subsequently, we will conduct an online study in which participants will be given false feedback about having above-average or below-average psychopathic traits; we are investigating the effects of communicating either a neurobiological or cognitive explanation of psychopathy on reasoning in moral dilemmas and behavior in a measure of actual cheating (Shalvi et al., 2012).

Behavioral Attributes of Psychopaths – the Lack of Empathy and Utilitarian Reasoning

Most established definitions of psychopathy emphasize two main characteristics of psychopaths: emotional impairment (e.g., reduced empathy and guilt) and behavioral disturbance (e.g., criminal activity) (Hare, 1991). Of particular importance to the current study, psychopathy is considered to be one of the prototypical disorders associated with empathic dysfunction, an absence of the appropriate empathic response to the suffering of another (Aniskiewicz, 1979; Hare, 1991).

The psychopath’s lack of affective empathy plays an important role in moral reasoning. Many studies support a dual-process model of moral judgment (Greene et al., 2008), in which both automatic emotional processes and controlled cognitive processes drive moral judgment. According to this theory, some moral judgments are driven primarily by social-emotional responses, while other moral judgments are driven less by social-emotional responses and more by cognitive processes (Greene et al., 2004).

Automatic emotional processes normally dominate for deontological decisions, while controlled cognitive processes drive utilitarian decisions (Duke and Bègue, 2015). This distinction is evident in moral dilemmas; a prototypical utilitarian favors performing actions in the name of the greater good, while a prototypical deontologist regards this actions as an unacceptable violation of rights and duties (Greene et al., 2008).

One such moral dilemma is the footbridge dilemma, in which a trolley threatens to kill five people, who can only be saved if you decide to push a stranger off the bridge, onto the tracks below. The stranger will die if you push him, but in the process, his body will prevent the trolley killing the five others (Thomson, 1985). Automatic emotional responses tend to drive people to disapprove of pushing the man off the footbridge, while controlled cognitive processes tend to drive people to approve of this action (Greene et al., 2008). Normally, in this particular dilemma, the automatic emotional response prevails; most people do not decide to push the man off the bridge (Greene et al., 2001). However, in the case of psychopathy, one would expect psychopaths to push the man given their lack of empathic concern. Studies indeed show that psychopathic personality characteristics, especially decreased levels of empathy, correlate with utilitarian choices (e.g., Bartels and Pizarro, 2011; Conway and Gawronski, 2013; Gleichgerrcht and Young, 2013).

Although it’s relatively clear that there’s a strong relationship between empathic concern and utilitarian reasoning, studies that actually measure the utilitarian reasoning of psychopaths are very scarce. In a recent study by Koenigs et al. (2012), psychopathic and non-psychopathic participants made judgments on 24 moral dilemmas. Results indicated that across all moral scenarios, psychopaths endorsed a significantly greater proportion of the proposed utilitarian actions than did the non-psychopaths. However, another recent study found no differences in utilitarian moral judgment between psychopaths and non-psychopaths (Cima et al., 2010). This lack of significant differences could be attributed to the smaller sample size and more lenient criteria for classifying participants as psychopaths (Koenigs et al., 2012).

These studies present participants with a variety of moral dilemmas, which can be distinguished by the extent to which the dilemma engages cognitive and affective processes respectively (Greene et al., 2001). The footbridge dilemma is considered a “personal dilemma”; it involves direct, intimate, physical contact (Greene et al., 2004). This type of dilemma engages emotional processing to a greater extent than other dilemmas (Greene et al., 2001). Previous studies show that some personal dilemmas, such as the footbridge dilemma, can be considered relatively easy (Wiegmann et al., 2013), while others can be considered more difficult; the latter bring cognitive and emotional factors into a very balanced tension. An example of a difficult personal dilemma is the crying baby dilemma, in which participants must decide whether it is appropriate to smother a child in order to save oneself and other townspeople. In response to this dilemma, participants tend to answer more slowly and show less consensus.

In contrast to personal moral dilemmas, there are also impersonal dilemmas that involve more indirect, remote actions or rule violations (Greene et al., 2004) and engage emotional processing to a lesser extent (Greene et al., 2001). A classic example of an impersonal moral dilemma is the standard trolley dilemma (Foot, 1978), in which a runaway trolley is approaching five railway workmen and the only way to avoid their deaths is to hit a switch that will cause the trolley to change the path and kill one single workman instead.

Many previous studies have shown that personal moral dilemmas, like the footbridge dilemma, elicit increased activity in brain regions associated with emotion and social cognition (Greene et al., 2001). Mendez et al. (2005) found that patients with frontotemporal dementia, who are also known for their emotional blunting, were disproportionately likely to approve of the action in the footbridge dilemma. Koenigs et al. (2007) found similar results studying patients with emotional deficits due to ventromedial prefrontal lesions. A recent study by Koenigs et al. (2012) showed that only low-anxious psychopaths were significantly more likely to endorse personal harms in moral dilemmas. Compared to non-psychopaths, both types of psychopaths were significantly more likely to endorse the impersonal actions. The differences between low and high anxious psychopaths are less relevant to our study, but the findings of Koenigs et al. (2012) show that, in order to be thorough, this study should measure reasoning in both personal and impersonal dilemmas.

Hence, in our study, we will ask participants to complete three types of moral dilemmas: an easy personal (the footbridge dilemma), a difficult personal (the crying baby dilemma) and an impersonal (the standard trolley dilemma) dilemma; these tasks will form part of our dependent variables. At the start of the study, participants will be presented with one explanation regarding why psychopaths exhibit the low levels of empathy required to make utilitarian choices in these tasks. Importantly, only one of these explanations will refer to the neurobiological features of psychopathy in order that we can isolate the effect of making a biological attribution for the behavior. We will now consider, more broadly, the effect of describing mental conditions in biological terms.

Biological Attributions

Belief in biological explanations of behavior affects the perception of people suffering from a number of psychiatric disorders (Hyman, 2007). The comprehension of biological explanations of mental illnesses depends on the lay solution to the dualistic mind-body problem (Kendler, 2005). This raises the question of how lay people might view the brain relative to the mind and how this could influence the inferences that are drawn from neuroscience.

The effects of biological attributions represent a double-edged sword (Aspinwall et al., 2012). On one hand, biological explanations can have positive effects on lay conceptions of mental disorder. If the disorder is deemed biological, people may view sufferers of the disorder as less responsible for having the disorder, thereby blaming and stigmatizing sufferers to a lesser extent (Corrigan and Watson, 2004). On the other hand, biological attributions may also have negative effects; a biological disorder may be viewed as less changeable, also as a result of the perception that biological causes are uncontrollable. Consequently, patients, their families and friends may be less likely to believe in the efficacy of treatment, thereby reducing any placebo effect of treatment (Angermeyer et al., 2011). Hence biological attributions represent a double-edged sword.

Lebowitz (2014) reviewed studies assessing the impact of biological explanations of mental illnesses. Observational studies indicate that individuals who ascribe their mental illness to biological causes are more pessimistic about the success of their treatment. Moreover, belief in biological explanations was often related to greater stigmatization, given the perception that biological disorders are unchangeable. In contrast, experimental studies suggest that pessimistic views about the success of treatment are reduced when people receive information about the changeability of biological components of illnesses. However, individuals who have a mental illness and believe in a biological explanation of that illness do not show reduced compliance with treatment programs (Lebowitz, 2014). Consequently, belief in biological explanation has an impact on how lay people perceive their own psychiatric disorders and on others, thus having an effect on perceived blame for the condition and thereby potentially influencing treatment success.

Advances in Science Communication

Today neuroscience appears to be particularly popular in the public eye as a means of explaining behavior. Indeed, evidence suggests that people find explanations of behavior more persuasive if those explanations feature circular references to the brain (Weisberg et al., 2008; Fernandez-Duque et al., 2015). Given its capacity to explain multiple aspects of the mind in a seemingly objective way, people have increasingly sought neuroscientific explanations of complex behaviors (Satel and Lilienfeld, 2015). The term ‘neuromania’ describes the tendency of the public to place greater faith in psychological explanations that are supplemented with references to the brain (Legrenzi and UmiltaÌ, 2011). Given its power to draw attention to scientific explanations of behavior, neuroscience could indeed be presented in various professional settings, such as the criminal justice system.

In this regard, Greene and Cohen (2004) predict that neurobiological explanations of criminal behavior will, and should, change lay attributions of free will and moral responsibility to offenders by rendering the physical mechanisms of human behavior more visible. Indeed, our increasing knowledge of the behavioral consequences of deficits in brain regions implicated in decision-making, morality and empathy may 1 day be integrated into the criminal justice system (Umbach et al., 2015). In accordance with such reasoning, we believe that in the future, the criminal justice system will be informed by science that is far more advanced than currently exists. Specifically, we predict that one day offenders may receive direct personalized feedback regarding the presence or absence of cognitive, genetic and neurobiological predictors of different mental illnesses and criminal behaviors. This may be useful in multiple contexts, such as prior to receiving a sentence in court and upon entering and departing prison grounds. For instance, criminal psychopaths could be shown how certain parts of their brain, specifically the limbic structures, exhibit less affect-related activity (Kiehl et al., 2001). Such procedures would grant offenders an understanding of the otherwise hidden scientific reasons behind their criminal behavior.

Given the practical and ethical issues implicated in measuring the response of real offenders to personalized scientific feedback, in our study, we are interested in analyzing how lay people respond to such feedback. In the current age of technology, social media has generated major new opportunities to analyze behavior online; in particular, by capturing the so-called ‘digital footprints’ left by millions of people on social networks. Using these sources of big data, researchers are generating opportunities for people to receive personalized data-driven feedback about their psychological and physical health. For example, Kosinski et al. (2015) analyzed the data of millions of Facebook users to create an algorithm capable of predicting users’ gender, sexuality, age, personal interests and political views, only based on their Facebook profiles (including statuses, likes, etc). Such algorithms have also been used to identify the possible psychopathic traits of ordinary people (Garcia and Sikström, 2014).

The method of the current study is based on this idea that trait information can be inferred from an individual’s Facebook profile. Specifically, participants will be given false feedback about having high or low psychopathic traits after entering their Facebook login details; the effect of providing such feedback on their moral behavior will then be measured. If individual scientific feedback is capable of changing the moral behavior of lay people, one might also expect this feedback to influence the moral behavior of offenders who receive such feedback in the future. Hence the findings of our study will pose implications for the real world, in which personalized neuroscience might one day influence how offenders are treated after trial, how offenders explain their own criminal behavior and therefore their own likelihood of reoffending (Maruna and Copes, 2005).

The Impact of Belief in Free Will on Behavior

Previous research has shown that attributions of free will can influence behavior on many different levels: studies have documented effects of belief in free will versus disbelief in free will on well-being (Crescioni et al., 2015), self-control (Rigoni et al., 2012), cheating (Vohs and Schooler, 2008), aggression (Baumeister et al., 2009) or conformity (Alquist et al., 2013). Therefore, belief in free will poses important implications for how people behave. Hence, we will begin this section by considering the behavioral consequences of adopting different perspectives on the causes of behavior, where neuroscience could induce a change in such perspectives.

Mindsets

In order to contextualize the hypothesized effects of attributions for psychopathy, we draw upon the analogy of attributions for intelligence, which have received far more empirical attention. In the study of intelligence, two different views about the nature of intelligence have emerged: the view of intelligence as a fixed part of a person’s personality that cannot be changed, and the view of intelligence as incremental (i.e., as always having the potential to be improved through exercise and effort). Dweck (1999) labeled these implicit theories as ‘growth’ and ‘fixed’ mindsets (or incremental theory and entity theory), and applied these theories to her research in self-theories, motivation, and personality.

A growth mindset refers to the belief that a person’s abilities are not predetermined, but can develop, improve and change over time through practice. In contrast, the ‘fixed mindset’ implies that a person’s abilities are static and cannot be changed as they are predetermined. These terms can be linked to the concepts of determinism and free will: a growth mindset implies the potential to change through the exercise of free will or a change in environments, whereas a fixed mindset implies belief in genetic and fatalistic determinism, such that any conscious motivation to change is futile.

Whether people believe in growth or fixed mindsets poses important implications for their behavior: inducing a growth mindset as compared to a fixed mindset greatly influences people’s levels of intrinsic motivation (Dweck, 1999, 2006). Dweck’s studies indicated, for example, that people who learnt about growth mindsets reacted in a far more positive way to failures than people who were taught about fixed mindsets. While those with a belief in the growth mindset used their failure as a reason and motivation to improve in the future, those with a belief in a fixed mindset reacted in a much more negative way. Specifically, those with the fixed mindset belief blamed others for their failure, made excuses or even became depressed; as they believed that their abilities were predetermined and could not be changed over time. Hence, it appears that the way in which people respond to feedback about their learning depends on the extent to which they perceive intelligence to be controllable.

Similarly, we hypothesize that the way in which people respond to feedback about their psychopathic traits depends on the extent to which they perceive psychopathic traits to be controllable. Participants will read either a neurobiological or a cognitive description of their psychopathic traits. We hypothesize that the neurobiological explanation of psychopathy will undermine the perception that psychopathic traits are controllable and therefore undermine the perceived moral responsibility of the participant. In the terms of Dweck (1999), we expect the neurobiological and cognitive attributions respectively to promote a fixed (uncontrollable) and growth (controllable) mindset toward psychopathic traits.

The effect of neuroscience communication on attributions of control and moral responsibility to the self has yet to be tested. Hence our predictions are based on the emerging body of research that considers the impact of neuroscience communication on attributions of moral responsibility to other people. Specifically, researchers have tested the effect of describing mental illnesses in neurobiological terms on the attributions of moral responsibility to criminal behaviors that are related to those illnesses. In mock court scenarios, people attribute less moral responsibility to an offender whose mental illness is described in neurobiological, rather than solely cognitive, terms (Gurley and Marcus, 2008; Greene and Cahill, 2011; Schweitzer et al., 2011; Schweitzer and Saks, 2011; Aspinwall et al., 2012).

The net mitigating effect of neuroscience has also been found with real judges engaged in mock sentencing (Aspinwall et al., 2012) and real sentencing (Denno, 2015). Similarly, students recommend shorter prison sentences for a mock offender after taking a cognitive neuroscience module and after reading an article about brain stimulation or the neuroscientific predictors of conscious intent (Shariff et al., 2014). Collectively this research lends support to Greene and Cohen’s (2004) prediction: people may recognize neurobiological dispositions to offend as undermining the culpability of offenders and their deservingness of punishment, unlike social dispositions to offend (Dar-Nimrod and Heine, 2011).

Researchers have considered the effects of presenting neuroscience not only as an explanation for the mental illness inflicting a particular defendant but also as a complete explanation of all behaviors in general (Nahmias et al., 2007). In this context, far fewer participants believed that people had free will (and could be held responsible) in the neurobiologically (relative to cognitively) determined world (38% vs. 85%, excluding responses of ‘I don’t know’).

As replicated by Nahmias et al. (2005), the vast majority of participants continued to attribute responsibility to the cognitively determined actor, thereby demonstrating a ‘compatibilist’ perspective on free will: the philosophical position that people are morally responsible for their actions even if those actions are the inevitable outcome of a chain of preceding events (Kane, 1999). Hence, neuroscience may challenge belief in free will not by highlighting the chain of preceding causal events but by suggesting that, as a neurobiological phenomenon, the cause of behavior must be somewhat unconscious; somewhat beyond the control of conscious thought. This dualist perception of neurobiological phenomena as unconscious might grant neurobiological determinism greater opportunity to challenge belief in free will than cognitive determinism. In other words, neuroscience might challenge attributions of responsibility by reducing the perceived availability or causality of conscious cognition rather than by promoting belief in determinism. In respect to our study, therefore, we expect the neurobiological explanation of psychopathy to reduce belief in free will to a greater extent than can be explained by any corresponding increase in the acceptance of determinism.

Regardless of the mechanism, the findings of Nahmias et al. (2007) suggest that, for judgments of people in general, neurobiological causation is granted more exculpatory power than conscious causation. Our study seeks to extend this finding to perceptions of the self in particular, rather than people in general, by applying the theory of fixed and growth mindsets beyond attributions for intelligence to attributions for psychopathic traits. First, we expect a neurobiological explanation of psychopathy to promote a fixed mindset toward psychopathic traits; a perception of psychopathic traits as uncontrollable, unchangeable and therefore beyond the moral responsibility of the individual. Second and in contrast, we expect a cognitive explanation of psychopathy to promote a growth mindset toward psychopathic traits; a perception of psychopathic traits as controllable, changeable and therefore within the moral responsibility of the individual. In order to support the hypothesis that neuroscience will reduce attributions of moral responsibility, we will now consider a proposed mediator of this relationship; that is the effect of neuroscience communication on how the mind and brain are perceived to relate to each other.

Dualism

Dualism and physicalism are the two opposing philosophical solutions to the problem of how the mind and the brain are connected. Dualism corresponds to the belief that mind and brain are separate, whereas physicalism assumes that the subjective experience of humans is a function of brain activity. Forstmann and Burgmer (2015) found that adults intuitively believe in mind-body dualism and that dualism is the default mindset of lay people. In the current study, we are interested in how communicating neuroscience might influence this default mindset and behaviors that are affected by dualist intuitions. Since neuroscientific explanations of human behavior assume that our thinking and thus the mind are represented in the brain, we predict that neuroscience communication could challenge intuitive lay belief in dualism.

There is some evidence that whether people believe in physicalism or dualism poses implications for their choices in real-life. Specifically, Forstmann et al. (2012) considered the impact of dualist beliefs on health behaviors: participants who were primed with dualistic beliefs reported less commitment to healthy behaviors and made less healthy real-life decisions compared to participants primed with physicalism. Although Forstmann et al. (2012) observed that priming physicalist beliefs promoted healthy behaviors, we predict that physicalism would actually promote immoral behavior. Their study only documents the effect of dualism on health behaviors rather than moral behaviors: eating unhealthy food does not represent an act of aggression toward oneself and choosing a healthy lunch is not a moral behavior even though it has implications for one’s well-being. Forstmann et al. (2012) reason that physicalist beliefs promote health behaviors through their implication that the state of the body influences the state of the mind. We do not expect physicalist beliefs to promote moral behaviors in this way, since the behaviors measured in our study – cheating and utilitarian reasoning – bear no implications for bodily health.

Nevertheless, there is another mechanism by which physicalist beliefs might influence moral behavior. This mechanism concerns the potential relationship between dualistic beliefs and belief in free will, where the latter has been found to influence various forms of behavior linked to morality; those are self-control (e.g., Rigoni et al., 2012), cheating (e.g., Vohs and Schooler, 2008), aggression (e.g., Baumeister et al., 2009) and conformity (Alquist et al., 2013).

There are two mechanisms by which physicalist beliefs could challenge belief in free will. First, the perception of the mind as brain activity might highlight the causal chain of events that generates any behavior: people may more readily represent brain activity as a closed loop, in which present brain activity is the necessary and sufficient result of preceding brain activity in an unbreakable and inevitable chain of events. In contrast, people may more readily represent mental activity, in which present thoughts are not the necessary and sufficient result of previous thoughts. In other words, physicalism, as promoted by neuroscience, may illustrate the philosophy of determinism more effectively than the perception of mental activity independent of brain activity. Second, the perception of the mind as brain activity might bolster the belief that the mind – or cognitive influences on behavior – are largely unconscious and therefore beyond the control of conscious thought. Given the perceived compatibility of cognitive, yet not neurobiological, determinism with free will (Nahmias et al., 2005), we predict the second mechanism to constitute the means by which dualistic beliefs are reduced in the current study.

In their study, Forstmann et al. (2012) report preliminary data indicating that measures of mind-body dualism, free will and determinism are largely uncorrelated. We find this result most surprising and in fact predict a positive relationship between beliefs in dualism and free will. If the brain is conceived to constitute the mind, causal influences may subsequently appear to exert their effects beneath the scrutiny of conscious awareness. Hence we expect belief in physicalism to undermine belief in free will. Likewise, ‘libertarian views about free will [, that is belief in an independent free will, are]…likely rooted in some kind of dualism about mind (or soul) and brain’ (Kolber, 2016, p. 8). Therefore, we conclude that neuroscience could promote immoral behavior by undermining lay belief in dualism, the causal contribution of conscious thought and consequently free will; hence, we now consider the effects of belief in free will on immoral behavior.

Cheating

In initiating this line of research, Vohs and Schooler (2008) investigated the relationship between belief in determinism and cheating behavior. As hypothesized, reading a passage on neurobiological determinism and the non-existence of free will by Crick (1994) led to a significant increase in cheating as compared to the control group. The findings were replicated in a second study that measured a more proactive form of cheating. However, the results failed to replicate in a third study that was part of the collaborative ‘Estimating the Reproducibility of Psychological Science’ project (Open Science Collaboration, 2015).

While cheating will also be measured in our study, we intend to use a far less explicit means of manipulating belief in free will than previous research. Specifically, we intend to manipulate belief in free will by giving participants either a neurobiological or a cognitive explanation of psychopathic traits. This approach extends beyond previous research by separating the two phenomena of determinism and free will rather than conflating them, as was common in previous manipulations (e.g., Crick, 1994). The manipulation in our study is also more representative of the means by which lay belief in free will could be challenged in the future. People will arguably be informed increasingly about neuroscience not only in the media but also in the use of neuroimaging. This could help to inform individuals about their neurobiological health and to modify brain states using neurofeedback and brain stimulation.

There is also reason to believe that people will be persuaded more by neuroscience than the personalized cognitive feedback that they receive from self-assessment questionnaires today and the philosophical arguments presented in previous research (Greene and Cohen, 2004).

In fact, studies have shown that psychological information appears to be more appealing and salient if accompanied by additional, and frequently superfluous or irrelevant, neuroscientific explanations (Weisberg et al., 2008). This neuroscientific bias is due to lay theories and reverence for the natural sciences that consequently are regarded more than social science explanations (Fernandez-Duque et al., 2015).

The current study measures cheating using the ‘die-under-cup’ task (taken from Shalvi et al., 2012), where people can reap benefits by misreporting the outcome of a die roll. Certain factors including number of times the die is rolled, the outcomes of other rolls, and time pressure, have been shown to increase dishonesty in this die-roll test (Shalvi et al., 2011, 2012; Gino and Ariely, 2012; Lewis et al., 2012). For our research, the die-under-cup paradigm is adapted to suit into an online questionnaire and to include conditions that increase likelihood of dishonesty.

Aggression and Helpfulness

Baumeister et al. (2009) investigated Vohs and Schooler’s (2008) findings further by assessing the effects of belief/disbelief in free will on pro- and anti-social behavior in three experiments. In their research, disbelief in free will increased aggression and reduced helpfulness, while belief in free will resulted in more pro-social behavior such as the willingness to help. One might speculate therefore that promoting belief in free will generates a greater sense of personal responsibility and accountability for one’s actions, which arguably promotes socially desirable behavior. The finding that belief in free will motivates pro-social behavior is particularly relevant to our research, since we will test the effects of communicating neuroscientific explanations of psychopathy on the moral behavior of lay people.

Self-control

Theoretically, telling a person that free will does not exist (directly or indirectly) could lead to that person being less willing or able to exercise self-control, which might actually explain the effects of disbelief in free will on cheating and aggression. If you believe that you can not control your life in any ultimate way, you may feel that there is no point in trying to control each of your actions, including impulses to act immorally. Several studies now confirm the idea that belief in free will is linked to self-control, both when operationalized at the levels of conscious perceptions and preconscious neural activity. In one study, weakening belief in free will reduced both perceived self-control and intentional inhibition (Rigoni et al., 2012). The authors interpreted these results as indicating that reduced self-control could be the mechanism by which disbelief in free will leads to antisocial tendencies.

The finding that disbelief in free will reduces self-control has also been documented at the level of basic neurocognitive processes. In one study, inducing disbelief in free will attenuated neural reactions to error, which are implicated in the very early phases of exerting self-control (Rigoni et al., 2015). Moreover, brain correlates of preconscious motor preparation were shown in the first study to be altered by inducing a belief in determinism, as compared to a belief in free will (Rigoni et al., 2012). In the context of the current study, self-control at the behavioral level will be included as a potential mechanism by which the manipulation influences moral reasoning and cheating.

Conformity

While disbelief in free will may reduce self-control, it may increase social control; that is the influence that other people have on the behavior one exhibits. Indeed, research by Alquist et al. (2013) has shown that independently, less belief in free will and greater belief in determinism resulted in greater conformity to the judgments of other participants. It was suggested that a belief in free will contributes to more autonomous decisions and actions and therefore less conformity (to group norms).

This finding bears relevance to our online study, since participants will be provided with a supposedly scientific judgment about their degree of psychopathic traits. Different participants may conform to this judgment of themselves to differing extents; some participants may exhibit the psychopathic tendencies that they are described as having, while others may not. Given its expected effect on belief in free will, the neurobiological explanation of psychopathy might promote the conformity of participants to the psychopathy feedback. In contrast, since we do not expect the cognitive explanation of psychopathy to challenge belief in free will, participants who read this explanation may conform less to the feedback about their degree of psychopathy. Therefore, by reducing belief in free will, neuroscience may increase the receptivity of participants to external opinions, including the personalized science that we present. Hence, the persuasiveness of the opinion represents an additional factor that could explain the greater effect of neuroscience. We intend to capture and control for this effect by measuring the perceived believability of the presented explanations of psychopathy; the neurobiological explanation is hypothesized to be more believable.

Summary and Hypotheses

Considering all of the above, there are three ways in which our study will add to the literature in this field. First, we will be testing the effects of specifically presenting neuroscience to lay people, rather than a generic passage about free will and determinism (e.g., Vohs and Schooler, 2008). Second, we will be looking at the effects of presenting neuroscience to explain a particular set of traits – psychopathic traits – among lay people rather than presenting explanations of a mental illness in a clinical population (see Lebowitz, 2014). Third, our study will examine the effects of providing personal feedback about psychopathic traits that was allegedly generated from a digital footprint (i.e., Facebook ‘likes’) rather than a survey measure of psychopathy.

The field study and the online study bear relations to each other, since our field study will test whether the public are sensitive to the hypotheses we propose for the online study. While the online study tests how the communication of the basis of psychopathy affects moral behavior, the field study is intended to capture the general public’s attitudes toward this communication. This will be done using the lost-letter technique, comparing return rates of postcards describing neurobiological or cognitive explanations of criminal behavior intended for prisoners or non-prisoners. We hypothesize that people will be sensitive to the potential negative behavioral consequences of communicating a neurobiological explanation of criminal behavior, as reflected by reduced return rates of the postcards. Specifically, we predict the return rate, indicating endorsement of the postcard’s content, to be higher for the cognitive (than neurobiological) explanation (Hypothesis 1) and higher in the non-prisoner (than the prisoner) condition (Hypothesis 2), and that these effects will interact (Hypothesis 3). Lay people may anticipate that neurobiological explanations of behavior undermine attributions of responsibility and hence seek to avoid the communication of neuroscience to offenders.

In comparison, the online study will measure whether this anticipation is justified; specifically, whether feedback about the neurobiological or cognitive psychopathic traits (specifically the strength of their moral alarm) of the participant influences utilitarian reasoning in moral dilemmas and dishonesty in a die-under-cup test, and whether this is mediated by self-control, and beliefs in dualism, free will and determinism. We hypothesize that participants who are led to believe they have a weak moral alarm (associated with higher levels of psychopathy) will act in ways consistent with psychopathic tendencies, i.e., use more utilitarian reasoning and cheat more (Hypothesis 4), especially after reading a neurobiological explanation of psychopathy (Hypothesis 5). Our final hypothesis (Hypothesis 6) is that our manipulation will influence self-control and belief in dualism, free will, and determinism, and that these will mediate the relationships outlined in Hypotheses 4 and 5.



STUDY 1 – FIELD STUDY

Materials and Equipments

The Lost Letter Technique

The lost letter technique (LLT) was first adopted by Merritt and Fowler (1948) as a means of assessing the public’s attitudinal approach to an undelivered letter (Stern and Faber, 1997). By distributing a large number of apparently lost letters referring to a particular topic, the return rate of the letters can be used to measure the public’s compliance with such issue (Milgram et al., 1965). This method has been deemed as valid and can be implemented conveniently: participants are unaware of their participation in this unique sociological survey, whereby natural behaviors are recorded, possibly reflecting concrete attitudes (Milgram et al., 1965; Cahill and Sherrets, 1979). This technique will be used to evaluate the public’s approval of disseminating the neuroscience of criminal behavior to both lay people and prisoners.

Stepwise Procedures

Participants

Data will be collected from the responses given by a convenience sample of participants, whereby no recruitment or selection criteria is required. Therefore, age and gender and other individual factors cannot be selected. Those who decide to pick up a lost postcard and either mail, ignore or purposely destroy it will be considered participants (Milgram et al., 1965). As this field study is non-obtrusive, the number of participants taking part in the study cannot be determined. However, 832 postcards will be scattered around the city streets, thus authorizing approximately the same number of people to unconsciously take part in the study. This sample size is sufficiently large given the moderate response rates recorded by prior research; for example, from 37% in poorer neighborhoods to 87% in richer neighborhoods (Holland et al., 2012).

Ethics Statement

The study has been approved by the Ethics Committee of the University of Oxford, and is fully compliant with the Declaration of Helsinki.

Design and Procedure

A total of 832 printed, stamped and addressed postcards will be dropped throughout London. This large number of postcards will be dropped to increase the probability of gathering a large number of participants, thus increasing the sensitivity of the measure to the independent variable and the reliability of the obtained results (Milgram, 1969; Cherulnik, 1975). The postcards will be distributed face-up in proximity of parked cars, in shops and on pavements throughout a random selection of London boroughs.

Boroughs of London

The 832 postcards will be distributed in boroughs of London with different socio-economic status (SES) by four members of the research team. The SES of the borough will be calculated from the combined average degree of inequality, homelessness, housing quality, unemployment, income, benefits, and education (Trust for London and New Policy Institute, 2017). Within each of the four categories of SES, postcards will be distributed in the following boroughs:

Poorest: Barking and Dagenham, Newham, Brent, Ealing

Poor: Enfield, Haringey, Waltham Forest, Lewisham

Rich: Hackney, Southwark, Tower Hamlets, Croydon

Richest: Islington, Lambeth, Camden, Kensington and Chelsea, Merton

Distribution Process

Two hundred and eight postcards will be distributed in the poorest, 208 in poor, 208 in rich, and 208 in the richest boroughs. This decision has been made with the aim of reducing the probability of reaching a floor or ceiling effect of the manipulation: if the return rate is already high or low as a result of the borough SES (Holland et al., 2012; Table 1B; Kraus and Keltner, 2013), the scope for our manipulation to exert a supplementary effect may be limited. Therefore, we will distribute the postcards in boroughs of differing SES to ensure there remains this scope for the manipulation, while also increasing the generalisability of the findings from a more representative sample of boroughs.

The distribution will take place on 4 days (Monday, Tuesday, Thursday, and Friday) across four different time slots, such that each of the distributors will drop 208 postcards (52 per day of all four types of postcards). Each distributor will rotate through the four conditions, such that postcard type B is dropped after type A, C after B, D after C, A after D etc. On Monday the distribution will take place at 9–11 am, on Tuesday at 11 am-1 pm, on Thursday at 1–3 pm and on Friday 3–5 pm. A day of distribution will, however, be skipped until the following weekday if it is raining, since rainy weather could severely reduce the response rate. The distributors will drop the postcards on the same days and at the same times so that any effects of external factors between boroughs (e.g., the weather, time of day) are minimal. Thus, one person will distribute the postcards in one of the poorest boroughs, the second person in a poor borough, the third person in a rich borough, and the fourth person in one of the richest boroughs. On the second day the first person will distribute the postcards in a poor borough, the second person in a rich borough, the third person in one of the richest boroughs, and the fourth person in one of the poorest boroughs etc. Consequently, every distributor will drop postcards in every category of SES. No borough will be visited twice.

In the process of distribution the distributors will drop the postcards not too close to each other so that one person will not find two postcards. Furthermore, the distributors will drop the postcards in place that are visible and accessible to the general public so that the postcards can be found easily. In addition, the postcards will be dropped carefully and secretly.

Content

The postcards will be addressed to a PO BOX address (to avoid the use of a real traceable address), with the manipulation bolstered by supplementing the first line of this address with the ‘Organisation for Educating Prisoners/Students in Crime.’ All postcards will have the same front cover, as to avoid different images or colors biasing the participant’s subsequent response. An exception will be made for the front-cover wording, in so far as brain-based postcards will contain the emboldened word “brain,” and mind-based ones will contain the emboldened word “the person”. Thus far, research has documented only that adults do not perceive specific mental traits (e.g., memory) to be entirely physical (Forstmann and Burgmer, 2015). This suggests that people perceive ‘the person’ to consist of physical and non-physical causes of behavior. It remains possible, however, that the same people still equate the linguistic labels of ‘mind’ and ‘brain’. So people may be more dualistic in their implicit beliefs (when judging specific traits) than in their explicit beliefs (when judging ‘the mind’ as a concrete label). Since this study intended to test the effects of dualistic reasoning, the manipulation was designed to engage implicit beliefs about the person as a whole, rather than explicit beliefs about ‘the mind’. Hence the manipulation was oriented around ‘the person’. Therefore, this difference will guide subjects in understanding the explanations given in the postcard.

The main body of the postcard will comprise a brief description detailing the causes of criminal behavior, written by an imaginary person who has supposedly bought the postcard as part of a scientific campaign, the latter aiming to spread a particular message about the causes of criminal behavior. Half of the postcards will present a neurobiological (brain-based) explanation of criminal behavior (see Appendix), while the rest will present a cognitive (mind-based) explanation (see Appendix). Additionally, 50% of the postcards will be directed to prisoners (see Appendix), while the remaining half will be directed to non-prisoners (see Appendix). In both cases, the recipient will be an alleged friend of the writer. The writer will ask his friend to pass the postcard onto the ‘prisoners’ or (non-imprisoned) ‘students’ that he supposedly teaches. By comparing the response rates of all four conditions, one may infer different evaluations and conclusions about how neuroscientific and cognitive descriptions of criminal behavior influence the public’s decision to spread such information.

Consequently, participants will be randomly divided into four conditions, depending on the type of information and recipient reported on their postcard (Table 1A). As a result, a total of 208 postcards will be dispersed for each condition. This sample size was selected on the basis of power analysis assuming a normal distribution of the data (the power calculator we used can be found at https://www.stat.ubc.ca/~rollin/stats/ssize/n2.html). In this independent-samples analysis, we set the probability of Type I error to 5% and the probability of Type II error to 20%, and assumed that the effect size would be small (Cohen’s d = 0.2).

TABLE 1A. Conditions of the field study.
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TABLE 1B. Total number of dispersed postcards in London boroughs.
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Proposed Analysis and Anticipated Results

Statistical analysis will involve analyzing the response rates of all four conditions and so binary data (did not return the postcard = 0; returned the postcard = 1) will be collected. We expect to obtain an explanation effect supporting Hypothesis 1, by which a larger number of mind-based postcards than brain-based ones will be posted. A chi-square test of association will determine any significant differences between observed and expected response rates: χ2 (1, N = number of returned postcards) > 3.841, p < 0.05 (Tables 2A,B). Furthermore, an effect of the recipient is predicted, whereby we expect to receive a larger number of postcards addressed to non-prisoners than prisoner, supporting Hypothesis 2 (Tables 3A,B). A second chi-square test of association will be carried out to assess whether such difference in returned postcards exists: χ2 (1, N = number of returned postcards) > 3.841 p < 0.05. In particular, an interaction effect is expected, whereby we expect the effect of the recipient to be particularly strong for the brain-based postcards (Hypothesis 3). Therefore, we predict a larger difference between non-prisoners and prisoners in the brain-based condition than in the mind-based condition (Tables 4A,B). The software IBM SPSS Statistics Version 23.0 will be employed.

TABLE 2A. Expected frequencies of returned postcards due to given explanation.
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TABLE 2B. Observed frequencies of returned postcards.
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TABLE 3A. Expected frequencies of returned postcards due to receiver.
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TABLE 3B. Observed frequencies of returned postcards due to receiver.
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TABLE 4A. Interaction effect of expected frequencies of returned postcards.
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TABLE 4B. Interaction effect of observed frequencies of returned postcards.
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Limitations

The LLT has a number of limitations. First, one might question whether the technique is sufficiently sensitive to document subtle manipulations. For the manipulation to be successful, participants must attend to the address and text on the postcard and their decision to return the postcard (or not) must reflect their approval of this specific message. The participants, however, might not pay sufficient attention to the manipulation.

Second, even more so that the online study, the field study cannot document the mechanisms that mediate the decision to return the postcard. Whilst we interpret the return rate as indicating the degree of acceptance for the presented explanation of offending, the return rate will also be sensitive to unpredictable events (e.g., street cleaners who throw away different numbers of postcards of different conditions). We aim to overcome this problem by implementing a strict plan for dropping the postcards: each distributor will rotate between dropping cards from all four conditions in boroughs of every SES category at all dropping times, spread across the day (see distribution of postcards). Nevertheless, the LLT has been shown to be reliable (Milgram et al., 1965; Cherulnik, 1975). In addition, we have chosen to feature relatively extreme statements on the postcards in order to strengthen our manipulation. Thus this explicit manipulation may be strong, especially since participants will be unaware of their participation, thereby removing potentially overshadowing Hawthorne effects.



STUDY 2 – ONLINE STUDY

Materials/Equipment

Neurobiological vs. Cognitive Manipulation

Our manipulation was adapted to focus on a neurobiological vs. cognitive understanding of psychopathy, based on a study by Aspinwall et al. (2012) where the explanation of psychopathy was drawn from James Blair’s neurocognitive model (Blair, 2006). We removed any direct references to genetics from the original stimuli to increase the scientific equivalence of the two explanations. The neurobiological details in the brain-based explanation were deliberately superfluous; in reality, these details contributed very little substance to the argument. This decision was based on findings that superfluous neuroscience increases the perceived credibility of psychological science, even when the neuroscience itself is a circular repetition of the psychological science (Weisberg et al., 2008). Here, we present the material for the two conditions in the same paragraphs, emphasizing the equivalence of the conditions independent of the manipulation:

The brain’s/mind’s moral alarm

Here, we present the material for the two conditions in the same paragraphs, emphasizing the equivalence of the conditions independent of the manipulation: Extensive research shows that human brains/minds have a moral alarm. The moral alarm is the physical/psychological system that produces feelings of anxiety when you behave badly. When humans behave badly, their brain/mind normally generates particular electrical signals and chemical reactions/thoughts and emotions that produce feelings of anxiety. The purpose of this anxiety is to physically/psychologically reduce your desire to behave badly.”

Your brain/mind

We would now like to tell you more about people like you, who have an 18-22% stronger/weaker moral alarm than the average person.

The moral alarm is the physical/psychological system in the brain/mind that produces feelings of anxiety when you behave badly. The purpose of this anxiety is to physically/psychologically reduce your desire to behave badly. Since your moral alarm is 18–22% stronger/weaker than the average moral alarm, you are 18-22% less/more likely to behave badly than the average person. This is true of anyone with an 18–22%stronger/weaker moral alarm.

People have moral alarms of different strengths because of physical/psychological differences in how their brains/minds work. When people with a brain/mind like yours behave badly, their brain/mind generates more/less of the electrical signals and chemical reactions/thoughts and emotions that produce feelings of anxiety.

Therefore, people with a brain/mind like yours feel 18–22% more/less anxious when they behave badly. Consequently, people with a brain/mind like yours are 18-22% less/more likely to behave badly.

The Short Dark Triad Scale

The Short Dark Triad scale (SD3; Jones and Paulhus, 2014) is a brief measure of three socially aversive traits – Machiavellianism, narcissism and psychopathy. The whole scale normally consists of 27 items, rated on a five-point scale from 1 (disagree strongly) to 5 (strongly agree). As we are only interested in one element of the dark triad constellation, psychopathy, we will only use the psychopathy subscale of this instrument. This subscale includes 9 items (e.g., “Payback needs to be quick and nasty”) and provides an efficient, valid and reliable way of measuring psychopathy, with Cronbach’s alpha ranging somewhere from 0.77 to 0.79 (Buckels et al., 2014; Jones and Paulhus, 2014). This scale will be used to assess the participants’ real psychopathic traits.

The Dualism Scale

We will measure dualistic beliefs with a modified version of the thought experiment used by Forstmann and Burgmer (2015). Participants are asked to imagine that scientists have developed a device capable of duplicating any person in a matter of seconds, using highly advanced technology. Participants are told that after placing a person into a chamber, a computer scans the entire person (i.e., the entire content of the chamber), its every molecule and atom, and stores the information digitally. The information is then used to recreate the scanned person from basic chemical elements in a second chamber, resulting in a 100% identical copy of the scanned object, with a 100% success rate. In contrast to the original task, our participants will be asked to imagine that they are placed in the first chamber and are duplicated. After the process is complete and a 100% perfect duplicate emerges, the participants will indicate on 7-point Likert-type scales ranging from ‘definitely no’ to ‘definitely yes’ the extent to which six properties of themselves also describe their duplicate. Three of the properties will be mental and relate to the manipulation text, e.g., “Is the moral alarm in your duplicate the same strength as the moral alarm in you?”. The remaining three items will be physical, e.g., “Does your duplicate have the same eye color as you?”. If people do separate minds from bodies, there will be a difference in the mental and physical properties ascribed to the duplicate.

The Determinism Subscale

The Determinism subscale of the Free Will Inventory (Nadelhoffer et al., 2014) consists of five items that make different deterministic statements. For example, “Every event that has ever occurred, including human decisions and actions, was completely determined by prior events.” Participants are asked to rate their agreement on a seven-point Likert rating scale with anchors ranging from 1 (strongly disagree) to 7 (strongly agree). The Determinism subscale has an acceptable to good internal consistency, with Cronbach’s α = 0.772 (Nadelhoffer et al., 2014).

The Free Will Subscale

The Free Will subscale of the Free Will Inventory (Nadelhoffer et al., 2014) consists of five items stating in different ways that free will exists. For example, one of the items states that “People ultimately have complete control over their decisions and their actions.” The scale was chosen over the FAD+ scale (Paulhus and Carey, 2011) because it avoids religious terms. Participants are asked to score each item on a scale from 1 (strongly disagree) to 7 (strongly agree). This subscale has a good internal consistency, with Cronbach’s α = 0.803 (Nadelhoffer et al., 2014).

Die-under-Cup Measure of Dishonesty

Dishonesty/cheating will be measured using an online version of the die-under-cup test (Shalvi et al., 2011). Participants will be asked to press the ‘next page’ button to roll a virtual die within the online questionnaire in place of the physical die and cup. The ‘die’ will be rolled three times, the results of which will be fixed to show a two, a six, and a three respectively. Participants will report the first outcome by typing the number into a box and this response must be made within a 30 s window. The die-under-the-cup appears to be a valid measure of dishonesty, as found in a study conducted by Halevy et al. (2013), whereby high scores on this task are caused by the participant cheating rather than luck.

Crying Baby Dilemma

The crying baby dilemma (Greene et al., 2001) involves participants deciding how to behave with their child when enemy soldiers have taken over their village. In order to save their own lives and every village townspeople’s lives, they must smother their crying baby to death, in order to avoid the attention of the enemy soldiers. Alternatively, saving the child would mean putting the whole village at risk and letting all townspeople face death.

Standard Trolley Dilemma

The standard trolley dilemma (Foot, 1978) involves the participant being at the wheel of a runaway trolley. The latter is approaching a track, at the end of which five railway workmen are standing. Participants are given the option to switch a lever on the dashboard so that the trolley proceeds off toward a right-hand track, where only one workman is standing. The participant is left to decide whether to take no responsibility for the situation and let the trolley proceed straight toward the five men, or change the trolley’s direction in order to save as many lives as possible.

Footbridge Dilemma

In the Footbridge dilemma (Thomson, 1985) a personal moral violation can be authorized in order to justify a precise utilitarian reasoning (Valdesolo and DeSteno, 2006). Individuals are presented with a scenario in which a trolley is moving toward five workmen who have no way to escape. The participants are asked to imagine that they are on a footbridge next to a large stranger, whom they may push off the bridge in order to stop the trolley from hitting the five workmen. By doing so, only one person would be actively killed and five people would be saved. Through a replication of the study by Greene et al. (2001), this task has been demonstrated to measure a different construct to personal moral dilemmas (Nakamura, 2013).

Utilitarian reasoning will be assessed by administering participants all three moral dilemmas.

Stepwise Procedures

Participants

Participants will be recruited through adverts for the study posted on social media sites, such as Facebook. We will also contact universities in Austria, Germany, Italy, Slovenia, Finland, Norway, and the UK to promote the online study to their English-speaking students. Therefore, both students and members of the public aged 18 years of age or older will be able to take part in our study. The participants must be able to speak and comprehend English in order to fully understand all the information presented to them. Hence, we will ask participants to rate their English competence before completing the study. As we expect a small effect size, we aim to recruit at least 800 participants. This sample size was selected on the basis of power analysis. In this analysis, we set the probability of Type I error to 5% and the probability of Type II error to 20%, and assumed that the effect size would be small (Cohen’s d = 0.2). Upon completing the study, participants will be entered into a lottery, giving them the chance to win a sum of money ranging from €75 – €200.

Ethics Statement

The study has been submitted to the Ethics Committee of the University of Oxford, and is fully compliant with the Declaration of Helsinki.

Design and Procedure

Participants will be asked to complete a series of online tasks in a single session (see Figure 1), administered via the Qualtrics platform. The online study will be divided into three sections, in order to facilitate the completion and understanding of the study. They will firstly be instructed that the purpose of this study is to investigate different ways of measuring personality traits, thus comparing traditional and newly developed means of measuring a certain psychopathic trait, specifically normal variation in the anxiety people feel when committing an immoral act. In addition, an abbreviated online version of the Short Dark Triad (SD3) will be administered to determine participants’ psychopathic traits. We will therefore be able to compare the influence of actual psychopathy with the influence of the false feedback about psychopathy presented to each participant.


[image: image]

FIGURE 1. Stepwise procedure of the online study.



In the second part of the online study, participants will be given either a cognitive or a neurobiological explanation of moral alarm; that is the anxiety produced during immoral behavior. This description will explain the function of the moral alarm in producing feelings of anxiety when people behave badly. A single multiple choice question will be included at the end of the description, in order to make sure that participants are reading thoroughly the online questionnaire and that our manipulations are effective. Participants will also be informed of why it is difficult to assess the moral alarm through a self-report questionnaire, thus justifying the purpose of the Facebook analysis. Again, a single multiple choice question will assess their understanding of the information given.

As a way of persuading participants that assessing moral alarm through online personal data is valid and reliable, they will all be asked to watch an online video reviewing Kosinski’s research (Kosinski et al., 2013) into the prediction of personality traits from digital footprints. The video will consider how researchers can predict personality traits, intelligence, ethnicity, political views and in particular psychopathic traits, by simply taking into account Facebook likes. A question measuring their accuracy in comprehending the text given to them will also be included. Accordingly, participants will be asked to provide a shortened link (through URL shortener) of their Facebook account for the purpose of analyzing their Facebook likes. None of the entered login details will be saved.

After entering their shortened URL to their Facebook page, participants will receive false feedback about their psychopathic traits. Note these traits will be described without actually referring to psychopathy in order to avoid triggering the popular negative perception of psychopathy. Specifically, participants will be randomly allocated to read one of four types of feedback: half of the participants will read that they have a 18–22% weaker-than-average moral alarm, while the other half will read that they have a 18–22% stronger-than-average moral alarm. Additionally, within each of these groups, half of the feedback messages will refer to a neurobiological (brain-based) explanation of moral alarm, while the remaining half will refer to a cognitive (mind-based) explanation of moral alarm. Both types of explanations were adapted from a subsection of the explanations presented by Aspinwall et al. (2012), who illustrated the power of biological explanations of psychopathic behavior, including moral alarm, to shape the sentencing decisions of judges. In sum, participants will read one of four different types of feedback that differ along two dimensions: the degree of personal moral alarm and the neurobiological or cognitive nature of this trait.

The third section of the study will require participants to complete a series of brief tasks. The measurements for the mediators and dependent variables will be counterbalanced. Therefore, half of the participants will complete the (randomly ordered) mediators, followed by the (randomly ordered) dependent variables. Additionally half of the participants will complete the (randomly ordered) dependent variables followed by the (randomly ordered) mediators. Consequently, the participants will complete scales intended to measure the proposed mediators, that is the Determinism Subscale, the Free Will Subscale of the Free Will Inventory, and a measure of dualistic beliefs.

Subsequently, self-control will be measured through a modified online version of the famous marshmallow test (Mischel et al., 1972). As all participants will be entered into a final lottery, they will be asked when they would prefer to discover the outcome of the draw. They will have the choice to either find out immediately after the completion of the study if they have won their specific amount of money, or whether they would prefer to receive an increment of €100 but wait 3 months to find out the lottery’s outcomes. Participants will be given the measure of belief in dualism. This measure concerns a futuristic device that enables scientists to precisely duplicate any person; participants are asked to answer questions about their hypothetical duplicate.

Participants will also be required to respond to three different moral dilemmas designed to measure utilitarian reasoning: the difficult personal dilemma, the easy personal dilemma and the impersonal dilemma. For the first type of dilemma, we will use the crying baby dilemma. The footbridge dilemma will be used to test the easy moral dilemma, while the standard trolley dilemma will be administered in order to test the impersonal dilemma. All three dilemmas will be counterbalanced, in order to avoid any first response interfering or influencing the remaining responses. At the end of each response, the participants will be asked whether they felt guilty about their virtual actions, through a 6-point Likert scale.

The die-under-the-cup test will also be administered to participants to measure their willingness to lie. They will be asked to press a button on the screen to roll a die three times to decide the amount of money they could potentially win. Finally, they will be asked to select the outcome of their first roll (from 1 to 6) on-screen; they will be given 30 s to enter the outcome before the page progresses. Participants will be warned that if they fail to type the outcome down within 30 s, they will only be awarded the minimum amount of money. The time limit will be visible from a ticking counter.

The roll outcome that participants report will determine the value of the lottery prize: the higher the outcome, the greater the value of the prize. Hence participants may misreport the outcome of their first roll in order to increase the value of their potential prize. In reality, the prize will be fixed at the maximum value. In order that participants can receive their potential prize for entry into the lottery, we will lastly ask for their email address. However, this email address will be stored separately to all other data to ensure their responses remain anonymous. Finally, participants will be debriefed about the false feedback.

It is important to note that a counterbalancing procedure will be included, whereby the tasks measuring self-control, dishonesty and utilitarian reasoning will be presented in a randomly generated order. This is important because we hypothesize that certain conditions, such as the stronger-than-average moral alarm condition, will promote more inhibitory, honest and empathic responses on the first measure of any psychopathic behavior. Consequently, this could reduce the willingness of participants to exhibit inhibitory, honest and empathic responses on subsequent measures of these behaviors.

According to moral licensing theory (Merritt et al., 2010), individuals who show moral behaviors initially, tend to display immoral, unethical or problematic behaviors later (Blanken et al., 2015). This may be attributed to the fact that such individuals feel authorized to award themselves moral credits, believe that all temptations wear down their self-control, or simply become desensitized to the thought of cheating. Participants in our stronger-than-average moral alarm condition may be more likely to cheat in later tasks than earlier task due to this confounding effect of moral licensing.

In contrast, we hypothesize that participants who read about their neurobiologically weak moral alarm may exhibit less inhibitory, less honest and less empathic responses during initial tasks, given the perception that their psychopathic traits are independent of their free will and are ultimately due to their brain. Consequently, the very act of behaving immorally may induce subsequent guilt and remorse, thereby reducing the perceived appropriateness of continuing to respond immorally. Therefore, participants may exhibit more moral behaviors in the later tasks.

For example, participants in the neurobiologically weak moral alarm condition who first receive the dishonesty task may feel that cheating is acceptable, given a reduced attribution of their actions to free will. However, participants may then believe that enough cheating has been done and therefore respond more morally in the subsequent tasks, such as the self-control one. In order to control all these possible outcomes, randomly changing the order of presentation of these tasks could minimize any possible confounding effects of completing each task on responses to subsequent tasks.

Before concluding the study, participants will be asked to what extent they thought the feedback they had received (i.e., the false feedback) was true about themselves. Furthermore, the participants will be asked to rate the degree to which they believed the presented explanation of psychopathy was true. Furthermore, participants will be asked to provide personal demographic information, including their age, gender, nationality and field of studies/work. At the end of the study, the participants will be comprehensively debriefed.

Proposed Analysis and Anticipated Results

We will test our hypotheses using hierarchical multiple linear regression, according to the recommendations of Hayes (2013). Hierarchical multiple linear regression is an appropriate procedure because we want to see how the average values of the dependent variables change as the independent variable is varied through our manipulation, while at the same time several demographic variables are held fixed. Hierarchical regression was selected instead of multivariate analysis of variance because we want to test hypotheses of mediation. Hayes’ procedure for mediation analyses involves bootstrapping confidence intervals of the indirect effects; this procedure was considered preferable over the “causal steps” model of Baron and Kenny (1986), due to several shortcomings of this model (for detailed coverage, see Hayes, 2013). The software IBM SPSS Statistics Version 23.0 will be employed. For the mediation analyses, the PROCESS macro for SPSS will be used1.

Before testing the model, we will check the assumptions of linear regression. If the observations are normally distributed, then parametric regression is appropriate. Outliers will be removed systematically. There will be no missing data points, as the form does not allow continuing without selecting an option. Nevertheless, participants may terminate their participation early: where participants discontinue their participation after at least one dependent variable has been measured and have not withdrawn their consent, the data will be used in the analysis of that particular variable. Categorical dependent variables will be dummy coded as whole numbers.

In the first step of the analysis, the dependent variables Dishonesty and Utilitarian reasoning 1 (Crying Baby), 2 (Footbridge) and 3 (Trolley) will be entered into the model. Then the independent variables will be entered in a fixed order of steps or blocks. In the first block of the hierarchical regression model, the demographic variables Age, Gender, Nationality and Education level will be included. This means that these variables are held constant in the further analyses. In the second block, the independent variables of Psychopathy and Neuroscience will be added, first separately and then together; the direct and interactive effects can be estimated in this manner. Next the mediation analysis of indirect effects through Free will, Determinism, Dualism, Guilt and Self-control will be carried out using the PROCESS macro.

We hypothesize that the dependent variables will be significantly predicted by the independent variables but also that the mediation analyses will show significant indirect effects. Specifically, in accordance with Hypothesis 4, we expect participants in the weak moral alarm condition to show more dishonesty and utilitarian reasoning compared to those in the strong moral alarm condition. We also expect to see a stronger demonstration of this in the neurobiological explanation condition (Hypothesis 5). Finally, we expect the indirect effects observed to support Hypothesis 6, and show that the measures of free will, dualism, guilt, and self-control mediate the relationships between the independent and dependent variables.

Limitations

The primary limitation of the online study will be our inability to identify the precise mechanism of the effects, e.g., which type of belief in free will has been challenged by the manipulation: a compatibilist or incompatibilist notion of choice? It is impossible to control for all the differences between the neurobiological and cognitive conditions. Specifically, the neurobiological and cognitive conditions might induce differences in lay perceptions of the availability and causal efficacy of the conscious mind over our feelings of moral alarm (compatibilist choice), or the scope for free will to exist before the brain/mind and therefore the scope to attribute ultimate control to our actions (incompatibilist choice). Given a more nuanced understanding of compatibilist choice, the neurobiological and cognitive conditions could also induce differences in the lay perception that the degree of moral alarm experienced is a feature of our Deep Self – our stable self – or merely our Acting Self – our temporary self in a particular situation (Sripada, 2009).

This limitation in our ability to specify the mechanism could only be overcome by measuring more mediators and including more control conditions, which would be impractical due to the number of participants and length of survey then required. Despite having no control condition in which participants perform all the tasks without reading about their own moral alarm, we can still establish effects of describing neurobiology relative to describing cognition – the purpose of our study. Our goal is to document effects of giving people personal feedback in neurobiological terms, not to document effects of giving people personal feedback relative to no feedback. Note, with this design, we can still document effects of giving above-average feedback relative to below-average feedback.

Given the nature of the manipulation, we can only recruit Facebook users for the online study. Although Facebook is very widely used, it is more popular among younger (and other types of) people. The cross-cultural design of our study, however, promotes the generalisability of our findings in a different direction: across the countries. In order to assess the generalisability of our sample, we are of course collecting demographic information in order to know if and how our sample could be biased.

One might also contest whether our findings can be generalized to real life examples of immoral behavior, since, for example, cheating was only measured online and people are more likely to lie online (Naquin et al., 2010). On the other hand, the potential for the researcher to record cheating is clearer online – this potential might therefore discourage cheating. Consequently, there is also reason to suggest the cheating observed online may not be any more frequent than the cheating observed face-to-face. One might also argue that measures of online cheating are gaining ecological validity with the increasing tendency for people to spend their time online.

The basis of our manipulation in a false analysis of Facebook Likes creates a potential pitfall for the credibility of the manipulation. Participants might not believe that we have analyzed their Likes and that their Likes reveal they have below/above-average levels of moral alarm. Also, the participants might suspect whether the cheating task is a genuine means of determining the amount of money available in the prize draw rather than a means of determining cheating. These potential artifacts will be monitored by asking participants about any suspicions and the believability of the manipulation at the end.
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Music is a powerful, pleasurable stimulus that can induce positive feelings and can therefore be used for emotional self-regulation. Musical activities such as listening to music, playing an instrument, singing or dancing are also an important source for social contact, promoting interaction and the sense of belonging with others. Recent evidence has suggested that after retirement, other functions of music, such as self-conceptual processing related to autobiographical memories, become more salient. However, few studies have addressed the meaningfulness of music in the elderly. This study aims to investigate elderly people’s habits and preferences related to music, study the role music plays in their everyday life, and explore the relationship between musical activities and emotional well-being across different countries of Europe. A survey will be administered to elderly people over the age of 65 from five different European countries (Bosnia and Herzegovina, Czechia, Germany, Ireland, and UK) and to a control group. Participants in both groups will be asked about basic sociodemographic information, habits and preferences in their participation in musical activities and emotional well-being. Overall, the aim of this study is to gain a deeper understanding of the role of music in the elderly from a psychological perspective. This advanced knowledge could help to develop therapeutic applications, such as musical recreational programs for healthy older people or elderly in residential care, which are better able to meet their emotional and social needs.
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INTRODUCTION

Many important changes such as retirement, changes in social ties and decline in physical and cognitive capabilities, occur during the later years of life. They can affect the psychological well-being of the elderly, and lead to loneliness (Luanaigh and Lawlor, 2008; Golden et al., 2009) and depression (Alexopoulos, 2005). Although defining well-being is challenging due to its multidimensional nature, there have been several attempts focusing mainly on the constructs rather than on the definition of well-being itself. In this regard, well-being can be understood as the balance point between an individual’s resources and challenges (Dodge et al., 2012). The presence of positive emotions and absence of negative ones as well as satisfaction with life and functioning are components of well-being (Diener et al., 2000; Ryff and Keyes, 1995). Several factors, such as personality and health, are known to correlate with well-being (Kahneman and Deaton, 2010). Moreover, studies addressing the role of leisure activities have found that they contribute to subjective well-being, and that the effect holds in cross-sectional, longitudinal, and experimental studies (Kuykendall et al., 2015). Specifically in the context of the elderly, participation in leisure activities seems to increase well-being and can reduce the risk of dementia (Herzog et al., 1998; Silverstein and Parker, 2002; Verghese et al., 2003; Adams et al., 2011; Chang et al., 2014).

Musical engagement, as part of everyday life, can positively influence and contribute to well-being. To evoke emotions, is one of the primary reasons for listening to or producing music (Juslin and Västfjäll, 2008; Croom, 2012; Koelsch, 2014). Cross-cultural research investigating the role of music on emotion suggests that emotional cues in music transcend both language and culture (Kim et al., 2010). Music can be used for emotional self-regulation through different strategies, such as diverting from contemplation over negative emotions, maintenance of positive mood, or relaxation; these strategies seem to be stable across the lifespan (Saarikallio, 2011). Musical activities are also an important source for social contact, promoting interaction and the sense of belonging with others (Rilling et al., 2002; Koelsch, 2014). Therefore, activities involving music such as listening to music, playing, singing, and dancing have been shown to have great impact on well-being, increasing the person’s life satisfaction.

To date, most research on the importance of music has focused on its cognitive and emotional functions, without consideration of the collective features of the musical experience. This is despite several researchers demonstrating the central importance of music to social and cultural settings (DeNora, 2000). Research has shown that the use of music for the self-regulation of mood is broadly similar across several disparate cultures, including Latin American, African, and European states (Saarikallio, 2008; Boer and Fischer, 2010). Some culture specific variations in the function of music were identified among sub-groups of these studies; this is in keeping with the wide scope of cultures examined. However, there have been no studies investigating the role of music in well-being in more similar cultures, such as between different European nations.

Despite the significant contribution of music to well-being, it is still not clear whether the importance of music remains stable across the lifespan (Lonsdale and North, 2011). Especially in senior years, musical activities can be accompanied by overcoming many barriers, such as loss of hearing, decline in memory, and an aging body. Musical importance in general is shown to be independent of level of mental competence and is also correlated with musical involvement (Cohen et al., 2002), however, no major differences between musicians and those without musical education have been found (Hays and Minichiello, 2005a). Compared to younger generations, a small decrease of importance of music in the elderly has been reported, one possible reason might be that the elderly simply do not have as many opportunities to listen to music they value as the younger generations do (Cohen et al., 2002; Laukka, 2007).

Nevertheless, the majority of elderly people listen to music on a daily basis (Cohen et al., 2002). Research indicates that the primary motive for engaging in activities involving music during the elderly is maintaining the identity and agency, and regulating mood (Laukka, 2007). Moreover, music helps the elderly understand their emotions, maintain their sense of well-being as well as to give them hope or meaning to live (Hays and Minichiello, 2005b). Music can be a source of relaxation and enjoyment (Laukka, 2007). Further, it can be a useful tool for expressing spirituality and can sometimes serve as an escape from everyday living through imagination or the evocation of memories (Hays and Minichiello, 2005b; Schäfer et al., 2012). Although these functions of music become more salient after retirement, only few studies have addressed the meaningfulness of music in the elderly.

The present study aims to (i) investigate elderly people’s habits and preferences related to music in a cross-cultural European sample, (ii) study the role music plays in their everyday life, (iii) and explore the relationship between music and emotional well-being. In relation to these aims, a survey will be administered to people over the age of 65 from five different European countries (Bosnia and Herzegovina, Czechia, Germany, Ireland, and UK) and to a control group. Participants will answer a survey about basic sociodemographic questions, habits and preferences in their participation in musical activities and a well-being questionnaire. The study will explore the daily use of music among elderly people, and we expect to find a positive correlation between frequency of participation in musical activities and emotional well-being regardless of the country of origin of the participants.



MATERIALS AND EQUIPMENT

Participants

A total of approximately 700 participants will be recruited for the present study, an elderly group from the age of 65 (N = 350) and a control group ranging from 20 to 30 years (N = 350). All participants will have normal or corrected to normal vision, since they will have to read a written survey. Besides, participants will be oriented in time and space at the time of test administration because they will have to answer questions about present and past behaviors. They will be asked which date and day of the week it is as well as the place where they will be completing the questionnaire (place, floor, city, and country). These basic questions will allow us to exclude those possible participants who might be confused or do not have a normal cognitive functioning. Participants with hearing deficits will be excluded because the nature of this study is to study music-related behaviors. Participants who currently live in nursing homes or other care facilities will be excluded as well.

The recruitment of participants will take place in Banja Luka (Bosnia and Herzegovina), Brno (Czechia), Meath (Ireland), Bremen and Munich (Germany), and London (UK). The groups will be matched in terms of gender, and similar sample sizes and age distributions will be collected in the different cities.

Design

This study is a transversal, observational study with both descriptive and analytic purposes.

Survey

The survey is divided into three different sections consisting of the Participant’s profile, Musical profile, and Well-being questionnaire, which assess sociodemographic aspects, musical activities, and emotional well-being, respectively, through questions and standardized questionnaires. The materials described below were selected for their relevance to the research questions.

The survey will be administered to the elderly group in paper–pencil format and using an online survey platform for the control group. Prior to the administration of the survey, participants will receive an information sheet stating the study procedure and will sign an informed consent.

Participant’s Profile

At the beginning of the survey, participants will complete a questionnaire regarding their sociodemographic background, leisure activities, and social support, as well as a short personality screening.

Sociodemographic Background

Information about gender, age, marital status, living situation, education, occupation, financial situation, and religiousness will be enquired.

Leisure Activities

Twelve different leisure activities will be presented and participants will have to answer how often do they participate in these activities by rating the frequency on a 7-point scale from (1) never to (7) daily. Following responses are possible: listening to or playing music, internet use, watching tv or films, doing crosswords or playing board games, reading, playing sports, walking, doing art activities, such as painting or drawing, gardening, going out for meals or coffee, going out with friends or family, and going to social clubs. This information will allow controlling for other leisure activities influencing well-being.

Social Support

The 12-item Multidimensional Scale of Perceived Social Support (Zimet et al., 1988) will be used to assess social support. This scale comprises three subscales each assessing a different source of support: (a) family, (b) friends, and (c) significant other. There are 12 statements that participants have to rate using a 7-point scale ranging from (1) very strongly disagree to (7) very strongly agree. The scale and subscales are scored through calculating the mean as according to the manual. Previous studies have shown that a greater social support is positively correlated to well-being (Siedlecki et al., 2014). Therefore, this factor should be taken into account as a possible confounding variable in the present study. The 12-item Multidimensional Scale of Perceived Social Support shows good internal reliability as well as moderate construct validity (α = 0.88; Zimet et al., 1988).

Personality Screening

The Big Five Personality Inventory-10 (BFI-10) (Rammstedt and John, 2007), which measures the Big-Five dimensions of personality, will be administered. The inventory has two items per each of the five personality dimensions: Extraversion, Agreeableness, Conscientiousness, Emotional Stability, and Openness to Experience. Every item uses the same stem, “I see myself as: …”. Participants have to rate the items on a 5-point scale ranging from (1) disagree strongly to (7) agree strongly. The scales are scored according to the manual. The reliability of the BFI-10 is adequate (Overall mean: r = 0.75, Extraversion: r = 0.83, Agreeableness: r = 0.68, Conscientiousness: r = 0.43, Neuroticism: r = 0.36, Openness: r = 0.45; Rammstedt and John, 2007).

In total, the Participant’s profile will take approximately 15 min to complete.

Musical Profile

Participants will answer questions about their education in music, the importance of music for them, habits related to musical activities, style preferences in music, and roles and functions of music in their everyday life.

Mastery

Participants will be asked whether they received special music-related education (such as playing an instrument, singing, and dancing classes).

Importance of Music

The first question assesses the subjective importance of music in the participant’s everyday life. Participants will be asked about how important music is for them with answers ranging from (1) not at all to (7) extremely important.

Habits

To assess the individual habits with regard to musical activities, participants will be asked about the frequency of doing different musical activities (listening to music, singing, playing an instrument, and dancing). A 7-point scale will be presented where they will have to rate how often do they do these activities from (1) never to (7) daily. Afterward, participants will be asked to estimate how long they listen to music on a normal day (in hours). In addition, information about which devices are used for listening to music will be collected. The possible responses for this last question are: radio, television, stereo, computer, portable device (i.e., walkman, discman, MP3 player), smartphone, concerts, car and public place.

Preferences

Nine different styles of music will be presented, these include: classical music; religious music; country, folk; jazz, swing, blues; disco, electronic; punk, rock, metal; hip-hop, rap; pop; and reggae, ska. Participants will be asked to judge their level of enjoyment [7-point scale from (1) dislike extremely to (7) enjoy extremely] with regard to these musical styles. In order to examine how content people feel about the accessibility of their preferred music, a 7-point scale from (1) not at all to (7) very much will be used.

Roles and Functions of Music

In order to gain insight on the roles and functions music plays in everyday life, participants will be asked to report the frequency of listening to music due to certain reasons. This question contains 24 reasons to listen to music (e.g., for entertainment, to stir up energy), which can be rated from (1) very seldom to (5) very often. This scale, which originates from a study conducted by Laukka (2007), assesses listening strategies, intending to cover main psychological functions of music listening (i.e., emotional functions, identity, belonging, and agency; e.g., Ruud, 1997).

The Barcelona Music Reward Questionnaire will be used to measure musical reward experience (Mas-Herrero et al., 2013). The Barcelona Music Reward Questionnaire decomposes music reward into five factors: Musical Seeking, Emotion Evocation, Mood Regulation, Social Reward, and Sensory-Motor. Musical reward experience is measured using 20 statements that participants are asked to rate from (1) completely disagree to (5) completely agree. Scoring is done according to the manual, resulting in a score for each facet and a score for the global sensitivity for music reward. The Barcelona Music Reward Questionnaire also presents good reliability estimates (r = 0.92; Mas-Herrero et al., 2013).

To assess different emotions experienced with music, participants will report the frequency of different emotions they felt in response to listening to music, playing an instrument, singing and dancing. Participants are asked to rate 7 different emotions (e.g., happy, nostalgic, moved) on a scale from (1) never to (7) always. The original question was reported in Laukka (2007), and consisted of 45 emotions. In order to shorten the time of administration for the present study, these were summarized into more basic emotions, which are: happy, nostalgic, anxious, moved, bored, frustrated, sad, lonely, thrills or chills, disappointed, tense, angry, spiritual and relaxed.

The musical profile will take approximately 20 min.

Well-Being Questionnaire

At the beginning of this part of the questionnaire, participants will be asked whether they experience hearing problems, to control for this possible influence on musical experiences. In order to assess emotional well-being, different validated scales will be administered measuring emotional state, health status, and quality of life.

Emotional State

The Positive and Negative Affect Scale, which is comprised by two mood scales: the Positive Affect Scale and the Negative Affect Scale (Watson et al., 1988), will be administered. Ten descriptors are used to define each scale and participants will be asked to respond whether they have felt these emotions in the last week using a 5-point scale that ranges from (1) very slightly or not at all to (5) extremely. The Positive and Negative Affect Scale has strong reported validity with measures as general distress and dysfunction, depression, and state anxiety. It was also successfully validated for the elderly population (PA: α = 0.87, NA: α = 0.89; Kercher, 1992).

Emotion Regulation

To assess emotion regulation problems, the short form of the Difficulties in Emotion Regulation Scale (Kaufmann et al., 2015) will be administered, which consists of 18 items, with answers ranging from (1) almost never to (5) almost always. The items are grouped into six scales: Strategies, Non-acceptance, Impulse, Goals, Awareness, and Clarity. The short form of the Difficulties in Emotion Regulation Scale will be scored according to the manual and maintains good psychometric properties (α ≥ 0.70; Kaufmann et al., 2015).

Resilience

The 10-item Connor–Davidson Resilience Scale (Connor and Davidson, 2003) will be administered in order to assess resilience, by focusing on personal resources or qualities deemed appropriate for positive adaptation to adversity. The scale is comprised of 10 items, each rated on a 5-point scale from 0 to 4, with higher scores reflecting greater resilience. The psychometric properties are good (α = 0.85; Campbell-Sills and Stein, 2007).

Health Status

Selected subscales from the Short Form Health Survey (Ware and Sherbourne, 1992) will be used to measure emotional role functioning, emotional well-being, and general health. The Short Form Health Survey also showed good reliability and construct validity in terms of distinguishing between groups with expected health differences (α ≥ 0.85; r ≥ 0.75; Brazier et al., 1992).

Subjective Well-Being

The Satisfaction with Life Scale (Diener et al., 1985) will be administered to screen subjective well-being. It consists of five items asking about satisfaction with one’s life on a 7-point scale from (1) strongly disagree to (7) strongly agree.

The Well-being questionnaire will take around 30 min to complete, resulting in a total administration time of 65 min.



STEPWISE PROCEDURES

Ethics

The study is approved by the ethical board of the University of Barcelona. Each participant will receive information about the aim and procedures of the study and will provide consent for participation.

Translations of the Survey

Since participants will be recruited from different countries, translated versions of the survey are needed for those countries in which English is not the official language. Therefore, the survey has been translated to Czech, German, and Serbo-Croat-Bosnian following a forward and back translation process for questions and standardized questionnaires that were not available in those languages. First, a native speaker of the target language with a proficiency level in English translated the original version of the survey in English to the target language (forward translation). Following the guidelines of the WHO for instrument translation, the local researcher of the study provided instructions to the translator, aiming for conceptual rather than literal translations. Second, an expert panel reviewed the forward translation, identifying and discussing inadequate expressions until reaching consensus (reconciliation). The expert panel was composed by three psychologists that were native speakers of the target language with a proficiency level in English and the local researcher. Third, an English native speaker with a proficiency level in the target language translated the survey from the target language to English (back translation). As in the forward translation, the local researcher provided guidelines for a conceptual translation. At the end of the process, the expert panel reviewed and compared both translations. If disagreements occurred in one word or expression, it was discussed until reaching a consensus (harmonization).

Pilot Testing and Feasibility of the Survey

After translating the survey to the target languages, 45 pilots were conducted. The local researchers asked for feedback regarding the clarity and length of the survey, the presentation of the questions and statements, and the display of the items.

Recruitment of Participants

For each recruitment location, a list of social clubs, civil societies, and neighborhood associations will be created with information about the nature of the club or society. Local researchers will contact the person in charge to introduce themselves, explain the purpose of the study and ask if there are members above 65 years old. If so, researchers will ask for permission to recruit participants and administer the survey in their venue. When visiting the clubs and societies, local researchers will explain the aim of the study to participants and ask for the individual consent of each participant. However, elderly participants from these clubs will be individuals relatively independent and active, and thus may not be a representative sample of the elderly people in general. To compensate this bias, local adult day-care centers will be approached following the same procedure as with social clubs and societies to target those individuals who are less active or involved in the community.

Regarding the control group, local researchers will post announcements about the study in different social networks, web pages and online forums. To target the control population (from 20 to 30 years old), local researchers will take into account the nature and content of these online sources. For both groups, the elderly and the control group, the aim of the study will not be disclosed in advance to prevent from attracting participants with a special interest in music.

Administration of the Survey

A guideline for local researchers will be used to explain the nature of the study to participants, and to provide instructions and guidance for each of the questions of the survey should the participant required assistance. The elderly group will complete the survey in a quiet environment in either single- or small group-sessions whereas the control group will answer using an online platform for surveys.



PROPOSED ANALYSIS

The data collected in different recruitment locations will be managed by each local researcher, who will be responsible for gathering the data in a template database. Statistical analysis will be performed using the Statistical Package for the Social Sciences (IBM SPSS Statistics 23, Armonk, NY, USA). Since the data will be collected in different countries, we will test for measurement invariance before performing any analysis.

For the first aim of the study, which is to investigate the habits and preferences related to music in the elderly in a cross-cultural European sample, descriptive analyses will be performed for variables obtained from the music profile of the survey. These variables are the (1) importance of music, (2) frequency of different musical activities, (3) length and devices for listening to music, (4) music style preferences and level of enjoyment, (5) access to the preferred music, (6) reward and (7) emotions associated to music. These descriptive analyses will be performed first separately per each country (Bosnia and Herzegovina, Czechia, Germany, Ireland, and UK). Exploratory analyses comparing the results of the elderly participants and the control group of each country will be performed using independent t-tests. We will also apply descriptive statistics with all the data gathered from the different countries and the results of the overall elderly sample will be compared to the control group to test for differences between age groups.

The same type of analysis, descriptive and exploratory, will be applied to the second aim, which is to study the role of music in everyday life, by selecting the responses obtained from the question about the reasons for engaging in different musical activities. Analysis will be performed first separately for each country and comparing with the control group and then with all the subsamples together. Two-tailed significance tests will be used.

With regard to the third aim, exploring the associations between participation in musical activities (listening to music, singing, playing and instrument and dancing) and emotional well-being, a hierarchical multiple regression with two steps will be applied. Our hypothesis is that participants with higher frequency of participation in musical activities will report higher emotional well-being regardless of the country of origin of the participants.

On the first step of the regression, a model will be created with the information of the Participant’s profile and Well-being questionnaire of the survey. The sociodemographic data will be the independent predictor variables, namely: (1) age, (2) marital status, (3) living situation, (4) education, (5) occupation, (6) religiousness, (7) participation in leisure activities, (8) perceived social support, and (9) personality. For the dependent variables, the Satisfaction With Life Scale is the one which is mostly hypothesized to be affected. However, we will use other scales measuring wellbeing (the Positive and Negative Affect Scale, the Difficulties in Emotion Regulation Scale, the Connor–Davidson Scale, and the selected questions from the Short Form Health Survey) as there is no clear evidence on which practicing music would affect most. We will test them all with the appropriate family-wise error corrections. The variable country will be introduced as a fixed effect. With this step, we expect to have a clearly significant model since previous research supports the idea that some demographic aspects (e.g., marital status, or education or socioeconomic status) have a positive influence on the emotional well-being of individuals (Kahneman and Deaton, 2010). That is why these variables will be included into the model as control variables. Based on previous research on different factors on well-being (Laukka, 2007; Boarini et al., 2012; Oguz et al., 2013), we estimated our background factors to explain r2 = 0.35 of the variance of different well-being measures.

On the second step, the variable about frequency of musical activities will be introduced in the model. With this step, we will test whether the inclusion of participation in musical activities improves the model of well-being. With our estimated sample size (350 elderly participants), we can expect to have >0.95 power with our independent measure adding at least 0.02 to the R2 of the whole model, after correcting for multiple testing (Bonferroni) for our five different well-being measures. The same procedure will be applied with the participants in the control group and the possible differences between groups will be examined.



ANTICIPATED RESULTS

The first aim of this study is to investigate elderly people’s habits and preferences related to music. Based on previous studies, we expect to find that while most elderly people from our sample will be daily listeners, the amount of singers, instrument players or dancers will be lower (Cohen et al., 2002). Moreover, we expect to find a lower frequency of musical activities among elderly people when compared to the control group (Cohen et al., 2002). The main reason for this could be that elderly people do not have as many opportunities to engage in musical activities as younger people do (Cohen et al., 2002; Laukka, 2007). It is thought that music styles and preferences are established during adolescence and early adulthood (Cohen et al., 2002). Indeed previous research indicates that elderly persons have a strong preference for music popular during their youth (Gibbons, 1977). However, there is little recent research investigating this topic, and none of a cross-cultural nature. Nonetheless, we expect to find that both the elderly and control group will show a preference for music popular in their youth.

The second aim of the study is to examine the role music plays in elderly people’s everyday life. We anticipate that the importance of music in elderly persons will be evident in its utilization for purposes such as maintaining well-being, entertainment, self-identity, or socializing (Hays and Minichiello, 2005a,b). Furthermore, we expect to find some differences between the elderly and the control group. For example, in the role of music for mood management or emotional regulation, being this more prevalent in younger persons, or functions such as self-conceptual processing related to autobiographical memories being more salient in the elderly (Lonsdale and North, 2011). Nevertheless, we expect music to have the same importance in both groups, independent of age, mental competence and region (Cohen et al., 2002), and for it to be either more important or more frequent than other leisure activities for a large amount of participants (Lonsdale and North, 2011).

Based on previous research, we expect to have a significant model of background personal variables, such as religiousness, marital status, gender, social support, and personality influencing emotional well-being (Lee and Ishii-Kuntz, 1987; Kahneman and Deaton, 2010). This model will help us to control for possible confounding variables when assessing the relationship between music and well-being. Introducing the frequency of musical activities in this model, we expect that a higher involvement in musical activities will be related to a better emotional well-being, in both, the elderly and the younger group. We expect to find that participation in musical activities, and in particular group activities, will increase emotional well-being, largely as a result of an increase in positive affect, social contact, shared experience, and evocation of positive memories (Laukka, 2007; MacDonald, 2013).

No differences between participants with and without professional musical background are expected (Hays and Minichiello, 2005a). However, due to increased musical education in recent years, we anticipate that formal musical education may be greater in the control group. In accordance with previous literature, we expect that there will be no significant cultural differences in the role of music in emotional well-being (Argstatter, 2016). Studies about neuroscience of music have provided explanation for a similar global experience of music, identifying that music activates the reward, emotion, and arousal regions of the brain (Blood and Zatorre, 2001). This could explain why an increase in positive affect and positive emotion related to musical activities appears to transcend both culture and region.

Despite every effort to control for confounding variables, this study will have a number of limitations. Our strategy for recruitment will lead to a convenient sample of social clubs and churches will likely lead to an over-representation of active elderly persons. Although, we intend on preliminarily screening for participants with dementia, we do not have the resources to carry out full cognitive, neurological or psychiatric screening on participants involved in this study. However, as participants will all be active in the community it is likely that the effects of such conditions will be minimal.

The use of a cross-cultural sample is a limitation, in that individual cultural factors may influence our findings. Indeed, research does suggest that the function of music varies between cultures (Cross, 2001). However, it is essential to note that the focus of this research has to date been between vastly different cultures, such as western and south east Asian nations (Cross, 2001; Kim et al., 2010). In contrast, our study is confined to European countries with more similar musical traditions. Further, our investigation into musical habits and preferences will control for cultural differences in frequency and type of musical engagement.

The use of a number of short self-report questionnaires, may also lead to a several limitations. Although self-report questionnaires have been accused of being especially prone to participant bias in individual studies (Adams et al., 1999; Donaldson and Grant-Vallone, 2002), Chan’s (2009) chapter reviewing the literature finds that, although inflation of the observed correlation is a possibility in self-report literature it is not a necessity. While more comprehensive questionnaires often have superior psychometric properties, we have chosen to use shorter questionnaires, in order to prevent extra burden on the participant. This is especially important for an elderly population who may experience fatigue related decline at the end of long testing. For this reason, we have also declined a more in depth examination of the role of other leisure activities on emotional well-being in the elderly. However, this is one possible avenue for future research in the area. A limitation when collecting data in different countries is that we might need to exclude some of the scales or items in the analyses if they do not converge when testing for measurement invariance. Moreover, the use of different methods for data collection represents a limitation in this study when comparing groups. Finally, the use of a cross-sectional, correlational design will limit our ability to make causal interpretations from our research.

We expect our project to contribute to knowledge about music preferences and daily habits in elderly people across Europe. Moreover, this knowledge will help to develop a greater understanding of how music relates to emotional well-being in elderly people, and will therefore be useful to better design musical or recreational programs, not only for elderly persons who experience challenges associated with aging, but also for healthy elderly people. Especially during aging, musical activities can help to maintain physical and mental health and cognitive abilities, however, more research needs to be done to understand how the activities are connected with an individual to better design music interventions.

Music therapy has demonstrated its efficacy in a number of circumstances including dementia (Chu et al., 2014), cognitive decline (Mammarella et al., 2007), pain relief (McCaffrey and Freeman, 2003), and depression (Chu et al., 2014). Moreover, music therapy treatment improves global and social functioning in schizophrenia and serious mental disorders, Parkinson’s disease and sleep quality (Kamioka et al., 2014). There is a considerable body of research which indicates that music therapy interventions are most effective when “preferred music” is used, in comparison to relaxing or other music (Sung and Chang, 2005; Mitchell and MacDonald, 2006). A study illustrated the effectiveness of individualized music designed music interventions for two groups of elderly persons with Alzheimer’s disease and related disorders (Gerdner, 2000). One received individualized music and classical relaxation music, the other group received the same protocol in reverse order. Reduction in agitation was shown only during and following individualized music compared to classical relaxation music (Gerdner, 2000). However, elderly people might not be comfortable being involved in some music therapy interventions, as depicted the study by Burns et al. (2005). They suggest that people might be interested in music therapy involving music listening, but not music-making.



CONCLUSION

Individual needs have to be taken into account while designing such interventions. Therefore, by using an exploratory method to identify musical preferences and the role of music in the elderly, we hope to contribute to more effective and targeted music therapy interventions, and to further the use of music to enhance emotional well-being in the elderly.
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The promotion of positive mental health is a becoming priority worldwide. Despite all the efforts invested in preventive and curative work, it is estimated that one in four persons will experience a mental health condition at some point in their lives. Even more worrying is the fact that up to a half of all mental health problems have their onset before the age of 14. Recent statistics (national and international surveys, meta-analyses, international reports) point out to the fact that child and adolescent mental health problems are on the rise. The present study will try to corroborate these results and further explore their meaning, by employing a sequential mixed methods research design (quantitative–qualitative). The quantitative part will analyze time trends using Health Behaviors in School-aged Children data (four survey cycles: 2002, 2006, 2010, 2014) on mental well-being from four European countries (the Czechia, Germany, Italy, and United Kingdom). The qualitative part will rely on focus groups to explore the perspectives of 13- and 15-year-old boys and girls on gender differences and on the changes in adolescent mental well-being over time, as well as measures through which these issues could be addressed. Thematic analysis will be employed to analyze qualitative data. The results of this study could make a major contribution to our understanding of the current trends in adolescent mental well-being, as well as the ways in which existing data could be linked to international and national health policies.

Keywords: adolescence, mental well-being, time trends, mixed methods study, HBSC


INTRODUCTION

The period of adolescence is fundamental for three reasons. Firstly, a healthy adolescence allows for the acquisition of certain developmental tasks, for example emotional and cognitive abilities; secondly, it can be viewed as the period for laying down health behaviors which determine the future health of such individuals; finally, adolescents will be parents of future generations so a healthy cohort of adolescence can lead to a future of healthy parents and children (Patton et al., 2016). All these premises are highly inter-related with mental health. For the purpose of this paper, the WHO conceptualization of mental health will be employed: “a state of well-being in which the individual realized his or her own abilities, can cope with normal stresses of life, can work productively and fruitfully, and is able to make a contribution to his or her community” (WHO, 2001).

There is a growing body of evidence showing that adolescence appears to be when many psychiatric disorders begin (Kessler et al., 2005). Mental health problems may influence a child’s learning and academic performance in school (Stoep et al., 2003) and have been linked to psychiatric disorders throughout adolescence and adulthood (Costello et al., 2003). Despite this, one in ten young people aged five to sixteen appear to experience a diagnosable mental health problem (Green et al., 2004), reflecting a need to pay greater attention to improving child and adolescent mental health.

Not only are a significant proportion of young people experiencing mental health problems, but, according to data from the HBSC study, it appears that mental well-being of adolescents also appears to be changing across cohorts. The HBSC collects cross-sectional data every four years on 11-, 13-, and 15-year-olds across more than 40 European and North American countries, measuring health and well-being, social environments, and health behaviors. Its advantage, therefore, is that it allows cross-cultural comparisons in data and a look at time trends in adolescent mental well-being. For example, using HBSC data from 35 European and North American countries, Ottová-Jordan et al. (2015) analyzed time trends (from 1994 to 2010) in mental well-being and found that in seven countries (Croatia, Greece, FYR Macedonia, Portugal, Slovenia, Spain, and Switzerland), there was a steady decline across cohorts; in five countries (Flemish Belgium, Denmark, Finland, Greenland, and Norway) a linear increase was found; in four countries (Austria, Canada, Czechia, and Scotland) a U-shaped trend was identified; in six countries (England, Estonia, Lithuania, Poland, Slovakia, and Sweden), an inverted U-shaped trend and unstable patterns in the remaining countries.

In a review that included studies from 12 countries, Bor et al. (2014) found that mental health symptoms in cohorts of children and toddlers generally improve or do not change. On the other hand, mental health trends in adolescents seem to be changing, and seemingly in a negative direction. There were no changes in terms of externalizing problems but evidence exists to suggest that internalizing problems are on the rise in cohorts of adolescents, particularly in adolescent girls. Parent-reported emotional problems in adolescents have also shown increases (Tick et al., 2007; Collishaw, 2015). Sweeting et al. (2010) collected data on a cohort of 15-year-olds in 1987 and compared it to a cohort in 2006, controlled for age, school year, and geographical location (West of Scotland). An increase in self-reported ‘psychological distress’ as measured on the General Health Questionnaire was found; this increase was significant for adolescent boys and girls but higher in girls. On the other hand, emotional problems in children appear to have decreased or not changed (Tick et al., 2007; Hölling et al., 2014; Matijasevich et al., 2014). Moreover, some studies used a qualitative approach to explore adolescents’ perspectives on well-being, yet it is difficult to find either cross-cultural qualitative studies in which adolescents are asked to interpret observed declining trends in well-being. A recent Navarro et al. (2015) suggests family relationships, peer to peer relationships, and school-related aspects to be the main topics adolescents refer to interpret reduced well-being. In a study on Spanish adolescents (Casas et al., 2012) physical safety, physical exercise, as well as life changes are emerging themes.

However, trends showing increasing mental health problems in adolescence may reflect either a genuine prevalence of emotional problems or increased reporting by adolescence, better recognition and reporting by parents and teachers, and better diagnoses techniques. Evidence suggesting that there is a genuine change comes from cross-cohort comparisons studies, which show increased self-reported depression and anxiety symptoms in adolescents since the 1980s in countries such as Greece, Germany, New Zealand Scotland, and England (Sweeting et al., 2009; Fleming et al., 2014; Collishaw, 2015). Similar studies in lower-income countries are lacking and would add to the amount of supporting evidence. Additionally, Collishaw (2015) reviews agreeing evidence from numerous study methods, informants and trends suggesting changes in some mental health problems, but not others, which would suggest genuine changes.

What new challenges are young people facing today that appear to be contributing to the deteriorating trends seen in adolescent mental health? There is yet to be a clear explanation; however, some possible explanations may include changes in individual vulnerability, socioeconomic and cultural factors, family life, and extrafamilial psychosocial factors (Collishaw, 2015). For example, there is evidence that the current generation of girls are experiencing puberty earlier than previous generations and this may coincide with a greater risk of developing depression (Bor et al., 2014). Moreover, social problems such as youth unemployment and economic recession may contribute to an increased risk of substance misuse and mental disorders in young people (Sawyer et al., 2012). Other studies have also found links between poverty and increased problems in adolescent mental health (Bradley and Corwyn, 2002; Costello et al., 2003; Reiss, 2013). Increasing rates of single parenting and other changes in the family environment may be contributory factors too (Bor et al., 2014). The increasing relevance that social media have in lives of young people may affect their mental well-being as well (Sawyer et al., 2012). Others suggest that lifestyle changes, for example increased sugar consumption, have accelerated rates of depression (Haroon et al., 2012).

Generational differences in adolescents are further complemented by gender differences where girls appear more likely to experience mental health issues than boys (Nolen-Hoeksema and Girgus, 1994; Salk et al., 2016). Possible explanations include differences in global self-esteem (Nolen-Hoeksema and Girgus, 1994), social media use (Monro and Huon, 2005), academic pressure (Byrne et al., 2007), or earlier sexualization, which may be related to worse self-esteem and depressed mood (Hatch, 2011). Many international and national policies, such as The European Mental Health Action Plan 2013–20201, The European child and adolescent health strategy 2015–20202, the Child and Adolescent Mental Health in Europe (CAMHEE) (Braddick et al., 2009), and the European Framework for Action on Mental Health and Wellbeing (Dahlgren and Whitehead, 2006) have been proposed to improve mental health and well-being in young people. However, for such targets to be fulfilled, understanding mental health in young people is essential to assuring that aims are met.

Thus, in this study, we aim to further assess the evidence that changes in cohorts of adolescents’ mental well-being are occurring and to gain an insight into the understanding of today’s adolescents on the reasons as to why adolescent mental well-being may be decreasing over time. To answer these research questions, this study will employ a mixed methods design (quantitative–qualitative). The quantitative part will aim to identify time trends in adolescent mental well-being across different European countries from 2002 to 2014. To do this, the quantitative part of the present study will rely on running secondary analysis of time trends using HBSC data from the United Kingdom (England, Wales, and Scotland), the Czechia, Germany, and Italy. Specific hypotheses which will be tested through the quantitative part will be the following:

Hypothesis 1: Based on previous findings, we predict that adolescent mental well-being indicators are decreasing across the cohorts in each of the examined countries.

Hypothesis 2: We expect to find a stable gender difference in mental well-being indicators with girls showing worse outcomes than boys.

Hypothesis 3: We expect to observe an age effect, the older cohort (15-year olds) will show worse outcomes than the younger cohort.

The qualitative part will explore young people’s perspective on the current trends in adolescent mental well-being (more specifically, the deteriorating mental well-being overtime). To explore these perceptions, series of focus groups with 13- and 15-year-olds will be run in the Czechia, Germany, England, Italy, and Serbia.

To summarize, the present mixed methods study will aim to answer the following two main research questions: What are possible explanations for the observed trends indicating deteriorating adolescent mental well-being? And why are there gender differences in mental health trends?

Current policies aiming to improve childhood and adolescent psychological health involve trying to identify indicators of poor psychological well-being at an earlier stage which may increase the success of treatment, increasing accessibility to mental health services for children and adolescents and reducing the stigma surrounding the topic of mental health. Ultimately, we hope that our findings will be able to impact public health policies around child and adolescent mental well-being, either by supporting the implementation of certain policies or revealing other areas of improvement.



MATERIALS AND METHODS

Mixed Methods Design

In the present study, a mixed methods approach will be employed, with a sequential quantitative–qualitative design (Tashakkori and Teddlie, 2003) (See Figure 1). A secondary analysis of quantitative data collected in the HBSC study3 (Inchley et al., 2016) will be performed to assess recent time trends in adolescent mental well-being across six European countries (England, Wales, Scotland, Czechia, Germany, and Italy). Qualitative data will be collected in focus groups with adolescent girls and boys to explore their perspective on the phenomena underlying changes in mental well-being and the challenges they experience. A sequential explanatory quantitative–qualitative design is needed since using quantitative data alone accurately shows emerging changes, but leaves us with limited practical guidelines relating to mental health policies. Therefore, applying a qualitative approach allows directly affected parties, in this case- adolescents, to become our main resource for themes which need to be addressed to understand observed changes in their mental well-being and to allow remedial interventions to be recommended.


[image: image]

FIGURE 1. The proposed research design.



Psychosomatic Complaints

To analyze trends in mental well-being, the Psychosomatic Complaints measure of the HBSC will be used. This item consists of a series of questions where participants indicate the frequency with which they had experienced the following eight health complaints over the last six months; “headache”, “stomach ache”, “backache”, “feeling low”, “irritability or bad temper”, “feeling nervous”, “difficulties in getting to sleep” and “feeling dizzy”, (0 = “Rarely or never”, 1 = “About every month”, 2 = “About every week”, 3 = “More than once a week”, 4 = “About every day”). Responses across all eight complaints will be summed to generate a single score between 0 and 32, with higher values reflecting a greater psychosomatic complaint burden. This scale has undergone extensive qualitative and quantitative validation and shows good test-retest reliability and unidimensionality (Haugland et al., 2001). Reporting psychosomatic complaints is an important indicator for measuring subjective well-being, as it reflects personal experience related to negative life events in the social context of school, peers and family (Due et al., 2005; Hjern et al., 2008; Ottová-Jordan et al., 2015). They may also indicate a more serious underlying health problem (Ihlebæk et al., 2002). As opposed to some other well-being-related HBSC items, subjective health complaints are a sensitive measure (Ravens-Sieberer et al., 2009; Eriksson and Sellström, 2010), showing both individual-level (Ottová-Jordan et al., 2015) and international variation (Torsheim et al., 2006). Since somatic symptoms identified in late childhood and adolescence tend to persist into adulthood (Brattberg, 2004; Steinhausen and Winkler Metzke, 2007) and they may be predictive of somatization and anxiety symptoms in early adulthood (Kinnunen et al., 2010), psychosomatic symptoms in adolescence are an important indicator of mental health.

Ethics Statement

For the secondary quantitative analysis, every HBSC participating country included in the present study (Czechia, Germany, England, Italy, Scotland, and Wales) has been given ethical clearance by national and regional governing bodies. For the qualitative part, ethical clearance will be obtained at national level by every research team member (Czechia, Germany, England, Italy, Serbia).

Stepwise Procedure

We will conduct a mixed methods study with a sequential design which consists of the quantitative analysis followed by a qualitative investigation. Using secondary data analysis of already-collected survey data, the quantitative part will assess and describe changes in mental well-being of adolescents nowadays. It will be carried out by using the HBSC data from United Kingdom, Italy, Germany, and Czechia. The qualitative section of the present study will involve conducting focus groups with adolescents. This approach will allow for an in-depth exploration of possible explanations for the overall deteriorating trend of adolescent mental well-being. Tashakkori and Teddlie’s (2003) mixed methods sequential procedure will serve as a model for the methodological design for our study. One of the main assumptions of this procedure is using a quantitative approach to test theories, followed by a qualitative method that involves a detailed exploration with a few individuals. For example, Hodgkin (2008) used a sequential quantitative–QUALITATIVE approach to study women’s social capital. First, the author conducted a survey to identify different social capital profiles in the population. In a second step, Hodgkin (2008) used in-depth interviews to illuminate the stories behind these profiles with a few participants. The author argues, that the sequential approach allows to give a more powerful voice to groups that are not heard otherwise, in our case it will be the young people themselves.

Quantitative Method

Data from four rounds of the international HBSC study will be used (2002, 2006, 2010, 2014). The HBSC study is a cross-sectional study of adolescent health carried out every four years across several European countries. At the moment, the HBSC network includes research teams from 45 countries across Europe and North America. Data collection is based on a standardized research protocol which specifies sampling methods and questionnaire content across all participating countries. For each survey round, countries collect a nationally representative sample of 11-, 13-, and 15-year-olds, with the timing of fieldwork arranged to achieve mean ages of 11.5, 13.5, and 15.5. Participants from each country were recruited via stratified random cluster sampling, with whole school classes as the sampling unit. Adolescents completed questionnaires in classroom settings, and could leave any question blank that they did not want to answer. Questionnaires were translated from English into respective national languages with back-translation checks. Appropriate ethical consent was gained in each participating country, with schools and adolescents giving active informed consent. For the current study, data will be collected from the Czechia, England, Germany, Italy, Scotland, and Wales, focusing on psychosomatic complaints. Responses across all eight complaints of the Psychosomatic Complaints item will be summed to generate a single score between 0 and 32 (with higher values reflecting a greater psychosomatic complaint burden), which will be used in a linear regression analysis.

Qualitative Method

A qualitative approach in psychology is used mainly when a topic area needs to be further explored, for example when the investigated topic is complex, to empower individuals, to develop theories, and when mainstream quantitative measures simply do not fit the problem and do not provide us with meaningful information (Maxwell, 2009). In this study, by exploring the adolescents’ perspective on this issue, young people are identified as the most important and concerned party and their voices are empowered, making the qualitative approach appropriate for our aims. The qualitative data collection will be done through the use of focus groups. This method was selected by the research team due to its explorative nature (Sim and Snell, 1996). It enables the analysis of the attitudes, opinions and insights of adolescents on the research questions, to better understand the observed trends and give directions for future research.

Participants will be asked different questions regarding adolescence and mental health (please refer to Supplementary Material) to understand the adolescents’ perspective on mental well-being trends and the observed generational and gender differences in the trends. The focus groups will also provide us with some representation of what being an adolescent today consists of, including its positive and negative attributes.

Previous HBSC results showed a significant decrease in adolescent mental well-being indicators in both older age groups (13, and especially for the 15- years-olds). These two groups were chosen in the light of this information to be the participants of the focus groups. Their insights will allow us to improve our understanding of the challenges they are facing. The changes in mental well-being observed in 11- year- olds were largely negligible in the past research; therefore, this age group will not be included in the qualitative data collection. Participants in the qualitative part of the research will be 13- and 15- years-old schoolchildren in five participating countries – England, Germany, Czechia, Italy, and Serbia. A convenience sample from each country will be employed. The choice of the countries has been limited to these in particular due to the nature of the Junior Researcher Programme which represents the basic platform for the current study. The Junior Researcher Programme context in which the current study had its onset played the curtail role in the choice of the countries. The aim is to recruit a minimum of 36 adolescents per country. In order to achieve this, six focus groups with six to eight participants per country will be conducted. There will be three different focus group arrangements in both age groups: the single gender focus groups and mixed gender group. The reasoning behind this decision is based on the peculiarity of communication between boys and girls at this age, which may lead them to different answers while discussing the same topic in same-gender or mixed-gender setting.

The focus groups will be conducted in accordance with the focus group questions. This will be developed based on the latest theories and findings about adolescent mental well-being. Questions will originally be developed in English. In next phase the focus group guide will be translated to national languages (German, Italian, Czech, and Serbian) and back-translated to English. Prior to starting the data collection phase, a pilot study of the focus group guide will be conducted in every country. Through this, we aim to assess the overall flow of the questions, wording, question comprehension etc., before the finalization of the questions and the beginning of the field work. Before conducting the focus groups in each country, the recordings of the pilot interviews will be analyzed by the research team in order to ensure that the moderator has not influenced the participants’ in any way, such as asking question in a leading way. In addition, the questions developed for the discussion have been tailored to guarantee that the participants give their opinion on determined sub-topics of our interest, without having their views influenced by the moderator.

Once the participants have been recruited, the meetings will be arranged. Neutral locations are strongly preferred to avoid either positive or negative associations to the site or building. Focus group sessions will last approximately 60 to 90 minutes. At the beginning of every session, the moderator will provide a clear explanation of the purpose of the focus group. Once the purpose of the discussion is clear, participants will be introduced to the basic rules of conduct during the focus group discussions. Participants will be provided with an informed consent form, stating that they agree to take part in research. Within the consent, they will also be asked to agree with an audio-recording of the discussion.

Throughout the session, the moderator will initiate the discussion points and facilitate the exchange of ideas between participants. Depending on the group’s dynamics, moderators might need to promote debate, seek clearance, probe for details, or move the debate forward if the conversation loses its focus. Special attention will be given to ensure that each participant is given equal opportunity to speak. The moderators will be expected to avoid demonstration of personal opinions or any kind of preferences that could influence the participants’ train of thoughts. Participants will be informed of their valued position as experts on the matter at hand to motivate and empower them. They will also be informed of how unique this chance is to work collaboratively with the researchers and how they will be contributing to the greater good of their generation, and of those to come.

Proposed Analyses

Analysis of Questionnaire Data

The analysis of questionnaire data will follow previous procedures used in other publications which used HBSC data (e.g., Whitehead et al., 2017). More specifically, questionnaire data will be stratified into subpopulations by country, and by gender and age within each country. Dataset weights, available with the raw HBSC dataset, will be applied in order to achieve national representativeness of each country at each time point. Linear regression analyses will be conducted using SPSS v.23 complex samples toolkit, which allows shared variance within sampling to be accounted for. The linear and quadratic effects of survey year on psychosomatic complaints will be evaluated for each subpopulation using general linear modeling.

Analysis of Focus Group Data

Qualitative data will be processed using thematic analysis, as defined by Braun and Clarke (2006). Initially, every author will read and re-read transcripts of recordings of the focus groups that they conducted in order to identify codes in the data, i.e., the basic features of the raw data that carry a meaning pertaining to the research questions (Braun and Clarke, 2006). Codes will be associated with quotes capturing the verbatim expression of the interviewed individuals. Analysis at this stage will be performed in the original languages, to minimize alteration or loss of meaning due to bulk translations. Once no more codes can be identified, the respective authors will sort the codes into semantically related categories, or themes. A set of candidate themes will then be repeatedly revised; initial themes may be split, merged or abandoned altogether while new themes may be formed. The aim will be to reach internal homogeneity and external heterogeneity of themes. As themes are being formed, they will be organized into a thematic map – a visual representation of the identified themes and their relationships – which may again be refined to achieve a map that validly and accurately reflects information contained in the data. In the next phase, codes, quotes and themes will be translated into English. Finally, these themes will be compared and collated to obtain a single thematic map capturing the insights from all the conducted focus groups. Similarities and differences between individual countries will be noted and the most representative quotes for each theme identified.

Anticipated Results

The present study will contribute to the understanding of time trends in adolescent mental well-being across four European countries and offer possible explanations of their change. In contrast to previous studies, this research project will be based on an innovative sequential mixed methods design. This approach will allow for moving beyond the theoretical and statistical description of these time trends, as it will attempt to connect these results to young people’s interpretation of them. We expect that through this novel design (quantitative–qualitative), the findings could have a direct impact on future research, health policies, or interventions targeting adolescent mental well-being.

The quantitative design will allow us to identify the magnitude of change in adolescent mental well-being across the investigated countries. In line with previous studies, we firstly expect to find an overall decreasing trend of adolescent mental well-being between 2002 and 2014 across the investigated countries (for a review, see Bor et al., 2014). Furthermore, the countries are likely to differ in the characteristics of their respective time trends as shown in previous studies of mental well-being trends (Ottová-Jordan et al., 2015). Given that mental well-being also decreases with age, we also assume that, across all age groups included in the analyses, the 15-year-olds will show the greatest decline. This trend will be significantly different from both the 13-year-olds and the 11-year-olds (see, e.g., Ottová-Jordan et al., 2015). Finally, in line with results from the international HBSC report (Inchley et al., 2016), we expect to find gender differences, namely girls reporting more frequent psychosomatic complaints than boys across the investigated countries.

While the quantitative analysis will allow us to identify the extent of change in adolescent mental well-being across the investigated countries, the qualitative section of our study will give us the opportunity to directly ask young people about their opinion on the observed trends. Instead of reviewing possible explanations for them, our design will allow us to discuss actual challenges adolescents face with adolescents themselves. Thus, we expect the focus groups to be an environment that gives adolescents a voice to discuss perceptions, ideas, opinions, and thoughts about topics that are affecting their mental well-being. The aim of this process is to identify the factors underlying the observed deterioration in adolescent mental well-being in recent cohorts. Possible themes adolescents across participating countries may name are school pressure, the role of social media, or the role of family and friends (West and Sweeting, 2003; Collishaw, 2015; Patton et al., 2016). It is expected that instead of only offering possible explanations for the observed trends, adolescents may also provide possible solutions for tackling current adolescent mental well-being difficulties.

Several challenges in running the present study should be mentioned. Because focus groups in five countries will be conducted with five different official languages (Czech, German, Italian, Serbian, and English), it may be difficult to guarantee uniformity of all focus group guides regardless of the language they are written in. To ensure that questions with the same meaning will be asked across all countries, focus group guides originally developed in the English language will be translated to national languages and back-translated again to English. This process will be repeated until all focus group guides contain the same questions. Another challenge could lie in getting access to adolescents in different European countries in order to run the focus groups. Distinct EU Member States have different rules, regulations and guidelines regarding the participation of children in research projects, particularly concerning ethics approval and informed consent. Whilst some countries require only the parents’ informed consent (e.g., Czechia), other countries demand additional approval from respective supervisory school authority (e.g., Germany – consent from the federal state government). To ensure a smooth realization of the focus groups, researchers will make themselves familiar with the requirements of each respective country so that necessary documents can be prepared at an early stage. After successfully running the focus groups, an additional challenge will lie in the transcription of the data as well as the translation and retranslation of the transcripts to ensure that the data has been translated correctly.

Using a mixed methods approach allows a deeper understanding of the underlying processes regarding time trends in adolescent well-being. However, there are several limitations associated with the proposed study design. The main weakness of the design is the large amount of time involved in data collection (Creswell, 2009). Because HBSC survey data is being used, data collection is limited to the qualitative part only. However, the process of conducting the focus groups, the transcription of the audio-recorded focus groups, the translation and retranslation of the transcripts, and the analysis of the transcripts are very time-consuming. On the other hand, acquiring an in-depth insight into young people’s views on trends of mental well-being undoubtedly outweighs this limitation. Another frequent limitation of the qualitative designs is a lack of validity (Willig, 2008). It is critical that our focus group guide includes every important question to gain understanding of young people’s interpretation of time trends in adolescent mental well-being. To increase validity, pilot focus groups will be conducted where adolescents could provide feedback so that changes to our focus group guide can be made if necessary.

Many national and international policies have been proposed to improve mental well-being in young people, often co-founded under the EU Public Health Programs in recent years (Joint Action on Mental Health and Well-being, 2015). Most of these projects were implemented in schools, the elective setting for the prevention and/or promotion of the mental health of children and adolescents (e.g., CAMHEE, SEYLE, SCMHE, SUPREME). Each of the countries involved in our research has a national campaign for youth development and health. In the Czechia, The National Reference Centre of Programmes for Health Promotion and Disease Prevention supports programs focusing on stress coping, on children in crisis, and protection of children against violence (Jané-llopis et al., 2008). “MindMatters” is a program implemented in Germany that promotes mental health in primary and secondary schools (Braddick et al., 2009). The focus in Italy lies in the prevention of risk-taking behaviors through early identification of psychosocial stress, especially in young people, including interventions based on peer education and life skills education (Jané-llopis et al., 2008). The Strategy of Youth Development and Health in the Republic of Serbia 2007–2012 includes aims and activities to improve the quality, efficiency and accessibility of healthcare as well as to find new approaches for improving young people’s health (Expert Group on Youth Development and Health of the Ministry of Health of Serbia, 2006). In the United Kingdom, a Children and Young People’s Mental Health and Wellbeing Taskforce was set up in September 2014 to consider how to make it easier for children, young people, parents and carers to access help and support when they need it and to improve the help that is offered (Department of Health, 2015).

One of the first and most important priorities of the European Child and Adolescent Health Strategy 2015–2020 was to make adolescents’ lives more visible. We hope that our findings will add to this aim. Furthermore, we hope that they will highlight priority areas for action that can be used to inform the development and implementation of intervention and prevention programs. Overall, we anticipate that our results will contribute to the comprehension of how current adolescents feel and how they perceive themselves in their environments, as well as to connect these insights to European and national public health policies to counteract the continuous trend of deteriorating adolescent mental well-being around Europe.
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FOOTNOTES

1 “The European Mental Health Action Plan 2013–2020 – WHO/Europe” 2015. 24 Sep. 2016. <http://www.euro.who.int/__data/assets/pdf_file/0020/280604/WHO-Europe-Mental-Health-Acion-Plan-2013-2020.pdf>

2 “Investing in children: the European child and adolescent health…” 2014. 24 Sep. 2016 <http://www.euro.who.int/en/health-topics/Life-stages/child-and-adolescent-health/policy/investing-in-children-the-european-child-and-adolescent-health-strategy-20152020>

3 Open access is available the 2001/02, 2005/06, and 2009/10 HBSC datasets through the HBSC Data Management Center, based at the Norwegian Centre for Research Data (NSD). Because the datasets are restricted for the use of HBSC member country teams for a period of three years from survey completion, the 2013/2014 HBSC dataset is only scheduled for open access release by June 2018. However, aggregated datasets from the 2013/14 survey are available through the WHO Europe’s Health for All database (https://gateway.euro.who.int/en/data-sources/hbsc/). Further data is available for external use by agreement with the HBSC International Coordinator and the Principal Investigators.
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Excessive consumption is on the rise, as is apparent in growing financial debt and global greenhouse gas emissions. Voluntary simplicity, a lifestyle choice of reduced consumption and sustainable consumer behavior, provides a potential solution for excessive consumers. However, voluntary simplicity is unpopular, difficult to adopt, and under researched. The outlined research project will test a method of promoting voluntary simplicity via user-generated content, thus mimicking an existing social media trend (Minimalism) in an empirical research design. The project will test (a) whether the Minimalism trend could benefit consumers interested in reducing their consumption, and (b) whether self-transcendence (i.e., biospheric) and self-enhancement (i.e., egoistic and hedonic) values and goals have a similar impact in promoting voluntary simplicity. A one-week intervention program will test the efficacy of watching user-generated voluntary simplicity videos in reducing non-essential consumption. Each of the two intervention conditions will present participants with similar tutorial videos on consumption reduction (e.g., decluttering, donating), while priming the relevant values and goals (self-transcendence or self-enhancement). These interventions will be compared to a control condition, involving no user-generated content. Participants will undergo baseline and post-intervention evaluations of: voluntary simplicity attitudes and behaviors, buying and shopping behaviors, values and goals in reducing consumption, and life satisfaction. Experience sampling will monitor affective state during the intervention. We provide a detailed stepwise procedure, materials, and equipment necessary for executing this intervention. The outlined research design is expected to contribute to the limited literature on voluntary simplicity, online behavioral change interventions, and the use of social marketing principles in consumer interventions.

Keywords: voluntary simplicity, ethical consumption, intervention studies, user-generated content, excessive consumption, consumer values, self-enhancement, self-transcendence


EXCESSIVE CONSUMPTION

Consumption becomes excessive when it exhausts the consumer's financial or mental resources, or when it creates extreme environmental consequences, thus negatively affecting individual and societal well-being (Sheth et al., 2011). During the last decade, US consumption has risen dramatically; in 2007, consumption accounted for 72% of the American GDP. One factor which may contribute to excessive consumption is Materialism. Materialistic individuals consider material goods as an important part of their identity (Belk, 1984). They perceive material possessions as central to their status and happiness (Richins and Dawson, 1992). In a recent meta-analysis examining materialism and personal well-being, a significant negative relationship was found between the two (Dittmar et al., 2014). In an effort to reduce excessive consumption and increase consumer well-being, this project proposes a method to engage consumers in a reduced consumption lifestyle, namely, voluntary simplicity.



VOLUNTARY SIMPLICITY

A frequently proposed solution to excessive consumption and its negative affects is voluntary simplicity (Etzioni, 1998; Alexander and Ussher, 2012); the consumer movement of adopting a simplistic lifestyle. Voluntary simplicity involves a consumer's independent decision to reduce and replace non-essential products and services with non-material life elements, in an attempt to increase life satisfaction and meaning (Etzioni, 1998; Huneke, 2005). Non-essential items and services can be defined as things that are irrelevant for the achievement of one's life purpose (McGouran and Prothero, 2016). For example, voluntary simplicity behaviors include: composting, recycling, decluttering (Huneke, 2005), self-sufficiency and use of pro-environmental transportation (Alexander and Ussher, 2012). While this lifestyle is promising in its potential to reduce consumption and increase well-being, is it difficult to adopt (McGouran and Prothero, 2016).


Minimalism

The scholarly concept of voluntary simplicity has recently been adapted into popular culture, under the term Minimalism. Minimalism often encompasses user-generated content, such as videos, texts, and images that promote consumption reduction. Minimalism content is largely shared via YouTube, Facebook, Twitter and similar online social networking services. Additionally, there are numerous blogs, online forums and websites devoted to Minimalism1. In these online sources, viewers can find information about Minimalism, tips on how to adopt this lifestyle, tutorials, and personal narratives of successful minimalists.

The Minimalism phenomenon, to a lesser degree than voluntary simplicity, seems to utilize an aesthetic approach. Minimalism can be studied as an aesthetically pleasing trend, relating to both fashion and web design. For example, narratives of fashion bloggers dedicated to a Minimalistic style revealed a strong emphasis on simplicity, elegance, sophistication and cleanliness, which were achieved in particular by choice of coloring and scarce use of patterns (Karg, 2015). It is yet early to determine whether the Minimalism phenomenon is a passing trend or a new wave of conscious consumerism, but Minimalism may have the power to engage consumers in sustainable behaviors.




SELF-TRANSCENDENCE AND SELF-ENHANCEMENT VALUES AND GOALS

One way through which consumer interventions could reduce materialism and promote sustainable consumption, is through the activation of relevant values and goals (Kasser, 2016). In other words, Minimalism videos may not only serve the purpose of directly increasing voluntary simplicity behaviors through tutorials; these videos are also a channel through which relevant ecological values could be activated and strengthened. Thus, user-generated content on Minimalism could promote personal norms of sustainable consumption, creating longer-term impact on consumer behavior.

Previous research has consistently shown that a biospheric value orientation is positively associated with ecological attitudes and beliefs, and is thus conducive to sustainable behavior (e.g., Stern, 2000; de Groot and Steg, 2008). A biospheric value orientation is a type of self-transcendence value, which emphasizes the environment and the biosphere over one's own personal benefit (Stern et al., 1993).

Self-enhancement values, on the other hand, promote one's own benefit over that of others or the environment, e.g., egoistic and hedonic values (Schwartz, 1992). Egoistic and hedonic values are negatively associated with ecological attitudes and sustainable behaviors (Steg et al., 2014). Moreover, these values are closely clustered with materialism, and thus could promote excessive consumption (Burroughs and Rindfleisch, 2002; Kasser, 2016).


Self-Transcendence and Self-Enhancement in Minimalism Videos

Although, previous literature suggests that self-enhancement values have a negative impact on sustainable behavior, user-generated content on Minimalism seems to be focused exactly on these values. Exploratory research of the Minimalism phenomenon found that engagement in Minimalism is associated with a personal goal to reduce stress (hedonism) and save money (egoism), but not with environmental concern (Herziger, unpublished manuscript). Thus, we argue that self-enhancement goals might be utilized to promote sustainable consumer behavior. However, it remains unclear whether self-enhancement goals could be as effective as self-transcendence goals in promoting sustainable behavior.




OBJECTIVES

The project will test whether user-generated content promoting either self-transcendence or self-enhancement values and goals could be effective in reducing excessive consumption, as well as increasing well-being. The effectiveness of the interventions will be tested by measuring their effects on life-satisfaction, intent to adopt voluntary simplicity, and purchasing intent and behavior. The project's main research questions are:

(1) Could user-generated content promoting voluntary simplicity reduce excessive consumption?

(2) Are self-enhancement goals as effective in promoting sustainable behavior as self-transcendence goals, in user-generated Minimalism content?

We are also interested in whether exposure to user-generated content promoting voluntary simplicity affects one's well-being. Finally, the relationship between one's intent to reduce consumption and one's consumption behavior might generate meaningful insights.



DESIGN

A weeklong intervention program will test the efficacy of watching voluntary simplicity videos in reducing non-essential consumption. The first condition will promote voluntary simplicity while priming self-transcendence values and goals, and the second condition will promote voluntary simplicity while priming self-enhancement values and goals. These two interventions will be compared with a control condition which only measures participant's affective state during the intervention week. All participants will undergo baseline and post-intervention evaluations of values and goals in consumption reduction, voluntary simplicity attitudes and behaviors, spending behaviors, and life satisfaction directly before and directly following the intervention, respectively. A one-month follow up measurement will also be taken. The difference between measurements before and after the intervention will serve as our dependent variables.



INTERVENTION

A key component in this study is the video stimuli employed. Videos have proven to be more effective and persuasive than other modalities of communication (Mohammadi et al., 2013). To maintain a high level of reliability and validity, the research team will create the intervention videos in-house. To create valid video stimuli several measures will be taken:


Video checklists

Video checklists describe the key concepts and behaviors to be addressed in the video stimuli. These checklists detail the following stimuli requirements, per condition:

(1) Content: information conveyed (stable across intervention conditions)

(2) Condition priming: what values and goals will be primed in the opening and closing statements of the videos, as well as the visual stimuli (self-transcendence vs. self-enhancement)

(3) Style: the presenter's tone and expression (stable across intervention conditions).

Due to internal reliability concerns, one presenter will appear in all videos, for both intervention conditions. The presenter will be a female in her twenties, similarly to many Minimalism vloggers. Appendix A presents an example of a video checklist.

The research team will contact several social and consumer psychologists to review these checklists and approve that they (a) prime self-transcendence and self-enhancement values and goals, per condition, and (b) promote consumption reduction, prior to video creation.



Video Pre-Testing

The videos will be pretested in a convenience sample of international psychology students at the advanced undergraduate and graduate level. We aim to test the face validity of the videos. Thus, the pre-test population will consist of young consumers with a basic scientific knowledge on motivation, values, and goals. The pre-test sample will therefore be slightly different from the population addressed in the main study. Participants will watch subsets of videos from both intervention conditions and rate the face validity of the videos (e.g., “Did the presenter promote biospheric values?”, “Did the presenter promote egoistic values?”). They will also note any manipulation concerns or potential confounds in the video stimuli of both conditions. Additionally, participants will rate how entertained, focused and interested they were when watching the videos. The latter measures will be used to estimate main-study participants' motivation in watching the daily video stimuli during the weeklong intervention. If a video receives a low score on either validity or entertainment value during the pre-test, the research team will revise the videos based on pre-test comments, and re-test them on a similar sample.



Mobile Application

A mobile application will be developed and used in the study for stimuli presentation, data collection, communication, and once the study is complete, a personalized progress report. Video stimuli will be embedded into Qualtrics questionnaires, which will be linked in the mobile application. This will allow participants to easily fill-out the questionnaires before and after viewing the video stimuli. Time spent viewing the videos will be recorded by a “timing” function in Qualtrics.

The mobile application push-notification system will remind participants to view the video and fill in a questionnaire on a daily basis throughout the weeklong intervention. Thus, participants will receive one push-notification a day, until the intervention is complete. The mobile application will also allow both the participants and research team to communicate via email. This will be useful if any problems or questions arise. Finally, users of the mobile application will receive a personalized progress report once the study is completed.




PROCEDURE

At baseline, all participants will download a free mobile application. Participants will complete an intake survey on Qualtrics, through a link in the mobile application. Following intake, participants will be randomly allocated to one of the three experimental conditions, and complete a battery of questionnaires measuring dependent and independent variables (see t0 in Figure 1). After baseline measurements, the intervention will commence. In the two intervention conditions, participants will watch one video daily for 6 days. Both intervention and control condition participants will complete a daily mood measurement (see t1 through t6 in Figure 1). On the last day of the intervention, participants will complete questionnaires measuring the dependent and independent variables a second time (see t7 in Figure 1). One month after intervention completion, the dependent variables will be measured again (see tend in Figure 1).
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FIGURE 1. Study outline. *t+1 equals one day; t0−t7 are completed within one week. **tend will take place one month after intervention completion (t7).





METHODS


Ethics Process

Due to the study's intervention design, careful consideration was put into ethical procedures executed by the research team. Ethical approval has been granted for this study. In addition to standard procedures, such as voluntary participation and dropout, several processes are in place to reduce potential harm to participants' well-being.

Firstly, participants who struggle with compulsive buying, hoarding, or other addictive behaviors are regarded as sensitive populations, and will be asked through a consent form not to take part in the study. Individuals diagnosed with Compulsive Buying Disorder (CBD) repeatedly engage in excessive spending behaviors and cognitions due to irrepressible impulses, which result in anxiety or impairment (Black, 2007). CBD diagnosed individuals will be ineligible to participate in the study because of two main reasons; (a) the topic and nature of the study could potentially cause harm or distress to the individual and (b) the study's purpose, to explore potential solutions to reduce excessive consumption, will be directed toward the general population of consumers and not those suffering from a clinical buying disorder. Thus, an in-take survey will employ a validated self-report clinical screener for CBD (Faber and O'Guinn, 1992). Participants scoring over the clinical threshold will be excluded from the study; they will be notified of their ineligibility, via email, within two days of their in-take questionnaire submission. They will also be sent additional information on professional help networks for compulsive buyers2. A diagnosis will not be provided to participants due to the research team's lack of clinical training and the absence of differential diagnosis.

Similarly, participants will be asked to report any undesirable changes in mood and behavior during the intervention by contacting the research team. Participants reporting an increase in buying behavior or severe decline in well-being, will be interviewed by e-mail, and dismissed from the study. Full reporting of these instances, should there be any, will be included in the results section of disseminated work emerging from this project.

After the intervention is completed, including a one-month follow-up, the research team will conduct initial analysis on the effectiveness of the employed interventions. Specifically, conducted analysis will test whether either one or two of the employed interventions prove to be beneficial in reducing excessive consumption and increasing well-being, in comparison to the control condition. If one or both interventions prove to be effective, they will be offered to participants who did not experience them while participating in the study. Thus, all participants will be afforded the opportunity to take part in an effective intervention for consumption reduction, should the research team identify one. Participants will also receive debriefing of the study and will be exposed to all three conditions employed in the study design.



Participant Outreach

Sample Size

Two hundred and fifty English-speaking subjects will be recruited for this study globally, via online methods. The number of participants needed is based on an a priori power analysis using G*Power software (F-test, ANOVA: Repeated measures, within-between-interaction; 1− β = .80, α = .05, Cohen's f = .10), which revealed that the study would require a total sample size of N = 198 (Faul et al., 2007). An additional 52 participants have been added to this estimated sample size to account for an assumed 20% dropout rate.

Participant Criteria

Participants will sign a consent form electronically stating that; (a) they are at least 18 years of age or of legal age in their country of residence, (b) they have not been clinically diagnosed with a disorder related to impulse control or addictions, (c) they express both a desire and difficulty to reduce their non-essential consumption, (d) they have not previously followed the social media trend of consumer Minimalism.

Recruitment Methods

Participants will be recruited through convenience sampling via two main avenues; (a) social media posts in consumption related forums and sites as well as Facebook pages and groups, and (b) campus posters circulated around the universities of the research team. The main appeal to participants in all avenues will follow a “question and proposal” format, i.e., “Do you want to decrease your buying? Sign-up to try out an experimental treatment!” Each poster and online recruitment posting will feature a QR code that participants can scan with their smartphones to download the intervention mobile application. The consent form will be embedded in the in-take questionnaire.

Participant Commitment Through Feedback

Efforts to promote continued participation will be aimed at both extrinsic and intrinsic motivation, with a primary emphasis on the latter. Two intrinsic, motivational aspects will be addressed in the recruitment call; (a) participants will be offered to try treatments that may help them with their reported, personal goal of reducing non-essential material consumption and (b) participants will receive feedback on their personal progress following the intervention.

To further motivate participants to remain in the study throughout the weeklong intervention, a lottery prize of 100 euros will be raffled to one participant who completed the full intervention. The winning participant will be able to receive this prize via either bank transfer or a donation made on their behalf to a charity of their choice.



Surveys and Intervention

After baseline measurement is completed, participants in each intervention group will be requested to watch one video per day for six days, and answer a short questionnaire following each video. The videos will be between three and five minutes long and consist of a young, female presenter, talking to the camera as if talking to an audience.

The main content of the videos in both intervention conditions will be identical. However, the opening and closing sections of each video will be filmed separately, and emphasize either self-transcendence or self-enhancement values and goals, per condition. For example, in the self-transcendence condition the presenter will say, “We are here because we want to make the world a better place. By being environmentally friendly, conscience and ethical, we can make a positive impact on the world.” Conversely, in the self-enhancement condition, the presenter will say, “We are here because we want to make our lives better. By being less stressed, more in control, and spending wisely, we can make a positive impact on our own lives.” Moreover, visual stimuli integrated into the videos will prime participants of either self-transcendence, biospheric values (e.g., gardens, lakes, plants) or self-enhancement, hedonic and egoistic values (e.g., friends chatting and drinking coffee together). In the control condition, there will be no intervention, but participants will be pinged by the mobile application to answer a survey once per day for six days. Follow-up measurements will be conducted via web-site one month after the last intervention day for all three groups.




MATERIALS AND EQUIPMENT


Smartphone Application

The smartphone application will contain four key features:

(1) Questionnaires: the mobile application will link participants to Qualtrics questionnaires, including video stimuli. These will be presented to the participants at in-take, during the daily intervention, and at post-intervention assessment;

(2) Notifications: a push-notification system will remind participants to view the stimuli and complete the questionnaires every day, while the intervention is in progress;

(3) Communication with the research team: an email link will allow participants to contact the research team directly;

(4) Personalized progress reports: participants will receive a link to a report of their post-intervention progress once the study is complete.



Measures

Demographic Questionnaire

Participants will be asked to provide demographic information, such as gender, native language, education level, age, ethnicity, and country of residence.

Intake Screeners

Assessment of Compulsive Buying Behavior

The Clinical Screener (CBCS; Faber and O'Guinn, 1992) is one of the most validated and replicable self-report scales measuring compulsive buying behavior, having been found to correctly classify 88% of compulsive buyers (Faber and O'Guinn, 1992). The CBCS contains seven statements that respondents are required to rate their agreement with (1 = Strongly disagree to 5 = Strongly agree) (e.g., “If I have any money left at the end of the pay period, I just have to spend it”) or their frequency of experiencing given behaviors/feelings (1 = very often to 5 = never) (e.g., “Bought things even though I could not afford them”) on five-point Likert scales. A total score is calculated, and a threshold measurement determines whether an individual is considered a compulsive buyer.

Faber and O'Guinn's (1992) compulsive buying scale has, however, been criticized for only addressing the impulse control dimension of compulsive buying behavior and not the obsessive-compulsive dimension, as well as not being accommodating to buyers that have higher incomes (Ridgway et al., 2008). To compensate for these limitations, the Compulsive-Buying Index (CBI) developed by Ridgway et al. (2008) will be used in addition to the CBCS, thus presenting a more comprehensive measurement of compulsive buying behavior.

The Compulsive-Buying Index (CBI) is a well-validated measure of compulsive buying behavior (Ridgway et al., 2008). The CBI contains six items measuring two dimensions of compulsive buying; three items for obsessive-compulsive buying (e.g., “My closet has unopened shopping bags in it”) and three items for impulsive buying (e.g., “I buy things I don't need”). Responses are given on a seven-point Likert scale either indicating agreement with statements (1 = strongly disagree to 7 = strongly agree) or frequency of experiencing given behaviors/feelings (1 = never to 7 = very often). A total score is calculated, and a threshold measurement determines whether an individual is considered a compulsive buyer.

Assessment of Voluntary Simplicity

Lifestyles. The Voluntary Simplicity Lifestyles scale used in this study (VSL; Nepomuceno and Laroche, 2015) is an adapted version of Iwata's original voluntary simplicity scale (Iwata, 1997), a validated self-reported measure of the adoption of the voluntary simplicity consumer lifestyle. This adapted scale is made up of nine statements describing a number of behaviors that are consistent with a voluntary simplistic lifestyle, such as the scale item “I fully adhere to a simple lifestyle and only buy necessities.” Participants are required to rate their agreement with these statements on a five-point Likert scale (1 = definitely disagree to 5 = definitely agree), indicating the degree to which they engage in the suggested simplistic lifestyle choices.

Involvement. The Personal Involvement Inventory (PII; Zaichkowsky, 1994) is considered a validated context-free measure of one's motivation to be involved with certain concepts, behaviors or products. This study tailored the PII to measure consumers' voluntary simplicity involvement. Involvement is measured on a self-report semantic scale made up of 10 items. The scale can be divided into two subscales: the affective subscale (e.g., interesting, appealing) and the cognitive subscale (e.g., important, relevant). Participants will be asked to judge voluntary simplicity across all cognitive and affective adjectives. Participants rate each item along a bipolar adjective scale (e.g., “interesting” or “boring”), judging how close they deem voluntary simplicity to either opposing adjective. Responses are given on a seven-point scale and six items require reverse scoring. A total involvement score is calculated where higher scores represent higher involvement.

Assessment of Materialism

The Materialism Scale (MS; Richins and Dawson, 1992) is a validated self-report scale measuring materialism value. The 18-item scale measures three dimensions of materialism; success, centrality and happiness, which describe different motivations for acquiring material possessions. Six items measure success, indicating the perception that possessions are indicators of life-success (e.g., “I admire people who own expensive homes, cars, and clothes”). Seven items measure centrality, representing the general importance of acquisition and possession (e.g., “I enjoy spending money on things that aren't practical”). The last five items measure happiness, representing the perception that possession is necessary for happiness (e.g., “My life would be better if I owned certain things I don't have”). The MS is measured on a five-point Likert scale (1 = strongly disagree, 5 = strongly agree) and eight items require reverse coding. An overall scale score is calculated from the three dimensions, a higher score suggesting higher materialism than a lower score.

Assessment of Egoistic, Altruistic, and Biospheric Values Orientations

The Value Instrument is an adapted, validated measure of egoistic, altruistic and biospheric value orientations (de Groot and Steg, 2008). This scale is an adapted form of the Schwartz value scale (Schwartz, 1992), and consists of 13 items: five for egoistic (e.g., wealth), four for altruistic (e.g., equality), and four for biospheric (e.g., unity with nature) value orientations. Internal reliabilities for these sub-scales range from .73 to .86. As in the Schwartz value scale, participants rate the importance of the 13 items “as a guiding principle in their lives” on a nine point Likert-scale (–1 = opposed to my values, 0 = not important to 7 = extremely important). In the instructions segment, respondents are requested to vary the scores they provide each value and only rate very few of them as extremely important.

Assessment of Satisfaction with Life

The Satisfaction with Life Scale (SWLS; Diener et al., 1985) is a validated measure of subjective well-being, characterized by favorable psychometric properties, such as convergent validity with other similar measures, cross-cultural validity, and temporal stability (Pavot and Diener, 2008). The five-item self-report scale measures global life satisfaction by scoring participant agreement to a statement such as “I am satisfied with my life” on a seven point Likert-scale (1 = strongly disagree to 7 = strongly agree). A total score can range between five (low satisfaction) and 35 (high satisfaction) suggesting the degree of life satisfaction of the participant.

Assessment of Motivation

Participants will be asked to rate their motivation source and strength for taking part in the study. Motivation sources will match the aforementioned value orientations (e.g., egoistic and hedonic: “improve my well-being,” “save my money”; altruistic: “improve the lives of others around me,” “donate more to others”; and biospheric: “improve the future of the environment,” “reduce my carbon footprint”). Participants will rate their agreement with these motivations similarly to the value instrument (–1 = opposed to my motivation, 0 = not motivating to 7 = extremely motivating).

Assessment of Consumption Related Attitudes and Behaviors

Shopping intention. Shopping intention will be measured by adapting the three items of the eight-point semantic scale of behavioral buying intention (Baker and Churchill, 1977). The original items were intended to measure participants' intention to buy a specific product. In this study, the items will be adapted to suit the context of the non-essential product buying intention. Participants will be asked to think of a type of product they would normally buy, which is non-essential (e.g., clothing, sweet snacks, coffee). Then, they will be asked about their purchase intent for this product, for example: “Would you buy this non-essential product within the next seven days?” In response to the question, participants should indicate their intention on an eight-point semantic scale of “yes—definitely” to “no—definitely not.”

Buying frequency and behavior. Two questionnaires (see Appendix B) measuring shopping frequency (Section A, seven items) and average weekly non-essential expenditures (Section B, two items) will be administered to participants. The order of the items within both sections will be randomized. Responses for five of the total nine items of the two questionnaires will be given on a six-point Likert scale, ranging from zero to five (e.g., “How likely are you to shop for something you need in the coming week?”) that will be averaged within each section. The remaining four items will require an open response by the participant (e.g., “How many times do you typically go shopping in a week?”).

Intervention Questionnaire

Short Mood Scale (PANAS).

The Short Form Positive and Negative Affect Schedule (I-PANAS-SF; Thompson, 2007) is a short version of the widely-used measure of the variation in affect, the Positive and Negative Affect Schedule (PANAS; Watson et al., 1988). PANAS is a well-validated measure of affect with strong psychometric properties (Watson et al., 1988; Crawford and Henry, 2004), demonstrated cross-culturally (e.g., Joiner et al., 1997) and within both community and clinical samples (Leue and Beauducel, 2011). The I-PANAS-SF is a 10-item self-report scale that is divided into two subscales, Negative Affect (NA; afraid, ashamed, hostile, nervous, and upset) and Positive Affect (PA; active, alert, attentive, determined, and inspired). Participants are required to judge the extent to which they experience the NA and PA adjectives on a seven-point Likert scale (0 = never to 7 = always) in response to the statement: “Thinking about yourself and how you normally feel, to what extent do you generally feel.” This phrasing will be revised to address the current moment.

Post-Intervention Questionnaire

The effectiveness of the intervention will be measured by the difference of participants' pre- and post-intervention measurements, controlling for covariates. Therefore, all intake questionnaires will be repeated in the post-intervention phase. Along with these repeated scales, several additional measures will be administered.

Two additional questions will measure participants' attitude toward the videos. The first item will measure whether participants would recommend the video to friends with a similar goal (i.e., “Would you recommend these videos to a friend who also wanted to reduce their non-essential consumption?”). The second item will measure participants' intention to continue watching similar videos online (i.e., “Would you watch similar videos online?”). Participants would be required to indicate their answer on a nine-point scale (0 = not at all to 8 = definitely) for both questions. Lastly, an open-ended question will allow participants to share what they thought was interesting, difficult, or helpful during the one week of intervention.




PROPOSED ANALYSIS

To test the hypotheses, statistical software including Excel, SPSS, and R will be utilized.


Consumption Reduction—Behavior

To examine whether user-generated content will reduce excessive consumption, a multiple regression analysis will be calculated, using condition as an independent variable to predict excessive consumption post-intervention, taking the baseline measurement into account as a covariate, in addition to other controlled variables (e.g., base-line values, demographics). As can be seen in Figure 2, we expect a main effect of point of time for all conditions. In other words, we expect to see consumption behavior decreased post-intervention. Additionally, we expect to see an interaction between point of time and condition, showing a stronger reduction of excessive consumption in the experimental groups following the user-generated content intervention in comparison to the control group.


[image: image]

FIGURE 2. Proposed pattern of results showing reduced consumption within experimental groups.



The strength of the effect is expected to be higher between t0 and t7 than between t0 and tend. In other words, we expect a stronger effect during the intervention compared to the post-intervention phase. Condition will be contrast coded to facilitate the interpretation of the interaction (Cohen et al., 2013). This analysis will also be used to examine which aspects of user-generated content affect excessive consumption, comparing self-transcendence to self-enhancement conditions. Although, there is no clear expectation on which content will have a stronger effect, this will be examined through exploratory analyses. Participants' in-take reported motivations, values, involvement, and personal goals to reduce consumption will be considered as control variables in these analyses.



Consumption Reduction-Intent

A similar regression analysis will be calculated exploring the interventions' effects on reported intent to reduce consumption. Consumption reduction intent is expected to increase, especially for participants taking part in the interventions, showing both a main effect of point of time during the experiment, and an interaction effect between point of time and condition.

Furthermore, a correlational analysis, examining the link between the intent to reduce consumption and reported behavior, will be performed. Pearson's correlation coefficient will be calculated between reported behavior and reported intent, controlling for reported commitment to the study. We expect to find a negative link between consumption reduction-intent and consumption behavior.



Effects of Reduced Consumption

Using another regression, we will further analyze questionnaire data collected at the beginning, during the intervention, as well as during the post-questionnaire, to investigate, whether reduced consumption affects life-satisfaction. We expect it to increase within both experimental groups, negatively correlating with excessive consumption.



Changes in Values and Motivations

Using a repeated-measures ANOVA, with post-hoc contrasts, we will also compare in-take measurements of participants' values and motivations to the two post-intervention measurements. Thus, we will test whether exposure to the intervention stimuli affected consumer values and motivations directly. We expect participants in the self-transcendence condition to show an increase in biospheric values and motivations at t7, while participants in the self-enhancement condition will show an increase in egoistic values and egoistic and hedonic motivations at t7. Control condition participants are not expected to show a significant change in either values or motivations during the intervention. This measurement will serve as a manipulation-check. We will also explore whether the manipulation persists at tend, one month following the intervention.




ANTICIPATED RESULTS

We expect this project to provide insight into the effectiveness of user-generated content in reducing excessive consumption. We hope the project will shed light on specific aspects of user-generated content that help reduce excessive consumption and increase well-being. We predict to find data supporting our hypotheses and we therefore anticipate reduced excessive consumption within the intervention groups, as well as increased life-satisfaction.

Nevertheless, this research project entails some methodological challenges. One project challenge is the limited intervention time. A one-week intervention may not be sufficient time to produce significant impact on consumer intent and behavior. However, we chose this short time-period to minimize respondent's time-burden; prolonged intervention periods could increase potential issues in participant commitment and dropout rates.

Additionally, our choice of a control group is limiting. Control groups in intervention studies could be designed in several ways, and they should provide a comparison measurement to that of the intervention. Our findings will be limited in that they do not control for other, non-video interventions, such as written-text or monetary-incentive interventions. By pinging participants daily, and asking them to answer a mood scale, our outlined control condition does control for a placebo effect and a priming effect. Since our research question is inspired by a phenomenon currently occurring in the field (i.e., YouTube Minimalism videos) our control condition allows us to test whether these videos are more beneficial for consumers than having no engagement in a consumption-reduction intervention. Thus, the control condition chosen for this study is not optimal, but it does produce the highest ecological validity. If feasible, both monetarily and logistically, we recommend authors utilizing this protocol include additional control conditions to their design.

Due to the exploratory nature of the study, it is possible, that neither intervention significantly impacts buying intent, behavior, affective state, or life satisfaction. Nevertheless, null results will be highly informative. As evident in the number of Minimalism videos on YouTube, and number of subscribers to this content, it would be expected that this user-generated content is effective in promoting voluntary simplicity. If the outlined study finds that even in controlled settings there is no support for a significant influence of this content on behavior, our results could improve the public's understanding of user-generated content. The results—whether supporting the hypothesis or not—will raise further scientific questions and influence our handling of user-generated content.

In sum, the proposed project aims to contribute to the limited literature on voluntary simplicity and the use of user-generated content in consumer interventions. Specifically, this study might add a literary contribution to consumer values and sustainable behavior, specifically by examining its applicability in promoting voluntary simplicity and reducing excessive consumption through media primed with self-transcendence or self-enhancement messages. Applied implications of the proposed study will be directed to social marketers, social media experts, and proponents of voluntary simplicity.
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FOOTNOTES

1See for example; https://www.youtube.com/watch?v=AhJc8wtQbxQ (YouTube-video), https://www.reddit.com/r/minimalism/comments/53l2m3/extreme_minimalists_post_your_storystuff_here/ (online forum), http://time.com/3738202/minimalism-clutter-too-much-stuff/ (news article), http://www.theminimalists.com/minimalism/ (website), http://minimalismfilm.com/ (documentary).

2Addiction Resources: http://www.nhs.uk/Livewell/addiction/Pages/addictionwhatisit.aspx
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The social context is an important factor underlying unhealthy eating behavior and the development of inappropriate weight gain. Evidence is accumulating that powerful social influences can also be used as a tool to impact people’s eating behavior in a positive manner. Social norm-based messages have potential to steer people in making healthier food choices. The research field on nutritional social norms is still emerging and more research is needed to gain insights into why some people adhere to social norms whereas others do not. There are indications stemming from empirical studies on social eating behavior that this may be due to ingratiation purposes and uncertainty reduction. That is, people match their eating behavior to that of the norm set by their eating companion(s) in order to blend in and be part of the group. In this project, we explore nutritional social norms among pregnant women. This population is particularly interesting because they are often subject to unsolicited advice and experience social pressure from their environment. In addition, their pregnancy affects their body composition, eating pattern, and psychosocial status. Pregnancy provides an important window of opportunity to impact health of pregnant women and their child. Nevertheless, the field of nutritional social norms among pregnant women is understudied and more knowledge is needed on whether pregnant women use guidelines from their social environment for their own eating behavior. In this project we aim to fill this research gap by means of an exploratory survey (Study 1) assessing information about social expectations, (mis)perceived social norms and the role of different reference groups such as other pregnant women, family, and friends. In addition, we conduct an online experiment (Study 2) testing to what extent pregnant women are susceptible to social norm-based messages compared to non-pregnant women. Moreover, possible moderators are explored which might impact women’s susceptibility to social norms as well as cultural aspects that co-determine which social norms and guidelines exist. The project’s findings could help design effective intervention messages in promoting healthy eating behavior specifically targeted to European pregnant women.

Keywords: social norms, descriptive and injunctive messages, pregnant women, social norm messages, snacking behavior, sugar-sweetened beverages, behavioral nutrition


INTRODUCTION

There is substantial literature examining the general impact of the social environment on behavior (Cialdini et al., 1991), and evidence is accumulating that social influences on eating behavior are powerful as well (Christakis and Fowler, 2007; Salvy et al., 2012; Cruwys et al., 2015). Several methodological approaches have been used to investigate social influence on eating. Besides correlational studies, observational social eating studies have shown that people conform their eating behavior to social norms set by others, and that people converge upon an eating norm when eating together. For example, people who ate with a ‘confederate’ instructed to eat a certain type or amount of food were found to imitate or adjust their food choices and intake to that of their instructed eating companion (Salvy et al., 2012; Cruwys et al., 2015; Higgs, 2015). To date, the social context is increasingly recognized as an important factor underlying the development of inappropriate weight gain (Christakis and Fowler, 2007). Even though it is completely normal to gain weight for pregnant women, up to 40% gains more weight than recommended by health guidelines while this can have lifelong detrimental effects on both mother and child (Thangaratinam and Jolly, 2010). Surprisingly, the field of nutritional social norms among pregnant women is understudied (Gardner et al., 2012; Hutchinson et al., 2017). This population is of interest in particular, because pregnancy is a crucial period in life at which women may be more or less susceptible to social norms and dietary change than usual (Campbell et al., 2011). That is, pregnant women often experience that they receive unsolicited advice from everyone who knows or sees they are pregnant, and they have to deal with many implicit as well as explicit rules they are subject to by their pregnancy (Root and Browner, 2001; Graham et al., 2013). Moreover, they may feel ‘allowed’ to consume more unhealthy foods as their body composition changes and weight gain is more socially acceptable, despite being aware that their unborn child benefits from healthy eating (Campbell et al., 2011). Thus, pregnancy can provide women a reason or an excuse to change their diets for better or worse. The overarching goal of this project is to gain more insight into whether and how social norms play a role in pregnant women’s eating behavior.

To our knowledge, literature is limited to few correlational studies examining social norms among pregnant women. Health norms during pregnancy in general were brought to attention in the 1970s in a study on smoking, drinking, eating, and physical activity (Barić and MacArthur, 1977). However, only two recent studies have further investigated the influence of the social environment on dietary intentions and self-reported food intake (Gardner et al., 2012; Hutchinson et al., 2017). A study by Gardner et al. (2012) investigated whether subjective norms (i.e., anticipated social approval from the social environment to eat healthy) predicted healthy eating intentions among pregnant women in the United Kingdom. They found positive correlations between approval of eating behavior and family and health care expectations, although there was no direct association between social approval and healthy eating intentions. In a similar manner, a study by Hutchinson et al. (2017) among Australian pregnant women found that endorsement of healthy eating by others was unrelated to dietary intake. The authors speculated that pregnant women may differ from the general population in terms of susceptibility to social influences, because they are more concerned with changing their entire health behavior (e.g., alcohol consumption and smoking) for the benefit of their baby’s health regardless of others’ views. Additionally, they noted that more knowledge is needed on whether social influence depends on which reference group conveys the norm (e.g., partner, mother, family, pregnant, and non-pregnant friends) as well as whether conveyed norms need to be related to pregnancy. Importantly, both studies concluded that further research is warranted to fully understand the influence of social norms on pregnant women’s eating behavior given that food intake usually takes place in social contexts (Gardner et al., 2012; Hutchinson et al., 2017).

To sum up, social norms may determine to a large extent what ‘normal’ as well as ‘acceptable’ eating behavior is for pregnant women. In this project, we examine the influence of social norms on pregnant women’s eating behavior in a systematic approach. First, we aim to generate and refine hypotheses to give direction to future research (Study 1). Based on previous literature, nutritional social norms, and possible moderators are explored by means of an online survey. We then investigate pregnant women’s susceptibility to social norm-based messages in a commonly used experimental research design (Study 2), based on existing literature and the determinants that emerge from Study 1.

Theoretical Framework Study 1: Exploring Pregnant Women’s Susceptibility to Social Eating Behavior

Social Norm Perceptions

The first aim of Study 1 is to examine the perception of social norms among pregnant women. Perceptions and beliefs about the ‘normal’ eating behavior of others influence people’s own behavior. For example, a person’s perception about what influential others or the majority of peers do (i.e., perceived descriptive peer norm) may be an important factor in determining what people choose to eat and drink. Nonetheless, perceived peer norms do not always match the actual norm, which can lead to a ‘false consensus’ effect. That is, people direct their behavior to a false and misperceived norm. Ample studies in normative misperceptions have shown that people often overestimate the unhealthy behaviors peers do (e.g., alcohol, tobacco and substance use, and risky sexual behavior) (Haug et al., 2011; Bertholet et al., 2013; Lewis et al., 2014) whereas healthy behaviors tend to be underestimated (e.g., condom use and seat belt use) (Lewis et al., 2014; Litt et al., 2014). Likewise, studies on consumption behavior have found that people overestimated peers’ unhealthy food and drink intake but underestimated their fruit and vegetable consumption (Lally et al., 2011). As directing one’s behavior toward a false norm can be harmful and requires correction, gaining insight into misperceived norms is an important topic of investigation. We expect to find similar tendencies among pregnant women and therefore (H1) hypothesize that pregnant women tend to overestimate unhealthy consumption while underestimating healthy consumption norms.

Susceptibility to Social Norms

The second aim of Study 1 is to explore factors that may influence how susceptible pregnant women are to social norms. An important topic of investigation is which reference group women refer to concerning their own eating behavior since the beginning of their pregnancy. It has been shown that perceived shared group membership (i.e., others being similar to the self) plays a role in the degree to which people conform their behavior to others (Pachucki et al., 2011; Robinson et al., 2014b). For example, researchers have found that when an out-group member (dissimilar to the self) provides a healthy eating norm, reactance is triggered by which people eat more unhealthily and vice versa (Oyserman et al., 2007; Berger and Rand, 2008; Stok et al., 2012). More knowledge is needed on whether (and when) pregnant women regard other pregnant women, or their family and friends as their in-group. One could argue that exposure to pregnancy-related norms occurs only during 9 months, which is a relatively brief period compared to general normative influences that are accumulated over a lifetime (Hutchinson et al., 2017). Therefore, Study 1 explores which reference group affects pregnant women’s eating behavior (e.g., when sharing a meal with non-pregnant others) utilizing a primarily qualitative approach. It also addresses whether similarity feelings depend on the duration and visibility of pregnancy which can make women feel more or less similar to particular reference groups.

In addition to insights on shared group membership, research has shown that conforming to social norms depends on the social bond between people and that this seems to be motivated by the desire to affiliate and reduce uncertainty (Cruwys et al., 2015). For example, a cold and distant social interaction during dinner led women to direct their eating behavior more toward that of a cold acting eating companion than when the social interaction was warm and friendly, which is believed to reflect an ingratiation attempt (Hermans et al., 2009). Other studies have focused on the role of empathy, self-esteem, body-esteem, and sociotrophy to scrutinize which underlying mechanisms are at play in social modeling behavior (Robinson et al., 2011; Exline et al., 2012; Hirata et al., 2015). For example, in an experimental study asking female dyads to complete a problem solving task together while having access to food, the degree of matching food intake was associated with their empathy and self-esteem (Robinson et al., 2011). That is, women with lower self-esteem were found to match their intake more than those with higher self-esteem. In a study of Exline et al. (2012), sociotropy predicted people’s attempts to match their companion’s eating with their own to make their companion feel comfortable. In addition, it predicted more personal distress related to social pressure by eating more. Although findings are mixed, the general pattern indicated that people tend to conform their consumption behavior more when they feel uncertain, want to please others or fear to be socially excluded (Cruwys et al., 2015).

With regard to pregnant women, research has shown that they are confronted with changes in their psychosocial status (e.g., anxiety, stress, depression, and self-esteem) (Hickey et al., 1995) that can affect their well-being and weight gain during pregnancy (DiPietro et al., 2003). Based on social eating literature (Cruwys et al., 2015), it is plausible that these factors also play a role in pregnant women’s reactions to social normative information. For example, research has shown that self-esteem plays a role in the perception and need of feeling socially accepted (Baumeister and Leary, 1995). That is, people with higher self-esteem tend to worry less about how they are seen by others and conform less to other’s behavior (Leary and Baumeister, 2000). Interestingly, pregnancy can be seen as a time when being large is socially acceptable (Campbell et al., 2011) and therefore can give a sense of confidence. In addition, it has been suggested that pregnant women who are preoccupied with the health of their child may feel less uncertain because they are more likely to strictly follow dietary guidelines (Hutchinson et al., 2017). In turn, this might make them less susceptible for specific food norms from their social environment (Hutchinson et al., 2017). In contrast, pregnant women were also found to experience less self-confidence because they feel less physically attractive, subject to public’s opinions and limited in their activities (Campbell et al., 2011; Graham et al., 2013). Given that this project is the first that investigates underlying mechanisms of social norm influences among pregnant women, we explore whether and how factors linked to ingratiation and uncertainty reduction (e.g., self-esteem, need to belong and perceived social support or sabotage) play a role in social eating behavior among pregnant women. We (H2) postulate that factors related to affiliation purposes and uncertainty reduction also affect the susceptibility to social norms in pregnant women.

Further, and although not linked directly to social eating behavior, studies have found other factors influencing pregnant women’s health behaviors in general such as mindful eating, anxiety, self-regulation, and impulsivity (Rofé et al., 1993; Hickey et al., 1995; Hutchinson et al., 2017). These factors may moderate the degree of pregnant women’s responsiveness to social norms. For example, their self-control may be increased when they are determined to eat healthy for the benefit of their baby resulting in disregard for influences from their social environment. Given that more knowledge is necessary on whether psychological determinants affect pregnant women’s susceptibility to social influences, we also explore the role of above mentioned psychological factors outside the ingratiation theme in a qualitative manner.

In conclusion, a deeper understanding of social, personal, and psychological factors underlying pregnant woman’s eating behavior is needed. By means of an exploratory survey, Study 1 assesses information about (mis)perceived social norms and social expectations, and the role of different reference groups such as other pregnant women, family, and friends (Campbell et al., 2011). Moreover, we aim to identify underlying mechanisms (e.g., misperceived expectations or sensitivity to social sanctions) that might explain their behavior and whether health considerations may decrease social susceptibility (Hutchinson et al., 2017).

Theoretical Framework Study 2: Experimental Study of Social Norm-Based Messages on Food Choice

Social Norm-Based Messages

Next to the empirical social eating literature (Cruwys et al., 2015), people have been found to adhere to norms in situations where individuals were merely exposed to written information about what other people did. Typical experimental studies on written norms expose people to information about people’s eating behavior and through social norm messages (e.g., by exposure to a poster message in an evaluation task or to information about what prior participants had eating during a task or test) (Robinson et al., 2013, 2014b; Stok et al., 2014). Social norm-based messages have succeeded in changing intentions and behaviors unrelated to health (e.g., pro-environmental behavior) (Goldstein et al., 2008; van der Linden, 2015), but evidence is accumulating that it could be applied in the eating domain as well (Stok et al., 2012; Robinson et al., 2014b; Higgs, 2015; Robinson, 2015). In general, norm-based messages suggesting that others ate large portions of food were associated with increased food intake, and vice versa. In addition, information about food choice norms was found to influence the consumption of unhealthy snack food as well as healthy snacks such as fruit and vegetables (Robinson et al., 2014b; Robinson, 2015). These findings suggest that so-called ‘social norm-based’ messages have potential to steer people in making healthy food choices.

Research on social norm-based messages related to eating behavior has focused mainly on two types of messages, namely descriptive and injunctive messages (Burger et al., 2010; Mollen et al., 2013; Robinson et al., 2013, 2014b; Stok et al., 2014; Robinson, 2015). Descriptive messages provide general information and describe what is the ‘normal’ consumption of (the majority of) others, whereas injunctive messages proscribe what is socially approved off and is found to be the ‘appropriate’ consumption according to others (i.e., how others want you to behave). There is a limited number of studies testing both descriptive and injunctive norm-based messages (versus a health message or no-message control condition). These studies have shown mixed findings. For example, a correlational study on fruit intake found that compared to a control group, individuals reported having taken more fruits after being exposed to a descriptive norm but not to an injunctive norm message (Stok et al., 2014). Another study testing a healthy descriptive and injunctive norm and an unhealthy descriptive norm also found that compared to a control group, a healthy descriptive message led to more healthy choices whereas a healthy injunctive norm did not (Mollen et al., 2013). None of the norm messages affected unhealthy food choices in this study (Mollen et al., 2013), whereas another study testing a descriptive norm on junk food intake found opposite results (Robinson et al., 2013). A descriptive norm message reduced junk food intake compared to a control message; however, it did not reduce intake any more than a health message (Robinson et al., 2013). A study that compared a descriptive healthy norm with a healthy message did find a significant effect for the norm over a health message (Robinson et al., 2014a). Overall, descriptive norm messages seemed to have the biggest impact on healthy food intake (Burger et al., 2010; Mollen et al., 2013; Robinson et al., 2013; Stok et al., 2014). As an explanation, it has been argued that a descriptive type of message does not threaten people’s sense of freedom compared to an injunctive norm (Stok et al., 2014). That is, telling people explicitly that they should (not) do something (i.e., injunctive norm), may lead to a dismissal of the message or might even provoke an opposite response (‘boomerang effect’ or ‘reactance’) (Knowles and Linn, 2004; Brehm and Brehm, 2013). Remarkably, none of the norm-based message studies have investigated whether psychosocial determinants influence people’s susceptibility.

Study 2 advances knowledge in the emerging field of research on social norm-based messages on eating behavior by focusing on two parts. In part A, we investigate general differences between pregnant and non-pregnant women after exposure to norm-based messages. We (H3) speculate that a descriptive norm message has a positive effect on pregnant as well as non-pregnant women’s healthy food choice compared to a control condition. Given that pregnant women are subject to unsolicited advice, rules and regulations from society (Root and Browner, 2001), we (H4) hypothesize that exposure to an injunctive norm-based message causes a reactance effect on food choice (meaning that women will choose more unhealthy foods) compared to a descriptive norm message and a control condition. We expect this effect to be stronger for pregnant than non-pregnant women. Part B explores moderating variables of social norm-based messages on food choice in the pregnant and non-pregnant women samples separately, based on the outcomes of Study 1 and social eating literature. Similar to Study 1, we explore which factors play a role in the susceptibility to social norms.

Societal Relevance

Lifestyle and dietary habits of pregnant women have lifelong effects on themselves and their child’s weight and health (Birdsall et al., 2009). Interventions and educational activities generally aim to inform pregnant women about the harm of smoking, alcohol consumption, and drug use (Johnson et al., 1987; Lumley et al., 2009; Stade et al., 2009; Nilsen, 2010). Regarding nutrition, most advice is focused on preventing women from suffering deficiencies in micronutrient requirements (e.g., vitamins and folic acid) or eating high risk foods (e.g., unpasteurized milk and soft cheese or raw fish and meat) causing listerial infection or toxoplasmosis that can affect fetal and child development (Ray and Laskin, 1999; Willers et al., 2007; Guelinckx et al., 2008; Janakiraman, 2008; Paquet et al., 2013). An important topic that has received less attention but could nonetheless be fruitful in terms of intervention is the prevention of excess weight gain during pregnancy (Cogswell et al., 1999; Strychar et al., 2000). It is increasingly recognized that inappropriate weight gain during pregnancy has persisting effects on child adiposity, cognitive development, blood pressure, and atopic disease as well as post-partum weight retention among mothers (Birdsall et al., 2009; Graham et al., 2013). Despite the short and long term neonatal and maternal benefits of an appropriate diet during pregnancy, 20–40% of pregnant woman in Europe gain more weight than recommended by health guidelines (Thangaratinam and Jolly, 2010). As explained above, social norms can motivate and direct a person’s behavior, because they are linked to social sanctions and rewards for (non)conformity, and social expectations. It is suggested that when one wants to influence behavior permanently, social norms need to be changed first (Barić and MacArthur, 1977). This project is the first to investigate whether social norms can be used as an effective method to impact dietary intake of pregnant women for the benefit of both mother and child.



STUDY 1 – ONLINE SURVEY: EXPLORING PREGNANT WOMEN’S SUSCEPTIBILITY TO SOCIAL EATING BEHAVIOR

Stepwise Procedures

Translation of Materials

For Study 1 (and 2) the authors translate all materials from English to their countries’ official language (i.e., forward translation). An English native speaker with a proficiency level in the target language translates the survey from the target language to English (i.e., back translation). The translations are reviewed and compared, discussing disagreements until consensus is reached. In both studies, pilot tests are conducted to receive feedback regarding the clarity and length of the materials and the presentation of the questionnaire measurements.

Design and Participants

The general aim of Study 1 is to explore (mis)perceived social norms and expectations of different reference groups together with potential underlying mechanisms that influence pregnant women’s (un)healthy snacking and drinking behavior. We use an exploratory mixed method approach (i.e., qualitative as well as quantitative) to collect information via an anonymous online survey with open-ended and closed questions. Results will be used to extract moderator variables for Study 2.

The study will take place between March and May 2018. Women between 18 and 40 years old with uncomplicated singleton pregnancies are eligible to participate in the study. Given that the study aim is primarily exploratory, a conservative a priori power analysis (G∗Power 3.1.9.2) for the regression analysis was performed accounting for seven predictors and a moderate effect size (two-tailed, f2 = 0.01; power 0.95, α = 0.05). This resulted in a total sample size of at least N = 132 participants. Taken into account an attrition rate of 15–20%, we aim to recruit at least 25 participants per country.

Participants are recruited by a purposive sampling method in six European countries (i.e., Netherlands, Germany, United Kingdom, Spain, Austria, and Cyprus/Greece) (Etikan et al., 2016). Advertisements are placed at typical locations where pregnant women come (e.g., midwife practices, medical offices, pregnancy yoga, or swimming classes) and on online platforms (e.g., at parenting and pregnancy forum, specific Facebook groups, and online newsletters). The advertisements fully explain the aim of the study and invite pregnant women to participate in the online study. Before starting the questionnaire, they can read additional information about the study aim, procedure, and context to ensure transparency and allow for proper consideration of participation. The participants are also informed about the anonymity and confidentiality of their answers and the right to withdraw from the study at any stage.

Materials and Equipment

Measures

Participants fill out open and closed-ended online questionnaires using online survey software (Qualtrics), covering demographic and pregnancy-related information, social norms, snacking and drinking behavior and psychological factors. All survey measurements are existing validated questionnaires, translated into the appropriate language. Some questionnaire items are tailored to identify specific behaviors among pregnant women. All measurements are described in detail in the following paragraphs.

Demographics

Self-reported demographics are assessed by asking for participant’s age, gender, nationality, height and weight before pregnancy, weight gain, level of education and socio-economic status. To ensure that cultural differences in the study are accurate, participants are asked since when they have lived in their current place of residence. Participant’s Body Mass Index (BMI) before pregnancy will be calculated using the standard formula weight [kg]/height2 [m].

Pregnancy related measurements

Pregnancy related items that potentially affect women’s diet or susceptibility to social norms are assessed, such as duration of pregnancy, singleton or twin pregnancy, parity and experience with miscarriages. In addition, pregnancy ailments are administered on a six-point scale ranging from ‘Never’ (1) – ‘Always’ (6), such as nausea, stomach acid, loss or increase of appetite, constipation, tiredness, etc. (Hutchinson et al., 2017).

Eating behavior

Although pregnancy can have influence on a women’s entire diet, this project focuses on snack consumption and beverage intake, specifically. An increased consumption of palatable high-sugary and -fat snack foods (e.g., cakes, biscuits, and crisps) and sugar-sweetened beverages (SSB’s) has been found to contribute to inappropriate weight gain (Olafsdottir et al., 2005; Crozier et al., 2009; Graham et al., 2013). Meeting recommendations related to sugar intake during pregnancy reduces complications and supports appropriate weight gain, optimal fetal growth, and childhood development resulting in an improved health for both mother and her newborn (Birdsall et al., 2009).

Self-reported fruit consumption. It is assessed by asking participants to report their fruit consumption of the past 2 days. A list of 26 commonly consumed fruits (for every country involved) is provided. Participants indicate the type and amount of fruit they had consumed (in handfuls for small fruits such as raspberries and in pieces for larger fruits such as apples). In addition, three ‘other’ options are provided enabling participants to add fruits to the list. In line with previous research, consumption is calculated by computing the total amount of portions of fruit consumed (Verkooijen et al., 2015). For example, two or three pieces of smaller fruits (e.g., prunes) equal one portion normal-sized fruits (e.g., apple) whereas parts of large fruits (e.g., melon) count as one portion. Average daily consumption is calculated by dividing the number by 2 days.

Self-reported snack consumption. Similar to the fruit assessment procedure, a list with 13 unhealthy snacks is presented including small or large cookies, sweets, chocolates, warm snacks, etc. The total number of unhealthy snacks will be calculated in the same way as fruit consumption and divided by 2 days (Verkooijen et al., 2015).

Beverage consumption. Beverages are assessed by asking the number of glasses (equaling cans, bottles, and packages of 220 ml) participants drank during the past 2 days. Administered drinks are (sparkling) water, dairy products, sugar-sweetened soft drinks, artificially sweetened (i.e., diet) soft drinks, fruit-flavored drinks (i.e., lemonade), fruit juice, energy drinks and (sweetened) tea and coffee. Response categories range from ‘zero glasses per day’ (0) to ‘five glasses per day’ (5) (Smit et al., 2016). Drinks are classified as sugar-sweetened and energy-dense ‘unhealthy’ or low sugary and low-energy dense ‘healthy’ (Briefel et al., 2009).

Normative information and influence of the social environment

To develop and refine hypotheses for future studies, participants’ social norm expectations and (mis)perceptions as well as the role of different reference groups such as other pregnant women, family, and friends that convey the social norms are explored. In addition, the impact of the social environment is assessed by asking about the women’s social surroundings.

Actual norms. The actual norms are calculated by the daily average number of servings of fruits and snacks, and glasses of healthy and unhealthy beverages consumed.

Identification with norm referent group. To assess influential individuals in pregnant women’s social surrounding, participants rate the extent to which they identify with different reference groups such as family, partner, and friends (Stok et al., 2012) (e.g., I feel a strong connection to other pregnant women), on a six-point scale ranging from ‘not at all’ (1) to ‘very much’ (6).

Perceived descriptive norms. Participants are asked to estimate how many servings of fruit, snacks and glasses of SSB’s they think other pregnant women generally eat and drink per day. Additionally, the same question is asked for the reference group they indicate to be most important (e.g., family, partner, or friends).

Misperceived norms. Misperceived norms are calculated by subtracting the actual mean number of fruits, snacks, and drinks from the perceived actual mean number (for pregnant and other reference group, separately). A lower score indicates that participants underestimated their consumption, a higher score indicates an overestimation of the norm respectively.

Perceived injunctive norms. Injunctive norms are operationalized by calculating how many servings of fruit, snacks, and drinks participants think other pregnant and non-pregnant women approve of and think they should consume. The same question is asked for the reference group they indicate to be most important.

Social expectations. In addition to the perceived injunctive norm, participants are asked whether they think that it is generally expected by other pregnant women that a pregnant woman should modify her diet (Barić and MacArthur, 1977). This is also assessed for their most important reference group.

Social support and sabotage. Social support from friends and family for eating healthy is measured by selected items of the Friend and Family Support for Healthy Eating Habits scale (Sallis et al., 1987). Participants are asked ‘How often…’ they feel that friends or family support or sabotage their healthy eating by answering options on a six-point scale ranging from ‘Never’ (1) – ‘Always’ (6). Example questions are ‘…does your family encourage you to eat healthy foods?’ and ‘… do friends eat unhealthy foods in front of you?’ Participants are given examples of healthy (e.g., low-fat and low-sugar foods illustrated with example products) and unhealthy foods before starting the questionnaire. Originally, the scale contains items about low-fat and low-sugar foods separately, but we combined them into one ‘unhealthy’ item to simplify the question and shorten the list of items.

Ingratiation and uncertainty reduction

The extent to which pregnant women are susceptible to social normative influences may be determined by factors related to ingratiation purposes and uncertainty reduction (Cruwys et al., 2015). The following measures are assessed to explore whether these factors play a role among pregnant women as well.

Self-esteem. Social and appearance self-esteem is measured by two subscales of the State Self-Esteem Scale (SSES) (Heatherton and Polivy, 1991). The SSES is a 20-item questionnaire measuring both positive and negative thoughts about oneself related to social and appearance self-esteem. Items are framed as ‘How often…’ participants feel worthy or not about themselves [e.g., ‘How often are you feeling unattractive?’ (appearance) or ‘…are you concerned about the impression that you make?’ (social)] with answering categories ranging from ‘Never’ (1) to ‘Always’ (6).

Fear of negative evaluation. The fear and distress of being evaluated unfavorably by others in a social situation is measured by the 12-item Brief Fear of Negative Evaluation Scale (BFNE) (Leary, 1983). Items are prefaced with ‘How often…’ participants feel distress or social anxiety with answering categories ranging from ‘Never’ (1) to ‘Always’ (6) (e.g., ‘How often are you afraid of other people noticing your shortcomings?’ or ‘…do you worry that you will say or do the wrong things?’).

Health benefits. Pregnant women’s susceptibility to social norms may be influenced by how preoccupied women are with their own and their baby’s health (Hutchinson et al., 2017). The Nutrition Benefit scale is adapted from previous research (Tiedje et al., 1992) and participants rate how strongly they agree with statement such as ‘If I don’t eat healthy, there could be something wrong with my baby’ and ‘Good nutrition during pregnancy will prevent me from gaining a lot of weight’ on a six-point scale ranging from ‘Not at all’ (1) to ‘Very much’ (6). In addition, we use the Figure Rating Scale which depicts nine silhouettes of female adult body figures ranging from very thin (1) to obese (9) (Stunkard et al., 1983). Participants indicate their figure before pregnancy and their desired figure 6 months after pregnancy. The difference score between the desired and actual figure provides an indication of women’s preoccupation about their weight and appearance.

Social desirability bias

Although this research is related to social desirable behavior, we also want to take a possible social desirability bias into account. This refers to the tendency of participants to answer in a particular way that will be viewed favorably by others. Therefore, the short Marlowe-Crowne-Social Desirability Scale (SDS) is used to measure socially desirable responses (Reynolds, 1982; Loo and Thorpe, 2000). It consists of 10 items prefaced by ‘How often…’ (e.g., ‘…do you like to gossip?’ and ‘…are you willing to admit it when you make a mistake?’) with answering categories ranging from ‘Never’ (1) – ‘Always’ (6). The SDS can detect a form of over-reporting ‘good behavior’ or under-reporting ‘bad’ or undesirable behavior.

Open-ended survey items

To collect more in-depth information about social normative behavior and pregnant women’s susceptibility to social norms, open-ended questions are administered throughout the survey (Root and Browner, 2001). Apart from filling in demographic and pregnancy related information, women are asked whether, how and why pregnancy changed their life in general and in relation to their diet, specifically. In addition, we explore which people (i.e., reference group) may have an important influence on pregnant women’s diet and choices (e.g., ‘Who in addition to your physician or nurse do you turn to for information or advice during your pregnancy?’). Next, other factors that have been raised by scarce literature on pregnant women’s health behaviors are presented (i.e., mindful eating, anxiety, self-control, and impulsivity) (Rofé et al., 1993; Springer et al., 1994; Hickey et al., 1995; Hutchinson et al., 2017). Participants are asked to elaborate on whether and why (not) they think that they influence their own susceptibility to social norms. The factors are clarified before they are presented to the participants. Finally, the participants are invited to think of additional factors concerning the role of social norms and susceptibility on their eating behavior.

Proposed Analysis and Anticipated Results

Aim of the analyses are generating insights into (mis)perceived social norms, reference groups and underlying mechanisms of susceptibility to social norms among pregnant women. Results from these exploratory analyses serve to define and test specific hypotheses for Study 2 in an experimental setting.

The methodological principles of the qualitative data part are based on the grounded theory approach, which is a systematic procedure for building new theory (Corbin and Strauss, 2008). Qualitative data stems from responses to the open-ended survey items. The responses are coded by multiple researchers (i.e., the authors) to minimize coding bias and increase reliability of the coding procedure. Through the coding process, researchers create meaningful labels for participants answers. The procedure allows to make sense of data in a flexible and iterative process in which the analysis procedure goes back and forth until no new coding categories occur and ‘theoretical saturation’ is reached. English transcriptions are analyzed using thematic content analyses (Braun and Clarke, 2006). Data are analyzed (MAXQDA software package) conducting (1) open coding followed by (2) axial coding (i.e., making salient and subcategories) and (3) selective coding (i.e., integrating categories into theoretical concepts) (Corbin and Strauss, 2008; Boeije, 2010). All core categories and identified relationships are documented in a coding dictionary. (1) After familiarizing with the data, the coders generate initial codes and place them into top-level ‘labels’ or ‘themes’ (e.g., home environment, psychosocial factors). Coders compare their individual codes and discuss them until consensus is reached. (2) Axial coding is used to create main and subcategories of the codes. This is done by identifying relationships between and across the themes while examining recurring phenomena, actions, and interactions. The coders discuss their categorizations and after reaching consensus, the identified themes can be further divided into second-level categories. (3) The final step is to integrate the core categories into theory. The themes and subcategories that emerge can provide insight for future directions of research (Corbin and Strauss, 2008; Boeije, 2010). For example, they may support or counter our assumption that ingratiation plays a role in being susceptible for social influence, or point to a different factor that emerged from the open-ended items which needs to be further investigated. In addition, it is possible that pregnancy related items (e.g., the duration of pregnancy and visibility/body figure) appear to play an important role in being susceptible to social norms. The top-level categories and their determinants are also compared between countries to investigate cross-cultural differences.

For the quantitative data analyses, scale reliability and construct validity is assessed by factor analysis according to standard procedures. To test whether participants overestimate the unhealthy and underestimate the healthy consumption norm (H1), the misperceived norms are calculated by subtracting the actual mean number of fruits, snacks and drinks from the perceived actual mean number. Next to exploring whether factors play a role in the susceptibility to social norms in a qualitative manner, we will test whether norm (mis)perceptions can be predicted by factors related to uncertainty reduction or affiliation purposes (e.g., measures 5.1–5.3) using regression analyses (H2). We will only include data in the analyses from participants who completed the survey and did not withdraw their assent. Categorical variables are (dummy) coded as whole numbers. Statistical analysis is performed using SPSS Statistics 23 and R (2013). Statistical significance is considered at the p < 0.05 level.



STUDY 2 – ONLINE EXPERIMENTAL STUDY OF SOCIAL NORM-BASED MESSAGES ON FOOD CHOICE: ‘MEMORY AND PLANNING PERFORMANCE OF PREGNANT WOMEN’

Stepwise Procedures

Design and Participants

The first part of Study 2 (Part 2A) has a 2 (pregnant vs. non-pregnant women) × 3 (poster condition) between-subjects design. In a poster memory task, pregnant- and non-pregnant women are exposed to either a descriptive or an injunctive norm-based message or a message unrelated to eating or social norms (i.e., control condition). The memory task is followed by a planning task in which participants make food choices (i.e., dependent variable). Participants are assigned randomly to one of the experimental conditions. The order at which participants are exposed to the posters in the memory task is not randomized, because the first posters are used as memory practice trials. In order to avoid effects of order or sequences, the food choice pictures in the planning task are presented randomly and the snacks and drinks picture blocks are counterbalanced. Part 2B examines social normative predictors and moderating variables among pregnant and non-pregnant sample separately.

Study 2 takes place between May and September 2018 and has the same inclusion criteria as Study 1. We check whether participants participated in Study 1 and if they did, they will be excluded from Study 2 due to the fact that they are already informed about the general objective of our study. Recruitment of pregnant participants will also follow the same procedure as in Study 1, while non-pregnant females will be recruited by convenience sampling at similar locations (e.g., at yoga classes or Internet fora). Before participating in the online study, participants will provide informed consent.

Power calculations (G∗Power 3.1.9.2.) are based on the design of Study Part 2B, requiring more participants than Study Part 2A by conducting the analyses for two samples separately (i.e., pregnant and non-pregnant women). To detect a medium to large effect size using multiple linear regression (f2 = 0.15; power 0.95, p = 0.05) and estimated with seven potential predictors (e.g., hunger, liking of experiment, pregnancy duration, poster condition, self-esteem, health benefit, and fear of negative evaluation), approximately 74 participants are needed. Taking into account an attrition rate of 15–20%, this results in the recruitment of 90 pregnant and non-pregnant women (N = 180). Consequently, we aim to recruit at least 15 pregnant and 15 non-pregnant women per country.

Cover Story and Experiment

Participants are delivered a cover story to conceal the actual aim of the study. Participants are told that they are participating in a study called ‘Memory and Planning Performance of Pregnant and Non-Pregnant Women.’ The experimental study consists of three parts. After providing assent and filling in demographic information, participants complete a memory task. In the memory task participants are asked to memorize specific details of posters (e.g., pictures, colors, and text). One at a time, participants are exposed to four posters, three of which are bogus posters to conceal the actual aim of the study. The real stimulus displays a norm-based message (participants in the control group are exposed to a poster unrelated to social norms or food). After each poster, participants have to describe what they remember and answer specific questions about the poster. This procedure ensures that participants pay attention to the stimulus material and their recall of the message is used as a manipulation check.

The second part of the study is the planning task in which participants have to plan ahead their daily activities (‘Plan your day tomorrow’) by choosing pictures displaying themes such as clothing, activities and food and drinks they will wear, perform, and consume on the next day, respectively. Thereby, we aim to assess food choice after exposure to the poster message while concealing the actual aim of the study. Next, participants are asked to memorize the pictures of part one again (used as additional manipulation check). In the final part of the study, they answer a questionnaire concerning moderator variables selected from the results of Study 1, and mixed with bogus items. Participants are asked to guess the aim of the study before they are debriefed, and they will have the opportunity to withdraw before ending the study.

Materials and Equipment

Stimulus Material

During the memory task, one of the four posters displays a social-norm based message with either a descriptive or injunctive norm. The descriptive norm provides information about what the majority of others consume and the injunctive norm about what most other people think (non) pregnant women should consume. The control condition involves a message unrelated to social norms, health and food.

Measures

Food choice

The dependent variable consists of the participants’ selected food choice items and quantity. During the planning task, a combination of 32 pictures of healthy (e.g., apples, snack tomatoes, and dried fruit) and unhealthy snacks (e.g., cookies, sausages, and savory pastry) in small or large portions are shown. Likewise, there is a combination of 20 pictures of healthy (e.g., water and tea) and unhealthy (e.g., energy drink and chocolate milk) drinks, presented in 1 or 3 glasses. Food choice is calculated using kilocalories (kcal) for unhealthy and healthy foods and drinks separately.

Demographics, Pregnancy Related, and Moderator Variables

Administered demographic and pregnancy related measures follow the procedure described for Study 1. Moderator variables are selected based on the outcomes of Study 1 (as presented in the Method section of Study 1).

Manipulation Check

Recall, perception and credibility of normative and non-normative information are assessed in the experimental and control conditions (Stok et al., 2012). Recall of the message is assessed by checking whether participants memorized the norm message. Perception of the norm is checked by asking whether they thought that the percentage of other people referred to in the poster was low or high, and credibility of the normative statement is assessed by asking whether they found the norm to be credible [answering on a six-point scale ranging from ‘Not at all’ (1) to ‘Very much’ (6)]. In addition, the software program Qualtrics measures how long participants watched the posters (in seconds) to check whether participants actually paid attention to the poster.

Control Variables

Control variables that have been shown to affect food choice or the social norm manipulation are assessed, such as hunger, time of day, liking of the poster, etc. (Bevelander et al., 2012). These are measured at the end of the experiment to conceal the real aim of the study. Participants’ subjective hunger state and liking of the poster are assessed by a slider on a Visual Analog Scale (VAS) ranging from 0 to 100 (e.g., ‘Not hungry at all’ to ‘Very hungry’). It is also registered when participants engage in the experiment, because time of the day can affect participants’ food choice (i.e., afternoons are more commonly snack times than mornings) (Cross et al., 1994).

Proposed Analysis and Anticipated Results

Data is screened to identify and remove outlying values as well as participants that terminated their participation early or who guessed the study’s aim. Scale reliability and construct validity is assessed by factor analysis according to standard procedures. Randomization checks are performed testing for differences between the poster conditions on demographic variables and potential control variables (e.g., age and hunger) by use of one-factor analysis of variance (ANOVA). Randomization is successful when there are no significant differences between conditions. In case there is a significant difference, the variable is added as a control variable in the main analyses. In a similar manner, manipulation checks are performed to check whether all participants were exposed to the poster and the cover story was delivered successfully. Participants who do not recall the poster message are excluded from the analysis. If there is a difference between poster conditions on credibility, this variable is added as a control variable in the main analysis. Next, Spearman’s rank and Pearson’s correlations are calculated for the demographic variables, control variables and the outcome measures (un)healthy food choice (in kcal) to determine which variables have to be included in the main model as covariates.

For Study Part 2A, multivariate analysis of (co)variance (MAN(C)OVA) is performed by testing a main effect of poster conditions on food choice and an interaction with pregnant and non-pregnant women. Pairwise comparisons are carried out with Bonferroni correction to determine significant differences between the experimental conditions. These analyses provide more insights into our hypotheses (H3&H4) that pregnant women exposed to an injunctive norm-based message would have a higher unhealthy intake than pregnant women exposed to a descriptive norm or control condition, and that this effect is stronger in non-pregnant women. We also expect that a descriptive norm message has a greater effect on both pregnant and non-pregnant women’s consumption behavior compared to a control condition. The analyses of Study Part 2B further scrutinize the moderating role of determinants relating to affiliation purposes and uncertainty reduction within the pregnant and non-pregnant sample separately. No hypotheses are formed because this is the first study that explores the role of these potential moderating factors. Statistical analysis is performed using SPSS Statistics 23 with a significance level of p < 0.05.



LIMITATIONS

Exploratory studies go along with a number of limitations. First, the online studies use non-probability sampling methods (i.e., purposive as well as convenience sampling), possibly resulting in a sampling bias (Etikan et al., 2016). For example, by an over-representation of pregnant women who are concerned about their own and child’s health (i.e., women who participate in yoga lessons or search for information on online parenting forums) or an under-presentation of women who are digital illiterate or live in a remote area without appropriate Internet access. To strive for a heterogeneous and representative sample of pregnant women, the studies will be advertised at locations where pregnant women go (e.g., midwives or medical offices and diverse Internet fora). Further, this project is exploratory and the goal is to generate and refine hypotheses which will be particularly valuable for the directions of future research. Second, this project administered self-reported recall and predictions of food intake and choice only. Future research would profit a great deal from including real eating behavior using, for example, daily reports in a diary study or an experimental setup in a natural environment. Third, there may be socio-cultural differences between some of the European countries that affect women’s susceptibility to social norms and their eating behavior. For example, it is possible that social norms and expectations are more stringent across Southern than Northern European areas (Heinrichs et al., 2006; Gelfand et al., 2011). That is, in some countries there may be a greater focus on close family relationships and the community that could magnify the effect on normative social behavior (e.g., Spain and Cyprus) (Campos et al., 2008) whereas this may be less pronounced in other individualistic countries such as United Kingdom and Netherlands (Gelfand et al., 2011). In addition, some literature on eating patterns suggest differences across North-European, Western and Mediterranean cultures (Wolff and Wolff, 1995; Cuco et al., 2006; Northstone et al., 2008; Crozier et al., 2009) whereas other research shows that there is a progressive narrowing of differences in dietary patterns across Northern and Southern European countries (Naska et al., 2005). Therefore, we will explore whether there are socio-cultural differences between countries. If we find differences in Study 1, we take appropriate measures by, for example, dummy coding Northern and Southern European countries in our analyses. In addition, we will adjust the sample size of Study 2 to avoid the experiment from being underpowered by performing new power analyses. This will improve the generalizability of our findings across the different countries. Finally, the use of self-reported data often results in dealing with social desirable answers and participation bias. To prevent this, the aim of the study is explicitly stated and the anonymous data handling is stressed in Study 1. In addition, the cover story used in Study 2 limits social desirable answers.



CONCLUSION

This project aims to fill a research gap by broadening the existing scope of research into social norms. Combining exploratory research with research methodology used previously in social norm research among pregnant and non-pregnant populations enables comparing pregnant with non-pregnant women. This contributes to more knowledge about how women perceive guidelines from their social environment, which underlying mechanisms play a role and whether social norms can be used to stimulate healthy eating. Moreover, cultural aspects that co-determine which social norms and guidelines exist are taken into account. Social norm campaigns have shown to successfully change misperceived norms (DeJong et al., 2006; LaBrie et al., 2008) and promote healthier eating (Robinson et al., 2014a; Stok et al., 2014) by removing uncertainty about how to behave. The project’s findings will help to develop and design effective messages for interventions in promoting healthy eating behavior specifically targeted to pregnant women among different European societies.
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A growing number of parents delay vaccinations or are deciding not to vaccinate their children altogether. This increases the risk of contracting vaccine-preventable diseases and disrupting herd immunity, and also impairs the trust in the capacities of health care systems to protect people. Vaccine hesitancy is related to a range of both psychological and demographic determinants, such as attitudes toward vaccinations, social norms, and trust in science. Our aim is to understand those determinants in parents, because they are a special group in this issue—they act as proxy decision makers for their children, who are unable to decide for themselves. The fact that deciding to vaccinate is a socially forced choice that concerns a child's health makes vaccine-related decisions highly important and involving for parents. This high involvement might lead to parents overemphasizing the potential side effects that they know to be vaccine-related, and by amplifying those, parents are more focused on the potential outcomes of vaccine-related decisions, which can yield specific pattern of the outcome bias. We propose two related studies to investigate factors which promote vaccine hesitancy, protective factors that determine parental vaccination decisions, and outcome bias in parental vaccination intentions. We will explore demographic and psychological factors, and test parental involvement related to vaccine hesitancy using an online battery in a correlation panel design study. The second study is an experimental study, in which we will investigate the moderating role of parents' high involvement in the specific domain of vaccination decision making. We expect that higher involvement among parents, compared to non-parents, will shape the pattern of the proneness to outcome bias. The studies will be conducted across eight countries in Europe and Asia (Finland, Germany, Hong Kong, the Netherlands, Serbia, Slovenia, Spain, and the United Kingdom), rendering findings that will aid with understanding the underlying mechanisms of vaccine hesitancy and paving the way for developing interventions custom-made for parents.

Keywords: vaccine, involvement, vaccine hesitancy, immunization, health decisions, decision-making, parents, outcome bias


INTRODUCTION

One of the greatest public health challenges today concerns suboptimal vaccine uptake rates. In 2017, measles affected 21,315 people and caused 35 deaths, according to WHO's press release from 19 February 2018. “The surge in measles cases in 2017 included large outbreaks in 15 of the 53 countries in the (European) region. The highest numbers of affected people were reported in Romania (5,562), Italy (5,006), and Ukraine (4,767)” (World Health Organization, 2018). Greece, Germany, Serbia, the United Kingdom, Spain, Bulgaria, and France also experienced large outbreaks (World Health Organization, 2018). This is a result of suboptimal vaccine rates (World Health Organization, 2017a): in many areas, the coverage rates of common vaccines have decreased below 95% that is postulated as the minimum to herd immunity, the effective halting of the spread of measles and other vaccine-preventable diseases.

While some children cannot be vaccinated for medical reasons and in some areas vaccines are not readily available, a growing number of children are not vaccinated or are vaccinated late largely due to their parents' conscious decision (Pearce et al., 2008). The resistance to be vaccinated or to delay vaccinations despite having available vaccinating services, has been dubbed vaccine hesitancy (Luthy et al., 2009; Gowda and Dempsey, 2013; World Health Organization, 2014). Numerous interventions have been introduced to combat vaccine hesitancy, but many are lacking in success (Sadaf et al., 2013; Dubé et al., 2014; Pluviano et al., 2017). To better combat vaccine hesitancy and optimize interventions, factors associated with parents' decisions on vaccination need to be identified and investigated.

As such, vaccine hesitancy is a multi-layered phenomenon, related, amongst others, to various factors of social and psychological kind. Several studies examining various populations and different vaccines have found that vaccine hesitancy is related, amongst other, to prior beliefs about vaccinations (Smailbegovic et al., 2003; Dubé et al., 2014), perceived benefits of vaccines (Myers and Goodwin, 2011), attitudes toward vaccines (Pareek and Pattison, 2000; Mohd Azizi et al., 2017), whether the child has been previously vaccinated (Pareek and Pattison, 2000), previous experiences with vaccinations (Boes et al., 2017), socioeconomic status (Smith et al., 2004), number of children (Gust et al., 2005), and marital status (Smith et al., 2004). Despite the wide range of findings, the results of several systematic reviews suggest that there are still factors to be identified and further explored (Mills et al., 2005; Larson et al., 2014; Cobos et al., 2015).

The studies about vaccine hesitancy have often focused on parents, who are the key propagators of vaccine hesitancy and consumers of anti-vaccine influences, while the children are the key victims. For parents, vaccinating their children could mean that parents have to witness their child's discomfort and have to face potential potential side effects. At the same time, not vaccinating may lead to contracting vaccine-preventable diseases, potential prosecution in certain countries, enrolment refusal in some schools, disrupting herd immunity, etc. Parents may also face social pressure, such as pressure from health-care professionals (Evans et al., 2001), or other kinds of social pressure, e.g., to be experts on vaccination mechanism and therefore reliable and informed decision makers. In the contemporary context, parents are prompted to take an active role in their children's healthcare (Pyke-Grimm et al., 1999), which places heavy burden on the parent (Wagenaar et al., 1988).

This is especially true in the realm of intensive parenting; one of the most dominant parenting styles today (Arendell, 2000; Smyth and Craig, 2017). The term was coined by Hays (1996) to describe parenting style closely linked to the pressure felt by parents, mostly women, because of their responsibility for all childcare related tasks, children's outcomes (intellectual, social, emotional, and health-related), and their need to protect the child from any harm or disease. These needs, although very common for majority of parents, in highly individualistic societies outturn as the less communal worldviews, and research shows that intensive (salutogenic) parenting was an important rationale for refusing vaccines, as salutogenic parents have higher sense of advocacy and feel more capable of taking care for the children without expert intervention or vaccines (Reich, 2014; Ward et al., 2017).

On discussions about vaccinating their children, parents emphasize the purpose and safety of vaccination rather than the procedure itself (Salmon et al., 2005; Miton and Mercier, 2015). This parental decision is often accompanied by limited knowledge (Downs et al., 2008; Zingg and Siegrist, 2012), threatening campaigns (Ruiter et al., 2014; Stronach, 2015), societal norms (de Visser et al., 2011; Oraby et al., 2014), and official consent (Leask et al., 2011). Vaccine-hesitant parents thus differ from non-parents in their perception regarding the dangers of vaccines, risk of side effects, and protective benefits. Similarly, the perceived danger of vaccines is associated with the reluctance to vaccinate (Wilson et al., 2008), and it has been suggested that this can play an important role in parents' actual decision on mandatory childhood vaccination (Sporton and Francis, 2001).

This high-stake parental position regarding vaccinations is further complicated by the characteristics of the decision itself. Decisions, among themselves, differ depending on whom we are deciding for: ourselves or someone else (Zikmund-Fisher et al., 2006). People also use different strategies when deciding about other people compared to deciding about inanimate objects (Goldstein and Weber, 1995). Additionally, the importance of a decision differs according to its domain (see Meta-Decision-Making Model; Payne et al., 1993). Especially in health-related decisions, the importance of the decision skews decision-making processes and related phenomena, such as proneness to risky decisions (Wang, 1996a; Fagley and Miller, 1997; Kühberger, 1998; Hanoch et al., 2006; Markiewicz and Weber, 2013; Gummerum et al., 2014; Zimerman et al., 2014; Damnjanović and Gvozdenović, 2016), susceptibility to cognitive biases (McNeil et al., 1982; Wang, 1996b; Tanner et al., 2008) and effort of strategies (Edwards et al., 2001; Almashat et al., 2008).

Health-related decisions also differ according to the extent of their importance (Thompson, 2007), which affects the level of involvement decision makers put into a decision (Solomon et al., 2006). Different decisions range on a continuum from fairly routine to those that require extensive thought and have a high level of involvement (Solomon et al., 2006). The level of involvement in the same decision can differ between people (Arora and McHorney, 2000). However, some decisions (e.g., health-related decisions) are generally assumed to be important for the great majority of people (Solomon et al., 2006). Parental decision about a child's health is a special and extreme case of health-related decision (Zikmund-Fisher et al., 2006). It is also highly involving in terms of affect and expectation (Wroe et al., 2004). There is evidence suggesting differences, not only between parents and non-parents (Donovan and Jalleh, 2000), but also parents with children of different ages (Henrikson et al., 2017) regarding intentions to vaccinate and seek information on vaccination. Decomposing involvement and its influence on decision-making processes can help with undermining vaccine hesitancy through minimizing cognitive obstacles to reasoning, which stem from high involvement.

Parental decision on child vaccination is a specific case of health-related decision (Zikmund-Fisher et al., 2006) that is highly involving in terms of affect and expectation (Wroe et al., 2004). When discussing vaccination and immunization, the emphasis is on its purposefulness, potential side effects, and efficacy of vaccination (Salmon et al., 2005; Miton and Mercier, 2015). When normative, but also descriptive theory of decision-making is applied, decisions on vaccination can be analyzed using the decision matrix in which states of nature and alternative decisions are crossed to make cells with different outcomes (see Table 1). It can be stipulated that, when deciding on vaccination, people tend to place major weights on the outcomes, that is on the subjective perception of the outcomes. In other words, as well as some other health-related decisions, decisions on vaccination have an inherent feature of a stronger focus toward the outcome (Gellin et al., 2000; Freed et al., 2004, 2010; Gust et al., 2004; Miton and Mercier, 2015). To parents, the important issue while deciding is the outcome of this decision (e.g., well-being and health of their child) (Goldenberg, 2016). Evaluating prior decisions based on their outcomes is a tendency labeled as the outcome bias (Baron and Hershey, 1988). For instance, parents might overemphasize the immediate vaccine side effects, such as rashes or swelling, and use these side effects as justification to avoid vaccinating their child (Callender, 2016). In line with this, parents might judge the quality of the potential decision to vaccinate their child based on the consequences of this decision met previously by them or by the sources they are in contact with. Therefore, this decision is specific due to its explicit orientation toward the outcome (Gellin et al., 2000; Freed et al., 2004, 2010; Gust et al., 2004; Salmon et al., 2005).



Table 1. Decision matrix: vaccination case.
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Understanding how both psychological and social factors relate to vaccine hesitancy is important for developing effective interventions. Therefore, the aim of the proposed research is to detect factors associated with and affecting the decisions of parents' regarding vaccination. To do that, we will conduct two separate but related studies. In study 1, socio-demographic and psychological variables will be tested for their connection with differences among parents when it comes to making vaccine-related decisions for their children. In study 2, the role of involvement in decisions regarding childhood vaccinations will be explored in more details. Specifically, we will study whether involvement will moderate the susceptibility to outcome bias with an experimental design.



STUDY 1—CORRELATES OF INTENTION TO VACCINATE


Introduction

In study 1, we aim to explore the demographic and psychological factors that influence parents' vaccine hesitancy. As previously stated, vaccine hesitancy is related to a large range of attitudes, most notably to lower rates of compliance, which lead to drops in vaccination rates (Bloom et al., 2014). Our choice of correlates is in line with the framework of vaccine decision factors proposed by Gowda and Dempsey (2013), and it is important to acknowledge their interrelatedness. Since vaccination intention and hesitancy are multi-layered phenomena, chosen measures are narrowed to broadly cover the three following aspects: parent-specific factors (demographics, knowledge etc.), vaccine-specific factors (perceived vaccine safety and efficacy etc.), and external factors (values, norms, policies, requirements etc.).

Trust Toward Authorities

In the abundance of both affirmative and diminishing information on vaccination, the full picture is seldom easily available and individuals have a hard time forming their own opinions on the topic. Thus, argumentation must rely on evidence, which is accepted largely based on trust (Miton and Mercier, 2015). Trust in relevant actors (such as health professionals, pharmaceutical companies, law makers etc.) in the debate as well as general trust in science play an important role in vaccination decisions (Bedford, 2014; Jolley and Douglas, 2014; Camargo and Grant, 2015). However, this can be challenging as research repeatedly shows that some actors and science as a whole receive a low level of public trust (Lewandowsky and Oberauer, 2016). This can be caused due to high informational pluralism, rendering their argumentation on the topic irrelevant to the public.

Feelings of mistrust could also be part of a general feeling of unease about the complexity of modern society that forces us to rely on others to manage some parts of our lives (Hobson-West, 2007). According to Collins (2009), a general mistrust in science and scientists has enabled a paralyzing form of skepticism and scientific populism that denies the role of science and prompts anti-vaccination decisions.

Parents who have a positive view of the government are more likely to support vaccine policies, and perceive them as beneficial rather than restrictive of their personal freedom (Miton and Mercier, 2015; Highland, 2016). We expect parents who find official pro-vaccination authorities trustworthy to be less vaccine hesitant, show a higher intention to vaccinate, and a higher experience of freedom in the decision.

Previous studies have found that people with higher level of distrust toward authorities are more reluctant to rely on official sources of information (Freed et al., 2011). For that reason, we expect the relationship between level of trust and intention to vaccinate to be moderated by the type of sources consulted to make the decision. We expect level of trust toward authorities to predict the proportion of official sources used for the decision.

Finally, some studies have found that belief in conspiracy theories can predict distrust toward authorities (Darwin et al., 2011; Swami et al., 2011). We expect to replicate this result in the case of vaccine related conspiracy theories.

Perceived Consensus and Norms

Many vaccination decisions are influenced by parents' perception of others when making vaccination decisions (Gust et al., 2004; Leask and MacArtney, 2008; Gowda et al., 2012; Gowda and Dempsey, 2013). People in general tend to rely on consensus cues, because consensus, especially combined judgment of multiple experts, typically implies correctness (Van der Linden and Lewandowsky, 2015; Tom, 2017). However, there is a gap between the low level of scientific consensus perceived by the lay-public, and the actual level of consensus regarding the immunization and vaccination. The Gateway Belief Model proposed by Van der Linden et al. (2015) suggests that reducing the difference between people's subjective perception and the actual level of normative agreement among influential referents can lead to small yet important changes in key personal beliefs. Moreover, perceived scientific consensus has been identified as a key determinant in the public's opinion on, in some aspects equivalent, disputable topics (van der Linden et al., 2017). Due to high involvement aspects of vaccine-related decisions, we assume perceived scientific consensus plays a specific role, as it was the strongest predictor of the acceptance of the scientific arguments in other similar social issues (Lewandowsky et al., 2012). We expect parents who perceive stronger scientific consensus on the topic of vaccination to show less vaccine hesitancy and be more likely to vaccinate their children. We will thus test the correlation of perceived consensus, and the perception of risk with the decision on mandatory childhood vaccination (Wilson et al., 2008; Rolfe-Redding et al., 2012). We expect perceived consensus will correlate more strongly with the intention to vaccinate than perceived vaccination risks. Confidence in vaccines and vaccine-related decisions are also influenced by the individual's perception of societal norms and collective values, as well as their metacognitive perceptions about other groups' (e.g., health professionals) beliefs (Kennedy et al., 2011; Gowda and Dempsey, 2013; van der Linden et al., 2017). Numerous findings suggest normative information is rated as more trustworthy, less resilient to dismissal, and more influential than anecdotal cases (Carrico et al., 2011; Kahan et al., 2011; Lewandowsky et al., 2012; Rolfe-Redding et al., 2012), hence making it more likely to influence decision-making processes.

In situations where social norms are ambiguous, appealing to consensus and unity of norms tends to be more effective in persuading parents to vaccinate (Lewandowsky et al., 2012). Based on findings by Kahan et al. (2009) and Kahan (2010), we predict that the correlation between parents' intention to vaccinate (what we call adherence to the norm) and norms will be moderated by the perception of social consensus of given norms.

Freedom of Choice, Choice Overload, and Values

Choices are usually considered on a continuum from totally uninfluenced to the ones molded by formal and informal social norms. While norms play an important role in vaccination decisions (Gust et al., 2008; Brunson, 2013a,b), how we perceive those norms and how we perceive freedom when making the choice also influence the decision. This subjective perceived freedom is associated with choice overload in decision making processes (Lau et al., 2015). Decisions and decision-making processes can be exhausting and overwhelming, hence decision makers can find it difficult to retain all the necessary information needed to make an informed decision. We expect parents who experience lower levels of perceived freedom to have a higher tendency to adhere to perceived social norms. We also expect those individuals to be more likely to conform to authorities and to other stakeholders (health professionals, government etc.).

According to the cultural cognition of risk (Kahan and Braman, 2006; Kahan et al., 2010), the evaluation of riskiness is in line with values that we share as a culture. The operationalization of values regarding vaccination is a challenge, therefore we decided to use an indirect measure instead. We will measure participants' actively open-minded thinking style, a construct which was found to predict the tendency to acquire information in order to make competent decisions (Haran et al., 2013; Baron et al., 2015). We expect individuals who are more open-minded to be more likely to seek information from both sides of vaccine hesitancy spectrum (more diverse sources), be less affected by social norms, and show less vaccine hesitancy. The diversity in the sources of information will be rated by the proportion of official and informal sources.

Perception of Danger

Threat perception has been widely used to encourage health-related actions such as vaccinations, but messages that increase risk perceptions are less effective than those increasing perceived effectiveness (Ruiter et al., 2001, 2014). However, parents are more likely to vaccinate or intend to vaccinate their children if they perceive the danger of not vaccinating (e.g., perceived vulnerability of their child contracting a certain disease) as high (Seeman et al., 2010; Healy and Pickering, 2011; Jolley and Douglas, 2014; Highland, 2016).

Health-related decisions often comprise of high levels of uncertainty and varying degrees of potential risk. Given that health professionals and other experts differ vastly in coping with uncertainty and risk taking (Grol et al., 1990), it is not surprising that parents are also under great strain when deciding. As stated before, parents often perceive vaccinating their children more risky than not vaccinating them, and as willingness to take risks is associated with making obligatory medical decisions (Grol et al., 1990), we expect to find the same connection in parents, with those less willing to take risks to be more vaccine hesitant.

Access to Information

Perception of threat is mediated by access to information. Betsch et al. (2010) found that access to anti-vaccine sources of information increases perceived risks of vaccination. Furthermore, based on their risk perception, different parents trust different kinds of vaccine-related messages. Risk-oriented parents tend to favor statistical over anecdotal arguments, but those who are health-oriented tend to prefer the latter (Downs et al., 2008).

Moreover, knowledge has been identified as an important factor in shaping parents' decisions (Zingg and Siegrist, 2012). A higher number of sources of information has been related to a higher perceived level of knowledge in the frame of decision-making about vaccination (Downs et al., 2008; Rachiotis et al., 2010; Healy and Pickering, 2011; Brunson, 2013a), but the sources of their information can sometimes be problematic. Many parents reported seeking additional information, with most preferring to use the internet rather than consulting a doctor, and would use a general search engine instead of an official or medical website (Downs et al., 2008). Some parents were even found to reserve the decision to vaccinate until enough information was available to them (Highland, 2016). We expect participants who think they have enough access to information to be more likely to score on the extreme ends of the vaccine-hesitant spectrum (i.e., either very pro- or anti-vaccine), and those who are more exposed to anecdotal cases to be more vaccine hesitant. Additionally, in line with previous studies (Rachiotis et al., 2010; Jones et al., 2012; Brunson, 2013b) we expect the type of sources consulted (Official vs. Informal) to predict intention of vaccinate. Anecdotal cases (especially personal experiences) are one of the key forms of communication on the topic of vaccination, particularly among vaccine hesitant groups. This was supported by theoretical models such as the Cultural Attraction theory (Miton and Mercier, 2015), or the Fuzzy-Trace theory (Reyna and Brainerd, 1992; Reyna, 2008). Even vaccine concerns endorsed by a small but vocal group of individuals can heighten vaccine hesitancy in the community (Gowda and Dempsey, 2013). With vaccination being counter-intuitive in its nature (injecting antigens in an already healthy organism to remain healthy), anecdotal cases tap into our intuitive cognitive mechanisms, making individuals less likely to vaccinate. We expect parents that have been exposed to anecdotal cases of bad reactions to vaccines to show higher levels of vaccine hesitancy. However, as mentioned before, Risk vs. Health-orientation can moderate the effect of exposure to anecdotal cases (Downs et al., 2008). For that reason, we expect parents with a negative outcome focus to be more likely to be affetcted by the exposure to anecdotal cases.



Methods

Design, Sample, and Procedure

Participants will be parents or primary caregivers of children that are of the recommended age to receive vaccinations from their corresponding countries across Europe and Asia (i.e., Finland, Germany, Hong Kong, the Netherlands, Serbia, Slovenia, and Spain). Participants must be (a) over 18 years old, and (b) a parent or care taker of at least one child under the age of 12 years (Salmon et al., 2005; Jones et al., 2012).

The sample size will be a minimum of 222 participants per country, based on a power analysis for an effect size of 0.15, and 20 predictors in a linear multiple regression model. The final sample size will not have a difference greater than 10% between each country. To make sure that there aren't any significant differences between the sample sizes of the different countries, if the sample of any country exceeds 10% of the mean, some participants will be randomly discarded until the criterion is met.

The questionnaire is programmed in JavaScript and will be administered online. To take part in the study, participants will need an electronic device with access to internet. The link with an unbiased invitation letter will be posted on different social media platforms, forums and websites, targeting a wide range of parents from the entire vaccine-hesitancy spectrum. Once the link is opened, participants will first be given a brief introduction of the study. Participants will then read and sign an informed consent, which states they are able to halt and withdraw from the study at any moment without providing a reason, and that they agree for their anonymized data to be analyzed for future publications. Participants will be asked to compose a unique identification code (consisting of their parents' initials, and month of birth), which will be used to identify their data if they decide to withdraw their data after completing the study. After that, participants will be asked to provide their demographic information and complete a battery of vaccination- and decision-making-related questions, with a total of 115 items (the complete battery is in Appendix 1). Participants will be able to leave items unanswered. The study will take ~25 min to complete, but will vary depending on participants' speed of responding. This procedure was ethically approved by the Institutional Review Board of the Faculty of Philosophy at the University of Belgrade.

Materials and Measures

Choice of measures

Materials from online databases (PsycTESTS, DMIDI) were selected based on psychometric quality, fitness for parental context, translation feasibility, and the significance of usage in a variety of international institutions. Due to the complexity of our proposed model, and to avoid dropout due to the length of the final battery, we have adapted certain instruments and developed questions to assess specific constructs.

Additionally, data about each country will be gathered from different national, international and scientific entities, such as the percentage of vaccinated children in a country (World Health Organization, 2017b), number of physicians per 1000 inhabitants (World Health Organization, 2017a), health system quality (GBD 2015 Healthcare Access and Quality Collaborators, 2017) and about the vaccination programme in each of the countries (obtained from the corresponding governmental communications).

For the measurement of different constructs to be homogenous, all continuous variables will be measured with 7-point Likert-type scales. This is because most of the instruments used in the study originally included this type of scale, and the number of points in Likert-type scales do not influence its metric properties (Contractor and Fox, 2011).

Sociodemographic list

The sociodemographic data to be gathered includes participants' country of residence, age, gender, education (based on European Qualifications framework), marital status, number of children, age of children, the adherence to the official vaccination schedule of the child in the corresponding country, and if the participant themselves adhered to said vaccination schedule (Appendix 1). Subjective Socioeconomic Status (sSES) will rely on the level of education, and on participant's self-report regarding the “difficulty of the household to make ends meet” (Eurostat, 2017).

Intention to vaccinate

We will measure parents' willingness to vaccinate their children by their reported intention to vaccinate when presented with the option. To measure this, a single item will be used: “Would you at this time vaccinate your child according to the official vaccination schedule?” A version of this item, with an additional description: “Regardless if you are a parent or not,” was previously used by Stojkovic et al. (2017), who adapted it from the scales by Horne et al. (2015) and Opel et al. (2011). Parents will answer this item on a Likert-type scale ranging from “definitely yes” to “definitely not”. Participants' response to this question will be the dependent variable for this study.

Vaccination scales

To measure the perceived risk of (not) vaccinating may cause in children and society, we will use the vaccination scale developed by Horne et al. (2015). It is a 5-item scale that measures people's general attitude toward the vaccination (i.e., “Vaccinating healthy children helps to protect others by stopping the spread of diseases,” “I plan to vaccinate my children”). This test has proper psychometric features, including a high internal consistency (α = 0.84), and good predictive validity for past and future vaccination behavior, it has not been used in Europe so far.

Furthermore, the Vaccine Conspiracy Belief scale (Shapiro et al., 2016) will be added at this part. This scale contains 10 items, which examine the belief in the conspiracy theory that different entities try to hide the risk of vaccines. This shows the deception rather than the general attitude people have (Shapiro et al., 2016). An example of this item is: “The government is trying to cover up the link between vaccines and autism.” This scale has a very high level of internal consistency (α = 0.94) and is a good predictor of the willingness of parents to vaccinate their children.

Vaccine hesitancy

To identify vaccine hesitant parents, we will use Opel et al's. (2011) revised version of Parent Attitudes about Childhood Vaccines (PACV). The measure consists of 15 items, which are divided into three sub-domain scales: Safety and efficacy (α = 0.74), General attitudes (α = 0.84) and Behavior (α = 0.74). The measure has high internal and construct validity, and shows a statistically significant linear association between parents' total score on the 15-item PACV and their child's vaccination status (Opel et al., 2011). To increase the consistency of type of response along the scale and increase the sensitivity of the measure, we transformed some of the multiple-choice items to 7-point Likert type scales, in which each of the extremes represent the options that were included in the original scales. Finally, the item number 15 that referred to parents' trust toward their child's doctor, have been moved to the Trust Toward Authorities Scale (see Appendix 1 for detailed description of the battery).

Perceived freedom

The Experience of Freedom Measure (Lau et al., 2015) will be used to measure parents' perceived freedom when making vaccine-related decisions. Participants will rate 4-items (i.e., “I was able to choose what I wanted”) on a Likert-type scale. The measure has good internal consistency (α = 0.82).

Choice overload

Lau et al.'s (2015) Choice Overload scale will be used to measure the choice overload within the context of decision-making. Participants will be asked rate the extent to which they agree with 3 statements (i.e., “I felt overwhelmed by the decision”) on a Likert-type scale. This instrument shows good psychometric properties (α = 0.73) relative to the decision on whether to vaccinate their children.

Actively open-minded thinking

The Actively Open-Minded Thinking Beliefs (AOT) scale will be used to measure participants' beliefs on whether actively open-minded thinking is a desirable personal feature. The scale was originally developed by Stanovich and West (2007) and revised by Haran et al. (2013). We will use the revised version due to its shorter length (7 items) and adequacy for the general, adult population. Participants will rate how much they agree with given statements on a Likert type scale (i.e., “People should take into consideration evidence that goes against their beliefs”). The scale has been found to correlate with various measures of reflective thinking and good performance.

Trust toward authorities scale and sources of information

To measure the perceived credibility and the trust people have toward authorities, Jolley and Douglas' (2014) Trust toward Authorities scale will be used. The scale is built up out of items from previous scales. Participants will rate to what extent they trust corporations, national government, healthcare system, scientists, mainstream media, alternative media, social networks and their child's doctor on a Likert-type scale from strongly mistrust to strongly trust. They will also check all the sources they have used when making a decision about vaccination.

Availability of the relevant information

To assess whether parents believe they have enough information to make a solid decision regarding vaccinating their children, we will use one item from the General Health Styles survey by Gust et al. (2005): “I have access to all the information I need to make good decisions about immunization of my children.” Parents will answer on a Likert scale measuring the level of agreement.

Exposure to anecdotal cases

This variable will be measured through a single item adapted from the PACV scale by Opel et al. (2011) in a yes/no question format (i.e., “Have you ever heard of anyone who had a bad reaction to a shot?”).

Involvement in the vaccination decision

To measure personal involvement on the decision to vaccinate their children, we will include an item asking participants to rate their level of involvement. Additionally, we will ask if any other person is involved in the decision, and how many of them have been. For each of the additional people involved, participants will also be asked to indicate who that person is (the other parent of the child, another family member, a friend or any other person), indicate the gender, and rate the level of involvement of said person.

Perceived consensus, norms, and knowledge about vaccination

Additional Likert-type scale items will be used to assess participants' perceived scientific and social consensus about vaccination (i.e., “Is there a consensus among scientist about the safety of the vaccines?” “Is the vaccination an issue in your country?”), norms (i.e., “What do you think is the percentage of vaccinated children in your country?”), and knowledge (e.g., “Is vaccination mandatory in your country?”). The items are based on the items used by Van der Linden (2011) in research dealing with topics of perceived consensus and norms.

Passive risk-taking

We will measure participants' tendency of passive risk-taking using the Passive Risk-Taking Scale (Keinan and Bereby-Meyer, 2012). While risk mostly occurs during action, passive risk-taking can influence potential losses due to inaction. This test contains three subscales regarding risks that involve resources, medical issues and ethical issues. It has 25 items in total and uses a Likert-type rating scale in which participants will rate how likely they will act according to the statements (i.e., “Get vaccinated for the flu in the winter”). This scale has a high internal validity and reliability (α = 0.82).

Elaboration of potential outcomes

The Elaboration on Potential Outcomes (EPO, Nenkov et al., 2008) measure will be used to assess participants' tendencies to generate and evaluate possible positive and negative consequences of their behavior, and measure their attitudes toward risk-taking. The instrument consists of 13 items, which are divided into three subscales with high internal consistency: generation/evaluation (e.g., “I try to anticipate as many consequences of my actions as I can”; α = 0.88), positive outcome focus (e.g., “I keep a positive attitude that things always turn out all right.”; α = 0.87), and negative outcome focus (“I am often afraid that things might turn out badly”; α = 0.87). The measure was also found to have strong factor structure, high test-retest reliability and high predictive validity (construct of EPO is an important determinant of self-regulation).

Translation and the Pilot Studies

Every text in the study will be presented to participants in their own language: Traditional Chinese, Finnish, German, Spanish, Slovenian, Serbian, and Dutch. The questionnaires are constructed and written in English, then two separate translators for each of the seven languages translated (e.g., English to German) the battery. After that, back translations were compared with the original battery. The translators are native to the language they are translating to, and have at least a C1 level in the Common European Framework of Reference for Languages in said language. The process will be repeated until a third independent translator, native in English, considers that the original text and the back translation are equal in meaning.

The first pilot study will be conducted with the aim of testing the questionnaire framework and interaction with participant, and also to test psychometric characteristics of items and to eliminate those invalid. The battery is administered online in an English-speaking area, such as the UK, with a bigger sample that allows enough variability in the responses to the items to explore their functioning (i.e., 100 participants). We will assess item and subscale reliability and validity, and perform a factorial analysis.

Once the translation is prepared, we will conduct the second pilot study. The aim is to identify problems with items that may have appeared through the translation process. For example, items could be potentially ambiguous, unclear or misleading for participants (Ziegler et al., 2015). The battery will be administered to ~15 parents from each country and their responses will serve to adapt the problematic items and improve the battery.



Proposed Analysis

We will use statistical software (Matlab, R) for data analysis. We will analyse samples from each country separately because the differences in terms of language, legal framework in relation to vaccines, demographical characteristics and representativeness make the comparability between the different samples, and thus, their conjugate analysis, difficult (Ember et al., 1998).

For each sample, a factor analysis will be conducted to reduce the number of factors and control for interrelatedness of the variables. Two clusters of variables will be included: demographics (age, education level, number of children, mean age of children), and vaccine-related decision constructs (scores on scales on vaccination, vaccine hesitancy, perceived freedom of the decision, choice overload, actively open-minded thinking, trust toward authorities, availability of relevant information, perceived scientific consensus on vaccination, subjective estimation of percentage of children vaccinated on the country, perceived social consensus on vaccination, risk taking, and elaboration of potential outcomes). We expect the factor structure of each sample to be similar. With the reduced number of factors, a multivariate linear regression analysis will be conducted and the predictive power will be tested. The aforementioned factors will serve as predictors, and the parental intention to vaccinate (“I plan to vaccinate my child in accordance to the official vaccination schedule of my country”) will serve as criterion. All variables mentioned will also be included in a multivariate analysis of variance to see if there are differences between them depending on the level of adherence (total adherence, not completely total adherence, no adherence at all) to the official vaccination schedule of their children. We will test the proposed model of mediation (Figure 1) using regression analysis and compare it to a more complicated model with involvement as an additional factor.


[image: image]

FIGURE 1. Proposed model of the factors of the intention to vaccinate.



For the open-ended question in which parents will detail their reasons for not absolutely adhering to the official vaccination schedule in their country, we will perform a qualitative analysis. After a pre-analysis, we will categorize answers based on the main reasons provided (e.g., medical reasons, considering vaccination risky etc.), and report the frequencies for each of them.

We will also check, using ANOVA, if there are differences in dependent variable (i.e., intention to vaccinate) according to participants' gender, marital status, while also considering whether vaccination is mandatory in their country of residence.

To check if the sources of information parents use to make vaccine-related decisions affect their intention to vaccinate, we will use ANOVA and post-hoc analysis.



Anticipated Results

The samples of this study will consist of data obtained in eight separate countries. This presents both challenges and possibilities. As some of the factors underlying vaccine hesitancy are context-specific and vary across time and place (Dubé et al., 2014), research in multiple countries is needed to understand vaccine hesitancy more fully on a local level. By analyzing our samples separately, we expect the study to contribute to knowledge on locally relevant factors related to vaccine hesitancy. However, the samples are unlikely to be representative in their respective countries, which limits the reliability of out conclusions on local, but not so much on the general level. Special care will also be taken to make sure that we sample people from all parts of the vaccine-hesitancy spectrum; the call for participants will be posted in different interest groups online along with general population call.

Given the sensitive nature of the topic, it is possible for the participants who participate in the study to have stronger convictions toward vaccines in one way or another, which might further decrease the representativeness of the vaccine hesitancy continuum—we want to include parents with various degrees of their hesitancy and strength of their convictions in order to avoid bipolarization. To decrease the effect of the topic on the motivation to participate, all the communication (e.g., invites, instructions) will be neutral in terms of referencing to potential harms and benefits of vaccination as well as any moral judgements of the decision.

Due to the wide range of phenomena of the present study, we hypothesize to find the following factors to reinforce the intent to vaccinate one's child: trust toward authorities, perceived social and scientific consensus, availability of relevant information, along with previously identified demographic characteristics and open-minded thinking. At the same time, we expect to confirm that vaccine hesitancy, perceived freedom, choice overload, the use of informal sources and susceptibility outcome bias serve as reinforces of delaying or omitting mandatory childhood vaccination. All our hypothesized connections can be seen in Figure 1.




STUDY 2—OUTCOME, NOT THE DECISION MAKER, MAKES THE CHOICE


Introduction

In order to further explore involvement as a factor, we will set up a second study. When people are making decisions about important issues (i.e., vaccine-related), the involvement in the decision and the aforementioned phenomenon of choice overload may be exacerbated. This is because ‘the costs associated with making the “wrong” choice, or even beliefs that “wrong” choices do indeed exist, are much more prominent, and substantial time and effort would be required for choosers to make truly informed comparisons among alternatives’ (Iyengar and Lepper, 2000). As the complexity of making choices rises, people tend to simplify their decision-making processes by relying on simple heuristics (Wright, 1975; Payne, 1982; Payne et al., 1988, 1993; Timmermans, 1993). To test whether involvement and choice overload moderate cognitive aspects of vaccination decision-making, we will use one of the empirically well-established cognitive biases as a litmus test, the outcome bias.

Outcome Bias

People make and evaluate their own and other people's decisions every day, but different timings of these two cognitive processes lead to differences in available information (Baron and Hershey, 1988). All possible outcomes of a decision are mutually exclusive. In the moment of making a decision, the winning outcome and following consequences could not have been known to the decision maker, but these two factors are what the evaluator is familiar with. The outcome of a decision, however, should not be taken into account when evaluating the decision, because this information is irrelevant to the quality of the decision. The systematic tendency to evaluate the quality of a decision based on the outcome is called outcome bias (Baron and Hershey, 1988). People tend to use their knowledge about the outcome in an aforementioned, not logically justified manner (Allison et al., 1996; Gino et al., 2010), and judge the discernment and competence of decision makers based on it (Berg-Cross, 1975; Baron and Hershey, 1988; Lipshitz, 1989; Gino et al., 2010). However, there is no evidence on the relationship between the outcome bias and vaccine hesitancy, or outcome bias' connectedness to the level of parental involvement in the decision.

In the second study, involvement will be decomposed into three aspects: the situation decision makers are deciding about, decision makers' role, or who is a protagonist (parents vs. non-parents), and finally, low and high involvement health situations. Because the importance of the decision is related to susceptibility to cognitive biases, we expect that higher involvement among parents, compared to non-parents, will lead to greater proneness to making biased evaluations in health, but not in non-health related dilemmas (experiment 1). In a similar manner, parents will be more susceptible to outcome bias in both high and low involvement situations than non-parents (experiment 2). However, we expect that in dilemmas where the parents are the protagonists, the outcome bias will be stronger in non-parents (experiment 3).The results will help to understand the specific role of parents in vaccine decisions and will also contribute to the research about the relationship between vaccine hesitancy and cognitive biases, which at the current state is often hypothesized about, but lacking in papers.



Methods

Sample

The second study will be conducted in Serbia. The sample will be comprised of parents and caregivers that participated in Study 1, and additionally an equal number of non-parents. Non-parents will be matched with parents who participated in Study 1 in terms of their age, gender and education. To estimate the sample size needed for the second study, special attention was paid to the minimization of Type II error. The analysis results of the test strength show that detecting a statistically significant outcome bias effect by a bivariate analysis of variance (at level p < 0.01) of the effect size of.7, as reported by Baron and Hershey (1988), for a sample of 20 subjects per experimental group amounts to 99.9%.

Design

This study will comprise of three experiments, by which we aim to decompose the parental involvement in a more detailed manner, to test if it moderates susceptibility to outcome bias in parents. Specifically, we will test if parents differ in biased reasoning from non-parents (experiment 1), do those two groups differ when judging about involving decisions (experiment 2), and finally do parents show higher understanding for other parents' decisions, in comparison with non-parents as judges (experiment 3). The design of all three experiments is mixed, 2 × 2 with two groups of participants, parents and non-parents.

Experiment 1 (Parenting and biased reasoning): 2 (levels of domain: health and non-health) × 2 (outcomes).

Experiment 2 (Parenting and involvement): 2 (levels of involvement) × 2 (outcomes)

Experiment 3 (Parenting and solidarity): 2 (levels of protagonists: parents and non-parents) × 2 (outcomes).

The independent variables, the domain, level of involvement in the decision, and protagonist will have two levels: health (e.g., Vitamin supplementation) and non-health domain (e.g., free time); low (e.g., should protagonist give a vitamin supplement to a child or not), and high involvement (e.g., should protagonist vaccinate a child or not); and who is making a decision (parent as protagonist or non-parent as protagonist). The outcome variable will have two levels: the positive and the negative outcome. By crossing two levels of each binary independent variable in all three experiments (domain, involvement, decision maker) with the parenthood of participants (parents and non-parents), four experimental situations will be formed: parents in, e.g., high involvement situation, parents in low involvement situation, non-parents in high involvement situation, non-parents in low involvement situation (see Table 2). Every situation will be formed with both outcomes (see Table 3). Equivalent design will be applied in all three experiments.



Table 2. Experimental situations in all three experiments.
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Table 3. Tasks for all three experiments.
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Each subject will participate in the procedure in two time slots, separated by 1 week (with opposite outcomes). For each experimental situation, a Latin square design will be used for randomizing the order of presentation of experimental tasks during two experimental sessions.

Stimuli and the Third Pilot Study

The stimuli in this study will have the form of an evaluation task, principally used in judging and decision-making research paradigms. The text presented to the participant will consist of a prolog (a description of a situation that contains a dilemma), followed by explicitly stating which option the decision maker (DM; the protagonist of the presented situation) opted for, and the outcome of the decision. Outcomes of DM's decisions will be twofold: positive and negative. Participants' task will be to evaluate the presented decision by rating it on a scale from −3 to +3 [−3—the worst decision the DM could have made, +3—the best decision the protagonist (DM) could have made].

The third pilot study was conducted in Serbia, during December, with the aim to test items. The design was experimental, 2 (outcome) × 2 (involvement). By crossing factors of involvement and outcome, four categories of tasks were formed: high involvement with positive outcome, high involvement with negative outcome, low involvement with positive outcome, low involvement with negative outcome.

Participants were parents with pre-schoolers, younger than seven years old (N = 49, 73% female, mean age 34.88). Each participant was presented with 24 pairs of tasks consisting of a prolog, decision maker's decision, and the outcome of the decision in two time slots separated by two weeks. During the second session participants were presented with the same tasks but with outcomes opposite to those from the previous session. Participants' task was to evaluate the decision on a 10-point Likert scale (1 = the worst decision the DM could have made, 10 = the best decision the DM could have made).

Results showed that there was a statistically significant outcome bias detected on a sample as a whole [F(1) = 283.239, p < 0.001]. Mean evaluation of stimuli with the positive outcome was 6.02 (S = 0.922), while the mean evaluation for stimuli with negative outcome was 3.56 (S = 0.834). The effect size coefficients were calculated for each pair of tasks. Cohen's D coefficients ranged from 0.223 to 1.604, with mean value of 0.957,

Based on these effect sizes, as well as on the analysis of participants' impressions about questions, a number of convenient stimuli will be selected for the Study 2 experiment.

Procedure

After successfully completing Study 1, the participants will be asked to take part in the experiment. The experiment will be conducted at the Faculty of Philosophy of University in Belgrade, in classrooms equipped with computers. The non-parent sample will be collected separately, from the available pool of participants from general population in database of partner institution. Participants will, again, have a self-generated personal code as their identification. Each subject will be provided with an introductory explanation for the following part of the study and given detailed instructions. Each participant will read a prolog (the situation), the decision the protagonist made and the outcome of the decision will be explicitly stated, and then participants will evaluate that decision. This process will be repeated twice. After finishing the second round, participants will be asked to give consent to store and use the data obtained in the current session, then they will be presented with a thank you note along with a reminder to visit the venue again in a week. They will also be asked to provide their e-mail address to enable us to send them a reminder, and, if they wish, a personal result, in comparison with both samples. After completing the task in the following week, participants will be asked to give consent again, presented with a thank you note, and the authors' email addresses if they have any inquiries regarding the experiment. Debriefing will be provided immediately, with the repeated emphasis that the situations described in the tasks are simulations and that they are not based on real data. The procedure was ethically approved by the Institutional Review Board of the Faculty of Philosophy at the University of Belgrade.



Proposed Analysis

The aim of this study is to investigate the moderating role of involvement in susceptibility to outcome bias.

Like in study 1, different samples will be treated separately. We will be using R and Matlab to conduct our analysis.

There is a possibility that participants might remember their answer from the first session and adapt their answer in the second session accordingly. To control this, we will use a two-way ANOVA. We will test whether the order of presentation of the stimuli, particularly whether the positive or negative outcome presented first, has an influence on the answers obtained during the second session.

To test our hypotheses, we will use a bivariate analysis of variance with repeated measures. As measures of the outcome bias, the difference between mean evaluations of decisions with positive and negative outcomes will be used to form 2 new variables for each of the 3 experiments. These new variables will then be used in the analysis. We will verify the assumption of standard distribution by conducting a Kolmogorov-Smirnov Test. If we cannot assume standard distribution, we will use the Wilcoxon signed rank test instead of an ANOVA. Effect sizes for each pair of tasks will be presented as Cohen's D.




JOINT DISCUSSION

With both studies we aim to investigate and come closer to understanding factors which influence vaccine hesitancy as a possible outcome of the vaccine-related decision-making processes, while focusing on testing the role of the involvement, as a potential underlying factor which skews this decision. Results of Study 1 will provide further insights into factors serving as reinforcements of the delay and omission of vaccination but also factors serving as reinforcements of the intention to vaccinate, as well as their interrelatedness. The results will provide insights into the construct of vaccine hesitancy that is currently lacking different stakeholders combating dropping immunization rates.

Moreover, if the Study 2 yields results consistent with our hypotheses, we will gain valuable proof that in terms of the extent and lengths of the decision-making processes regarding vaccination of their children, parents are indeed a special group, different from people without children, who do not have to face such dilemmas, and are therefore susceptible to different cognitive obstacles to reaching a decision to vaccinate.

With such knowledge it would be possible to draft interventions custom-made for parents aimed toward undermining their vaccine hesitancy by establishing better communication channels and better, more effective formation of relevant, informative and non-patronizing messages, addressing their personal dilemmas and fears with respect and understanding. Parents might not be afraid of vaccine-preventable diseases, but it seems they are afraid of vaccines – and the burden of the immunity of our herd lies on their shoulders.
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Social media is radically altering the human social landscape. Before the internet era, human interaction consisted chiefly of direct and reciprocal contact, yet with the rise of social media, the passive consumption of other users’ information is becoming an increasingly popular pastime. Passive consumption occurs when a user reads the posts of another user without interacting with them in any way. Previous studies suggest that people feel more connected to an artificial person after passively consuming their Facebook posts. This finding could help explain how relationships develop during passive consumption and what motivates this kind of social media use. This protocol proposes two studies that would make both a methodological and a theoretical contribution to the field of social media research. Both studies investigate the influence of passive consumption on changes in interpersonal attraction. The first study tests whether screenshots, which are widely used in present research, can be used as a proxy for real Facebook use. It measures the changes in interpersonal attraction after passive consumption of either a screenshot, an artificial in situ profile, or an acquaintance’s real Facebook profile. The second study relies on traditional theories of relationship formation and motivation to investigate which variables (perceived intimacy, perceived frequency of posts, perceived variety of post topics, attributional confidence, and homophily) moderate the link between interpersonal attraction before and after passive consumption. The results of the first study provide insights into the generalizability of the effect by using different stimuli, while also providing a valuable investigation into a commonly used method in the research field. The results of the second study supplement researchers’ understanding of the pathways linking passive use and interpersonal attraction, giving the field further insight into whether theories about offline relationship formation can be used in an online context. Taken together, this protocol aims to shed light on the intricate relation between passive consumption and interpersonal attraction, and variables moderating this effect.
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INTRODUCTION

1.32 billion people use Facebook daily, each spending about 50 min on the site (Nowak and Guillermo, 2017). That sums up to 125 years of Facebook use – every day. This trend to use social media, which has spread around the world, shows no signs of slowing down. In the meantime, it has not only changed how we spend our time, it has also introduced many new communicative features to our social life.

While social media use is often treated as a monolithic concept, it supports several different behaviors. Burke et al. (2010) identified two distinct types of social media use: directed communication and passive consumption. Directed communication does not only consist of chatting one-on-one, but also includes tagging in photos, commenting, or writing on profiles. In contrast, passive consumption includes browsing News feeds and scrolling through others’ posts and public conversations without direct interaction (Schlosser, 2005).

It is easy to equate social media use to the former activity, interpreting it as a way to socialize directly with others. An interesting trend has, however, emerged over the last years. In 2012, 70% of Facebook users were active users, spending their time posting statuses or chatting with friends. This number decreased to only 52% in 2014 (McGrath, 2015), while the time spent passively consuming markedly increased. Recent research suggests that passive Facebook use (Brandtzæg, 2012) – when users spend most of their time viewing others’ content while not creating content of their own (Burke et al., 2011) – is now the norm (Gerson et al., 2017).

Passive Use and Why It Is Interesting

It is, however, still unclear how passive consumption fits into our previous interpersonal social landscape. Trying to understand this, many research projects have focused on whether passive consumption can increase social connection and interpersonal attraction (e.g., Utz, 2015; Orben and Dunbar, 2017). Yet the evidence for whether passive consumption on social media can support relationship development is still sparse and mixed (Frost and Rickwood, 2017). While it is not as intimate as one-on-one conversations, some suggest passive consumption helps maintain broader social networks (Burke et al., 2011). Passive consumption of friends’ and acquaintances’ posts on the News feed gives users access to a much larger social circle, letting them overcome social and time barriers that make direct contact laborious or impossible (Lewis and West, 2009; Burke et al., 2011). Passive consumption can also positively influence emotional well-being and provide informational and emotional support (Ballantine and Stephenson, 2011; Good et al., 2013).

Yet studies also demonstrate that passive use of social media has potential negative effects. These negative consequences include increased loneliness, undermined affective well-being, raised social anxiety, and envy (Burke et al., 2010; Krasnova et al., 2013; Verduyn et al., 2017). Passive use of social networking sites also promotes weak and low-commitment ties (Lewis and West, 2009), social bonds that are not as intimate as the ones formed via direct interactions. These unique effects make it apparent that passive consumption is not identical to offline interpersonal interaction.

Nevertheless, increasing proportions of the population are using Facebook passively and it is therefore important to research what mechanisms determine its effect on interpersonal attraction (Steers, 2015). Previous psychological theories – put forth to explain the development of interpersonal attraction in the offline world – can be a helpful guide in that process. These theories suggest a wealth of possible moderators of face-to-face communication which affect interpersonal attraction. By investigating whether these moderators also influence changes in interpersonal attraction during passive consumption, researchers could take substantial steps toward a more comprehensive picture of how passive consumption affects social attraction. Our protocol details two studies that take first steps in this direction.

The Proposed Studies

The two proposed studies aim to make both a methodological and a theoretical contribution to the field of social media research. The first study examines the novel experimental manipulation we intend to use in our subsequent study. In this first study, we test whether previous manipulations used in research are valid proxies of social media use, and whether our manipulation offers an improvement. Instead of having participants passively consume directly on Facebook, previous research has often used screenshots of posts as a proxy. However, the extent to which this substitution is sound has not been assessed before, thus previous results might have been artifacts of the experimental manipulation. We examine this by using different mock-ups of Facebook profiles in the first study, and comparing them to actual passive consumption on the platform. In particular, we want to measure the change in feelings of interpersonal attraction after passive consumption of either a screenshot, an artificial in situ profile, or an acquaintance’s real Facebook profile.

After exploring the effect of different Facebook mock-ups, we aim to investigate potential variables that might moderate the effects of passive consumption on feelings of interpersonal attraction in our second study. This study will allow us to integrate our work into the existing theoretical literature. Since social media research is a relatively new field, we use traditional psychological theories of relationship formation and motivation to form hypotheses about variables moderating the link between interpersonal attraction before and after passive consumption. We then use these moderators in our models, examining how they operate in a social media context. Doing so will provide clues about what theories might help researchers understand aspects of online sociality and relationship formation over social media in the future. Using a longitudinal design, we furthermore try to detect long-term changes of interpersonal attraction to add up to existing literature focusing mainly on short-term and cross-sectional effects of passive consumption.

Study 1: Comparing the Effect of Different Facebook Profile Mock-Ups

Many previous studies in the field of social media research have used screenshots of real or artificial posts (e.g., Bazarova, 2012; Lin and Utz, 2015; Rains and Brunner, 2015; Orben and Dunbar, 2017) to investigate cross-sectional changes in interpersonal attraction after passive consumption, despite this method not being formally validated. Our protocol aims to examine this widely used methodology using in situ Facebook profiles: fake profiles on the actual Facebook platform. We compare the effects of these in situ profiles on interpersonal attraction to the effects of screenshots and real Facebook profiles.

We further want to examine how the passive consumption of artificial profiles (screenshots or in situ profiles) affects the consumer’s interpersonal attraction toward the profile owner in comparison to passive consumption of real profiles. This will, on the one hand, allow us to test whether our in situ profile manipulation is valid, while also providing a valuable investigation into a commonly used method in the field.

Perceived physical attractiveness of the profile owner could influence the effects we are studying. For example, physically attractive people are liked more by others and, due to the halo effect, other characteristics like their personality or behavior are also rated more positively (Berscheid and Walster, 1974). The elevation in social attractiveness is higher for users that are perceived as more attractive.

However, we also predict that the effects of different profile mock-ups are dependent on the type of the outcome variable measured. For example, feelings of attraction take longer to develop and it is therefore possible that interpersonal attraction will not change after a single browsing session used in our study. On the other hand, certain processes, such as the formation of interpersonal evaluations, may unfold more quickly and therefore be impacted by the validity of manipulation by different profile mock-ups.

RQ1: Can screenshots or artificial in situ profiles be used as a proxy for real Facebook use?

As a similar study has not been previously completed, we do not have any strong predictions. However, as past research has heavily relied on screenshots, we tentatively suggest that there will be no differences in the increase in our dependent variable across all three conditions (screenshots, in situ profile and real profile). Thus, our hypotheses are that both screenshots and in situ profiles are not inferior to real profiles.

H1: (a) There will be no difference between post- and pre-test scores in interpersonal attractiveness and interpersonal evaluation for participants who view Facebook posts of an actual Facebook friend’s profile compared to participants who view screenshots of posts (Hypothesis 1a).
(b) There will be no difference between post- and pre-test scores in interpersonal attractiveness and interpersonal evaluation for participants who view Facebook posts of an actual Facebook friend’s profile compared to participants who view posts of an artificial profile (Hypothesis 1b).

We further expect an increase in interpersonal attractiveness and interpersonal evaluation for all conditions after passively consuming Facebook posts.

Study 2: Investigating the Change in Interpersonal Attraction After Passive Consumption and the Potential Moderators of This Process

Many previous studies in the field of social media research have focused on short-term cross-sectional changes in interpersonal attraction (e.g., Bazarova, 2012; Lin and Utz, 2015; Rains and Brunner, 2015). We aim to extend this research by investigating potential moderators and by using a longitudinal study design. By setting up three real Facebook profiles that our study participants will add, and by posting on two of them on a regular basis, we aim to mimic real-life Facebook passive consumption in an experimental setting. One profile will not post during the study period, and thus serve as a control condition. This control condition will help us track changes back to the passive consumption of posts: the experimental manipulation.

Based on the previous research of passive consumption we hypothesize the following:

H2: Feelings of interpersonal attraction toward the Facebook profile owner will increase in the two experimental conditions (updated Facebook profiles), but not in the control condition (Facebook profiles without any new updates).

Generally, disclosure of personal information can help or hinder relationship development (Orben and Dunbar, 2017). This diversity in effects makes it important to examine which variables moderate how disclosure of personal information, either offline or online, affects interpersonal attraction. Several psychological theories have addressed this in offline interaction, examining how relationships are formed through face-to-face self-disclosure. While the theories were conceptualized to explain offline behavior, we believe that they could harbor important insights into how interpersonal attraction evolves after passive consumption.

In particular, theorists have highlighted many different factors surrounding self-disclosures that might facilitate the formation of a social bond. We can re-appropriate these factors and look at them in a social media context to examine the effects of passive consumption. Thereby, we find three theoretical approaches to be most helpful: Social Penetration Theory, Uncertainty Reduction Theory, and Homophily.

Social Penetration Theory highlights the importance of activities which involve intimate informational disclosures about oneself as the driving force of relationship development (Altman and Taylor, 1973). It suggests that relationships become more intimate over time as the members of a dyad intentionally disclose information about themselves. This process is gradual and starts with revealing only the superficial information about oneself. By continuously sharing more and more intimate information, however, individuals involved in dyadic communication develop closer relationships. As people like those who reveal more about themselves, liking increases accordingly (Altman and Taylor, 1973). Hereby, the breadth and depth of the disclosed information are crucial. The dimension is reflected by the intimacy of disclosures, whereas the breadth refers to the quantity of disclosures, reflected by the variety of topics and the frequency of messages disclosed. According to Social Penetration Theory, disclosure breadth and depth covary, because disclosing on a higher frequency and on a wide variety of topics typically reveals personal information.

Social Penetration Theory emphasizes the need for self-disclosures to be perceived as intimate and to cover a variety of topics for a social relationship to form. Based on this theory, one would predict that higher perceived intimacy and a greater perceived variety of Facebook posts, as well as a greater perceived frequency of posts, would lead to a higher elevation of interpersonal attraction over time.

RQ2: Does the perceived intimacy of posts moderate the change in interpersonal attractiveness after passive consumption?

RQ3: Does the perceived frequency of posts moderate the change in interpersonal attractiveness after passive consumption?

RQ4: Does the perceived variety of posts moderate the change in interpersonal attractiveness after passive consumption?

Uncertainty Reduction Theory (Berger and Calabrese, 1975) contributes another approach to explaining interpersonal attraction. It suggests that a reduction of uncertainty about another person supports the development of interpersonal attraction. To reduce uncertainty, individuals engage in activities that provide information. They can use strategies that are passive (i.e., observing others’ behavior), active (i.e., proactive information-seeking effort), or interactive (i.e., direct communication) (Berger and Calabrese, 1975). If a piece of information increases attributional confidence, that is, if people feel like they know each other and can predict each other’s behaviors, it should, therefore, increase feelings of connection (Antheunis et al., 2010). The theory, therefore, predicts that the more uncertainty is reduced by passive consumption, the stronger is the change in interpersonal attraction over time. Hereby, passive consumption serves as a form of passive behavior observation reducing uncertainty about the user.

RQ5: Does attributional confidence moderate the change in interpersonal attractiveness after passive consumption?

Additionally, homophily, or the perceived similarity with another person, may elicit liking and develop relationship formation (Currarini and Mengel, 2016). Shared interests, values, sociodemographic dimensions and other features of similarity impact how attracted a person feels to someone (Montoya et al., 2008). This is related to shared social identity, which makes people who are a part of one’s social group more favorable (McPherson et al., 2001). This in-group bias refers to “the systematic tendency to evaluate one’s own membership group (the in-group) or its members more favorably than a non-membership group (the out-group) or its members” (Hewstone et al., 2002, p. 576). Thus, if users feel like they share the profile owner’s interests or views after browsing through their Facebook posts, they might evaluate these users more favorably compared to the ones who they do not have any information about, and thus express more elevated levels of interpersonal attraction toward the profile owners. In contrast to Social Penetration Theory, which highlights the importance of intimate disclosure of a wide range of topics, and Uncertainty Reduction Theory emphasizing the need to reduce insecurity about the person disclosing information, the perceived similarity with the person disclosing information may be another crucial element for a relationship to form.

RQ6: Does homophily moderate the change in interpersonal attractiveness after passive consumption?

By examining the outlined moderators, which we derive from traditional psychological theory, we hope to contribute to a greater understanding of the underlying processes of relationship formation and development on social media. We are aware that there might be other variables of interest changing the level of interpersonal attractiveness, augmenting our moderators, and control variables. However, by selecting the most relevant theories in the field, we hope to cover the most important factors influencing interpersonal attractiveness, and to test whether traditional theories of relationship formation are applicable to online relationship formation.



METHODS

Study 1: Examining the Effect in Real Life

Participants

Study 1 will take place in a lab. Participants will be recruited via a departmental mailing list, and participants need to be between 18 and 50 years old, proficient English speakers, and Facebook users. If the lab is in a different country from the United Kingdom or United States, we will translate the introduction and conclusion of the study, and we will recruit proficient English speakers so the rest of the study should proceed as normal in English. The participants will be paid a cash reimbursement for their participation.

Procedure

After entering the lab, participants are assigned to one of three conditions: the real Facebook profile, fake profile, or profile screenshots condition. In the study introduction, participants will be led to believe that the study examines their general attitudes toward Facebook. As we use deceptive elements in our study, we will ensure that the participants are debriefed extensively at the end of the study.

At the beginning of the study, participants will be presented with an information sheet and consent form. Participants will be told that they can withdraw from the study at any time. After providing basic demographic information, participants fill out a distractor questionnaire concerning their opinions about privacy, sharing news stories, and promoting hate speech on Facebook, in order to obfuscate the real purpose of the study and avoid biasing effects. Afterwards, participants will be asked to log into their Facebook account. Subsequently, participants will be presented with the top half of a Facebook profile in the artificial and real condition, or with a screenshot of the top half of a profile in the screenshot condition. The target’s Facebook profile will show a woman in her early 1920s along with basic demographic information, such as her alma mater, hometown, and employment. The profile will also contain a profile picture and a cover photo. Participants then rate how attracted they are to the person and evaluate the interpersonal characteristics of the person (for more information on measurements, see the section “Measures”).

Participants then browse through the first 10 posts of the respective Facebook profile (or look at 10 screenshots of Facebook posts). After scrolling through the posts/screenshots, the participants will again complete the measure of interpersonal social attraction, interpersonal evaluation, and the distractor measure. Subsequently, they will complete further measures about homophily, attributional confidence, perceived intimacy, and perceived valence of the posts, as well as physical attractiveness of the profile owner (McCroskey et al., 1975; Clatterbuck, 1979; Watson et al., 1988).

Artificial Facebook profile or screenshot condition

In the artificial Facebook profile condition or the screenshot condition, we use a selection of posts that were pretested to make sure they are perceived as highly appropriate and credible in order to avoid confounding effects. We additionally measured the posts’ perceived valence and intimacy to use these as control variables, i.e., to be able to track back potential changes to these variables if the effect is not merely caused by the change in interpersonal attraction. Generally, we ensure that our posts do not just include written text, but a variety of post types (e.g., photos, photos with text, written text, shared article, and video) in order to make the profile appear as real as possible. In the artificial Facebook profile condition, we combine these posts into a real Facebook profile on the website, whereas in the screenshot condition, we take screenshots of the posts and present them to participants one-by-one.

Real Facebook profile

In the real profile condition, participants will be asked to look through their friend list and choose a person whose profile they have not looked at during the last 2 months, who they feel like they do not know very well, and who they do not have any strong feelings about. Participants that do not have such a person in their friend’s list will be excluded from the study. Participants choosing a close friend might score higher on ratings of interpersonal attraction after passive consumption and thus confound our results. Our instructions and exclusion criteria should therefore diminish potential confounding effects that could arise from previous feelings of connectedness toward the profile owner.

The research assistant will ask the participants who the person they selected is and take notes about the relationship between the participants and the user. The participant is then asked to scroll down the profile looking at the first 10 posts only. As the fake Facebook profile includes 10 publicly visible posts, this will enable us to compare the subsequent measures between the two conditions.

Measures

Interpersonal Attractiveness Questionnaire (IAQ)

We will use the Interpersonal Attractiveness Questionnaire (IAQ) (Montoya and Horton, 2004) to measure participants’ perceived attractiveness of the profile owner. The questionnaire consists of nine items with the response format being a seven-point Likert-type scale, ranging from “I strongly disagree” to “I strongly agree.” By re-analyzing previous data, we found that the IAQ possesses favorable psychometric properties. A single-factor confirmatory factor analysis model has been fit to the data using the lavaan package (Rosseel, 2012) for R (R Core Team, 2017). Most fit indicators (CFI = 0.98, TLI = 0.97, PCLOSE = 0.08, normed χ2 = 3.31, SRMR = 0.02) suggest that the model achieves close fit. To assess reliability, tau-congeneric, tau-equivalent, and parallel versions of the model were calculated (Cho, 2016). Comparing the tau-congeneric and the tau-equivalent models using the χ2 difference test showed that the tau-congeneric model achieves better fit (χdiff2 = 84.9, dfdiff = 8, p < 0.001). Reliability was calculated using the procedure for tau-congeneric models proposed by Raykov (1997). This analysis yielded a high reliability of 0.92.

Interpersonal evaluation inventory

To examine how participants evaluate social characteristics of the profile owner, which could evolve more rapidly than the feelings of attraction, we will use the interpersonal evaluation inventory (Kelly et al., 1980). The questionnaire consists of 24 adjectives (e.g., considerate, educated, and honest) and two question-like phrases describing or related to a person (in this case, the profile owner). The participant rates the person on a seven-point Likert-type scale adjusted to each adjective (e.g., “Extremely inconsiderate” to “Extremely considerate”). The scoring direction is determined randomly for each adjective. Previous research indicates that the Inventory is valid with four underlying factors. However, for the purpose of our study we have decided to only use the items from the Likeability subscale. Likeability subscale is the most relevant subscale for this study content wise and with its 14 items it composes the majority of the inventory. Using unifactorial measures will greatly simplify our analyses, with negligible information loss.

Proactive attributional confidence scale (PACS)

We will use the proactive attributional confidence scale (PACS) (Clatterbuck, 1979) to measure attributional confidence. The scale consists of seven items, with the response format being a six-point Likert-type scale ranging from “Not confident at all” to “Very confident.”

Attitude homophily scale (AHS)

The attitude homophily scale (AHS) (McCroskey et al., 1975) will be used to measure homophily. The scale consists of four items. Each item consists of two opposite claims (e.g., “Doesn’t think like me” and “Thinks like me”). These two claims are anchor points of a seven-point Likert-type scale which is used to indicate a participant’s response.

Distractor measures

To conceal the true purpose of the study, which could become evident if the participants are only completing social attraction/evaluation measures at two close timepoints, we will use a distractor measure to lead the participants to believe that the aim of the study is to measure their attitudes on Facebook. To achieve this, we designed a questionnaire with good face validity containing items such as “Facebook makes it easier to keep in touch with other people,” “The way Facebook is set up is a threat to privacy,” “Some Facebook users incite violence toward minorities using the network.” We believe that attitudes toward Facebook are a good distractor measure because the central activity of the experimental procedure is Facebook use. The content of the items was chosen with caution not to prime the participant to form a certain attitude toward the profile owner (e.g., we did not use any items related to Facebook addiction).

Control variables

As additional measures, we also include perceived intimacy, perceived valence, and perceived physical attractiveness. To assess the perceived intimacy of posts, participants will be asked to rate, how intimate the posts made by each of the profile owners were on a seven-point Likert scale from 1 (not at all intimate) to 7 (very intimate). Participants will be asked to rate the general valence on a seven-point Likert scale from 1 (very negative) to 7 (very positive). Perceived physical attractiveness of the profile owner will be assessed by a single item question “How physically attractive do you find this person?,” by rating from 1 (not attractive at all) to 7 (very attractive). Data on perceived intimacy and perceived valence will be collected only after the participant has scrolled through or saw screenshots of 10 Facebook posts.

Analysis

Statistical analysis will be carried out using the R programming language (R Core Team, 2017) and, together with the raw data, will be made publicly available on the Open Science Framework.

Our goal in Study 1 is to test whether artificial Facebook profiles and screenshots can be used as a proxy for real Facebook profiles. If so, we expect that there is no difference in the mean change on the dependent variable across these conditions. To test this, we employ a multiple-group latent difference model (McArdle, 2009, pp. 584–585; Allison, 1990) using the change in the mean interpersonal attractiveness scores and in the mean interpersonal evaluation scores as dependent variable, respectively. Since we cannot experimentally control for the content and type of the post in the real Facebook condition, we use perceived intimacy of posts, perceived valence of posts, and perceived physical attractiveness of the profile owner as control variables.

Study 2: Investigating the Change in Interpersonal Attraction

Participants

We aim to recruit about 400 participants using a convenience sample over social media and through mailing lists. For inclusion in the study, participants need to be between 18 and 50 years old, proficient English speakers in order to understand study instructions and Facebook profile content, and Facebook users. Participants will get a chance to win a raffle prize upon completion of Study 2 for reimbursement. We will endeavor to collect all participants of Study 2 within 2 weeks.

Procedures

First, participants will receive an information sheet and a consent form via email. If they consent to participate in our study, participants will be asked to indicate their demographic data (age, gender, race, and location) and to log into their Facebook accounts. By following a link, they will be instructed to take a look at a profile of “another research participant” for 1 min. Participants will be able to see only the basic information about the profile owner – name, profile photo, and cover photo. Subsequently, participants will be asked to return to the survey platform to fill in questionnaires which measure interpersonal attraction toward the profile owner and perceived physical attractiveness of the profile owner.

The same procedure as outlined above will be repeated with two other Facebook profiles of “other research participants.” Participants will be instructed to be friend the Facebook profiles and will be informed that within 2 weeks, the three other research participants whose posts they saw will be instructed to accept the friend request. They will be asked to mark the new Facebook friends’ profiles as “see first,” which are an option on Facebook that ensures participants see all of the profiles’ posts in their News feeds, by putting these posts on top of all others. This will ensure that all participants are exposed to the posts, and that we can attribute changes in interpersonal attraction to the passive consumption. Participants will be able to see the new Facebook friends’ profiles and posts; however, they are not allowed to directly interact with them by messaging, commenting, or liking their posts.

The Facebook profiles will be set up prior to the study with the aim to make them seem realistic. To ensure this, we will remove the date our profile was created from the information box on the set-up Facebook profile. All three profiles will have 10 posts in their history. However, only two of the profiles will add status updates throughout the study period, i.e., be the experimental condition profiles. One profile will not add any new posts during the study period, i.e., be the control condition profile.

Participants will be sent a questionnaire after 2 weeks (Wave 2), 4 weeks (Wave 3), and a final questionnaire after 6 weeks (Wave 4) via email. In Wave 2, Wave 3, and Wave 4, they will be asked to fill in the interpersonal attraction measure and measures of control variables that will include, aside from (1) perceived physical attractiveness of the profile owner, (2) perceived intimacy of posts, (3) perceived frequency of posts, (4) perceived variety of post topics, (5) attributional confidence, (6) homophily, and (7) perceived valence of the posts. Next to the questions about perceived intimacy and valence of the posts, there will be the option “this person did not post during the last 2 weeks” that participants can select. At the end of Wave 4, after completion of the questionnaires, participants will be asked whether they remember three profile posts, only two of which were actually posted. This will serve as a manipulation check to test whether participants were exposed to the profile’s posts. Finally, participants will be asked to rate how credible the profile was overall, and will be debriefed about the real aim of the study.

Measures

Study 2 will include the same measures used in Study 1 (described in Section Measures), but not all of the measures will be used. Specifically, we will use the IAQ, PACS, AHS and measures of perceived intimacy, perceived valence, perceived physical attraction, and perceived frequency of posts. Participants will rate the perceived frequency of posts on a seven-point Likert scale from 1 (posts very rarely) to 7 (posts very often).

Analysis

Our goal in Study 2 is to explore whether theories of offline communication can inform online communication, particularly passive consumption. Concretely, we aim to test whether (1) perceived intimacy of posts, (2) perceived frequency of posts, (3) perceived variety of post topics, (4) attributional confidence, and (5) homophily influence the change in interpersonal attractiveness over time (see RQ2-6).

Our analysis uses structural equation modeling and proceeds as follows. As a prerequisite, we will first test whether the factor structure of interpersonal attractiveness is invariant across time; that is, we will test for strong measurement invariance (Little et al., 2007, pp. 358–359). First, to see whether our intervention, that is, participants passively consuming posts, was successful, we will compare the change in interpersonal attractiveness across the three conditions (see above) using a multiple-group latent growth-curve model (e.g., Newsom, 2015, chapter 7). We will also test whether the change can be adequately captured by a linear function. Second, to test whether the variables derived from theory influence the change in interpersonal attractiveness, we will include them as time-invariant covariates, controlling for perceived physical attractiveness of the profile owner, and perceived valence of the posts.



LIMITATIONS AND IMPACT

As we will implement a complex procedure in a relatively new field, our study has multiple limitations. However, we strongly believe that the insights acquired by running this study will outweigh these limitations. Our work will allow researchers to reassess traditional psychological theory and will provide a stepping stone in the use of more complex longitudinal and realistic methodology in social media research.

General Limitations

Our sampling strategy might be criticized as participants will be recruited through social media or mailing lists and therefore might not be representative of the population. While true, we do not see an issue with this. As our study requires participants to be (frequent) social media users, our sample cannot be fully representative by intent and we can generalize our results only to social media users.

Participants may also guess the purpose of our study or they might know that the artificial profiles are fake. In Study 1, this could mean that using fake profiles is not a solid substitute for simulating real life Facebook use. However, in Study 2, this would be a cause of concern as we cannot generalize attraction developed toward a non-existent person to attraction developed toward a real person. Therefore, at the end of both studies, we will include a question about what the purpose of the study was, to find out whether any of the participants guessed the real aims of the experiment. In case they did, we will exclude these participants from the study.

Limitations Study 1

One of the main limitations of the design of Study 1 is the lab setting. The lab environment is artificial and may lead to behavior that would not occur in a natural setting. The laboratory will, however, allow us to control that the participants focus solely on the study and do not digress to other websites. The artificial setting of Study 1 is not just limited to the laboratory setting, but also includes the task of scrolling through Facebook profiles themselves. Being asked to look through someone else’s profile for a set period of time might provoke a different kind of reaction than the one that is experienced while browsing through profiles voluntarily. Participants might, for example, speculate whether they chose the right person from their list of friends, which could decrease their focus. Therefore, we have to be careful when generalizing our results.

Another limitation is linked to the selection of the real Facebook profile. As the chosen profile owner is already acquainted with the participant, confounding variables due to previous feelings, or certain attitudes toward this particular person might impact our study in an unpredictable manner. We, however, try to control for these variables by telling the participants to choose a person whose profile they have not looked at in the last 2 months, who they feel like they do not know very well, and who they do not have any strong feelings about. We need to use a real person in order to be able to compare real Facebook consumption to simulated Facebook consumption used in social media research, and we therefore need to take these limitations into account.

In the screenshot conditions, participants do not scroll through the posts but instead view them one by one. While unlikely, it could be that scrolling affects the interpersonal attractiveness judgments of the participants. However, as previous studies also did not include scrolling in the screenshot conditions, we decided against it to be as close to previous studies as possible.

Limitations Study 2

While developing the design of longitudinal studies, choosing the optimal lag between time points is critical (Gollob and Reichardt, 1987; Little, 2013). In this respect, there is a potential limitation of our study. First, our proposed time period might be an overestimate, meaning that interpersonal attractiveness might change more rapidly. However, it could also be an underestimate as the change in interpersonal attractiveness might be a long process which cannot be tracked during the span of our study. Overall, choosing the lag is difficult, especially in areas without precise theoretical guidance. We thus acknowledge this limitation fully.

With longitudinal studies, the loss to follow-up is a known threat. While we recognize this risk, we hope to reduce it by running a fairly short longitudinal study (6 weeks). We will also send reminders to fill out the questionnaires in each wave.

Another general limitation is that all study participants befriend three unbeknownst to them, young, Caucasian, female students, and receive their status updates. We can therefore, strictly speaking, generalize our conclusions only to these particular profiles; our stimulus sample size is n = 3 (Wells and Windschitl, 1999). This befriending of unknown (fake) profiles is also different from the typical Facebook dynamic, where users typically know persons they add to their friend list, have met them before or have mutual friends. While this might at first appear as a limitation, we will design the profile to be representative of a prototypical Facebook user, therefore our ability to generalize will not be limited severely. Previous studies in this area have used artificial profiles successfully and we believe that our improvement in methodology (conducting the study on Facebook) adds greatly to the existing literature. Furthermore, because we test whether our employed measures are invariant across the fake profile and the real profiles, we can, to some extent, empirically assess this generalizability problem.

Impact

By completing the studies set forth in this proposal, we expect to shed further light on the motivational background and outcomes of passive consumption. The trend toward spending time online passively consuming has developed for several years, yet it has not been extensively researched. To gain further understanding about this process, we aim to utilize traditional social psychological theory. Can classic theories of relationship formation be applied to our online use of social media? If so, they can help us explain the effects in more detail and give us further insight into whether interpersonal relationships can be formed solely by passively consuming someone’s online information. By examining variables derived from traditional psychological theory, we can also test what might be moderating effects of passive consumption and whether these moderators are similar to those influencing face-to-face communication. This will allow us to highlight theories that could be utilized by social media researchers in the future.

Our protocol also contributes to the field methodologically. Using a longitudinal design with in situ artificial profiles that will be active throughout the duration of study instead of screenshots of posts and profiles, we take a novel and innovative step toward highlighting drivers and outcomes of passive consumption. Furthermore, our study is one of the first to examine whether the artificial passive consumption paradigm (participants looking at a stranger’s profile) is a good simulation of actual passive consumption. It combines both real and fake Facebook profiles as well as screenshots of posts that have been used in social media research up until now, to inspect whether we can apply previous studies which used an artificial environment (e.g., Deters and Mehl, 2013; Orben and Dunbar, 2017) to explain real-life Facebook use. It is not known whether these widely used results are solely an artifact of the research paradigm because comparable validity checks have not been conducted yet. By conducting our research, we can, therefore, possibly increase the validity of methodological approaches in future studies of social networks. Thus, our proposed studies are an important addition to social media research in multiple different ways.



CONCLUSION

With social media constantly growing in popularity and becoming indispensable in the lives of the majority of people in developed countries, it is important to study the drivers and impacts of its use. In this study, we focus on passive consumption on social media as it has overtaken active use in overall popularity over the past years (Gerson et al., 2017). The reasons behind this trend, and its impact on social life, have not been thoroughly researched. Previously, passive use has been described as lacking the reciprocity and depth to aid form social connections. However, there has been evidence that passive use might help us feel more connected which we aim to investigate further. Using two studies, we want to take a critical look at the methodology used in the social media research area, by comparing previously used screenshots of fake profiles to actual fake profiles on Facebook and to real profiles, while also examining possible changes in interpersonal attraction after passive consumption on Facebook, as well as possible factors influencing this change. By conducting this research, we hope to answer important questions regarding social media use and bring the research field closer to understanding these phenomena.
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As the development of the Internet and social media has led to pervasive data collection and usage practices, consumers’ privacy concerns have increasingly grown stronger. While previous research has investigated consumer valuation of personal data and privacy, only few studies have investigated valuation of different privacy aspects (e.g., third party sharing). Addressing this research gap in the literature, the present study explores Internet users’ valuations of three different privacy aspects on a social networking service (i.e., Facebook), which are commonly captured in privacy policies (i.e., data collection, data control, and third party sharing). A total of 350 participants will be recruited for an experimental online study. The experimental design will consecutively contrast a conventional, free-of-charge version of Facebook with four hypothetical, privacy-enhanced premium versions of the same service. The privacy-enhanced premium versions will offer (1) restricted data collection on side of the company; (2) enhanced data control for users; and (3) no third party sharing, respectively. A fourth premium version offers full protection of all three privacy aspects. Participants’ valuation of the privacy aspects captured in the premium versions will be quantified measuring willingness-to-pay. Additionally, a psychological test battery will be employed to examine the psychological mechanisms (e.g., privacy concerns, trust, and risk perceptions) underlying the valuation of privacy. Overall, this study will offer insights into valuation of different privacy aspects, thus providing valuable suggestions for economically sustainable privacy enhancements and alternative business models that are beneficial to consumers, businesses, practitioners, and policymakers, alike.

Keywords: information privacy, privacy concerns, willingness-to-pay, social networking services, Facebook, premium products, privacy dimensions


INTRODUCTION

The advent of the Internet and social media has drastically transformed all aspects of our lives; how we work, consume, and communicate (see also Stewart and Segars, 2002; Paine et al., 2007). While this has had considerable advantages for society overall, the growing influence of the Internet and technologies has always been linked to concerns for privacy and the collection and use of personal information (e.g., Zuboff, 1988). The threats to individual privacy through these technologies have been repeatedly documented. Over the past years, sensitive personal data were repeatedly unlawfully obtained and mishandled in numerous data breaches. Most recently, sensitive personal information, including credit scores, of almost 150 million people was compromised in the 2017 Equifax data breach (e.g., Zou and Schaub, 2018) and around 87 million Facebook users were impacted by the Cambridge Analytica data scandal in 2018 (e.g., Revell, 2018).

While some consumers are unaware of the data they produce or of the full extent to which their data are mined and analyzed (e.g., Turow et al., 2005), others do not care (Garg et al., 2014). A majority of consumers, however, report concerns about their online privacy (e.g., Phelps et al., 2000; Pew Research Center, 2014), and, yet, most people often trade their personal data for online services and products (Carrascal et al., 2013). For instance, even privacy-concerned individuals join social networking services, such as Facebook, and share large amounts of personal information on these platforms (Acquisti and Gross, 2006).

Several factors play a role in explaining the discrepancy between people’s concerns and their online sharing behaviors, such as bounded rationality, cognitive biases and heuristics, or social factors (see Kokolakis, 2017 for a review). One explanation is the so-called privacy calculus, which postulates that people perform a calculus of the costs (i.e., loss of privacy) and benefits (i.e., gain from information disclosure). Their final decisions and behaviors are a result of this calculus and determined by the outcome of this trade-off. When the perceived benefits outweigh the perceived costs, people are likely to disclose information (Culnan and Armstrong, 1999; Dinev and Hart, 2006b). Other factors accounting for this discrepancy are, for instance, that privacy functionalities are often not usable leaving users with little choice or alternatives and making it almost impossible for users to act upon their concerns (Iachello and Hong, 2007; Lipford et al., 2008). Experts call for better data and privacy regulations as well as alternative business models to balance the asymmetric relationship between consumers and business (e.g., Zuckerman, 2014; Tufekci, 2015; Gasser, 2016; New York Times, 2018; Quito, 2018). Understanding Internet users’ privacy concerns and valuations is essential to develop strategies that match users’ needs and enable them to act in accordance to their concerns.

The present research investigates Internet users’ concerns and valuation of privacy in the context of the social networking service Facebook. In the experimental online study, participants will be presented premium versions of Facebook that offer different privacy enhancements (e.g., less data collection, more data control, and no third party sharing) for a monthly fee. Participants will be asked to indicate their willingness-to-pay for these privacy enhancements. In addition, psychological mechanisms underlying these valuations will be examined. In the following, the scientific literature underlying this research will be reviewed and the research hypotheses for this research will be developed. The experimental design and research methods will be outlined and the anticipated results presented and discussed.



THEORETICAL BACKGROUND

Privacy concerns have become one of the most central themes in the digital era, likewise for scholars, consumers, businesses, practitioners, and policy-makers. Acquisti and Gross (2009), for example, demonstrated the threat to individual privacy by inferring identities (i.e., social security numbers) through supposedly “anonymized” data. Other research showed that sensitive personal information, such as sexual orientation, could be inferred from Facebook Likes and facial images (Kosinski et al., 2013; Wang and Kosinski, 2018). Most recently, several data breaches, such as the Cambridge Analytica scandal that compromised personal data of about 87 million Facebook users worldwide (Revell, 2018), have sparked ethical debates on users’ online privacy (e.g., Zunger, 2018).

Although not a novel concept, there is no clear consensus on the definition of privacy (Solove, 2006). Privacy is a complex, multidimensional construct that has been studied from different perspectives (Laufer and Wolfe, 1977) and, accordingly, has been operationalized in many different ways (e.g., as an attitude in Buchanan et al., 2007; as a value in Earp et al., 2005; Alashoor et al., 2015; as a behavior in Jensen et al., 2005; or as a right in McCloskey, 1980; Warren and Brandeis, 1890; see also Bélanger and Crossler, 2011 for a review). In order to tackle privacy in a standardized and reliable manner, most contemporary research concerned with online privacy uses the construct of privacy concerns as a proxy to explore information privacy (see Dinev et al., 2009; Smith et al., 2011). Hence, a control-centered definition of information privacy prevails, where privacy is defined as individual ability to control disclosure and use of personal information (Westin, 1968; Altman et al., 1974; Margulis, 1977). Accordingly, privacy concerns can be defined as consumers’ perceptions of how the information they provide online will be used (Dinev and Hart, 2006a), and if this use can be regarded as ‘fair’ (Malhotra et al., 2004). Two widely accepted models of privacy exist that treat privacy concern as a multidimensional construct: The multidimensional instrument developed by Smith et al. (1996) assesses “individuals’ concerns about organizational information privacy practices” (p. 167). This instrument has been adapted by Malhotra et al. (2004), making it applicable to the context of online privacy. The Internet User’s Information Privacy Concerns (IUIPC) model consists of three dimensions, namely collection, control, and awareness. The dimension collection refers to users’ concerns regarding the collection of their personal information. The dimension control refers to users’ beliefs to have the right to determine and control how their information are collected, stored, and shared. The dimension awareness refers to users’ awareness of data privacy practices of companies (i.e., online service providers).

Despite the importance of privacy in the digital era, people – paradoxically even those holding strong privacy concerns – often trade their personal data for online services and products (Carrascal et al., 2013). For example, Acquisti and Gross (2006) demonstrated that even privacy-concerned individuals join the social networking service Facebook disregarding its privacy policies and revealing large amounts of personal information. The term “privacy paradox” has been coined to describe this dichotomy between expressed privacy concerns and actual online disclosure and sharing behaviors (Norberg et al., 2007). This paradox is particularly pronounced on social networking platforms, given the seemingly contradictory relationship between information privacy and social networking (i.e., connecting and sharing personal information with an online network; Lipford et al., 2012).

Many researchers have attempted to unravel and explain the privacy paradox (e.g., Barnes, 2006; Pötzsch, 2008; Sundar et al., 2013; Motiwalla and Li, 2016). One explanation defines the privacy paradox in terms of trade-offs between the benefits of using digital products and services and disclosing information online at the cost of a (partial) loss of privacy. These cost-benefit analyses are modeled as privacy calculus (Culnan and Armstrong, 1999), where privacy and personal information are conceptualized in economic terms as commodities (Klopfer and Rubenstein, 1977; Bennett et al., 1995). Willingness-to-pay is a commonly used indicator to quantify consumers’ economic valuation of commodities, such as goods and services (e.g., Casidy and Wymer, 2016; Lee and Heo, 2016). Accordingly, many scholars use willingness-to-pay as an indicator for economic valuations of privacy and information disclosure (e.g., Grossklags and Acquisti, 2007; Beresford et al., 2012; Spiekermann et al., 2012; Acquisti et al., 2013; Schreiner and Hess, 2015). Tsai et al. (2011) demonstrated that, when sufficient privacy information is available, people are willing to pay a premium to be able to purchase from websites that offer greater privacy protection. Studying low-priced products, the authors found that people were willing to pay up to 4% – around US$0.60 – more for enhanced privacy. Egelman et al. (2009) showed that people are willing to pay up to US$0.75 for increased privacy when online shopping, particularly when shopping for privacy-sensitive items. Similarly, a quarter of smartphone users were willing to pay a US$1.50 premium to use a mobile app that made fewer requests to access users’ personal information (Egelman et al., 2013). In a study by Hann et al. (2007) among U.S. Americans, personal information was worth US$30.49 – US$44.62. In another study, participants expressed high sensitivity to and concern for privacy, but only half of the participants were actually willing to pay for a change in data protection laws that would give them property rights to their personal data. The economic value placed on these privacy rights averaged around US$38 (Rose, 2005). Schreiner et al. (2013) tested privacy-enhanced premium versions of Facebook and Google and measured consumers’ propensity to pay for these services. The authors found that the optimal price for Facebook was aaa1.67/month and the optimal price for Google’s search engine lay between aaa1.00 and aaa1.50/month. Even though participants in the study were willing to pay for privacy-enhanced premium version, these valuations are relatively low (see also Bauer et al., 2012). Different explanations can account for the rather low valuations of privacy and data protection. For example, individuals who have not experienced invasion of their information privacy (e.g., through breaches or hacks) do not understand all the possible consequences resulting from information privacy violations and, therefore, tend to undervalue privacy (Hann et al., 2002). It might also be because many costs associated with the invasion of privacy occur from secondary use of information (Laudon, 1996), of which the consequences are often only experienced ex post (Acquisti, 2004). What is more, not all the costs of unprotected personal information are easy to quantify – while some of the consequences are tangible (e.g., identity theft), others are intangible (e.g., revealing personal life history to strangers; Brandimarte et al., 2015). Hence, it seems likely that people value privacy aspects that are tangible and immediate more than others.

In addition to these factors, several psychological characteristics have been identified in explaining consumers’ concerns and valuation of privacy. A large body of the literature shows that cognitive biases and heuristics, such as comparative optimism, overconfidence, or affect bias play an important role (see Kokolakis, 2017 for a review). For example, low privacy valuations are associated with people’s underestimation of one’s own and overestimation of other’s likelihood of experiencing misuse of personal data (Syverson, 2003; Baek et al., 2014), which could translate into low privacy valuations. Valuation of online privacy has also been linked to perceptions of usefulness, risk, and trust toward companies or services (e.g., Malhotra et al., 2004; Milne and Culnan, 2004; Dinev and Hart, 2006a; Garg et al., 2014; Schreiner and Hess, 2015). Prior context-specific disclosure behaviors are additional indicators of consumers’ valuations (Motiwalla et al., 2014). Therefore, it seems that the willingness-to-pay for online privacy is a telling measure, but only if considered in light of its psychological drivers.

While there is no shortage of willingness-to-pay studies trying to quantify the valuation of privacy (see also Acquisti et al., 2013), only very few studies have investigated the perception or valuation of different aspects of privacy. Hann et al. (2002) used conjoint analysis to examine the importance people ascribe to the different privacy concern dimensions of Smith et al. (1996), showing that websites’ secondary use of personal information is perceived as most important, followed by improper access of personal information. An earlier study using consumer ratings yielded similar results showing that consumers were more concerned about improper access and unauthorized secondary use than about data collection and possible errors in their data (Esrock and Ferre, 1999). Another conjoint analysis identified consumer segments based on their differing levels of privacy concerns, highlighting the need for different premium accounts that cater to consumers’ differing privacy preferences (Krasnova et al., 2009).

To our knowledge, no study has so far investigated whether these patterns can be replicated for Malhotra et al.’s (2004) adapted model of privacy concerns and no study has investigated consumers’ valuation of these privacy aspects in the context of social networking services. For example, a study by Schreiner et al. (2013) examined social media users’ willingness-to-pay for information privacy on Facebook, but did not differentiate between the three dimensions of privacy and, therefore, does not provide insights into which aspects of privacy are most valued by users. Additionally, the study by Schreiner and colleagues was limited in that they excluded non-members of Facebook, which constitutes an interesting consumer segment when it comes to privacy-enhanced premium versions of social networking services, as this segment may be especially interested in joining privacy-enhanced versions of such platforms.



STUDY OBJECTIVES AND RESEARCH HYPOTHESES

Filling these research gaps, the overarching objectives of the present study are twofold: first, the study will explore users’ valuation of three different privacy aspects in the context of social networking services and, second, the study will investigate the psychological mechanisms underlying users’ overall valuation of privacy.

Investigating the former, three privacy aspects will be studied that are captured in Facebook’s Data Policy (Facebook Inc., 2016) as well as in Malhotra et al.’s (2004) multidimensional model of privacy. These three privacy aspects are (1) data collection, (2) data control, and (3) third party use. Accordingly, participants will be offered enhancement of these three privacy aspects within hypothetical premium versions of Facebook. Precisely, these privacy-enhanced premium versions of Facebook will offer (1) restricted data collection on side of the company, (2) enhanced data control for users, and (3) no sharing of users’ data with third parties. Willingness-to-pay for the premium versions will be used as a proxy for participants’ valuation of these privacy aspects. Expanding on previous studies (e.g., Schreiner et al., 2013), this study’s insights will provide a more detailed understanding of users’ valuation of different aspects of privacy. It is explored whether Internet users value some aspects of privacy more than others. Though previous research suggests that third-party sharing may be valued most (Esrock and Ferre, 1999; Hann et al., 2002), we argue that it is also possible that companies’ restrictions on data collection may be valued more, since if no data are collected, users may be less worried about their data being shared with third parties. At the same time, the prevailing control-centered definition of privacy may invoke stronger valuations of the data control aspect. In light of these contradictory assumptions, for the present research no directional hypotheses can be formulated for the valuation of the three privacy aspects.

Investigating the latter, that is, the psychological mechanisms underlying valuation of privacy on social networking services, the present study will test a theoretical model that is developed and adapted based on proposed models by Malhotra et al. (2004) and Wilson and Valacich (2012). These models propose that privacy concerns increase perceived risk of information disclosure online and, thus, influence people’s intentions to protect their data. This relationship is expected to be further moderated by several other psychological and socio-demographic characteristics measured in this study. It is hypothesized that the proposed model will explain the psychological mechanisms underlying valuation of privacy on Facebook (see Section Theoretical Model).



MATERIALS AND METHODS

Participants

We aim to recruit at least 350 English-speaking adults (i.e., minimum age of 18 years). The estimated sample size is based on Lipovetsky’s (2006) estimation that a minimum of 256 participants are needed to set up a price model with the precision of 𝜀 = 0.05 and to reach value close to 80%. Taking into account potential dropouts and invalid participant responses, we aim to reach sample size of a minimum of 350 participants. Though participant recruitment is restricted to English-speaking adults, we will, unlike previous studies (e.g., Schreiner et al., 2013), recruit participants across different countries1. As statistics report differing levels of privacy concerns and social media use across countries and cultures (e.g., Eurobarometer, 2016), we hope that our recruitment strategy will enable us to capture a heterogeneous participant sample with respect to the level of concern for and valuation of privacy. Furthermore, we will include both Facebook members and non-members in the sample. Facebook non-members are an important subsample, as this consumer segment could have a particular interest in privacy-enhanced versions of social networking services like Facebook. To ensure these sampling criteria, we will make use of various online channels, such as social networks and specialized study recruitment pages (e.g., findparticipants.com), as well as mailing lists, university platforms, and topic-relevant online forums.

Experimental Design

In the present online study, we will create four hypothetical privacy-enhanced premium versions of Facebook. The privacy enhancements of the premium versions will be based on three privacy aspects that are captured both in the IUIPC model (Malhotra et al., 2004) as well as in Facebook’s Data Policy (Facebook Inc., 2016). Three of these premium versions will have one specific privacy aspect enhanced: in the first condition, data collection policies will be less permissible, thus, granting users the option that Facebook collects less data about them; the second condition will offer enhanced data control for users and allows complete or selective deletion of stored data; in the third condition, users will have the option to opt out from having Facebook share their data with third parties, such as advertisers (see Figures 1–3). An additional fourth condition will consist all three privacy enhancements in a full-design premium version.
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FIGURE 1. Condition 1: Enhanced data collection.
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FIGURE 2. Condition 2: Enhanced data control.
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FIGURE 3. Condition 3: Enhanced third party sharing.



Designing these hypothetical premium versions as realistic as possible, we will rely on Facebook’s Data Policy to extract three central privacy aspects, namely data collection, data control, and third party sharing (Facebook Inc., 2016). We will adapt relevant parts of the policy accordingly to match the increased privacy functionalities of our premium versions. The conventional, free version of Facebook used for side-by-side comparisons consists of shortened and simplified, but otherwise unaltered, parts of Facebook’s original Data Policy. The premium versions are written in such a fashion to correspond to the original policy as much as possible, while enhancing specific privacy aspects. To facilitate readability, this information is presented in form of concise and comprehensive bullet points.

Willingness-to-Pay Measure

Quantifying Internet users’ valuation of the different privacy aspects, the van Westendorp’s (1976) Price Sensitivity Meter model (PSM) will be employed as a willingness-to-pay measure. The PSM is a descriptive statistical procedure labeled the “psychological price” modeling (Lipovetsky et al., 2011). Rather than asking a single price indicator, the PSM allows capturing economic valuation in psychological terms. Furthermore, it ensures comparability of the results with the study by Schreiner et al. (2013). The PSM consists of four questions that ask participants to balance the value of certain products or services against the price. Precisely, participants will answer the following questions about the four premium versions (as compared to the free version) presented:

(1) At what price does this product become too cheap, that is, so cheap that you would question its quality and not buy it?

(2) At what price does this product start to seem cheap to you, that is, when does it start to seem like a bargain?

(3) At what price does this product start to seem expensive to you?

(4) At what price does this product become too expensive, that you would not consider buying it?

The questions will be presented simultaneously and in the above order below the two versions of Facebook (i.e., conventional, free-of-charge versus hypothetical, privacy-enhanced version of Facebook). Participants will be asked to indicate a monthly price they are willing to pay for the privacy enhancement of each premium version. Combining the answers from the four PSM questions will allow identifying the upper and the lower price limit that participants are willing to pay for privacy. Based on this, the optimal price can be calculated as described in more detail in Section Proposed Analysis.

After answering the four PSM questions, a single-item willingness-to-pay measure will be employed to additionally assess the overall willingness-to-pay for the different privacy aspects (“Overall, how much would be willing to pay for this premium version of Facebook?”). This overall valuation measure will be used to validate the results of the PSM and to conduct the multiple comparisons between the three privacy enhancements, which will allow drawing conclusions about which privacy aspects are valued the most.

Theoretical Model

To unravel the psychological mechanisms underlying privacy valuations on social networking services, a theoretical model will be tested. The present model is developed based on previously suggested models by Wilson and Valacich (2012) and Malhotra et al. (2004). The theoretical model presented here outlines the expected relationships between the psychological variables in predicting Internet users’ privacy valuations on social networking services (see Figure 4). The modeled psychological variables are selected based on previous research demonstrating their relevance in the context of information privacy. Where necessary, the psychological measures are adapted to suit the context of Facebook.
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FIGURE 4. Theoretical model underlying privacy valuations.



The present model proposes that perceived risk on Facebook mediates the relationship between privacy concerns (see also Malhotra et al., 2004) in predicting valuation of privacy, and that this relationship is further moderated by trust in Facebook and its Data Policies (adapted from Milne and Culnan, 2004) as well as by the level of Facebook use (adapted from Jenkins-Guarnieri et al., 2013). More specifically, we propose that high levels of privacy concerns predict high willingness-to-pay for privacy, mediated through increased privacy-related risk perception on Facebook. Additionally, the valuation of privacy is expected to depend on Facebook members’ current Facebook use or non-members’ perceived usefulness of Facebook, respectively (adapted from Rauniar et al., 2014). Among frequent Facebook users, those with greater privacy concerns are expected to express greater willingness-to-pay for privacy on Facebook than those with lower privacy concerns. Among non-members of Facebook, those with strong privacy concerns and perceptions of Facebook’s usefulness are expected to express higher willingness-to-pay for privacy than those non-members who do not perceive Facebook as useful. The rationale behind this is that privacy-concerned people who perceive Facebook as useful but are not member of the network, may abstain due to their privacy concerns, rather than due to lacking benefits from Facebook membership, and may thus be more likely to pay for privacy on Facebook. In addition to these psychological characteristics, socio-demographic information and the psychological characteristics social norms and comparative optimism will also be assessed, as these may have additional explanatory power beyond the primary variables included in the model. The psychological characteristics and socio-demographic information that are expected to explain participants’ privacy valuations are explained in more detail in the next section (see Section Psychological Characteristics).

Psychological Characteristics

Privacy Concerns

The IUIPC scale developed by Malhotra et al. (2004) is a widely used measure of privacy concerns consisting of 10 items. The items (e.g., “It usually bothers me when online companies ask me for personal information”) assess the three privacy dimensions data collection, data control, and awareness of the company’s data practices on a 7-point Likert scale from one (strongly disagree) to seven (strongly agree). All three subscales have a composite reliability score of above 0.70 and have been validated in predicting behavioral intentions and Internet users’ reactions to online privacy threats (Malhotra et al., 2004). The relationship between privacy concerns and willingness-to-pay for privacy on social networking services will be examined. It is hypothesized that high levels of privacy concerns will predict greater willingness-to-pay for privacy directly through perceived risks on Facebook as well as through moderation of further psychological characteristics.

Perceived Risk on Facebook

Along with the IUIPC, Malhotra et al. (2004) used and adapted the risk perception scale validated by Jarvenpaa et al. (1999). As suggested in Malhotra et al. (2004), we adapted the six risk perception items to make them specific to the context of Facebook (e.g., “The risk that personal information submitted to Facebook could be misused is immense”). The scale has a reliability score of Cronbach’s α = 0.70 and uses a 7-point Likert scale ranging from one (strongly disagree) to seven (strongly agree). We hypothesize perceived risk on Facebook to be the main mediator of the effect of privacy concerns on willingness-to-pay. For participants with high privacy concerns but low risk perceptions on Facebook, however, valuation of privacy is expected to be low.

Perceived Internet Privacy Risk and Personal Internet Interest

Two scales will be used that were developed and validated by Dinev and Hart (2006a) and measure general Internet privacy risk and interest. Perceived Internet privacy risk consists of four items (e.g., “I am concerned that the information I submit on the Internet could be misused”), while personal Internet interest consists of three items (e.g., “The greater my interest to obtain a certain information or service from the Internet, the more I tend to suppress my privacy concern”). The items are assessed on a 5-point Likert scale ranging from one (very low risks/strongly disagree) to five (very high risk/strongly agree). For both scales, Cronbach’s alpha indicates reliability above 0.66, which is the recommended cut-off score (Nunnally, 1978). Dinev and Hart (2006a) find that higher privacy risk perceptions are related to higher levels of privacy concerns and lower willingness to transact personal information on the Internet, and that higher Internet interest is related to higher willingness to transact personal information on the Internet. While perceived risk on Facebook (see Section Perceived Risk on Facebook) is included as the main mediator in the model, the more general perceived Internet privacy risk measure will be tested as potential moderator for non-members of Facebook.

Trust in Facebook

Trust has been described as important foundation for all economic transactions (Ben-Ner and Halldorsson, 2010) and previous research demonstrated that customers’ trust in companies and the Internet are important predictors of online disclosure and sharing behaviors (Metzger, 2004). Trust in the social networking service Facebook will be assessed via the trust in privacy notices subscale by Milne and Culnan (2004), defining trust as consumers’ willingness to accept a level of risk in the face of incomplete information and as their belief that businesses will adhere to the privacy practices they declare (see Gefen et al., 2003 for a review on the trust literature). The relationship between trust in privacy notices with perceived risk and privacy concerns has been validated in Milne and Culnan (2004). In the present study, this relates to the belief that changes in Facebook’s Data Policy can generally be trusted and the scale will be adapted to the context of Facebook. The scale consists of five items (e.g., “I believe that the Facebook privacy statements are truthful”), which are assessed on a 5-point Likert scale ranging from one (strongly disagree) to five (strongly agree). The scale’s Cronbach’s alpha is 0.82. Trust is hypothesized to moderate the relationship between privacy concerns and willingness-to-pay for privacy. Precisely, to invoke willingness-to-pay for privacy, participants need to generally trust Facebook and trust in Facebook’s adherence to the offered privacy enhancements.

Facebook Use

Facebook use will be measured only among participants who, at the time of participation in this study, are members of Facebook. Facebook use will be assessed using the social media use integration scale by Jenkins-Guarnieri et al. (2013). The validated scale consists of 10 items (e.g., “I feel disconnected from friends when I have not logged into Facebook”), which are assessed on a 6-point Likert scale ranging from one (strongly disagree) to six (strongly agree). The scale has a Cronbach’s alpha reliability of 0.91 and assesses social integration in and emotional connectedness to Facebook. It is hypothesized that frequent Facebook use will moderate the effect of privacy concerns through risk perceptions on participants’ willingness-to-pay. Precisely, frequent Facebook users with strong privacy concerns are assumed to indicate greater willingness-to-pay.

Perceived Usefulness of Facebook

Perceived usefulness of Facebook will be assessed only in participants who, at the time of participation in this study, are non-members of Facebook. The perceived usefulness scale from the revised social media technology acceptance model (TAM) by Rauniar et al. (2014) will be administered and adapted to the context of Facebook. The scale has been validated by Rauniar and colleagues and consists of five items (e.g., “Using Facebook makes it easier to stay informed with my friends and family”), which are assessed on a 5-point Likert scale ranging from one (strongly disagree) to five (strongly agree). The scale has a composite reliability score of above 0.70. We hypothesize that perceived usefulness of Facebook will moderate the relationship between privacy concerns and willingness-to-pay for non-members of Facebook. Precisely, we expect that when non-members of Facebook with high privacy concerns and risk perceptions still consider the usefulness of Facebook to be high, they could be willing to use a version of Facebook that protects their data and therefore indicate a higher willingness-to-pay.

Socio-Demographic Information

Previous research showed that socio-demographic factors, such as age and gender, influence Internet users’ valuation of personal data and privacy (e.g., Krasnova et al., 2009). Therefore, socio-demographic information will be assessed, including gender, age, level of education, employment status, type of work, socioeconomic status, country of residence, and nationality. Socioeconomic status is predicted to have an influence on willingness-to-pay, as economic status (e.g., income) impacts people’s overall readiness to pay a certain financial amount for the usage of a service or a product (Onwujekwe et al., 2009). We assume that socio-demographic information will influence the relationship between privacy concerns and willingness-to-pay for privacy on social networking services and control for these influences in our model.

Social Norms

Social norms are a strong predictor of human offline behaviors (Cialdini and Trost, 1998) and have been shown to be a significant antecedent of adopting online behaviors too (Chiasson and Lovato, 2001; Spottswood and Hancock, 2017). We will employ the questionnaire developed by Charng et al. (1988) to assess perceptions of social online norms and adapt the questionnaire to the context of Facebook. The questionnaire was validated for online use and has a reliability of Cronbach’s alpha of 0.86 (Choi and Chung, 2013). The five items (e.g., “Many of the people that I know expect me to continuously use Facebook”) are assessed on a 7-point Likert scale ranging from one (strongly disagree) to seven (strongly agree). We hypothesize that perceived social norms positively correlate with perceived usefulness of Facebook in non-members and with Facebook use in current Facebook users. Hence, social norms could further moderate the impact of privacy concerns on willingness-to-pay. If confirmed in the analysis, this variable may be included in the theoretical model.

Comparative Optimism

Participants’ comparative optimism in the online context will be assessed using the approach by Baek et al. (2014). This approach relies on the indirect method (Harris et al., 2000) to assess participants’ likelihood estimation of experiencing a certain event as compared to others experiencing the same event. In two separate items, participants make judgments about their perceived personal and target group risk (i.e., “How likely are you [target group] to fall victim to improper use of online information?”). Both items will be assessed on a 5-point Likert scale ranging from one (least likely) to five (most likely). It is expected that participants who underestimate their own risk to fall victim to improper use of online information, as compared to others, have lower privacy concerns and risk perceptions, which may result in lower willingness-to-pay for privacy. Similar to social norms, we will test the relevance of this variable for the model.



STEPWISE PROCEDURES

The present experiment will be administered online using the web-based survey tool Qualtrics that allows designing, running, and collecting data through online experiments and surveys. The stepwise procedures of the experiment are as follows: After informed consent is given, participants will first answer a baseline measure that assesses if participants would be willing to pay for the current, free-of-charge version of Facebook. Afterward, participants will be presented a short vignette describing a scenario in which Facebook may consider developing premium versions of their service that would offer enhanced privacy for users in return for a monthly fee. In the first part of the online experiment, four hypothetical, privacy-enhanced premium versions of Facebook are presented consecutively and participants indicate their willingness-to-pay for each of the premium versions using the four questions of the PSM and the additional overall willingness-to-pay item (see Section Willingness-to-Pay Measure). Each privacy-enhanced version of Facebook is contrasted with the conventional, free-of-charge version of Facebook to facilitate comparability and increase participants’ understanding of the enhancements of the premium versions. To control for order effects, the three privacy-enhanced premium versions of Facebook (i.e., data collection, data control, and third party sharing) will be presented in randomized order. The fourth full-design premium version, which combines all three privacy enhancements in one version, will be presented last.

The second part of the study will assess several psychological characteristics (see Section Psychological Characteristics) to test the proposed theoretical model (see Section Theoretical Model) that specifies the psychological mechanisms underlying Internet users’ privacy valuations. The items of each scale will be presented in randomized order. Short control questions will be included in the online survey to ensure participants understand the privacy enhancements in the premium versions and to assess for how useful, credible, and technologically feasible these are rated. Two more general items will control whether participants answer the online study truthfully (e.g., “In general, I answered all of the questions seriously”). Lastly, socio-demographic information will be assessed. Once the survey is completed, participants will be thanked and further debriefed about the topic and purpose of the present study and those interested can read more about privacy and how to protect their online data. Those participants wishing to enter the prize draw will be invited to follow a link to a separate survey where they can enter their email addresses. This way participants’ anonymity will be preserved and linking survey responses to identifiable information will be avoided.



PROPOSED ANALYSIS

In the first step, a cumulative frequency will be calculated for each of the enhanced privacy aspects captured in the hypothetical premium versions of Facebook (Figure 5).
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FIGURE 5. Cumulative frequencies of the questions of the PSM.



In a second step, the range of acceptable prices that each participant is willing to pay for the different privacy-enhanced premium versions will be determined. The range of acceptable prices is defined by its endpoints marginal cheapness and marginal expensiveness (van Westendorp, 1976). Marginal cheapness is determined by the point where the cumulative frequencies of “too cheap” prices (reversed) and “cheap” prices intersect (MGP in Figure 6). In contrast, the point of marginal expensiveness is determined by the intersection of the cumulative frequencies of “too expensive” prices (reversed) and “expensive” prices (MEP in Figure 6).
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FIGURE 6. Range of acceptable prices.



In a third step, we will follow the approach by Lipovetsky (2006) who proposes that the four questions of the PSM and their corresponding cumulative distributions split the price continuum into five price perception intervals. These five price perception intervals are too cheap, bargain, acceptable price, premium, and too expensive. Thus, instead of the four thresholds of the questions of the PSM (Figure 5), five price ranges will be considered that are defined as discrete states with a continuous price variable and modeled as ordinal logistic regressions.

Following this model, the logistic cumulative probabilities for each price threshold will be determined and the appropriate thresholds for the particular model will be subtracted (i.e., for the acceptable price model the expensive price threshold is subtracted from the cheap price threshold). This procedure leads to smooth regression lines and allows determining the maximum of a specific price perception range. These maxima will be used as a proxy for participants’ willingness-to-pay (WTP in Figure 7).
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FIGURE 7. Price sensitivity for the acceptable price perception interval.



Ordinal logistic regression models will be applied to test for statistical differences between participants’ willingness-to-pay for the different privacy aspects captured in the hypothetical premium versions of Facebook. Furthermore, the regression models can be extended to multiple predictors (e.g., privacy concerns and socio-demographic characteristics), since we hypothesize that psychological characteristics influence participants’ propensity to pay for the privacy enhancements. Together with the range of acceptable prices, the proxies will be used to test for intra-individual and inter-individual differences between willingness-to-pay for the four privacy-enhanced premium versions of Facebook. In addition, repeated-measure ANOVAs will be calculated for participants’ willingness-to-pay for the four different premium versions of Facebook, using the participant answers on the overall valuation measure (i.e., “Overall, how much would be willing to pay for this premium version of Facebook?”) as dependent variable. Where applicable, post hoc tests will be employed to determine the specific group differences. Data analysis will be conducted in R studio (R Core Team, 2017) and the conventional significance level of α = 0.05 will apply to all analyses.

With respect to the theoretical model (see Figure 4, Section Theoretical Model), we follow previous approaches (Malhotra et al., 2004; Schreiner and Hess, 2015) and assume linear relationships between the indicated psychological variables (see Section Psychological Characteristics), which will be statistically tested using structural equation modeling to identify the path coefficients. As outcome variable in the tested model, participants’ overall willingness-to-pay for the hypothetical, full-design premium version of Facebook will be used.



ANTICIPATED RESULTS

In the proposed experiment, Internet users’ valuation of different privacy aspects will be investigated in the context of social networking services. Four hypothetical, privacy-enhanced premium versions of Facebook will be developed, each offering the enhancement of one specific privacy aspect, namely data collection, data control, and third party sharing. A fourth version incorporates all three privacy enhancements. Valuation of privacy will be quantified using willingness-to-pay. The main aims of the experiment are to identify differences in the valuation of the three privacy aspects as well as to unravel the psychological mechanisms underlying these valuations.

For the purpose of the study, the PSM will be employed to measure willingness-to-pay for the premium versions of Facebook. The PSM allows estimating acceptable price ranges for each of the examined privacy aspects. Ordinal logistic regression as well as ANOVAs and according post hoc testing will be employed to investigate within-subject valuations of the three privacy aspects (i.e., data collection, data control, and third party sharing). In a second analysis step, the proposed theoretical model encompassing relevant psychological characteristics will be tested in order to unravel the psychological mechanisms underlying valuations of privacy. We expect overall willingness-to-pay (i.e., for the full-design premium version of Facebook) to be explained by privacy concerns, mediated by the perceived risk on Facebook, as well as by several moderating variables (see Sections Theoretical Model and Psychological Characteristics).

The results from this study will be a valuable contribution to the existing literature on information privacy. Most of the previous research has treated privacy as a one-dimensional construct and, thus, has not addressed consumer valuation of different aspects of privacy. Also, previous studies have largely disregarded non-members of social networking services, who constitute a large subsample that could be attracted to join social networking services, if these offered users enhanced privacy. The findings will, hence, complement several previous studies that examined the privacy paradox and valuation of privacy (e.g., Tsai et al., 2011) by offering a more detailed examination of the valuation of different privacy aspects, while also including non-members of certain services and products in this examination. Moreover, the findings will provide insights into the psychological mechanisms underlying these valuations. In comparison to Schreiner and Hess (2015), for example, who explained willingness-to-pay for privacy-enhanced premium services using the theory of planned behavior, the model proposed in this study emphasizes risk perceptions as a mediator for the effect of privacy concerns on willingness-to-pay for privacy on social networking services. It thereby focuses less on the valuations of the premium version itself, and rather serves to explain the individual differences in online privacy valuations. Furthermore, Schreiner and Hess did not find a link between perceived Internet risk and willingness-to-pay for privacy-enhanced premium services. We suggest that the use of a general risk perception measure, rather than a Facebook-specific measure, could likely account for the unidentified link between these two related constructs. Therefore, in the present study, we will use a risk perception measure adapted specific to the context of Facebook. Besides the novel scope and the adapted constellation of the psychological factors in our proposed model, the present model also adds a cross-cultural dimension by sampling participants internationally and across cultures. Previous studies often collected data in only one country (e.g., Schreiner et al., 2013) or were predominantly relying on student populations (e.g., Krasnova et al., 2009).

Beyond the scientific contributions, the findings from the present research have considerable practical relevance, particularly in light of recent events such as the Cambridge Analytica Scandal (Revell, 2018) and the data protection laws that came into effect in the European Union in May 2018 (i.e., General Data Protection Regulation [GDPR]; Regulation (EU) 2016/679, 2017). Alternative business models may receive greater attention, as these could balance the asymmetric relationship between consumers and businesses and offer Internet users new privacy functionalities (e.g., Crook, 2018). Identifying which privacy features (e.g., third party sharing) are valued most, direct suggestions for the most important privacy enhancements can be derived. This will allow providing valuable suggestions for economically sustainable privacy enhancements and urgently needed alternative business models that are beneficial to consumers, service providers, and policymakers, alike.

Despite the study’s important contributions to the existing scientific literature on information privacy and its practical relevance, there are a number of limitations that need to be addressed. First, as this study relies on a hypothetical scenario, no actual behaviors will be measured. Thus, this study only provides insights into Internet users’ valuation of privacy based on hypothetical premium versions of Facebook. Though this study uses willingness-to-pay an indicator to quantify valuation of privacy, it is a rather intentional measure and does not provide a reliable economic value that translates into actual willingness-to-pay in a real-world settings (see intention-action gap; Sheeran and Webb, 2016). Second, as privacy concerns are context-dependent (e.g., Nissenbaum, 2009), the findings from this study are not generalizable to other platforms, but are specific to Facebook. Similarly, other measures assessed in this study, such as privacy concerns or risk perceptions, differ across countries, and culture (Wildavsky and Dake, 1990; Krasnova et al., 2012; Morando et al., 2014; Eurobarometer, 2016). Therefore, we will control for this by employing an international, cross-border sampling strategy. Third, despite our attempts to reach a heterogeneous sample by recruiting internationally and advertising our study on different platforms, our sample strategy may nonetheless be affected by sample bias, such as self-selection bias. Future studies could employ panel-based recruitment in order to reduce self-selection bias. Lastly, the presentation of the privacy policies will likely have an influence on users’ willingness-to-pay. Privacy policies are usually far from the brevity and level of user-friendliness offered in this experiment. Future studies could more closely investigate the influence of presentation of such policies to suggest more user-friendly alternatives and test willingness-to-pay in real-world setting using actual premium versions.



NOMENCLATURES

IUIPC, the ‘Internet User’s Information Privacy Concerns’ is an instrument which measures the perception of acceptability of personal information collection practices; PSM, the ‘Price Sensitivity Meter’ is a descriptive statistical procedure used for calculating willingness-to-pay developed by van Westendorp; MGP, the point of ’marginal cheapness’ is the intersection of the reversed ‘too cheap’ curve with the ’cheap’ curve, defined by van Westendorp in his price sensitivity meter; MEP, the point of ’marginal expensiveness’ is the intersection of the reversed ’expensive’ curve with the ’too expensive’ curve, defined by van Westendorp in his price sensitivity meter; WTP, ‘Willingness-to-pay’; TAM, the revised social media ‘technology acceptance model’ by Rauniar et al. (2014); ANOVA, analysis of variance is a statistical procedure used to analyze the differences among group means in a sample; GDPR, the ‘General Data Protection Regulation’ is a regulation in European law that came into effect on 25 May 2018, serving to strengthen data protection and privacy for all individuals within the European Union and the European Economic Area.
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FOOTNOTES

1Given that many of the participants may not be native English-speakers, participants’ English language proficiency will be assessed in a one-item self-report measure.
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Identity leadership (IL) describes that the effectiveness of a leader will depend upon his capacity to represent a given group, to make the group go forward, to create a group identity, and to make the group matter. An identity leader may increase commitment among his followers by increasing the perception of shared identity and giving more weight in the decision process to his followers. We aim to explore the mechanisms through which a leader who creates a shared group identity can increase organizational commitment. In the first study, we plan to conduct a cross-cultural correlational study where we aim to test if the relationship between IL and organizational commitment is mediated by team identification and mediated-moderated by participation in decision making (PDM) and collective efficacy. In the second study, we aim to explore the direction of the causality between IL and PDM. To test this hypothesis, we will conduct an experimental study in which (1) we will manipulate IL to test its influence on the perception of PDM and (2) we will manipulate PDM to test its influence on the perception of IL. Thus, we will be able to identify the role of IL and the perception of PDM on organizational commitment.
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INTRODUCTION

Leadership research in psychology theorizes about what makes successful leaders attract and bind their followers as well as keeping them committed to their goals. Numerous theories behind leadership have evolved through very different paths (Day et al., 2014). At the very beginning of organizational psychology, it was common sense that someone was either born as a leader, or not, and that there was only one effective leadership style (Day et al., 2014). The task of the born leaders was to tell followers in an effective way what to do (Durue et al., 2011). More behavioral approaches then alleged the contrary; leaders are made instead of born. It was proposed that there are characteristic traits which make you a good leader and these traits can be defined, measured, and taught so that theoretically, everybody could become a leader (Blake and Mouton, 1979). Overall those theories exclusively focused on the characteristics of the leader and did not take into account the relationship between a leader and his followers.

More contemporary theories focused on this relationship between the leader and his followers. Authentic leadership theory focuses on leaders who have an honest relationship with their subordinates and are self-aware of their goals and aspirations. There is a focus on the value they give to their subordinates and their input (Gardner et al., 2011). In the charismatic leadership theory, the leader instigates followers by his innate charisma which is attributed to the leader based on the displayed behavior (Conger and Kanungo, 1988). Regarding the relationship between leader and follower, transformational leadership theory (Judge and Piccolo, 2004) proposes that a leader can exert influence by activating and serving higher order needs in his followers. Transformational leaders guide by vision, inspire their followers, and support them in personal growth (Judge and Piccolo, 2004). Similarly, in the leader–member-exchange theory, leaders and members influence each other within a dyadic bond which is built on trust and respect (Graen and Uhl-Bien, 1995). The follower and leader often develop even an emotional relationship and support each other (Graen and Uhl-Bien, 1995).

In all of the more recent leadership theories, the goal was to extend the leader’s behavior toward the relationship between the leader and a single member. Indeed, one of the criticisms to the leadership literature is its focus on dyadic relationships (e.g., Yukl, 1999) while ignoring group level processes and the dynamic relationship between leaders and their teams (Hunter et al., 2007). Furthermore, a major part of social interaction has not been included in leadership theories so far: the relationship between a leader and his group (Gardner et al., 2010; Dinh et al., 2014). The theory of identity leadership (IL) is attempting to close that gap (Hogg, 2001) by focusing on the group identity and the group level processes that happen within a group: between the leader and his group members and between the group members themselves. Importantly, IL also differs from previous approaches by acknowledging the fact that leaders often need to create a shared sense of identity for the team to be more effective. As will be discussed in the following section, one aspect of IL (identity entrepreneurship; Haslam et al., 2011) describes that creating and shaping a shared sense of identity increases a leader’s effectiveness. Thus, IL provides guidelines on how to transform a group of people with little in common into an effective team with a shared identity, which is often not the case is newly companies.

Identity Leadership

This new approach of leadership has appeared more recently and it perceives leadership as a group process rather than the result of leader characteristics or of a one-to-one relationship (Hogg, 2001). This model is based on the social identity theory (Tajfel and Turner, 1979) which claims that individuals have both an individual and social identity regarding the groups they belong to. Social identity theory has been used to think about processes that happen in organizational settings (Hogg and Terry, 2000). Incorporating social identity theory into the leadership literature allows for considering not only the leader, the follower, or their dyadic relationship, but the whole group and their relationship to the leader. Leadership comes as a group and a social influence process that happens within a group with a shared identity (Hogg, 2001; Hogg et al., 2012). In the first decade, social identity theory of leadership was more concerned with leader prototypicality. Empirical evidence suggested that leaders who were more prototypical of the group were more supported and more trusted by their followers (Hogg et al., 2012). Later, another model tried to identify other dimensions that enable a leader to create and maintain a social identity within its team: IL (Haslam et al., 2011). The authors defined four dimensions of IL: identity prototypicality – refers to being “one of us,” to be an ideal member of the group; identity advancement – refers to the leader’s vision for the group and his ability to make the group go forward in achieving their goals and improving their situation; identity entrepreneurship – the ability to create “a sense of us,” which means that the leader should be able to create a shared identity (as when politicians use “we” instead of “I” and “you”; Steffens and Haslam, 2013), and identity impresarioship – the ability to create moments that make the group matter. Reicher et al. (2005) described that for a leader to be efficient, it is not only necessary to create a shared social identity (i.e., a group has to exist for the leader to lead), but it is also necessary to create structures that maintain and promote the shared social identity (i.e., initiating a regular meeting to discuss group related matters and problems).

Moreover, IL leads to a better perceived performance of the leader and lower turnover intentions by followers (Steffens and Haslam, 2013). Followers are also more willing to follow and support the leader (Haslam and Platow, 2001). IL was also found to increase positive feelings among followers such as higher job satisfaction (Cicero et al., 2010). In addition, a meta-analysis by Mathieu and Zajac (1990) found that a leader who initiates structure also increases organizational commitment among his followers. Organizational commitment refers to a psychological relationship an individual develops with an organization (Nascimento et al., 2008), both for emotional reasons and a moral obligation to stay (Meyer et al., 1993), giving individuals a sense of belonging within an organization (Nascimento et al., 2008). Therefore, we expect that IL will significantly predict organizational commitment.

Team Identification

Prior research suggests that IL, especially leader prototypicality, increases team identification (TI; Hogg and van Knippenberg, 2003) a term which refers to a feeling of identification within a group and is often expressed by an individual seeing himself with similar characteristics to other members of the group (Dutton et al., 1994). Furthermore, TI has been found to be highly positively correlated with group commitment (Wann and Pierce, 2003). Also, identifying with a collective is proposed to lead to an increase in organizational commitment (Meyer et al., 2006; Johnson and Yang, 2010). Finally, Zhu et al. (2013) found that TI fully mediated the positive effect of transformational leadership on affective organizational commitment. We suspect that the positive effect of IL on organizational commitment is partly explained by how much the individual identifies with the team and thus that TI partially mediates the relationship between IL and organizational commitment.

Participation in Decision Making

Team identification is probably not the only concept that explains the relationship between IL and organizational commitment. A leader who is “one of us,” who is “doing it for us,” who is “crafting a sense of us” and who is “making us matter” (Haslam et al., 2011), will likely facilitate the willingness of group members to participate in decision making. When there is a shared sense of social identity, the leader might create more opportunities for the members to participate and group members might be more willing to participate. Participation in decision making (PDM) can be conceptualized as a process of decision making that includes various parties (Knoop, 1995; Witt et al., 2000): from a decision made by one person to a combined group decision. PDM allows people to have more control over their work and environment (Witt et al., 2000) and results in both higher job satisfaction (Witt et al., 2000; Scott-Ladd et al., 2006) and greater work commitment (Mathieu and Zajac, 1990; Knoop, 1995; Scott-Ladd et al., 2006). Mathieu and Zajac (1990) found in their meta-analysis that leader communication and participative leadership were strongly correlated with organizational commitment. Thus, we expect that IL predicts PDM and that PDM predicts organizational commitment. We also expect that the effect of IL on organizational commitment is partially explained by perceived PDM.

Collective Efficacy

While we are expecting that the relationship between IL and organizational commitment is partially mediated by PDM, this may not be the case for all workers in all teams. This mediation may be influenced by the level of team efficacy perceived by the team members. Self-efficacy is refers to one’s own belief that he is capable of producing certain effects through his actions (Bandura, 1998). When acting as a group, human agency is complemented by collective agency. Thus, collective efficacy (CE) is about shared beliefs in a group’s collective power and an emerging group-property rather than just the sum of the individual self-efficacy beliefs (Bandura, 1997). We suspect that people who are given the opportunity of applying shared decision making within their group decision profit more greatly when they believe that the CE of their group is high. Hence, we suspect that the positive relationship between PDM and organizational commitment will be moderated by CE. In addition, we suspect that people will strive for more participation if they perceive themselves as being capable of succeeding as a team. Therefore, we propose that CE also moderates the relationship between IL and PDM.

Culture

For different cultures, working as a group has a different value. The Hofstede study (Hofstede, 2001) measures a global orientation toward the individual and its own interests or the collective (individualism/collectivism). Considering that the IL theory is based on social identity and group processes, and that different cultures behave differently within groups (House et al., 2004), we decided to investigate whether the model is generalizable across cultures that vary in terms of individualism-collectivism values by using two clusters of countries: one composed of individualistic countries and the other composed of collectivistic countries. In a large research study, van Dick et al. (2018) analyzed the generalizability of the IL model across 20 countries. Although those countries varied in terms of individualism-collectivism, the IL model was generalizable among all of them except Nepal. In all countries, IL predicts various outcomes such as job satisfaction, burnout, or organizational citizenship behavior. Furthermore, efficacy beliefs work cross-culturally, in individualistic as well as collectivistic cultures (Earley, 1994). Hence, we hypothesize that the model is generalizable across individualistic and collectivistic cultures.

Aims and Hypotheses

To summarize, IL is a promising new approach in leadership research. Having a leader who creates and fosters a shared identity in the team leads to positive outcomes in the workplace such as higher job satisfaction (Cicero et al., 2010), lower turnover intentions by followers (Steffens and Haslam, 2013), and it may also increase organizational commitment. We propose that one way in which IL leads to increased organizational commitment is by increasing the individual identification with the team and by facilitating the willingness of group members to participate in decision making. These relationships, however, may be moderated and influenced by factors like perceived CE, and the individualism-collectivism values in a country. This leads to the following hypotheses.

In Study 1, we propose a model (see Figure 1) in which IL positively influences organizational commitment (OC; H1). We hypothesize that the impact of IL on OC is mediated by TI and PDM. A higher level of IL will lead to both a higher level of TI (H2) and a higher level of PDM (H3). Moreover, we expect that a higher level of TI (H4) and PDM (H5) will increase OC. Furthermore, we hypothesize that the relationship between IL and PDM (H6) as well as PDM and OC (H7) are moderated by CE. Finally, we suppose that this model is generalizable across individualistic and collectivistic cultures (H8). In Study 2, we will use an experimental design and focus on the causal relationship between IL and PDM. We hypothesize that there is a bidirectional causal relationship between IL and PDM, i.e., a leader who creates a shared sense of identity will make his subordinates more willing to participate in decisions (H9) and, in turn, greater PDM will increase the sense of shared identity created by the leader (H10).
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FIGURE 1. Hypothesized model.





STUDY 1

Method

Participants

Participants in Study 1 will be recruited from two clusters of countries according to their individualistic-collectivistic orientation. We used the measure of individualism/collectivism defined by the Hofstede study (Hofstede, 2001) which measures a global orientation toward the individual and its own interests or the collective. The scores range from 1 (collectivistic) to 100 (individualistic). In order to construct our two clusters, we used 50 as a cut-off point (Hofstede, 2001). Therefore, the collectivist cluster is comprised of Bulgaria (30), Portugal (27), and Turkey (37) and the individualist cluster is composed of France (71), Germany (67), Netherlands (80), Poland (60), and United Kingdom (89).

Based on our hypothesized model depicted in Figure 1, we will need to estimate 43 parameters (20 error variances, 11 factor loadings, five variances, seven regression path coefficients) which yields an estimated sample size of 430 per country cluster when 10 observations per estimated parameter are used (Bentler and Chou, 1987; Bollen, 1989). Due to the explorative nature of this study, we have no clear idea about the majority of effect sizes in the model. Therefore, we used this rule of thumb estimation of sample size over the more sophisticated Monte Carlo estimates.

There are three inclusion criteria: (1) participants should work in an organization, (2) have a direct supervisor, and (3) be part of a team of at least three people. Participation will be anonymous and voluntary.

Measures

Leadership

Participants will be asked to evaluate how their current supervisor/manager at work scores on each of the four dimensions of the IL by completing the IL Inventory (Steffens et al., 2014). The inventory is a 15-item questionnaire reflecting the four dimensions of the IL theory: identity prototypicality (e.g., “this leader embodies what the group stands for”), identity advancement (e.g., “this leader stands up for the group”), identity entrepreneurship (e.g., “this leader makes people feel as if they are part of the same group”), and identity impresarioship (e.g., “this leader devises activities that bring the group together”). Items will be rated on a seven-point Likert scale (1 = not at all; 7 = completely). Cronbach’s α varied from 0.88 to 0.92 (Steffens et al., 2014).

Organizational commitment

Participants’ organizational commitment will be measured by the 18-item scale developed by Meyer et al. (1993). The inventory measures three dimensions of organizational commitment: affective, continuance, and normative commitment. These three dimensions reflect the personal desire of respondents to stay in the organization (e.g., “I would be very happy to spend the rest of my career with this organization”), necessity to stay (e.g., “right now, staying with my organization is a matter of necessity as much as desire”), and loyalty to the organization (e.g., “I would feel guilty if I left my organization now”). Respondents rated items on a seven-point Likert scale (1 = strongly disagree; 7 = strongly agree). Cronbach’s α ranged from 0.77 to 0.85 (Meyer et al., 1993).

Team identification

Respondents will be administered the group identification measure (Doosje et al., 1995) in which four items regarding one’s group identification (e.g., “I identify with the other team members”) will be rated on a seven-point Likert scale (1 = not at all; 7 = extremely). For the aim of this study, the items will be adapted for an organizational context. The scale has a good reliability, Cronbach α = 0.83 (Doosje et al., 1995).

Participation in Decision Making

Participants will be asked to complete a group adapted version of the PDM scale (Witt et al., 2000). It is a six-item inventory which asks respondents to indicate how they and their managers make decisions in various contexts such as work appraisal. Answers will be scored on a five-point scale (1 = we discuss things in a great detail and come to a decision based on consensus regarding the issue; 2 = we discuss things in a great deal and his/her decision is usually adopted; 3 = we discuss things in a great deal and the group decision is usually adopted; 4 = we don’t discuss things very much as his/her decisions are usually adopted; and 5 = we don’t discuss things very much and the group make most of the decisions). The scale is reported to have good reliability, Cronbach α = 0.90 (Witt et al., 2000).

Collective efficacy

Participant will complete the seven-item CE Beliefs scale (Riggs et al., 1994) which measures CE in an organizational setting. On a seven-point Likert scale, respondents would rate items such as (“the team I work with has above average ability”). The scale is reported to have good reliability, Cronbach α = 0.88 (Riggs et al., 1994).

Socio-demographic information

Participants will be asked to provide socio-demographic information (sex, age, nationality, and education), as well as information regarding their job: work field, type of employment (e.g., full time or part time), type of contract (temporary or permanent), country in which they are working, team size, and number of years spent working in their team.

Procedure

The materials will be translated into the languages of the targeted countries. The questionnaires (i.e., IL, PDM, OC, CE, and TI) which did not previously exist in the target languages (Bulgarian, Dutch, French, German, Polish, Portuguese, and Turkish) will be translated into the respective languages following the back-translation technique (Brislin, 1970). The IL measure was already validated in Dutch, French, German, and Turkish (van Dick et al., 2018). The adapted versions of OC in Dutch, French, German, Polish, Portuguese, and Turkish were already validated (de Gilder et al., 1997; Vandenberghe et al., 2001; Wasti, 2002; Süß, 2007; Nascimento et al., 2008; Bañka and Wooska, 2015); the Bulgarian version of OC will be translated with the back-translation technique. Furthermore, PDM, TI, and CE will need to be translated in all targeted languages. The factor structure of all translated measures will be assessed.

Data will be collected using an online questionnaire on Qualtrics. Participants will be recruited using the snowball sampling technique: via email, social media, personal contact, and work environment. Participation will be anonymous and voluntary. After giving their informed consent, participants will answer three inclusion criteria questions (e.g., “are you currently working as an employee?”). Those who correspond to our target population will then have to answer the questionnaire including measures of the IL, PDM, CE, organizational commitment, TI, and the socio-demographic information. The presentation order of the measures will be randomized, in order to avoid any order effects.

Planned Analysis

We will report all data exclusions (if any), all manipulations, and all measures in the studies. All analyses will be done with the GNU R software (R Core Team, 2013).

Moderation and mediation effects based on entire sample

To investigate the underlying relationships between IL and OC as well as the potential mediation of TI and PDM and the moderation effect of CE, we will first conduct a structural equation modeling analysis based on the entire sample. The hypothesized model is depicted in Figure 1.The latent variables IL, OC, PDM, and CE are defined by three indicators each. These indicators will be generated by item parceling. Parceling is when items are combined (summed or averaged) prior to an analysis and the parcels (instead of the original items) are used as the manifest indicators of latent constructs (Cattell, 1956). Instead of parcels, for TI, we will use the four corresponding items as indicators. As shown in Figure 1, we hypothesize that the relationship between IL and OC is partially mediated by TI. Furthermore, PDM partially mediates the relationship between IL and OC. In addition, CE potentially moderates both the relationship between IL and PDM as well as the relationship between PDM and OC. For the analyses, we will use the lavaan package in R (Rosseel, 2012). Before the actual analyses, we will evaluate the univariate normality assumption by examining skewness and kurtosis using the psych package (Revelle, 2017). Absolute values of skewness and kurtosis < 1 implicate univariate normality (Kline, 2011). We also will assess the multivariate normality assumption with Mardia’s multivariate test (Mardia, 1970) by using the MVN package (Korkmaz et al., 2014).

Model fit

We will follow the recommendations from Kline (2011) and Schermelleh-Engel et al. (2003) and use several fit indices to interpret the model fit in general. First, we will use Chi-square (χ2) and its associated p value, χ2/df. Because χ2 is sensitive to sample size and the violation of the multivariate normality assumption, we will also include different classes of goodness-of-fit criteria: the root-mean-square error of approximation (RMSEA; Steiger, 1990), the comparative fit index (CFI; Bentler, 1990), the standardized root-mean-square residual (SRMR; Jöreskog and Sörbom, 1989), and the Tucker–Lewis index (TLI; Tucker and Lewis, 1973). As recommended by Chen et al. (2008) as well as Marsh et al. (2004a), we will interpret the global model fit based on the constellation of these indices.

Mediation

To investigate the mediation effect, we will use bias-corrected bootstrapping to estimate confidence intervals for the indirect effect based on the recommendation of MacKinnon et al. (2007) and results of MacKinnon et al. (2004) and Fritz and MacKinnon (2007). This will allow us to test H2–H5 and to study if the relationship between IL is mediated by TI and PDM. In addition, we will use the ratio of indirect effect to total effect (Wen and Fan, 2015) as additional indicator.

Moderation

Although interaction or moderation effects are common in social sciences, estimating such effects in SEM, however, is difficult and not straightforward. A plethora of competing strategies and statistical approaches have been proposed (see, e.g., Jaccard and Wan, 1995; Jöreskog and Yang, 1996; Algina and Moulder, 2001; Marsh et al., 2004b; Little et al., 2006), which are mostly based on the product indicator model from Kenny and Judd (1984). We will use the double-mean-centering approach proposed by Lin et al. (2010) which is identical or superior to the single-mean-centering (Marsh et al., 2004b) and orthogonalizing strategies (Little et al., 2006) that have been proposed previously. Thus, we can test H6 and H7 and explore if CE moderates the relationship between IL and PDM as well as PDM and OC.

Differences between groups

We will use multiple-group analyses to explore and test H8, i.e., whether differences in the structural parameters across groups of individualistic and collectivistic countries were statistically significant. To test for group invariance, we will compare two nested models with a likelihood ratio test (Bentler and Bonett, 1980; Bollen, 1989; Ryu, 2015). First, we will compare a baseline model wherein no constraints were specified and a second model where all factor loadings were constrained to be invariant between the groups. In the next step, we will compare this model with a model where all path coefficients were constrained to be invariant between the groups. In addition, when there are differences between the unconstrained and constrained models, subsequent likelihood ratio tests will be conducted, where different paths will be constrained and tested against the unconstrained model.

Anticipated Results

A leader who creates a shared sense of identity can lead to more commitment to the organization. We therefore expect to find a positive relationship between IL and OC. Based on previous research studies, we hypothesize that TI mediates this relationship. We further hypothesize that PDM is mediating the relationship between IL and OC, because when there is a shared sense of social identity, the leader might create more opportunities for the members to participate and group members might be more willing to participate. Additionally, CE is supposed to act as a moderator on this mediation. This is proposed to happen in such a way that the positive effect of IL on OC mediated by PDM is higher for participants with higher CE. Finally, we propose this as a cross-cultural model which is generalizable across individualistic and collectivistic cultures.

Depending on which hypotheses are supported by the results, different pieces of advice could be given to developing or established leaders in organizations. When there is a positive relationship between IL and OC, one might argue that leaders and organizations will profit from adopting IL behaviors, since OC leads to beneficial outcomes such as higher performance and employee well-being (Kurtessis et al., 2017). A possible mediation of the effect of IL on OC by TI and PDM would suggest that if a leader is wondering how to best foster organizational commitment in his followers, we would advise them to focus on the following: creating opportunities for followers to be actively involved and able to participate in decision making. Furthermore, a leader might strengthen OC by promoting identification within the group. Also if we find that CE is moderating the mediation of PDM, we would advise leaders that when attempting to increase OC by letting their followers participate in decision making, they should make sure that members of the team perceive their group as competent and effective when dealing with challenges and coming to a decision together.

It is important to identify the potential mediators and moderators of the relationship between IL and work commitment. This would help to better understand the impact of IL, to explore the way it works and to design programs that maximize its impact on organizational commitment and other organizational outcomes.

Anticipated Limitations

There are certain limitations of this study that future research should focus on. First, the clusters of individualistic and collectivistic countries that will be tested include only European countries and Turkey, thus sampling cultures from other continents can be potentially helpful to improve our understanding. Additionally, although the study will provide significant insight into this research question, the correlational nature of the study is problematic for the internal validity of this piece of research. Based on the literature, we assumed that IL of a leader will predict the level of PDM among his followers. However, it is also possible that followers who have a higher level of PDM will be more likely to perceive their leader as an identity leader than those who have a lower level of PDM. The direction of this relationship is neither clear in the literature nor based on our first study. Therefore, the second study will address this issue by using an experimental design which will provide in-depth understanding of the relationship between IL and PDM. By manipulating the degree of IL and PDM, we will aim to establish whether scoring high on IL encourages PDM or PDM shapes one’s perception of the leader as creating a shared sense of identity.



STUDY 2

Overview

In Study 1, we studied the correlational relationship of IL, OC, TI, PDM, and CE within two country clusters. To further investigate the direction of the underlying causal processes, in Study 2, we will use an experimental design and focus on the causal relationship between IL and PDM. We hypothesize that there is a bidirectional causal relationship between IL and PDM, i.e., (1) a leader who creates a shared sense of identity will make his subordinates more willing to participate in decisions (H9) and (2) greater PDM will increase the perception of shared identity created by the leader (H10).

Method

Participants

An a priori sample size calculation with G-Power 3.1 (Faul et al., 2007) showed that for six conditions of IL manipulation, 36 participants per condition are required to achieve a power of 0.80 with α = 0.05 and an expected medium effect size, f = 0.25. In addition, for the two conditions of manipulation of the level of PDM, the sample size estimate resulted in 64 participants per group, based on α = 0.05, a power of 0.80, and an expected medium effect size, d = 0.5. Therefore, this study aims to recruit 344 participants. Participants will be recruited in English speaking countries using the snowball sampling technique: via email, social media, personal contact, and work environment. There are three inclusion criteria: (1) participants should work in an organization, (2) have a leader, and (3) be part of a team of at least three people. Participation will be anonymous and voluntary.

Materials and Procedure

After giving their informed consent, participants will answer the same three inclusion criteria questions as used in Study 1. Those who correspond to our target population will be randomly assigned to one of eight possible conditions. Six of these conditions are dedicated to manipulate IL, the other two manipulate one’s level of participation in the decision making process at work. In regard of IL manipulation, participants will be presented with a short description of the behavior of a manager in the workplace based on the IL model. In every description, each of the four dimensions of IL will be manipulated to be either in the high or in the low version (e.g., “your manager exemplifies/does not exemplify what it means to a member of this group”). Thus, there will be six possible versions: one with all dimensions being in the high version, one with all dimensions being in the low version, and four more in which the hypothetical manager would score high on one dimension but low on the other three dimensions. In the conditions dedicated to manipulating PDM, participants would read a paragraph in which one would be either highly involved in discussions and the decision making process (e.g., “your supervisor listens to each and every one of you and you, all together, come to a decision that everybody agrees to”) or barely involved in the decision making process (e.g., “your supervisor comes to most of the decisions, without considering what you have to say”). All manipulations (six IL and two PDM) will be pre-tested in an online survey. After reading the manipulation, participants will complete the two scales measuring IL (Steffens et al., 2014) and PDM (Witt et al., 2000). These two measures are described in section “Study 1.” For the six manipulation of IL conditions, participants will answer the PDM first and then the IL (which will be used as a manipulation check). For the manipulation of the two PDM conditions, they will answer the IL first and then the PDM (which will be used as a manipulation check). At the end of the study, participants will have to provide the same socio-demographic information as in Study 1.

Planned Analysis

R (R Core Team, 2013) will be employed to investigate the direction of the relationship between IL and PDM with an online experiment.

Identity leadership

In order to examine how IL, defined as four dimensions by Haslam et al. (2011), affects the PDM processes of group members (H9), a one-way ANOVA will be performed. The manipulation of IL will result in six conditions: the presentation of the leader will be either (1) high on the four dimensions, or (2) low on the four dimensions, or high on one of the dimensions and low on the other – (3) prototypicality dimension is high – rest is low, (4) advancement dimension is high – rest is low, (5) entrepreneurship dimension is high – rest is low, and (6) impresarioship dimension is high – rest is low. Thus, we will observe the effect of the six different descriptions of the leader on PDM. First, we will test the normality of the distribution of the residuals by analyzing the skewness and kurtosis as well as using residuals vs. fitted and normal QQ plots (Hwu et al., 2002; Field, 2013). Afterward, the Levene test will be employed to assess the homogeneity of variances (Levene, 1960). If the normality of the distribution and homogeneity of variances are confirmed, a one-way ANOVA with planned contrast will be performed to compare any differences between the six groups (Norusis, 2008). First, we will compare the high on all dimension condition with the five other conditions (1 vs. 2, 3, 4, 5, 6) and then we will compare the low on all dimension condition with the four other conditions (2 vs. 3, 4, 5, 6). As we do not have specific hypotheses regarding the four conditions in which IL is high on one dimension and low on the three others, we will use post hoc tests following the guidelines of Field (2013) to compare the differences between these four groups.

Participation in decision making

A t-test will be performed in order to detect if the level of PDM of team members has an effect on the perception of IL (H10). After checking the assumptions (normality, homogeneity of variances), we will compare the level of perceived IL between the low and high PDM conditions using an independent-samples t-test. Lastly, we plan to report the 95% confidence interval (Coe, 2002) and effect size using cohen’s d (Cohen, 1988).

Anticipated Results

In Study 2, we manipulate the degree of IL practiced by a leader in six conditions. We anticipate that a leader with a high degree of IL in every dimension of IL will make team members want to participate more in decision making compared to a leader with a medium or low degree of IL. In addition, we also anticipate that by manipulating the amount of PDM in a group, the leader will appear more as creating and fostering a shared identity in his team. This would allow us to formulate practical guidelines for increasing the organizational commitment of workers.

Anticipated Limitations

This piece of research will advance our understanding of the relationship between IL and PDM and may contribute to the way managers approach decision making with their employees. Investigating the way in which one’s level of PDM shapes the image of their manager is particularly important, as managers can use PDM as a tool to enhance the shared sense of identity amongst the team. There are, however, certain limitations with regard to the generalizability of the results that future research should address. Conducting the experiment through an online platform can potentially influence responses and future research should aim to test the model in more realistic settings. Additionally, a more complex experimental design may want to establish additional relationships by including variables such as TI and CE.



CONCLUSION

Even though IL is still in its infancy, numerous studies have suggested its importance in predicting positive work related outcomes (e.g., Cicero et al., 2010; Hogg et al., 2012). The goal of our research study is to identify how a supervisor who adopts behaviors based on the IL principles can increase commitment in the organization among his followers. Therefore, this study may help to provide practical guidelines for supervisors as a way to increase commitment. Depending on the results, we could advise leaders to focus on promoting identification of their followers within their team and providing their followers with choices and opportunities to participate in decision making. Regarding the latter, we would recommend that leaders improve the perceptions of collective-efficacy held by their followers (e.g., through creating success stories, team encouragement, and the promotion of in-group collaboration (Bandura, 1998; Goddard et al., 2007), with the purpose of moderating the positive relationship toward organizational commitment. The model is not restricted for application in the work environment, but can also be transferred to other non-organizational contexts such as education, sports, politics or NGOs.
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Online advertising is an important tool that can be utilized by charities to elicit attention and funding. A critical examination of advertisement strategies is thus necessary to increase the efficacy of fundraising efforts. Previous studies have shown that individuals’ moral views and perceptions of social norms can play important roles in charitable behavior. Thus, the current protocol describes a study to examine whether framing charitable advertisements in line with participants’ morality and increasing the salience of descriptive social norms increases subsequent charitable behavior. We describe experimental, online methods, whereby participants are provided with a framed call-to-action and normative information within a custom-developed application or existing survey platform. Furthermore, in the exploratory fashion, we discuss the possibility of collecting participants’ Facebook data and predicting moral profiles from this data. If there is an increased rate of donations as a result of moral compatibility and/or increased norm salience, charities can leverage this knowledge to increase the donations by tailoring their campaigns in a more appealing way for their prospective donors. Moreover, if it turns out to be possible to predict one’s moral profile from Facebook footprints, charities can use this knowledge to find and target people that are more likely to support their cause. However, this introduces important ethical questions that are discussed within this protocol.

Keywords: charitable behavior, moral foundations, moral identity internalization, social norms, Facebook data


INTRODUCTION

Charities often provide a vital service for marginalized and vulnerable people in society. Given that individual charitable giving now contributes the largest proportion of income for all registered charities in the United Kingdom (The National Council for Voluntary Organisations [NCVO], 2017), it is vital that charities maximize the effectiveness of their campaigns. A promising avenue for increasing the efficiency of charitable fundraising with little or no additional cost are campaigns in the digital sphere, a rapidly growing platform for philanthropy. In various reports, MacLaughlin (2012, 2014, 2017) has shown that online giving has been steadily growing in past years. For example, between 2013 and 2014, it increased by 8.9% (MacLaughlin, 2014). Furthermore, from 2015 to 2016, online giving increased by 2.8% in the United Kingdom and 7.9% in the United States (MacLaughlin, 2017). The following protocol suggests a method to study whether tailored appeals and salient social norms can be utilized to increase individual charitable behavior. The findings based on this protocol could significantly aid the online marketing strategies of charitable organizations.

The Determinants of Charitable Behavior

In this protocol, charitable behavior (CB) refers to the measurable actions of supporting a charity through donating money or time. To construct an intervention that influences CB, it is first necessary to identify its potential determinants. CB has often been examined in the context of the Theory of Planned Behavior (TPB; Ajzen, 1985, 1991). In the TPB, the immediate causes of any behavior are (1) intentions to perform that behavior and (2) the actual control one has over performing it. In turn, behavioral intentions result from individuals’ attitudes, social norms and perceived behavioral control. Indeed, some studies found that these TPB variables are good predictors of CB. For example, van der Linden (2011) found that attitudes, perceived behavioral control, past behavior and moral norms significantly predicted charitable giving intentions. Smith and McSweeney (2007) reported similar results, but identified injunctive norms as an additional predictor of charitable giving intentions. Thus, one way to increase CB is to influence one or more of its immediate causes, such as changing attitudes and referencing a social norm.

Changing Behavior by Changing Attitudes

An intervention aimed at increasing CB may focus on changing people’s attitudes toward CB. One promising way of doing this is by using the assumptions of Regulatory Fit Theory (Higgins, 2005). According to Regulatory Fit Theory (RFT), it is possible to increase the effectiveness of a persuasive appeal by framing the arguments of a persuasive message in a way that fits one’s psychological characteristics. This could include motivational orientation (Updegraff et al., 2007), personality (Hirsh et al., 2012) or moral characteristics (Feinberg and Willer, 2013). Regulatory fit is hypothesized to shift attitudes through three intertwined mechanisms: by making the recipient ‘feel right’ during the message reception, by increasing the recipient’s strength of engagement with the message, which contributes to processing fluency, and by influencing elaboration likelihood (Cesario et al., 2008).

What psychological characteristics are most relevant in the context of CB? It seems that an individual’s morals play a significant role. For example, Smith and McSweeney (2007) and van der Linden (2011) showed that personal moral norms are one of the strongest predictors of CB. Furthermore, Aquino and Reed (2002) moral identity internalization, or degree to which moral traits are central to one’s self-concept, has been shown to influence: (a) type of charitable donations (time versus money), (b) donation intentions, (c) actual donations, and (d) emotions experienced during donations. Those who feel that morality is central to their self-concept: (a) prefer donating time instead of money, (b) show greater intentions to donate money, (c) are willing to actually donate more money, and (d) experience more positive donation related emotions than those who are lower on moral identity (Reed et al., 2007; Winterich et al., 2012). This evidence makes a strong case for the importance of individual morals in predicting CB.

Therefore, following from the RFT, it can be hypothesized that a person’s attitudes would change if a persuasive message was congruent with his/her moral views. One of the most influential and extensive theories that describe individuals’ moral systems is the Moral Foundations Theory (MFT; Haidt and Joseph, 2004; Haidt and Graham, 2007; Graham et al., 2011, 2012). MFT postulates that five different, innate, moral foundations provide a “first draft” of moral intuitions; but these intuitions can also be revised through exposure to social context and culture (for a detailed review, see Graham et al., 2012). The five moral foundations proposed by MFT are Care/Harm, Fairness/Cheating, Loyalty/Betrayal, Authority/Subversion, and Sanctity/Degradation (Graham et al., 2012). According to the theory, differences in these five foundations are responsible for differences in morality across individuals and cultures.

The first two foundations are called the individualizing foundations, meaning that they emphasize inter-individual relations. Individuals scoring highly on these foundations are primarily sensitive to possible cruelty, unfairness, and inequality when making moral judgments (Graham et al., 2012). In contrast, the last three foundations are called the binding foundations, which bind individuals into communities. According to the MFT, those scoring highly on these foundations are primarily sensitive to social community, hierarchical relations, and physical and spiritual purity when making moral judgments. Graham et al. (2009) found that politically liberal individuals primarily endorsed and used individualizing moral foundations when making judgments (i.e., Care/Harm and Fairness/Cheating), whereas conservatives endorsed and used all five foundations more equally. These correlational patterns between morality and political ideology have been shown to be stable across cultures (e.g., Bobbio et al., 2011; Graham et al., 2011; Kosugi et al., 2014). This suggests at least two distinct, universal moral foundations profiles: a liberal and a conservative one.

Recent studies have examined the influence of (in)congruence of messages and individuals’ moral foundations on attitudes toward CB, charitable intentions and actual CB. For example, Feinberg and Willer (2013) showed that framing messages about the environment in terms of sanctity, rather than only care, shifted conservatives’ attitudes in a pro-environmental direction. Building on this, Wolsko et al. (2016) showed that the attitude change was also accompanied by increased donations to pro-environmental causes. Additionally, the congruence between individuals’ moral foundations and both the charity cause and persuasive calls-to-action has been shown to increase donation intentions and donations, but only for those individuals high on moral identity internalization (Winterich et al., 2012; Nilsson et al., 2016).

Despite this, previous studies have not explicitly contrasted charitable causes and calls-to-action in order to see, for example, whether congruent calls-to-action can have a positive impact on CB even if the charity cause is not in line with one’s moral foundations (e.g., conservatives donating to a charity supporting immigration). Therefore, studying attitudes and subsequent behavior change in response to the (in)congruence between persuasive appeals of differing charity causes and individuals’ moral foundations is a promising research avenue.

Changing Behavior by Changing Social Norms

In addition to changing attitudes toward CB, a fruitful approach may be to influence perceptions of social norms about CB. Social norms are the perceived rules of a community or group that dictate desired behavior (Kandori, 1992). Although some studies show that norms are the weakest of the TPB predictors (see Armitage and Conner, 2001), others have pointed out the need to distinguish between several types of norms before assessing their contribution to behaviors. Specifically, three distinct types of normative influences have been identified. First, norms can be injunctive, representing the information about what most others approve or disapprove. Second, norms can be descriptive, conveying information about what most others actually do (Cialdini et al., 1990). Finally, personal injunctive norms, or moral norms can be defined as individual internalized moral rules (Smith and McSweeney, 2007; van der Linden, 2011). Thus far, several studies have investigated the role of different types of norms on prosocial behavior, showing mixed results (e.g., Shang and Croson, 2009; van der Linden, 2011).

Several studies showed that moral and injunctive norms significantly predicted charitable intentions, after controlling for attitudes, perceived behavioral control and past behavior (Smith and McSweeney, 2007; van der Linden, 2011). However, in these studies, descriptive norms did not have a significant influence on charitable giving. In contrast, other studies have shown that descriptive norms can be significant determinants of CB and prosocial behavior in general. For example, Shang and Croson (2009) demonstrated that providing individuals with information about the amount of money that others donated, influenced the amounts donated in public radio fundraising, both immediately and in renewals the year after. Moreover, Croson et al. (2009) showed that the effect of providing social information in such a way on donations to public radio is fully mediated by changes in the perception of descriptive social norms. It is possible that these mixed findings are the result of differences in the saliency of norms that were used in those studies.

A norm must be salient to be efficient in changing behavior (Cialdini et al., 1990). This may explain why descriptive norms did not influence CB in some of the previous studies: CB is often performed privately (Smith and McSweeney, 2007). Because CB is often performed privately, individuals may not have an accurate sense of the extent to which other people engage in charitable action. In other words, descriptive norms may be ineffective in the context of individual CB because they are not salient enough. Therefore, providing explicit information about the behavior of others, and thus making descriptive norms about CB salient, is hypothesized to be a useful approach to changing perceptions about descriptive social norms, and consequently CB itself.

Leveraging Social Networks to Foster Charitable Behavior

The percentage of CB conducted online grows every year (e.g., MacLaughlin, 2017). As such, it would be beneficial for charities to take advantage of this and make their online fundraising campaigns more efficient. For example, if charities could target interested potential donors more precisely and approach them with tailored, congruent calls-to-action, this could significantly improve their fundraising outcomes.

One way to target potential donors more precisely is by using big data produced by social networks. When browsing social networks and engaging in behaviors on those networks, people leave digital footprints. Previous research has shown that these footprints can be predictive of different psychological characteristics. Kosinski and his colleagues have conducted multiple studies exploring the potential uses of digital footprints created on social media sites to identify users’ psychological characteristics (e.g., Quercia et al., 2011; Kosinski et al., 2013, 2014; Youyou et al., 2015).1

Their research shows that it is possible to predict people’s personality trait scores (e.g., openness and extraversion) based on their digital footprints – specifically, Facebook likes. In fact, these predictions can be as accurate as those made by human judges, such as colleagues, friends or spouses (Youyou et al., 2015). Other researchers have demonstrated that it is possible to use social media data to predict various other characteristics. For example, Conover et al. (2011) demonstrated that people’s political alignment can be predicted from their Twitter data with 90.8% accuracy. Furthermore, since an individual’s different psychological properties are reflected in his/her digital footprints, it is possible that these footprints could be used to predict the individual’s moral foundations. If so, it would be possible for charities to directly target people who are more likely to support their cause and become donors, while avoiding those who are less likely to support that specific cause.

However, it has to be noted that the future of data collection and advertising on Facebook is questionable, both pragmatically and from an ethical standpoint. From a practical point of view, there are two limitations: declining use and more stringent data sharing policies. For example, a Pew Research Center2 study completed in 2018 found that Facebook is no longer the most popular online platform among teens, with only half of teens reporting using it. In addition, mostly due to the Cambridge Analytica scandal3, Facebook has made it’s data sharing policies much more stringent. In practice, they currently do not allow new applications to collect users’ data for research purposes. Moreover, the scandal echoed extremely negatively among its users, decreasing users’ trust toward the company. For example, a survey from the Ponemon Institute (2018) found that between 2017 and 2018, the percentage of people who believed that Facebook was committed to privacy dropped by 52 percentage points. Therefore, users may be reluctant to give away their information, even for scientific purposes.

However, as will be described in the protocol, the collection of Facebook data and prediction of moral views from it is completely optional and constitutes the exploratory part of this protocol. It is perfectly possible to skip this part and follow only the confirmatory part of the protocol. This would significantly simplify the procedure, while still potentially providing theoretically and practically meaningful findings.



AIMS AND HYPOTHESES

The project has five aims:

(i) to investigate the effect of morally (in)congruent calls-to-action and salient descriptive social norms on CB;

(ii) to explore whether these effects occur when the charity’s cause is not aligned with a person’s moral profile;

(iii) to examine whether the effects of (in)congruent calls-to-action are moderated by participants’ moral internalization scores;

(iv) to investigate whether attitudes toward CB mediate the effect of (in)congruent calls-to-action on CB and whether descriptive social norms mediate the effect of normative information on CB;

(v) to investigate whether individuals’ moral foundations can be predicted based on their Facebook behavior.

In previous studies, calls-to-action congruent with one’s moral foundations increased CB (Winterich et al., 2012). Therefore, we hypothesize that morally congruent calls-to-action will have a greater positive impact on CB compared with morally incongruent and neutral calls-to-action, regardless of whether the charity cause itself is in line with one’s moral foundations. Furthermore, we hypothesize that providing participants with normative information, thus making the descriptive norm salient, will significantly affect CB. Additionally, we expect that the impact of morally congruent calls-to-action will be greater in individuals with high moral internalization compared to individuals with low moral internalization. Also, in line with the assumptions of TPB (Ajzen, 1985, 1991), we expect that the effects of calls-to-action congruence on CB will be mediated by attitudes toward CB, and that the effect of normative information on CB will be mediated by the perception of descriptive social norms. Finally, although this part of the research would be purely exploratory, we expect to be able to predict some of the participants’ moral foundations by his/her Facebook behavior. The proposed effects are shown in the Figure 1.
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FIGURE 1. Schematic representation of the proposed effects between (in)congruent calls-to-action, normative information, attitudes toward CB, descriptive social norms and CB.





MATERIALS AND EQUIPMENT

Participants

The number of participants needed when conducting the study according to this protocol mostly depends on the desired effect size we would like to be able to detect and the statistical power we would like to achieve. For example, using the multivariate analysis of variance, if we would like to achieve a power of at least 1−β = 0.90 to detect small effects (f2 = 0.02) with the probability of Type I error set at α = 0.05, we would need a sample size of N = 439 as calculated using G∗Power 3 (Faul et al., 2007). However, given that it is expected that researchers will have to omit some participants whose scores do not meet the criteria for individualizing and binding groupings which will be determined from the data [due to calls-to-action not being (in)congruent enough with their moral views], it would be advisable to further increase the number of participants by 20%. Therefore, the ideal final sample would be around N = 527. Of course, if one would, for example, like to study the effects of (in)congruent calls-to-action and norms on donations to two different charity causes separately (e.g., those hypothesized to be more in line with liberals’ and conservatives’ values), one would need to double this number. On the other hand, if one is willing to the accept somewhat lower power of 1−β = 0.80, that is usually accepted in psychological research, one would need the sample size of N = 344, or around N = 412 if one decides to increase it by 20%.

The recruitment of participants can take place online. For example, in order to obtain a mixture of conservative and liberal participants, the link to the survey can be disseminated through different conservatively and liberally oriented Facebook groups (see Table A1 in Appendix A). Other online platforms where it is relatively easy to approach the users of different ideological positions can be also utilized, such as Reddit, Twitter etc.

Facebook App

In this part we will describe the implementation of the survey and data collection using the custom made Facebook app. The Facebook app has several advantages over more traditional online surveys. First, it offers the possibility to customize the procedure and randomize some of its steps, which will be a useful feature for this study. Second, it allows automatic calculation of participants’ scores and instant customized feedback for each participant, which acts as a motivator for participation. Third, it allows us to collect some of the Facebook data that will be crucial for our exploratory part of the study (i.e., predicting the moral foundations). Finally, it facilitates the dissemination of the study by allowing the participants to share their scores and invite others to participate. A clickable URL will take participants to a custom-made Facebook app that will host the survey. The survey will include measurements of moral foundations, moral identity internalization, attitudes toward CB, descriptive social norms and CB in addition to relevant (in)congruent calls-to-action for the charities. The charities will be used based on the pre-study results. The wireframe of an app is presented in Figure A1 in Appendix A.

However, as noted in the introduction, it is perfectly possible to conduct the study based on this research protocol without collecting Facebook data or developing the custom Facebook app. In this case one could simply use one of the many existing research platforms to create the survey and disseminate it over different online platforms.

Pre-study

For the pre-study purposes, all the measures except the MFQ were translated into German, Dutch, and Italian (i.e., the calls-to-action, Moral Identity Internalization Scale and the measures of attitudes and social norms) The translated copies of the MFQ were already publicly available on the original authors’ website4. The translation of the other scales was done using a forward and back translation method, in which a native speaker first translated the original version of the measure from English to the target language (German/Dutch/Italian), trying to keep conceptual rather than literal meaning. Next, a separate bilingual speaker translated the translation back to English. Finally, the group of authors reviewed and compared the translations. Consensus among the authors was reached before continuing with pilot testing.

After translation of the materials, we conducted the pre-study (N = 50). There were several goals of this pre-study. First, we confirmed that there were no ambiguities and confusions regarding the translations and instructions. Second, the pilot study was used to check the appropriateness of the calls-to-action which are the main independent variable. Specifically, we wanted to receive feedback on whether our calls-to-action were perceived as being based on the individualizing and binding moral foundations. To do this, we first briefly familiarized our participants with the MFT and each of the moral foundations. Thereafter, we asked them to estimate on a seven-point scale the degree to which each of the calls-to-action rely on each of the five foundations. As we specifically created our calls-to-action using words from the Moral Foundations Dictionary (it can be found online: http://moralfoundations.org/othermaterials), we expected that our individualizing calls will be estimated to rely mostly on the Care/Harm and Fairness/Cheating foundations. Accordingly, we expected binding calls to be estimated to rely more heavily on the Loyalty/Betrayal, Authority/Subversion, and Sanctity/Degradation foundations.

Third, we wanted to examine whether different charities were perceived as being more acceptable for liberals, more acceptable for conservatives or universally acceptable. Specifically, we listed brief descriptions of 12 different charities and asked participants to estimate whether they thought they would be more acceptable for liberals or conservatives, scored on a 7-point-scale (−3 = liberal, 3 = conservative). The final goal of the pre-study was to test the main dependent variables of donating time and money. Specifically, we wanted to estimate the proportion of participants that were willing to donate any portion of money and time. Participants were asked to imagine that they had won a £/€50 Amazon gift card. Consecutively, they were asked whether they were willing to donate money out of this £/€50 to one of the charities that had previously been described and if they were interested in volunteering for one of these charities.

Generally, results of this pre-study indicated that the estimations of our calls-to-action were in the intended directions. Specifically, the individualizing call-to-action was estimated to be substantially more in line with the Care/Harm (M = 5.58; SD = 1.50)and Fairness/Cheating (M = 4.88; SD = 1.52) foundations than was the binding call-to-action (Care/Harm: M = 3.92; SD = 2.11; Fairness/Cheating; M = 3.82; SD = 1.60). Conversely, the binding call-to-action was estimated to be substantially more in line with the Loyalty/Betrayal (M = 4.50; SD = 1.64), Authority/Subversion (M = 4.90; SD = 1.82), and Sanctity/Degradation (M = 3.38; SD = 2.02) foundations than the individualizing one (Loyalty/Betrayal: M = 3.32; SD = 1.71; Authority/Subversion: M = 2.72; SD = 1.75; Sanctity/Degradation: M = 2.74; SD = 1.70). Estimations for the neutral call-to-action were between these two estimations for each foundation (Figure C1 in Appendix C).

Furthermore, results indicated that participants mostly perceived the charities as being more appropriate for liberals than conservatives, with several charities perceived as being more or less ideologically neutral (see Figure C2 in the Appendix C). For example, European association for cancer research, Eurochild and MAGmine were perceived to be relatively neutral, while the Group for transcultural relation was perceived as the most liberal one. These results can be used by any researcher that decides to draw on this protocol for studying CB. Finally, 86% of the participants in the pre-study were willing to donate at least some money out of this £/€50 (M = 19.84; SD = 15.67), and 78% were interested in volunteering for one of the charities (M = 4.00; SD = 2.21).

The Independent Variables

Moral Foundations

Participants’ moral foundations will be assessed using the latest version of the MFQ (Graham et al., 2008; see http://www.moralfoundations.org for more information and to access the questionnaire). The questionnaire comprises 30 items, asking participants about the extent to which different factors are relevant in their moral decision-making. Each of the five foundations is assessed with six items, and the participants’ task is to evaluate the relevance of an item or agreement with the item on a six-point scale (0 = not at all relevant/strongly disagree; to 5 = extremely relevant/strongly agree). To obtain the final score on each of the subscales, the evaluations are summed up and consecutively divided by the number of items related to the particular subscale. A score between 0 and 5 will be calculated for each of the moral foundations subscales. The internal consistencies of the subscales were reported to be α = 0.69 (Harm), α = 0.65 (Fairness), α = 0.71 (Ingroup), α = 0.74 (Authority) and α = 0.84 (Purity) (Graham et al., 2011). The MFQ is open-access and freely accessible for research purposes.

Moral Identity Internalization

Moral identity internalization will be measured using a five-item subscale (“Internalization” subscale) of Aquino and Reed (2002) “Moral Identity Scale”. This scale is also open access for researchers. The Internalization scale measures the degree to which moral traits are central to an individual’s self-concept. The participants’ task is to evaluate every item using a 5-point Likert scale (1 = strongly disagree; to 5 = strongly agree). The internalization scale has been shown to have good internal consistency with α = 0.73.

(In)congruent Calls-to-Action

We designed three types of calls-to-action with the goal of having one that is neutral, one that is congruent with liberals’ moral foundations and one that is congruent with conservatives’ moral foundations. The assumption is that most participants will be grouped into two categories: those who mostly rely on individualizing foundations, and those who mostly rely on binding foundations. Thus, two types of morally relevant calls-to-action were used. The first emphasized individualizing foundations of Care/Harm and Fairness/Cheating, whereas the second one emphasized binding foundations of Loyalty/Betrayal, Authority/Subversion and Sanctity/Degradation. The final, neutral, call-to-action was constructed without involving any moral foundations. The proposed morally (in)congruent and neutral calls-to-action are presented in Table 1. We are presenting hypothetical calls to donate to two of the charities we used in the pre-study, Eurochild and City of Sanctuary. Incidentally, one is also estimated to be more liberal (i.e., City of Sanctuary), while the other appears to be relatively ideologically neutral (i.e., Eurochild; Figure C2 in Appendix C).

TABLE 1. Calls-to-action that are going to be used in the study.

[image: image]

Normative Information

Normative information will either be included or omitted in addition to the calls-to-action. This normative message will read “In similar studies, the majority of people decided to donate some of the money should they win it,” followed by a question about the participants’ willingness to donate (see Table 1). Although the normative imessage could be stronger than the one suggested (i.e., “In this study, the majority of participants decided to donate”), it would risk being deceitful if it turned out to be inaccurate. The one we are proposing is subtler but non-deceitful, as it is based both on our pre-study results and various previous studies that showed that a substantial number of participants actually decides to donate. For example, in Nilsson et al. (2016) study, 60 and 62% of the participants donated some of the money they earned in the study, while in Reed et al. (2007) study, 90% of the participants decided to donate either time or money.

Apart from these measurements, participants will also be asked to provide some basic demographic information such as age, gender, education, nationality, ideology, and previous donations.

The Dependent Variables

Attitudes Toward CB

In line with proposals for constructing TPB questionnaires (Ajzen, 2006), attitudes will be assessed with several semantic differential scales. Participants will respond to the following question: “I believe that making a donation to a described charity in terms of money or time would be:” (1) unpleasant – (7) pleasant, useful – useless, satisfying – unsatisfying, favorable – unfavorable, positive – negative, considerate – inconsiderate, pointless – worthwhile, and bad – good. Items will be scored such that higher scores indicate a more positive attitude toward CB. The internal consistency of a similar scale was shown to be α = 0.93 (Smith and McSweeney, 2007).

Descriptive Norms

Similarly to several previous studies (e.g., Smith and McSweeney, 2007; Croson et al., 2009; van der Linden, 2011), descriptive norms will be assessed with the following items: “How likely do you think is that people you know would donate to this charity?” (1 – very unlikely; 7 – very likely); “How much do you think an average person doing this survey would donate if they won the gift card?” (1 – nothing; 7 – all of it); “How many of the people you know would donate to this charity?” (1 – none of them; 7 – all of them); “How many of the people doing this survey would donate to this charity?” (1 – none of them; 7 – all of them). In previous studies, the reliability of similar four-item measurements of descriptive norms was found to be p = 0.76 (Smith and McSweeney, 2007).

Charitable Behavior

Since CB is not a unidimensional construct but can be classified into three main categories - helping a stranger, giving time and giving money (Charities Aid Foundation [CAF], 2017) – in this study we decided to measure CB in two different ways:

Time donated

The time participants are willing to donate to our charity will be assessed through participants’ interest to volunteer for the charity. Upon finishing with the questionnaires, participants will be asked the following question: “How interested are you in donating your time to volunteer for the charity?”. The question will be scored on a 7-point Likert scale (1 = not interested, 7 = very interested).

Money donated

As a part of the study, we will be giving three €/£50 Amazon gift cards to three random participants. Thus, each participant has an equal chance to win a €/£50 Amazon gift card. The amount of money participants are willing to donate to our partner charity will be operationalised as the amount they are willing to donate if they were to win the Amazon gift card. Therefore, participants will answer the following question: “If you were to win the €/£50 Amazon gift card, how much money out of the 50€/£would you be willing to donate to this charity?” If a participant decides to donate e.g., 20€/£, should he/she actually win the gift card, he/she would receive a 30€/£Amazon gift card, while 20€/£would actually be donated to the charity. All the measurements that will be used in this study are presented in the Appendix B.

Design and Procedure

The procedures described in this protocol are partly based on several other studies. Specifically, when discussing the (in)congruent calls-to–action, we are following the procedures developed in the Winterich et al. (2012) and Kidwell et al. (2013) studies. Winterich et al. (2012) manipulated the description of the charities to be in line either with individualizing or binding foundations, and measured the intentions to donate a part of an Amazon $50 gift card, should the participant win it. However, unlike Winterich et al. (2012) who manipulated the charity description, we decided to manipulate the calls-to-action which is more in line with Kidwell et al. (2013) study in which they constructed individualizing and binding appeals for recycling.

Although neither of these two studies referred to attitudes and social norms, we nevertheless decided to address them in the protocol, as they seem to be important determinants of CB. Here, we draw on the methodology used in the Smith and McSweeney (2007) and van der Linden (2011) studies, but especially on Croson et al. (2009) study, who presented participants with descriptive information and measured its influence on the perception of social norms. Similarly, we are measuring both social norms and attitudes in order to gain insights not only into whether (in)congruent appeals and normative information influence donations, but also into the mechanisms of that relationship.

In sum, although the current protocol is based on several well-established procedures effectively used in previous studies, by combining them and adding several new features, we believe we managed to create a study protocol capable of yielding rich and comprehensive insights into the relationship between morality, attitudes, norms and CB.



STEPWISE PROCEDURE

This experimental study uses a 3 (morally (in)congruent/neutral calls-to-action) × 2 (presence/absence of social norm) between-subjects design and can be conducted online through a custom developed app or existing survey platform. The study procedure can be split into eight steps. (1) Firstly, participants receive a brief description of the study and its goals (e.g., “we want to explore the relationship between morality and CB and test the effectiveness of appeals to donate”) and are asked to provide informed consent for participation. (2) Secondly, participants complete the MFQ and the Moral Internalization subscale. (3) Thirdly, participants are asked to complete a basic demographic questionnaire. (4) Thereafter, the participants are randomly assigned to one of the two different charity causes and to one of six different experimental conditions. We use random assignment to ensure that samples are similar across conditions in terms of observed and unobserved characteristics. After the experimental exposure, participants are first asked about their attitudes toward charitable behavior and perception of social norms regarding the CB (5) and are then asked to indicate their willingness to donate (a) time and (b) money to the charity they were presented (6). The sequence of presenting the questions to donate time versus money will vary randomly in order to minimize the potential influence of sequence on both donation measures. Next, the participants are provided with a feedback regarding their scores on the MFQ and moral identity internalization questionnaire (7). Finally, an optional step is asking permission to collect participants’ Facebook data. Participants can either accept or deny this request. Regardless of their choice, in the last step, debriefing about the study and contact for further inquiries are provided (8). See Figure 2 for a visualization of this procedure.


[image: image]

FIGURE 2. Schematic representation of the stepwise procedure.





STATISTICAL ANALYSIS

To test for the effects of moral congruence of the calls-to-action, descriptive social norms, and their interaction on donations of time and money, a multivariate analysis of variance (MANOVA) will be conducted. In the same analysis, a test for the moderating effect of moral internalization on the congruence of the calls-to-action will also be conducted. This approach allows researchers to account for potential relationships between our dependent variables, and to test whether the experimental manipulations influence participants on a combination of different types of donations (Field, 2009). Furthermore, in comparison with univariate ANOVA, that requires several individual tests, using MANOVA reduces the probability of making a Type I error.

To test whether attitudes toward CB mediate the effects of (in)congruence of the calls-to-action on CB, and whether descriptive social norms mediate the effects of normative information on CB, a mediation analysis will be conducted. This can be done by using the bootstrapping method developed by Preacher and Hayes (Hayes, 2013). This is because previous approaches related to this analysis, such as the causal step approach (Baron and Kenny, 1986), have been criticized for lack of power, the underlying assumptions and inability to directly evaluate potential mediation (MacKinnon et al., 2002).

To determine if people’s moral foundations can be predicted from their Facebook data, various machine learning algorithms can be employed5. However, as this part of the study is exploratory and primarily concerned with maximizing prediction accuracy, we cannot specify the exact algorithm which will be reported. Various models and approaches can be tried out, choosing the one that exhibits the least amount of generalization error, i.e., the one that performs best on unseen data, which will be determined through cross-validation. Some possible approaches are LASSO (Least Absolute Shrinkage and Selection Operator) regression, multiple linear regression on clustered data and principal component regression6 (James et al., 2013; Kosinski et al., 2016).

The analyses can be conducted using the R language (R Core Team, 2017). For implementing the various machine learning algorithms, we will use existing packages, such as glmnet (Friedman et al., 2010), irlba (Baglama et al., 2017) and topicmodels (Grün and Hornik, 2011).



IMPACT AND LIMITATIONS

Anticipated Results

Based on the theory and the literature reviewed in the introductory part, we can make some educated expectations regarding our results. First, in line with previous research (e.g., Winterich et al., 2012; Kidwell et al., 2013; Nilsson et al., 2016), we expect that our intervention in terms of morally (in)congruent calls-to-action will have a significant impact on CB. Specifically, we expect that morally congruent appeals, regardless of whether they are individualizing or binding, will foster significantly more CB compared to incongruent or neutral appeals.

Regarding the social norms, we expect that making the descriptive norms salient (“most of the participants donate”) will influence one’s subsequent CB. Although some of the previous studies did not find an effect of descriptive norms on CB (e.g., Smith and McSweeney, 2007; van der Linden, 2011), it seems that these studies failed to make the descriptive norms salient enough, which seems to be a prerequisite for them to be effective in influencing behavior (Cialdini et al., 1990). Thus, we hypothesize that participants who receive descriptive norms in their appeal will donate more of their money and time compared to those who do not receive a descriptive norm.

Since we expect both morally (in)congruent calls-to-action and descriptive social norms to have an effect on CB, we hypothesize that participants receiving a morally congruent call-to-action with a descriptive norm will donate the most. Furthermore, based on previous findings regarding the influence of moral identity internalization on CB (e.g., Winterich et al., 2012), we expect to find a significant two-way interaction effect of morally (in)congruent appeals and moral identity internalization on CB. A larger effect of morally (in)congruent appeals on CB is expected for those who are high on moral identity internalization as compared to those who are low on moral identity internalization (see Figure 3).
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FIGURE 3. The expected effects of morally (in)congruent calls-to-action and descriptive norms on different levels of moral identity internalization.



We also expect to find mediating effects of attitudes and descriptive norms on the relationship between (in)congruent calls-to-action and normative messages on the one side and CB on the other. More precisely, we expect that the individualizing/binding calls-to-action will have a positive impact on donation attitudes of those participants who are high on individualizing/binding moral foundations, resulting in their willingness to donate more of their time and money. Since our second charity cause (refugee support) is already supposed to be more appealing for those high on individualizing foundations, we do not expect the individualizing calls-to-action to have a major additional impact on participants’ donating attitudes or behavior. On the other hand, we do expect that the binding calls-to-action will have a bigger impact, shifting the attitudes and increasing CB of those higher on binding moral foundations, since they are expected to have relatively negative attitudes toward such charity. See Figure 4 for a schematic representation of these effects.
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FIGURE 4. The expected effects of individualizing, neutral and binding calls-to-action on donating attitudes and CB, with respect to participants’ scores on MFQ.



Significance of Research

We believe that the current project makes an important contribution both in theoretical and in practical terms. In theoretical terms, we hope to expand the knowledge about the scope of morally (in)congruent appeals. Rare previous research did examine the effects of the congruence between both the appeals and individual’s morality, as well as charity causes and individual’s morality. However, within the current project, we plan to explicitly contrast these two. We aim to explore whether the appeals tailored in line with one’s morality can enhance one’s donations to charitable causes, even in the case of charities for which there is no original affinity. This way, we contribute to the theoretical considerations of the role of morality in CB, but also sketch potential fundraising strategies for charities with different causes. Furthermore, another significant theoretical contribution of this project is the investigation of the role of attitudes in CB change. Specifically, within this project we not only want to show that congruent calls-to-action can have a positive impact on CB, but also to elucidate the mechanism through which this effect operates (i.e., by affecting attitudes toward CB).

Besides the effect of congruent appeals on attitudes and CB, within this project we will investigate the role of descriptive social norms in CB. Specifically, we want to test potential boundary conditions for the effectiveness of descriptive norms, especially related to their saliency. However, here we also want to go a step further and show that, if salient normative information indeed can affect CB, it probably does so through changing one’s perceptions about descriptive norms related to CB. Therefore, we believe that the current project contributes to the theoretical knowledge in several important ways.

More importantly, however, we hope that the project will have useful practical implications. Specifically, we hope to be able to provide charities with some simple yet effective tools that they could utilize in subsequent fundraising campaigns. For example, charities will be able to benefit from the often easily attainable knowledge about the approximate ideological positions of their target group by changing the way in which they deliver information about their causes and frame donation pitches. In this way, they could decrease the risk of turning away people who would potentially become their donors, by addressing them the right way. Given the low implementation costs of these interventions, we believe that charities can significantly benefit from them even if the effect sizes are modest.

Looking at the previous literature, we can expect to find small to medium effect sizes of our interventions on donating behavior. For example, Winterich et al. (2012) found small to medium effect sizes for both charitable intentions and donations (Cohen’s d between 0.28 and 0.46). Croson et al. (2009) found a medium impact of descriptive social norms on donations to public radio’s (Cohen’s d = 0.58). However, we believe that, from the perspective of charity donations, even modest effects can have big practical importance. Statistically speaking, even if our interventions exhibit only small effects on CB (Cohen’s d = 0.2), this still means that 58% of donations from people from the congruent appeal + norm intervention will be higher than the mean donation from people from the no intervention condition. In case we find medium effects (d = 0.5), as much as 69% of the intervention donations will be higher than the mean of the no intervention donations (see http://rpsychologist.com/d3/cohend/ for the visualization and interpretation of Cohen’s d effect sizes). Thus, taking into account the relative ease and low cost of the implementation of these interventions, we believe that any kind of improvement in terms of donations can be considered as practically significant for charity organizations.

Limitations

Despite the potential benefits, the present project is not without limitations. Specifically, the hypothetical bias is one potential problem that is well known in the literature. Hypothetical bias is the difference between the stated and revealed value of a certain good (Murphy et al., 2005). In terms of charitable giving, people often state they are willing to donate significantly more money than they would really donate. One reason for this could be related to loss aversion which is more pronounced in case of giving real money than hypothetical money. Although we acknowledge that this is a problem, we believe that our approach at least attenuates it. Specifically, in line with the findings of Murphy et al. (2005) meta-analysis, stating that choice-based elicitation could be important in reducing the bias, we are giving our participants the choice between several different ways of allocating the 50$ Amazon card. Furthermore, we are providing real, valid gift cards from which at least some of the participants will actually donate money. Although this is still far from representing a real situation in which people are giving away their own money, we believe that it is a step away from a purely hypothetical situation in which no money would be donated. In their meta-analysis, Murphy et al. (2005) found that the median hypothetical bias fell between 1 and 1.5 (i.e., in hypothetical situations people donated between 1 and 1.5 times more than in real situations). Although impossible to know, we hope that with this approach the hypothetical bias in studies based on this protocol would not be much higher than this estimation.

However, it is important to note that, although loss aversion and hypothetical bias should affect the amount people would be willing to donate in absolute terms, it should not affect the relative differences among groups within the study. Specifically, as the participants will be randomly selected into different groups, we have no basis to believe that some groups will have significantly different hypothetical bias from others. Therefore, although absolute amounts would certainly be inflated, we believe that loss aversion and hypothetical bias should not play a significant role in our study, as the relative differences between the groups will still be observable.

A second limitation of the current study is grouping. Although we can expect the majority of our participants to fit into one of the two categories – those who rely more and those who rely less on binding foundations – some participants will not fit into this binary classification. For example, Iyer et al. (2012) showed that libertarians’ pattern of moral foundations significantly differs from those of liberals and conservatives. This means that our (in)congruent calls-to-action will not be adequately tailored toward these participants, and this may impact the overall effectiveness of our manipulations. However, most participants are expected to fit into our two categories, and those who do not will be randomly distributed between conditions. Future studies could benefit from constructing a wider range of calls-to-action to cover different types of moral foundation profiles.

Finally, we would like to address what we see as probably the most significant problem with following this protocol, and that is the Facebook app. Namely, not all researchers will be in a position to collect the data with a custom made app in order to gain access to participants’ Facebook data. However, we already noted that the part of the protocol regarding accessing Facebook data and predicting moral foundations from it is purely exploratory, and independent of the former, confirmatory part. In other words, one can reconstruct all the steps included in the confirmatory part of the protocol (i.e., presentations of the questionnaires, calls-to-action, attitudes and norms measures and dependent variables of donating time and money) using only readily available online survey tools. We believe that such a study would be easily implemented, interesting and beneficial on its own.

Ethics

There are several important ethical concerns regarding some aspects of this protocol. First, using tailored persuasive messages in a marketing setting can yield both positive and negative outcomes. For example, it seems that people are much happier and more satisfied when spending money on things that are more congruent with their personality or needs (Matz et al., 2016). Thus, it might be expected that people will feel much better about themselves when making donations to charities whose causes and appearance are in line with their moral worldviews. However, some grimmer scenarios readily come to mind, too. Namely, if it is possible to manipulate people’s decisions and behaviors just by changing few words, this knowledge could be used for less noble purposes. For example, there are suggestions that the 2016 US presidential campaign used profiles of millions of US citizens and approached them with specifically tailored messages in order to make them stay home on the election day, possibly even swinging the election outcome in this way7. We fully agree that things like this one happen and will probably continue to happen. Even more, we can be sure that many companies that are not constrained by strict ethical guidelines put large amounts of money into testing different kinds of persuasive messages on a daily basis. The problem is that this mainly happens outside of user’s awareness and the knowledge gained remains private. Therefore, in our view, much more serious, ethically minded scientific research is needed in the area, because only in this way will knowledge, along with all the benefits, drawbacks and ethical concerns, enter into the public sphere and be useful for both the scientific community and the general public.

There are also certain concerns related to using data from social media to predict individual characteristics. For example, Lambiotte and Kosinski (2014) warn that it is possible for companies or individuals to use others’ social media data to infer their personal characteristics (e.g., intelligence or sexual orientation), without them noticing or without their consent. It is especially troublesome that many users may be unaware of how revealing the information available on social media can be (Kosinski et al., 2014). Youyou et al. (2015) point out that personal information can also be used to manipulate or influence people for illicit purposes. Similarly, Matz and Netzer (2017) state that social media data could be used to target individuals who are prone to impulsive or addictive behavior with ads for online casinos. These concerns are real and relevant in today’s digital societies.

However, the outlook does not have to be so bleak. Kosinski et al. (2015) argue that, for instance, Facebook users have far more control over their data than is usually assumed. According to the authors, Facebook requires its users to give consent to applications that want to use their data, and allows them to limit or revoke access to their data after it has been granted. Furthermore, users can be informed of the specific data that is being collected and the way it is being used, allowing them to make an informed decision (Kosinski et al., 2015). Also, once collected, the data can be anonymised and made unrelatable to the specific person prior to conducting analyses. We believe that these, and other steps, can be taken to make the data collection and analysis processes transparent and ethical, safeguarding the participants’ privacy.

Finally, this protocol obtained an official approval from the ethical board of the Department of Psychology, University of Zagreb. Each participant will provide consent for participation and data sharing (just the Facebook likes and no other personal information such as name, residence, friends etc.), will be familiarized with the overall goals of the study and will receive feedback detailing the exact goals of the study as well as the description and explanation of their own scores on the measures.
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FOOTNOTES

1 Data were obtained via a Facebook app developed under the myPersonality project. Users had the chance to complete a personality questionnaire, an intelligence test and a satisfaction with life questionnaire. Various demographic attributes were collected from users’ Facebook profiles and some characteristics were obtained through a survey (Kosinski et al., 2013 ). Users could also volunteer their social media data - specifically, Facebook likes – for research purposes.

2 http://www.pewinternet.org/2018/05/31/teens-social-media-technology-2018/

3 https://en.wikipedia.org/wiki/Facebook/%E2/%80/%93Cambridge_Analytica_data_scandal

4 http://moralfoundations.org/questionnaires

5 The first step is usually data preprocessing, which also includes trimming down the data set (i.e., removal of non-informative entries; e.g., a Facebook page that is liked by less than 150 users; Kosinski et al., 2016 ). After that, a form of dimensionality reduction is usually applied to the data (Kosinski et al., 2013 , 2016 ). This is done because analyzing high-dimensional data sets can exacerbate issues such as model overfitting or multicollinearity (James et al., 2013 ). In the end, machine learning algorithms are trained in order to identify or predict users’ characteristics.

6 For example, Youyou et al. (2015) used LASSO regression when judging participants’ scores on the Big Five dimensions. LASSO is an approach to regression problems that applies penalties for the number of variables in a model, and which can shrink certain variables’ coefficients to zero, thus serving as a variable selection technique (James et al., 2013 ). Kosinski et al. (2013) first conducted a singular value decomposition on their dataset in order to reduce its dimensionality, and then trained linear and logistic regression models to predict users’ characteristics.

7 https://motherboard.vice.com/en_us/article/mg9vvn/how-our-likes-helped-trump-win
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Context: Medical educators agree that empathy is essential for physicians' professionalism. The Health Professional Version of the Jefferson Scale of Empathy (JSE-HP) was developed in response to a need for a psychometrically sound instrument to measure empathy in the context of patient care. Although extensive support for its validity and reliability is available, the authors recognize the necessity to examine psychometrics of the JSE-HP in different socio-cultural contexts to assure the psychometric soundness of this instrument. The first aim of this study was to confirm its psychometric properties in the cross-cultural context of Spain and Latin American countries. The second aim was to measure the influence of social and cultural factors on the development of medical empathy in health practitioners.

Methods: The original English version of the JSE-HP was translated into International Spanish using back-translation procedures. The Spanish version of the JSE-HP was administered to 896 physicians from Spain and 13 Latin American countries. Data were subjected to exploratory factor analysis using principal component analysis (PCA) with oblique rotation (promax) to allow for correlation among the resulting factors, followed by a second analysis, using confirmatory factor analysis (CFA). Two theoretical models, one based on the English JSE-HP and another on the first Spanish student version of the JSE (JSE-S), were tested. Demographic variables were compared using group comparisons.

Results: A total of 715 (80%) surveys were returned fully completed. Cronbach's alpha coefficient of the JSE for the entire sample was 0.84. The psychometric properties of the Spanish JSE-HP matched those of the original English JSE-HP. However, the Spanish JSE-S model proved more appropriate than the original English model for the sample in this study. Group comparisons among physicians classified by gender, medical specialties, cultural and cross-cultural backgrounds yielded statistically significant differences (p < 0.001).

Conclusions: The findings support the underlying factor structure of the Jefferson Scale of Empathy (JSE). The results reveal the importance of culture in the development of medical empathy. The cross-cultural differences described could open gates for further lines of medical education research.

Keywords: empathy, physician, cross-culture comparison, Spanish, psychometrics


INTRODUCTION

Medical empathy is defined as a predominantly cognitive (rather than emotional) attribute that involves the ability to understand (rather than feel) patient's experiences, concerns and perspectives, and communicate this understanding (Hojat et al., 2002). Empathy has been listed consistently as one of the key elements of professionalism. The importance of empathy, as key element of professionalism, has been discussed in medical education and health care research (Veloski and Hojat, 2006), and in global bioethics (Vivanco and Delgado-Bolton, 2015).

Despite its importance in enhancing these relationships and improving patient care, research on physician empathy has been limited for two main reasons. Firstly, the theoretical investigation of physician empathy has been hampered by ambiguity in its conceptualization and definition. Secondly, empirical research in this area has been limited by a lack of tools to gauge the empathy of medical students and physicians. Nevertheless, the development of standardized instruments currently allows assessing the empathy in the interactions that take place in the context of healthcare (Hemmerdinger et al., 2007). One of the most popular instruments for this purpose is the Jefferson Scale of Empathy (JSE). Medical education researchers of the Jefferson Medical College, in the United States, developed this tool. The generic version of the scale was originally developed to measure medical students' orientations or attitudes toward empathic relationships in the context of patient care (Hojat et al., 2001). However, very soon there was a demand to use the scale for administration not only to medical students, but also to physicians and other health professionals involved in patient care, and all health professions students other than medical students. Thus, the authors decided to slightly modify the content of the generic scale so that three versions would be available (Hojat, 2006): one version for administration to medical students (the S-Version); a second version for administration to physicians and other practicing healthcare professionals (the HP-Version); and the third version for administration to students of all healthcare professions other than medical students (the HPS-Version).

Construct validity refers to the extent to which a test measures the theoretical constructs of the attribute that it aims to measure. In this sense, factor analysis of the JSE helps to determine whether the underlying factors of the scale are consistent with the theoretical constructs of the concept measured, being in this case empathy. Following this principle, the factor analysis of the generic scale of the JSE revealed four preliminary factors, which were consistent with the multifaceted concept of empathy reported in the literature (Spiro et al., 1993). The first of those factors included 10 items. This factor was called “the physician's view of the patient's perspective.” The second factor included five items, and it was called “understanding patient's experiences.” The third factor, composed by two items, was called “ignoring emotions in patient care” (that refers to the opposite pole of standing in a patient's shoes). Finally, the fourth factor, composed by two items, was called “thinking like the patient.” Following the recommendation of a minimum number of three items per factor (Velicer and Fava, 1998), the authors considered the last two factors had less stable factor pattern than the first two. Subsequent analysis showed that the first factor was the most salient among all other extracted factors.

The factor analysis of the HP-Version of the JSE showed three definitive underlying factors:

(i) A first major factor that is composed by 10 positively worded items. This factor, described as the core cognitive ingredient of the empathy and as the stepping-stone in empathic engagement, was called “perspective taking.” It is similar to the first factor described in the generic version.

(ii) A second factor that is composed by eight negatively worded items. This factor was called “compassionate care.” According with the authors, this construct is conceptually similar to the two factors that emerged in the generic version: “emotions in patients care” and “understanding patient's experiences.”

(iii) Finally, a third factor that is composed by two other negatively worded items. This factor was called “standing/walking in the patient's shoes” (the positive pole of the contents of the negatively worded but reverse-scored items). This last factor was described as a trivial component of the JSE, and similar to the factor “thinking like the patient” of the generic version.

According to the authors, these findings suggest that the factor structure of the JSE is consistent with the notion of the multidimensionality of empathy (Davis, 1983; Kunyk and Olson, 2001). In addition, the stability and the similarity between the factor structure and components across different samples (students and professionals) and across different versions of the scale provide, according to the authors, further support for the JSE's validity (Hojat, 2016).

Since its creation, both researchers and medical educators at international level have acknowledged the validity of the JSE. Its first cross-cultural adaptation was designed by Mexican researchers who administered the S-Version to medical students (Alcorta-Garza et al., 2005). Subsequently, the JSE was translated into 42 languages and is currently used worldwide in 60 countries located in Europe, the Middle East, Africa, Asia, North America, Latin America, and New Zealand (Hojat et al., 2011a). In order to improve the clarity of the scale for an international audience, minor revisions were made in the wording of verbatim translation of some items that created some confusion in Italian and Spanish translations (Hojat, 2016). This is the case of the item 18: “I do not allow myself to be touched by intense emotional relationships between my patients and their family members” (a negatively worded item),” in the generic version. The symbolic meaning of “to be touched by” (to be affected or emotionally stirred) was not apparent in the translated versions. Therefore, the authors decided to replace “to be touched” by “to be influenced” (Hojat, 2016).

However, it is difficult to say whether due to these changes, to some unresolved translation issues, or due to cultural differences, the factorial position of this item remains still problematic in the factor analysis of some translations (Alcorta-Garza et al., 2005; Magalhaes et al., 2011; Tavakol et al., 2011b; Paro et al., 2012; Shariat and Habibi, 2013; Wen et al., 2013; Leombruni et al., 2014). Despite this issue, most of the studies using the JSE conducted in different countries report evidence supporting construct validity, criterion-related validity, predictive validity, internal consistency reliability, and test-retest reliability. In most of the cases, exploratory factor analysis using principal component analysis (PCA) with orthogonal rotation was used to determine the factor structure of the JSE. Exploratory factor analysis studies have often resulted in the three aforementioned factors (Alcorta-Garza et al., 2005; Paro et al., 2012; Wen et al., 2013). There are only a few adaptations were the factor structure of the JSE was studied using confirmatory factor analysis (CFA). In some cases, CFA was used to confirm a factor structure resulting from a previous PCA (Magalhaes et al., 2011; Tavakol et al., 2011b), and in others to confirm whether if the sample studied fitted the original theoretical model (Shariat and Habibi, 2013; Leombruni et al., 2014).

All these studies provide clues about the underlying components of the JSE, not only in samples from different disciplines, but also in a wide variety of cultural contexts. However, despite cumulative evidence, in a recent publication some of authors recognize the need to undertake additional research using samples from different professional and cultural contexts (Hojat and Lanoue, 2014).

Spanish is the second most widely spoken language in the world in terms of native speakers after Chinese. It is the official language of more than 20 countries, most of them in Latin America (Otero and Powell-Davies, 2011), which is where almost 90% of the population of native Spanish speakers lives. However, its different varieties along this territory involve significant cultural differences (Mato, 2008), which are even more noticeable when compared to the variety spoken in Spain (Oesterreicher, 2013). Conversely, Spain's cross-cultural diversity is higher because of constant migratory flows. This is also reflected in the structure of the Spanish Healthcare System, with one of the highest levels of cultural diversity in the European area (Sánchez-Sagrado, 2013).

Both the cultural diversity resulting from the language, and the cross-cultural characteristics of Spain and Latin America, provide an ideal scenario to test the psychometric properties of the JSE (Delgado-Bolton et al., 2015). In addition, a better understanding of the role of culture in the development of communication skills, professional behaviors, and lifelong learning abilities of health care practitioners is fundamental for the improvement of medical education, health management, and bioethics from a global scope (Vivanco and Delgado-Bolton, 2015).

This study has three purposes: to develop a validated translation of the JSE (HP-Version) that may be used by Spanish and Latin American researchers; to confirm the psychometric properties of the JSE in the Spanish language context; and to achieve a better understanding of the role of culture in the development of the medical empathy.



MATERIALS AND METHODS


Participants

The study is based on a sample of 896 healthcare professionals (physicians and physicians-in-training) involved in direct patient care in 13 healthcare institutions from Spain, Mexico, Colombia, Bolivia, and Argentina, who were invited to participate voluntarily and anonymously.



Instrument

The participants completed the JSE (HP-Version). This questionnaire is a psychometrically sound instrument developed specifically to measure physicians' empathetic orientation in the context of patient care. The JSE includes 20 items, each answered on a 7-point Likert-type scale (1 = strongly disagree, 7 = strongly agree). Possible scores range from 20 to 140 and the higher the score, the greater the empathic orientation. The JSE identifies three factors: “perspective taking,” “compassionate care,” and “standing/walking in the patient's shoes” (Hojat, 2016).



Complementary Information

Information about age, gender, professional status, medical specialty, country of birth, country of studies, and country of current residence was collected through a complementary survey.



Procedures

The original version of the JSE was translated into international Spanish, adapted, and reviewed using a cross-cultural back-translation procedure (Geisinger, 1994). Between 2014 and 2015, the translated version was administered to physicians and physicians-in-training from 13 institutions. The questionnaires consisted of paper forms provided together with an information letter in enclosed envelopes that were returned to the local researchers following a general protocol previously approved by an Independent Ethics Committee (Ref. CEICLAR PI 199). The work was carried out in accordance with the Declaration of Helsinki. There was no potential risk for participants, and anonymity was guaranteed throughout the process.



Statistical Assessment

Internal consistency reliability was calculated using Cronbach's alpha coefficient. Following the guidelines suggested by the American Educational Research Association, values higher than 0.7 were considered satisfactory.

To consider the underlying factors, the data obtained for the 20 items of the JSE were subjected to exploratory factor analysis. The purpose of this was to explore the association between the observed variables (items) and the latent variables (factors) using PCA with oblique rotation (promax) to allow for correlations among the extracted factors. The retained factors were limited to three so that the findings could be compared to the previously reported results of factor analysis (Hojat et al., 2002; Hojat and Lanoue, 2014). Retained factors were considered satisfactory when their eigenvalues were greater than one (Henson and Roberts, 2006).

The aim of the CFA tests was to discover whether if the observed data fitted a previously postulated model. In this study, the agreement of two models was tested using a CFA. In this regard, as opposed to a theory-generating model such as PCA, CFA is a theory-testing model that begins with a hypothesis prior to the analysis (Brown, 2014). This hypothesis can be based on theory, research, or both (Suhr, 2005). The first model tested in this study, Model A, is based on the 3-factor structure of the original HP-Version of the JSE, with American physicians (Hojat et al., 2002). The second model, Model B, is based on the 3-factor structure of the Spanish validated S-Version of the JSE, with Mexican students (Alcorta-Garza et al., 2005). The only difference between both models is the factor distribution of worded item 18: in Model A it is included in Factor 2 (compassionate care), whereas in Model B, it appears in Factor 3 (standing/walking in the patient's shoes). A third model, artificial Model AB, is based on a two-factor distribution hypothesis (Factors 2 and 3) for worded item 18, which was tested conducting preliminary CFA. This preliminary analysis was also used to test whether the underlying factors should be treated as correlated or uncorrelated.

Robust WLS is an estimation method used for structural equation modeling with ordinal observed variables with non-normality extremes /Asymmetry/[image: yes] 3 and Kurtosis>8 (Muthén et al., 1997). Since the nature of the data meets these criteria, this was the estimation method used for the CFA. The goodness of fit indexes calculated to assess each model's fit were χ2 statistics and its subsequent ratio with degrees of freedom (χ2∕df), Comparative Fit Index (CFI), Tucker-Lewis Index (TLI), Root Mean Square Error of Approximation (RMSEA), and Standardized Root Mean square Residual (SRMR) (Muthén et al., 1997; Kline, 2005).

Group comparisons of empathy scores were performed. Gender, professional status (physicians and physicians-in-training), place of birth (Latin America and Spain), place of professional studies (Latin America and Spain), and residence (Latin America and Spain) were treated as dichotomous variables. Medical specialities were divided into the following groups: “non-hospital speciality” (this group included family medicine and occupational medicine specialties), “hospital speciality,” “medical-surgical specialty,” “surgical speciality,” and “other specialities.” For physicians without specialization, a “no speciality” group was created for non-specialist physicians. According to their migratory condition, physicians were divided into three groups: “Spaniards living in Spain,” “Latin Americans living in Spain,” and “Latin Americans living in Latin America.”

All analyses were performed using R statistical software, version 3.1.1 for Windows. The statistical analyses of the data also included multilevel (Bliese, 2013), nortest (Gross, 2012), and lavaan (Rosseel, 2012) packages.




RESULTS

Of the 896 participants who received the JSE, 715 were returned fully completed, giving an overall effective response rate of 80%. This response rate was higher than the minimum recommended to ensure the representativeness of the sample for mailed surveys to professionals (Gough and Hall, 1977).

The mean age was 35 years old with a 24–71 year-old age range (SD = 10.8). Three hundred and fifty-one (48%) of the physicians reported to be born in Spain and 347 (47%) of the physicians were born in Latin America. Thirteen countries were reported in this group (Mexico, Colombia, Bolivia, Argentina, Dominican Republic, Venezuela, Peru, Ecuador, Chile, Honduras, Cuba, El Salvador, and Uruguay). Seventeen physicians (2%) were born in non-Spanish-speaking territories. Eleven countries were reported in this group (Brazil, Italy, Ukraine, Morocco, Andorra, Belgium, Canada, France, Haiti, Moldova, and Ruanda). Finally, 18 (3%) physicians did not specify their country of birth.

The empathy score distribution, descriptive statistics, and reliability for the JSE in this study are described in Table 1.


Table 1. Descriptive statistics and psychometric properties of the Spanish JSE-HP version.
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Components of the JSE

The three meaningful factors yielded by PCA had eigenvalues >1, a result that is in accordance with the factor structure described for the original version. The first factor, which reflected the original first factor, “perspective taking,” included 10 items with factor loadings higher than 0.30, accounting for 15.5% of the total variance. The second factor, which reflected the original second factor “compassionate care,” included seven items (one less than the original English version) with factor loadings higher than 0.30, accounting for 11.2% of the total variance. The third factor, which reflected the original third factor “standing/walking in the patient's shoes,” included two items with factor loadings higher than 0.30, accounting for 5.9% of the total variance. Worded item 18 (originally associated with Factor 2 in the English version) showed a low factor loading (0.24), associated with Factor 3.

A preliminary CFA revealed a good data fit for correlated Model AB. All items, with the exception of worded item 18, were significant for the three underlying factors (p < 0.001). Item 18 was significant for Factor 3 (p = 0.005), but not for Factor 2 (p = 0.075). Uncorrelated Model AB revealed poor data fit (ratio χ2/df > 13, CFI = 0.57, TLI = 0.52, RMSEA = 0.13, and SRMR = 0.14). Goodness of fit indexes for the correlated model AB, the correlated model A, and the correlated model B revealed good data fit for all cases. However, the item 18 was not statistically significant (p = 0.075) in factor 2 of model AB. Goodness of fit indexes for the three correlated 3-factor models, including p-values for item 18, are reported in Table 2.


Table 2. Goodness of fit indexes for the three correlated 3-factor models of the Spanish JSE-HP version including p-values for item 18.
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Based on these findings, a final factor structure of the JSE is reported in Table 3. Goodness of fit indexes of this factor structure model was tested according to gender, professional status, place of birth, place of studies, and residence. The report of this analysis is shown in Table 4.


Table 3. Items' measures and factor structure of the Spanish JSE-HP version.
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Table 4. Goodness of fit indexes of the correlated 3-factor model B of the Spanish JSE-HP version by gender, professional status, place of birth, studies, and residence.
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Group Comparisons

Neither the entire sample, nor the sub-groups studied showed normal distribution empathy scores. Consequently, comparisons were made based on empathy global scores using non-parametric tests. The comparisons revealed statically significant differences (p < 0.001) among all the studied groups. The complete report of this analysis is shown in Table 5.


Table 5. Comparisons of global score of the Spanish JSE-HP version according to the variables studied.
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Gender comparisons revealed that female physicians scored higher in empathetic interaction than male physicians. When participants were compared according to their professional status, physicians obtained lower global empathy scores than physicians-in-training. In both cases, the group differences were statistically significant (p < 0.001).

Statistically significant differences also appeared in speciality comparisons. Physicians qualified in surgical specialities obtained the lowest global scores. When this group was excluded from the group comparison, the differences were not statistically significant (p = 0.41). On the other hand, physicians qualified in non-hospital specialities obtained the highest global empathy global scores. This group included 240 family physicians, and 3 occupational physicians.

Socio-demographic group comparisons revealed important cross-cultural differences (p < 0.001). The Spanish group obtained the highest global empathy scores, followed by the group of Latin American physicians with cross-cultural exchange experience in Spain. The group of physicians who had never left Latin America obtained the lowest global empathy scores. The comparison of the underlying factors of the JSE revealed significant differences in descending order of magnitude for “compassion care” (p < 0.001), “standing/walking in the patient's shoes” (p < 0.001), and “perspective taking” (p = 0.04), as can be observed in Figure 1.
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FIGURE 1. Comparative analysis of the 3-factor structure of the JSE among the Spanish physicians living in Spain (G1), the Latin-American physicians living in Spain (G2), and the Latin-American physicians living in Latin-America (G3); *p < 0.05; ***p < 0.001.






DISCUSSION

The JSE was originally designed as a research tool to measure the development of empathy within the specific context of medical care and interaction with patients. Since it was first published in 2002, the JSE has been widely accepted at the international level. The first publications reported consisted mainly of exploratory studies with PCA (Alcorta-Garza et al., 2005; Di Lillo et al., 2009; Kataoka et al., 2009; Paro et al., 2012; Suh et al., 2012; Wen et al., 2013). However, in recent years there has been an increase in the number of publications including studies based on CFA. The authors of one of the latest articles (Hojat and Lanoue, 2014) use CFA to validate the JSE's psychometric properties. They also recommend the use of the CFA, and suggest maintenance of all the 20 items in the instrument, not only for goodness of fit of the 3-factor model, but also to obtain significant item-total correlations and substantial item discrimination effect size indexes for all items.

The results obtained from this study prove the stability of the JSE's most relevant characteristics: high reliability of the instrument, need for the inclusion of all the items and the existence of a 3-factor model composed by two main factors, one major cognitive and one emotional, and a third trivial factor. However, for research based on samples of Spanish and Latin American individuals, this study shows that it is preferable to include item 18 within the “standing/walking in the patient's shoes” factor, rather than within “compassionate care.” The differences observed for item 18 are in agreement with the findings of other authors whose works are not necessarily focused on the Spanish cultural context, but also on others. The study also reveals that the factors that make up the JSE follow an “oblique,” rather than “orthogonal” model. This difference is explained by the fact that empathy is understood as a cognitive-emotional unit where each of the factors influences the development of the remaining two, rather than as a sum of statistically independent units. Certain researchers (Magalhaes et al., 2011; Leombruni et al., 2014) and, more recently, authors themselves (Hojat and Lanoue, 2014), have pointed out the care that must be taken when approaching this topic.

Group comparisons yield differences that are consistent with those of previous studies, both for the categories of gender (Hojat et al., 2002; Alcorta-Garza et al., 2005; Kataoka et al., 2009; Magalhaes et al., 2011; Tavakol et al., 2011b; Suh et al., 2012; Shariat and Habibi, 2013; Wen et al., 2013; Leombruni et al., 2014) and speciality (Hojat et al., 2002; Suh et al., 2012). In agreement with the observations of other researchers, this study provides evidence of a positive association between the development of empathy and work in professional specialities involving greater roles in patient care (Tavakol et al., 2011a). In the case of students, variations may be explained by differences related to personality or emotional intelligence (Costa et al., 2014; Hojat et al., 2015), or by the influence of psycho-social factors (Hojat, 2006). With regard to practicing physicians, together with the differences mentioned above, the development of empathy might be influenced by professional burnout caused by exposure to adverse work environments (Almeida, 2002; Brazeau et al., 2010; Delgado-Bolton et al., 2015).

In the healthcare area, Latin America's complex economic, political, social, and cultural network poses a constant challenge (Cotlear et al., 2015). Added to professional limitations in disease treatment are inequities of access to the healthcare system, scarcity and misuse of resources, corruption in the sector and a high social demand. Even though there have been significant improvements in the sector (Atun et al., 2015), they are not consistent throughout the different regions and the challenges are hardly met. Proof of this is the deterioration in the physician-patient relationship, which is still far too common (Correa and Javier, 2011; Delgado-Bolton et al., 2015; San-Martín et al., 2016). The analysis of cultural variables carried out in this study proves the latency of this issue, while also providing clues about the importance of the role played by professional, cultural, and social surroundings in the development and improvement of medical empathy.

On the other hand, there are very important evidences in support of the validity and utility of the JSE in the context of patient care. The use of the JSE as indicator of this professional ability to predict clinical and patient outcomes in adult patients with diabetes was proved in two studies (Hojat et al., 2011b; Del Canale et al., 2012). In both cases an association between empathy in patient care and positive outcomes was confirmed. This is utterly important because the ultimate goal of medical education and all other health professions is to optimize clinical outcomes. In two studies, carried out with French physicians, a protective role of empathy for burnout (Lamothe et al., 2014), and a positive relationship between empathy and overall better clinical practice was demonstrated (Zenasni et al., 2012). Moreover, in Latin American and Spanish physicians-in-training with higher empathetic scoring in the JSE presented better and more effective learning abilities, and abilities toward inter-professional collaboration (San-Martín et al., 2016). In medical and healthcare education contexts, there are important evidences in support of the importance of the JSE (Hojat, 2016). Nevertheless, the authors are cautious and recognize that further research is needed to investigate the relationship between scores on the JSE and educational outcomes. Furthermore, large-scale research is also needed with national samples to develop national norm tables and cutoff scores for the JSE to identify low and high scorers in different populations and health professions students (Hojat and Gonnella, 2015).

In general, all these findings underlying the importance that empathy has in medical and healthcare education, in clinical practice, and in practitioners' health and welfare. Understanding the role of empathy is an issue with special relevance in geographical contexts where practitioners have to address daily social needs with scarce resources, as it happens in many public health institutions of Latin American countries.



AUTHOR CONTRIBUTIONS

LV and AA undertook the translation and linguistic adaptation of the scale. MS and LV performed the statistical processing of data. LV was in charge of the study's overall design, coordination with the participating institutions, and drafting of the manuscript. RD, HR, and JS were in charge of the coordination with Spanish Healthcare institutions and LV, MS, and AA were in charge of the coordination with Latin American Healthcare institutions. All authors contributed to the presented work. All authors participated during the interpretation process of the results, and approved the final manuscript.



FUNDING

This study was supported by the Rioja Salud Foundation (FRS), Spain.



ACKNOWLEDGMENTS

We would like to acknowledge the contribution of the following institutions: In Spain, Consejería de Salud del Gobierno de La Rioja, Instituto Catalán de la Salud, Instituto Borja de Bioética. In Mexico, Universidad Autónoma de Nuevo León, Sistema Mexicano de Seguridad Social; in Bolivia, Departamento de Salud de La Paz. In Argentina, Hospital Regional Rio Grande del Sistema Argentino de Salud. In Colombia, Grupo de Salud ESIMED de Bogotá.



REFERENCES

 Alcorta-Garza, A., González-Guerrero, J. F., Tavitas-Herrera, S. E., Rodríguez-Lara, F. J., and Hojat, M. (2005). Validación de la Escala de Empatía Médica de Jefferson en estudiantes de medicina mexicanos. Salud Men. 28, 57–63. Available online at: http://www.redalyc.org/articulo.oa?id=58252808 (Accessed June 28, 2016).

 Almeida, C. (2002). Reforma de sistemas de servicios de salud y equidad en América Latina y el Caribe: algunas lecciones de los años 80 y 90 Health systems reform and equity in Latin America and the Caribbean: lessons from. Cad. Saúde Pública 18, 905–925. doi: 10.1590/S0102-311X2002000400002

 Atun, R., De Andrade, L. O. M., Almeida, G., Cotlear, D., Dmytraczenko, T., Frenz, P., et al. (2015). Health-system reform and universal health coverage in Latin America. Lancet 385, 1230–1247. doi: 10.1016/S0140-6736(14)61646-9

 Bliese, P. (2013). Multilevel Functions. R package Version 2.5 [Online]. Available online at: http://CRAN.R-project.org/package=multilevel (Accessed March 08, 2016).

 Brazeau, C. M., Schroeder, R., Rovi, S., and Boyd, L. (2010). Relationships between medical student burnout, empathy, and professionalism climate. Acad. Med. 85, S33–36. doi: 10.1097/ACM.0b013e3181ed4c47

 Brown, T. A. (2014). Confirmatory Factor Analysis for Applied Research. New York, NY: Guilford Publications.

 Correa, L., and Javier, F. (2011). Pobreza, vulnerabilidad y calidad de vida en América Latina: retos para la bioética. Acta Bioeth. 17, 19–29. doi: 10.4067/S1726-569X2011000100003

 Costa, P., Alves, R., Neto, I., Marvao, P., Portela, M., and Costa, M. J. (2014). Associations between medical student empathy and personality: a multi-institutional study. PLoS ONE 9:e89254. doi: 10.1371/journal.pone.0089254

 Cotlear, D., Gomez-Dantes, O., Knaul, F., Atun, R., Barreto, I. C., Cetrangolo, O., et al. (2015). Overcoming social segregation in health care in Latin America. Lancet 385, 1248–1259. doi: 10.1016/S0140-6736(14)61647-0

 Davis, M. H. (1983). Measuring individual differences in empathy: evidence for a multidimensional approach. J. Pers. Soc. Psychol. 44, 113–126 doi: 10.1037/0022-3514.44.1.113

 Del Canale, S., Louis, D. Z., Maio, V., Wang, X., Rossi, G., Hojat, M., et al. (2012). The relationship between physician empathy and disease complications: an empirical study of primary care physicians and their diabetic patients in Parma, Italy. Acad. Med. 87, 1243–1249. doi: 10.1097/ACM.0b013e3182628fbf

 Delgado-Bolton, R., San-Martin, M., Alcorta-Garza, A., and Vivanco, L. (2015). Medical empathy of physicians-in-training who are enrolled in professional training programs. A comparative intercultural study in Spain. Aten. Primaria doi: 10.1016/j.aprim.2015.10.005. [Epub ahead of print].

 Di Lillo, M., Cicchetti, A., Lo Scalzo, A., Taroni, F., and Hojat, M. (2009). The jefferson scale of physician empathy: preliminary psychometrics and group comparisons in Italian physicians. Acad. Med. 84, 1198–1202. doi: 10.1097/ACM.0b013e3181b17b3f

 Geisinger, K. F. (1994). Cross-cultural normative assessment: translation and adaptation issues influencing the normative interpretation of assessment instruments. Psychol. Assess. 6:304. doi: 10.1037/1040-3590.6.4.304

 Gough, H. G., and Hall, W. B. (1977). A comparison of physicians who did or did not respond to a postal questionnaire. J. Appl. Psychol. 62, 777. doi: 10.1037/0021-9010.62.6.777

 Gross, J. (2012). Nortest: Tests for Normality. R Package Version 1.0-2 [Online]. Available online at: http://cran.r-project.org/web/packages/nortest/index.html (Accessed March 08, 2016).

 Hemmerdinger, J. M., Stoddart, S. D., and Lilford, R. J. (2007). A systematic review of tests of empathy in medicine. BMC Med. Educ. 7:24. doi: 10.1186/1472-6920-7-24

 Henson, R. K., and Roberts, J. K. (2006). Use of exploratory factor analysis in published research common errors and some comment on improved practice. Educ. Psychol. Meas. 66, 393–416. doi: 10.1177/0013164405282485

 Hojat, M. (2006). Empathy in Patient Care: Antecedents, Development, Measurement, and Outcomes. New York, NY: Springer.

 Hojat, M. (2016). Empathy in Health Professions Education and Patient Care. Cham: Springer International.

 Hojat, M., and Gonnella, J. S. (2015). Eleven years of data on the Jefferson Scle of Empathy-Medical Student Version (JSE-S): proxy norm data and tentative cutoff scores. Med. Prin. Pract. 24, 344–350. doi: 10.1159/000381954

 Hojat, M., Gonnella, J. S., Nasca, T. J., Mangione, S., Vergare, M., and Magee, M. (2002). Physician empathy: definition, components, measurement, and relationship to gender and specialty. Am. J. Psychiatry 159, 1563–1569. doi: 10.1176/appi.ajp.159.9.1563

 Hojat, M., and Lanoue, M. (2014). Exploration and confirmation of the latent variable structure of the Jefferson scale of empathy. Int. J. Med. Educ. 5, 73–81. doi: 10.5116/ijme.533f.0c41

 Hojat, M., Louis, D. Z., Markham, F. W., Wender, R., Rabinowitz, C., and Gonnella, J. S. (2011b). Physicians' empathy and clinical outcomes in diabetic patients. Acad. Med. 86, 359–364. doi: 10.1097/ACM.0b013e3182086fe1

 Hojat, M., Louis, M., Daniel, Z., Maxwell, B., Gonnella, M., and Joseph, S. (2011a). The Jefferson Scale of Empathy (JSE): an update. Population Health Matters (Formerly Health Policy Newsletter) 24, 5.

 Hojat, M., Mangione, S., Nasca, T. J., Cohen, M. J. M., Gonnella, J. S., Erdmann, J. B., et al. (2001). The jefferson scale of physician empathy: development and preliminary psychometric data. Educ. Psychol. Meas. 61, 349–365. doi: 10.1177/00131640121971158

 Hojat, M., Vergare, M., Isenberg, G., Cohen, M., and Spandorfer, J. (2015). Underlying construct of empathy, optimism, and burnout in medical students. Int. J. Med. Educ. 6, 12–16. doi: 10.5116/ijme.54c3.60cd

 Kataoka, H. U., Koide, N., Ochi, K., Hojat, M., and Gonnella, J. S. (2009). Measurement of empathy among Japanese medical students: psychometrics and score differences by gender and level of medical education. Acad. Med. 84, 1192–1197. doi: 10.1097/ACM.0b013e3181b180d4

 Kline, R. B. (2005). Principles and Practice of Structural Equation Modeling. New York, NY: Guilford.

 Kunyk, D., and Olson, J. K. (2001). Clarification of conceptualizations of empathy. J. Adv. Nurs. 35, 317–325. doi: 10.1046/j.1365-2648.2001.01848.x

 Lamothe, M., Boujut, E., Zenasni, F., and Sultan, S. (2014). To be or not to be empathic: the combined role of empathic concern and perspective taking in understanding burnout in general practice. BMC Fam. Pract. 15:15. doi: 10.1186/1471-2296-15-15

 Leombruni, P., Di Lillo, M., Miniotti, M., Picardi, A., Alessandri, G., Sica, C., et al. (2014). Measurement properties and confirmatory factor analysis of the Jefferson Scale of Empathy in Italian medical students. Perspect. Med. Educ. 3, 419–430. doi: 10.1007/s40037-014-0137-9

 Magalhaes, E., Salgueira, A. P., Costa, P., and Costa, M. J. (2011). Empathy in senior year and first year medical students: a cross-sectional study. BMC Med. Educ. 11:52. doi: 10.1186/1472-6920-11-52

 Mato, D. (2008). Diversidad Cultural e Interculturalidad en Educación Superior. Experiencias en América Latina. Caracas: UNESCO; IESALC.

 Muthén, B., Du Toit, S. H., and Spisic, D. (1997). Robust inference using weighted least squares and quadratic estimating equations in latent variable modeling with categorical and continuous outcomes. Psychometrika 75, 1–45.

 Oesterreicher, W. (2013). El español, lengua pluricéntrica: perspectivas y límites de una autoafirmación lingüística nacional en Hispanoamérica. El caso mexicano. Lexis 26, 275–304.

 Otero, J., and Powell-Davies, P. (2011). Word for Word: The Social, Economic and Political Impact of Spanish and English. Madrid: Santillana Español.

 Paro, H. B., Daud-Gallotti, R. M., Tiberio, I. C., Pinto, R. M., and Martins, M. A. (2012). Brazilian version of the Jefferson Scale of Empathy: psychometric properties and factor analysis. BMC Med. Educ. 12:73. doi: 10.1186/1472-6920-12-73

 Rosseel, Y. (2012). lavaan: an R Package for structural Equation Modeling. J. Stat. Softw. 48, 1–36. doi: 10.18637/jss.v048.i02

 Sánchez-Sagrado, T. (2013). ¿ Sobran o faltan médicos en España? La migración, el eterno recurso. Rev. Clin. Esp. (Barc) 213, 347–353. doi: 10.1016/j.rce.2013.03.011

 San-Martín, M., Roig-Carrera, H., Villalonga-Vadell, R. M., Benito-Sevillano, C., Torres-Salinas, M., Claret-Teruel, G., et al. (2016). Empathy, inter-professional collaboration, and lifelong medical learning in Spanish and Latin-American physicians-in-training who start their postgraduate training in hospitals in Spain. Preliminary outcomes. Aten. Primaria. doi: 10.1016/j.aprim.2016.02.007. [Epub ahead of print].

 Shariat, S. V., and Habibi, M. (2013). Empathy in Iranian medical students: measurement model of the Jefferson scale of empathy. Med. Teach. 35, e913–e918. doi: 10.3109/0142159X.2012.714881

 Spiro, H. M., McCrea Curnen, M. G. M., Peschel, E., and St. James, D. (1993). Empathy and the Practice of Medicine: Beyond Pills and the Scalpel. New Haven, CT: Yale University Press.

 Suh, D. H., Hong, J. S., Lee, D. H., Gonnella, J. S., and Hojat, M. (2012). The Jefferson Scale of Physician Empathy: a preliminary psychometric study and group comparisons in Korean physicians. Med. Teach. 34, e464–468. doi: 10.3109/0142159X.2012.668632

 Suhr, D. D. (2005). “Principal component analysis vs. exploratory factor analysis,” in Proceedings of the Thirtieth Annual SAS(R) User Group International Conference (Cary, NC: SAS Institute Inc.), 203–230.

 Tavakol, S., Dennick, R., and Tavakol, M. (2011a). Empathy in UK medical students: differences by gender, medical year and specialty interest. Educ. Prim. Care 22, 297–303. doi: 10.1080/14739879.2011.11494022

 Tavakol, S., Dennick, R., and Tavakol, M. (2011b). Psychometric properties and confirmatory factor analysis of the Jefferson Scale of Physician Empathy. BMC Med. Educ. 11:54. doi: 10.1186/1472-6920-11-54

 Velicer, W. F., and Fava, J. L. (1998). Effects of variables and subject sampling on factor pattern recovery. Psychol. Methods 3, 231–251. doi: 10.1037/1082-989X.3.2.231

 Veloski, J., and Hojat, M. (2006). “Measuring specific elements of Professionalism: Empathy, Teamwork, and Lifelong learning,” in Measuring Medical Professsionalism, ed D. T. Stern (New York, NY: Oxford University Press), 117–146.

 Vivanco, L., and Delgado-Bolton, R. (2015). “Professionalism,” in Encyclopedia of Global Bioethics, ed H. Ten Have (Dordrecht: Springer and Business Media). doi: 10.1007/978-3-319-05544-2_353-1

 Wen, D., Ma, X., Li, H., Liu, Z., Xian, B., and Liu, Y. (2013). Empathy in Chinese medical students: psychometric characteristics and differences by gender and year of medical education. Med. Educ. 13:130. doi: 10.1186/1472-6920-13-130

 Zenasni, F., Boujut, E., du Vaure, B., Catu-Pinault, A., Tavani, J. L., Rigal, L., et al. (2012). Development of a French language version of the Jefferson Scale of Physician Empathy and association with practice characteristics and burnout in a sample of general practitioners. Int. J. Person Centered Med. 2, 759–766. doi: 10.5750/ijpcm.v2i4.295

Conflict of Interest Statement: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2016 Alcorta-Garza, San-Martín, Delgado-Bolton, Soler-González, Roig and Vivanco. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) or licensor are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 08 June 2017
doi: 10.3389/fpsyg.2017.00887






[image: image2]

Depressive Symptomatology among Norwegian Adolescent Boys and Girls: The Patient Health Questionnaire-9 (PHQ-9) Psychometric Properties and Correlates


Jasmina Burdzovic Andreas* and Geir S. Brunborg


Department of Substance Use, Norwegian Institute of Public Health, Oslo, Norway

Edited by:
Kai Ruggeri, University of Cambridge, United Kingdom

Reviewed by:
David Daniel Ebert, Friedrich-Alexander University Erlangen-Nuremberg, Germany
 Tanja Gabriele Baudson, Technische Universität Dortmund, Germany

* Correspondence: Jasmina Burdzovic Andreas, jabu@fhi.no

Specialty section: This article was submitted to Quantitative Psychology and Measurement, a section of the journal Frontiers in Psychology

Received: 15 November 2016
 Accepted: 15 May 2017
 Published: 08 June 2017

Citation: Burdzovic Andreas J and Brunborg GS (2017) Depressive Symptomatology among Norwegian Adolescent Boys and Girls: The Patient Health Questionnaire-9 (PHQ-9) Psychometric Properties and Correlates. Front. Psychol. 8:887. doi: 10.3389/fpsyg.2017.00887



This study explored the potential contribution of the Diagnostic and Statistical Manual for Mental Disorders (DSM-IV)-based Patient Health Questionnaire-9 item (PHQ-9) instrument to the developmental epidemiology research in Norway, by examining depressive symptoms in a school sample of adolescents (N = 846). The average PHQ-9 scores were 6.89 (SD = 5.13) for girls, and 4.57 (SD = 3.98) for boys; 8.5% of girls and 2.6% of boys were classified into the originally proposed categories indicative of Major Depressive Disorder (MDD; PHQ-9 scores ≥ 15). Multi-group confirmatory factor analysis (CFA) confirmed a single-factor structure for the PHQ-9 with solid psychometric properties and high internal consistency for both genders. However, even though configural equality was observed, there was no evidence for metric or scalar equality across genders, warranting further investigation of measurement equivalence for the current Norwegian version of the PHQ-9. We observed no major associations between the PHQ-9 scores and adolescent religion or immigrant background. Further, school grade, not living together with both biological parents, and diagnosed chronic illness were differently associated with elevated depressive symptoms for boys and girls. Finally, high residential instability, perceived low SES, school dissatisfaction, lack of close friendships, history of suicide attempts and self-harm, and elevated emotional problems were all significantly and consistently associated with greater depression for both genders. Overall, the PHQ-9 appears to be a promising research tool, potentially offering clinically-relevant classification of adolescent self-reported depressive symptomatology in addition to the symptom severity captured by continuous scores. Nevertheless, further investigation concerning the observed measurement non-equivalence, as well as the comprehensive validation and comparison against the gold standard is required before the PHQ-9 is to be used for diagnostic screening in Norway.

Keywords: depression, adolescents, PHQ-9, Norway, cross-cultural comparison


INTRODUCTION

Depression in children and adolescents is far from infrequent or inconsequential (Birmaher et al., 1996; Lewinsohn et al., 1998; Merikangas et al., 2010; Rohde et al., 2012; Thapar et al., 2012). Even though many children recover, early-onset depression remains a potent risk factor for subsequent mental health problems and other negative outcomes (Harrington et al., 1990; Weissman et al., 1999; Kovacs et al., 2016). In addition, early gender differentiation has also been observed, where adolescent girls tend to have both elevated symptoms and a different developmental course of depression (Hankin et al., 1998; Twenge and Nolen-Hoeksema, 2002; Dunn and Goodyear, 2006; Dekker et al., 2007; Essau et al., 2010). Accurately detecting early depression symptoms, and detecting them accurately for boys and girls is thus a public health imperative. In that regard, brief self-reports may be especially useful, as such screeners can rapidly identify “at-risk” youth in need of further evaluation and possibly treatment.

This may especially be true for Norway, where the 2014 Public Health report states that “mental disorders are a major health problem for children and adolescents in Norway today” (Norwegian Institute of Public Health, 2014). Despite these clearly identified issues and the general focus on adolescent health and development, the use of diagnostically-informative measures in research practice has been somewhat limited in Norway. For example, multiple Norwegian studies investigating early depression (Sund et al., 2003, 2011; Lundervold et al., 2013; Larsson et al., 2016) have utilized various versions of the Mood and Feelings Questionnaire (MFQ; Angold et al., 1995). Its wide use in studies of developmental epidemiology notwithstanding, the MFQ is fairly extensive (34 items for the full and 13 items for the short version), rendering it not necessarily the best brief instrument. And even though the MFQ can theoretically aid in clinical screening, its cut-offs are not fully established or necessarily even recommended1. Other reports have used shorter and thus more practical instruments; for example the 12-item and 5-item Symptom Checklists (SCL-12, and SCL-5) (Heyerdahl et al., 2004; Derdikman-Eiron et al., 2012; Myklestad et al., 2012), and a 6-item Depressed Mood Inventory (Wichstrøm, 1999; Abebe et al., 2016), all of which appear to measure anxiety and depression and to have been derived from the 25-item Hopkins Symptom Checklist (HSCL) for adults (Derogatis et al., 1974). However, it is not entirely clear how appropriate these derivations may be for the assessment of adolescents, or how well they differentiate between anxiety and depression given that they tend to conflate the two into “anxiety-depression” (Heyerdahl et al., 2004) and are meant to measure general “psychological” or “global mental distress” (Tambs and Moum, 1993; Strand et al., 2003; Myklestad et al., 2012). In addition, the items, responses, cut-off scores, and clinical interpretation of these HSCL derivations appear to vary from study to study in Norway (i.e., from version to version; Heyerdahl et al., 2004; Derdikman-Eiron et al., 2012; Abebe et al., 2016). Finally, psychiatric symptoms among Norwegian adolescents have also been evaluated using the Strengths and Difficulties Questionnaire (SDQ) and its various subscales (Rønning et al., 2004; Indredavik et al., 2005; Goodman et al., 2011). Despite its many advantages and widespread international use, the 25-item SDQ is also somewhat long, and it ideally requires the children's, parental, and teachers' reports for a complete evaluation. Thus, any potential large-scale screening based on multiple SDQ reports/informants may be both impractical and costly. The use of SDQ for such purposes may additionally be questionable, given the related cultural considerations (Heiervang et al., 2007, 2008), as well as its somewhat limited ability to detect mental health disorders in general (Brøndbo et al., 2011), and depressive symptomatology in particular. For example, it is not clear how well the SDQ Emotional Problems subscale differentiates between anxiety and depression, as both classes of problems appear to be assessed under the general heading of “emotional” disorders (Goodman et al., 2000a,b).

Thus, the public health initiatives and the related research and clinical practice in Norway could benefit from a self-report instrument designed to swiftly and effectively screen specifically for early-onset depression based on the common and internationally-validated criteria. The 9-item Patient Health Questionnaire (PHQ-9) adolescent version may be especially well-suited for such purposes (Kroenke et al., 2001; Johnson et al., 2002). First, the PHQ-9 has only 9 items, and it requires only the youth self-reports. The instrument was originally developed to assess symptoms of depression in accordance to the Diagnostic and Statistical Manual of Mental Disorders, 4th edition (DSM-IV) criteria, but it also corresponds to the more recent DSM-5 criteria (American Psychiatric Association, 2016). Further, the PHQ-9 has been shown to be a valid tool in detecting depression among adolescents across various cultures and settings (Adewuya et al., 2006; Richardson et al., 2010; Fatiregun and Kumapayi, 2014; Tsai et al., 2014). Most importantly, the PHQ-9 also captures depression severity, as it provides both continuous scores and clinically-meaningful classification of depressive symptomatology. Availability of continuous scores ensures no loss of variability, and thus may be both recommended and preferred in research, whereas categorical classification may be more meaningful in clinical practice and assessment. Ideally, a self-report instrument should serve both purposes, and the PHQ-9 for adolescents theoretically does so at the international level. For example, the PHQ-9 was successfully used to estimate the prevalence of Major Depressive Disorder (MDD) in Chinese and Nigerian school samples (Fatiregun and Kumapayi, 2014; Tsai et al., 2014), in addition to the US community and primary care samples (Richardson et al., 2010; Rhew et al., 2016). Such apparent cultural robustness strengthens the potential advantages of this instrument in multiple large scale national and cross-cultural comparisons.

In conclusion, there is a need for a brief and internationally validated instrument that captures both the severity and corresponding clinical categories of self-reported depressive symptomatology in Norwegian adolescent populations. Such an instrument would strengthen both the research and clinical practice in Norway, while simultaneously opening the door to cross-cultural and cross-national monitoring, evaluation, and comparison. Perhaps the PHQ-9—with its brief format, simple self-report administration, and attractive scoring features—can fill this need. This report offers the first step in that direction, by examining the PHQ-9 basic properties and correlates in a sample of Norwegian adolescents. Specifically, we examined: (1) the basic psychometric properties of the PHQ-9, including measurement equivalence (invariance) by gender, and (2) severity and correlates of depressive symptoms among Norwegian middle- and high-school students as measured by the PHQ-9.



METHODS


Sample and Procedures

The sample comprised middle- and high-school students enrolled in a mixed-methods short-term longitudinal study primarily focusing on substance use among Norwegian youth. Seven schools in the vicinity of the Norwegian capital were approached for study participation, with the goal of complete enrollment in grades 8 through 12. A total of 1,326 students from the five assenting schools were approached for survey participation. Middle-school students' participation was predicated upon their own assent and parental consent, whereas high-school students (i.e., those older than 16) consented themselves. A modest contribution was made to each participating classroom (approximately 100–120 Euros), while the teachers who helped out with data collection were reimbursed with a modest honorarium. Of the consented 943 (71.1%) students, 884 (93.7%) participated in the baseline assessment conducted in the Fall of 2014, where they completed a computer-administered questionnaire during their regular class time under teacher supervision.

Students were relatively evenly distributed across middle school (17.9% in grade 8, 15.0% in grade 9, and 18.3% in grade 10) and high-school grades (23.9% in grade 11 and 24.9% in grade 12). Approximately half of the participants were boys (46.3%), and the majority had no immigrant background (80.7% reported both parents born in Norway, and 91.8% were Norwegian-born themselves). This report utilized data from the baseline assessment. Outliers (n = 9) and cases with incomplete responses on the depression scale items (n = 29) were excluded, resulting in an analytical sample of 846 students.

The study was approved by the Data Protection Official for Research/Norwegian Centre for Research Data (NSD, case #39513). Additional descriptions of the sample and study procedures are provided elsewhere (Brunborg et al., 2017).



Measures

The student questionnaire assessed a range of developmentally-relevant characteristics from all levels of human ecology (Bronfenbrenner, 1979). All instruments were based on the internationally validated and commonly used measures, which were translated and modified for the Norwegian context as needed.

Depressive Symptomatology

Students reported their symptoms of depression during the last 7 days on the 9-item Patient Health Questionnaire (PHQ-9) adapted for use with adolescents (Kroenke et al., 2001; Johnson et al., 2002) and as recommended for research and clinical evaluation by the American Psychiatric Association (2016). The PHQ-9 uses the DSM-IV diagnostic criteria to assess depressive symptomatology (i.e., sleep, concentration, and energy problems, low self-esteem, anhedonia, etc.) on a 4-point scale ranging from 0 (“not at all”) to 3 (“nearly every day”), (Kroenke et al., 2001; Kroenke and Spitzer, 2002).

In addition to its utility as a short screener, the PHQ-9 also captures depression severity. Overall scale scores are computed as a sum of the 9 items (possible range 0–27), and the prorated scores can be obtained as long as there are at least 7 items with valid responses (American Psychiatric Association, 2016). The corresponding severity categories were originally defined as none (PHQ-9 scores 0–4), mild (PRQ-9 scores 5–9), moderate (PHQ-9 scores 10–14), moderately severe (PHQ-9 scores 15–19), and severe (PHQ-9 scores 20–27; Richardson et al., 2010). Adolescents with the PHQ-9 scores of 15 or above (i.e., those classified as exhibiting moderately severe, or severe depressive symptomatology) may be of particular clinical concern, as they are likely to meet the diagnostic criteria for Major Depressive Disorder (MDD) with 95% specificity (Kroenke et al., 2001; Tsai et al., 2014).

Demographics

Students reported their gender, school grade (8 through 12), religion, and whether they and their parents were born in Norway. Participants were classified as native-born if they were born in Norway, and without immigrant background if both of their parents were also Norwegian-born. In addition, students reported their residence circumstances, including residential instability (i.e., the number of school changes due to the family move) and whether they currently live with their intact biological family. Finally, the perceived low social status was measured by the MacArthur Scale of Subjective Status—Youth version (Goodman et al., 2001), where the participants placed their family along the Norwegian socio-economic ladder ranging from those families who “have it best” (coded “1”) to those who are “the worst off” (coded “10”).

Psycho-Social Characteristics

Students completed the 5-item School Connectedness Scale (McNeely et al., 2002). The original items (e.g., “I feel like I am part of this school”) utilized Likert-type response options ranging from 1 (“completely agree”) to 5 (“completely disagree”). The items were averaged to compute the scale score (Cronbach's α = 0.83, possible range 1–5) such that greater scores reflected the risk factor of greater school disconnectedness. Students also reported if they feel they have at least one close friend. Additional health problems were assessed with two items asking about lifetime suicide attempts and self-harm, and with a single item asking about the presence of a diagnosed chronic illnesses. Finally, participants also completed the 5-item Emotional Problems subscale from the Strengths and Difficulties Questionnaire (SDQ; Goodman and Goodman, 2009) previously used in Norwegian samples (Heiervang et al., 2008; Goodman et al., 2011; Bøe et al., 2016). The original SDQ 3-point responses were summed up to compute the Emotional Problems scores (Cronbach's α = 0.74, possible range 0–10). In addition, participants were classified into those with clinical-level emotional problems (i.e., scoring at or above the cut-off score of 6) vs. rest, using the SDQ norms for Norwegian adolescents (Rønning et al., 2004; Van Roy et al., 2006).

Statistical Analyses

The initial set of analyses focused on the basic psychometric properties and structure of the PHQ-9, which we examined for the entire sample, and separately for boys and girls. Next, before an instrument is used to compare levels of a latent variable (e.g., depression) between groups, it is important that the instrument is established as measurement equivalent for such groups (also referred to as measurement invariant). To that extent, we used multi-group confirmatory factor analysis (CFA) to examine the PHQ-9 measurement equivalence for boys and girls as described by Byrne (2012).

Specifically, we examined: (a) configural equality to test whether the factor structure is equal for boys and girls by fitting a model where factor loadings and intercepts were allowed to vary between the two groups; (b) metric equality, to test whether items are interpreted in the same way for both boys and girls by restricting factor loadings to be equal, but letting intercepts vary between the two groups; and (c) scalar equality, to test whether the response scale is used in the same way by boys and girls by restricting factor loadings to be equal and restricting all but one intercept to be equal for the two groups, and full scalar equality by restricting all factor loadings and all intercepts to be equal for the two groups. Direct comparisons (e.g., tests of differences in means) between two groups are valid only if scalar equality holds. The robust maximum likelihood estimator was used because we did not assume multivariate normality for the items. The Satorra-Bentler Chi-square test (S-B χ2) was used to test statistically whether the CFA models were different. In addition, the root-mean square error of approximation (RMSEA), the comparative fit index (CFI), the standardized root mean square residual (SRMR), and Akaike information criterion (AIC) were used to assess model fit. Suggested cut-off points indicating adequate fit for the RMSEA, CFI and SRMR are ≤0.08, >0.90, and ≤0.05, respectively (Byrne, 2012). The AIC has no cut-off points, but lower AIC suggests better fit.

Finally, we examined divergent/convergent validity and the associations between the adolescent PHQ-9 measures and other psycho-social characteristics. These analyses were based on simple, unadjusted regression models. CFA was performed using Mplus, and all other analyses were performed in STATA statistical software.




RESULTS


Sample Characteristics

The results shown in Table 1 indicate that even though ours was a convenience sample, it appeared highly representative of the Norwegian adolescent population. This is not surprising, given the relative homogeneity of Norwegian society. For example, the basic socio-demographic characteristics, such as residing with both biological parents (approximately 2/3 in our sample vs. “62 per cent for 17 year-olds” for Norway as a whole) and having immigrant background (i.e., 18.6% with at least one parent born outside of Norway from our sample vs. 16.3% “born in Norway of two foreign-born parents and four foreign-born grandparents” for Norway as a whole) appear reflective of the official Norwegian population estimates (Statistics Norway, 2016, 2017). However, even though approximately 2.4% of the Norwegian population self-identifies as Muslim, this proportion was 4.4% in our sample. Whether this was a realistic departure from the Muslim representation among Norwegian adolescents specifically is not known. Most importantly, in terms of psychological adjustment, our sample appears congruent with other youth community-samples from Norway. For example, the lifetime prevalence of suicidal attempts (defined as those who reported such attempts plus those who “refused to answer”) was 8.8% in our sample, vs. 8.2% observed in a representative sample of high-school students (Wichstrøm, 2000). Finally, the average SDQ Emotional Problems scores from our sample, as well as the proportion of clinical-level cases were comparable to the estimates obtained from several representative samples in Norway (Rønning et al., 2004; Van Roy et al., 2006). For example, Van Roy et al. (2006) classified a total of 12.2% of younger adolescents and 13.4% of older adolescents into the SDQ Emotional Problems clinical range in 2006, as compared to 16.4% of our sample in early-to-middle adolescence in 2014.



Table 1. Sample characteristics; by gender.
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Item Statistics and Distributional Properties

The overall response rate was very high for all items, with 6 or fewer omissions on all items, save for item #8 (i.e., “Moving or speaking so slowly that other people could have noticed…”) where 14 participants failed to respond. Table 2 shows basic descriptive statistics for all 9 individual items (top of Table 2) and for the entire scale (bottom of Table 2), both for the entire sample and for boys and girls separately. In addition, the response distributions for individual items are shown in Figure 1 (for the entire sample) and Figure 2 (by gender), ordered by the prevalence of the most severe response category (i.e., “nearly every day”). The Figure 1 pattern indicates that the sleep problems (item #3), energy loss (item #5), low self-esteem (#6), and anhedonia (item #2) were the items endorsed with greatest frequency, whereas movement problems (item #8) and suicidal ideation (item #9) were the items endorsed with lowest frequency. Figure 2 shows discrepancies in the item response patterns between boys and girls. For example, nearly 60% of girls endorsed the low self-esteem item (#6) in some form, as opposed to only 34% of boys. In general, girls appeared more likely to endorse all items, save for item #8, as evident in the average scores (shown in Table 2) and response distribution (shown in Figure 2).



Table 2. The PHQ-9 item and scale descriptives.
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FIGURE 1. PHQ-9 item response frequency distribution total sample.
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FIGURE 2. PHQ-9 item response frequency distribution by gender.



Distributions for the originally proposed PHQ-9 diagnostic categories are shown in Table 3. As would be expected, the overall PHQ-9 scores did not follow the normal distribution, as the majority of our participants reported no or only mild depressive symptomatology (also see Figure 1, 2 for individual item distribution). The average PHQ-9 score was 6.89 (5.13) for girls and 4.57 (3.98) for boys, while 8.5% of girls and 2.6% of boys were classified into the original PHQ-9 categories indicative of MDD (i.e., PHQ-9 scores ≥15).



Table 3. Originally proposed PHQ-9 severity categories; total sample and by gender.
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Confirmatory Factor Analysis and Measurement Equivalence

The results from the confirmatory factor analysis (CFA)—where all PHQ items were set to load on one latent factor (i.e., “depression”) according to its theoretical conceptualization—are shown in Table 4, including standardized factor loadings and fit indices. The CFA confirmed a single-factor solution, with standardized factor loadings ranging from 0.51 (item #8, “Moving or speaking so slowly that other people could have noticed”) to 0.77 (item #6, “Feeling bad about yourself, or that you're a failure or that you've let yourself or your family down”) for the entire sample. This single-factor solution displayed acceptable fit to the data (bottom of Table 4). Cronbach's alpha for the items was 0.86. Conceptually identical CFA results were obtained for boys and girls when analyzed separately (Table 4), including the single factor solutions, and the poorest and best performance exhibited by the #8 “movement” item (factor loadingBoys = 0.40, factor loadingGirls = 0.60) and #6 “self-esteem” item (factor loadingBoys = 0.71, factor loadingGirls = 0.77). The model fit the data adequately for both girls and boys (bottom of Table 4); Cronbach's alphaBoys = 0.81; Cronbach's alphaGirls = 0.88.



Table 4. Confirmatory factor analysis for a single-factor solution for the PHQ-9 items; total sample and by gender.
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The results from multi-group equality testing are presented in Table 5. Metric equality was assessed by comparing the configural model (Model A) with a model where factor loadings were restricted to be equal (Model B). The S-B χ2 test was not statistically significant. The RMSEA and CFI values did not change substantially and remained within the acceptable range. The AIC was higher for Model B compared to Model A, and the SRMR was higher and outside of the acceptable range for Model B, indicating worse absolute fit compared to Model A. Overall, the results do not support the assumption of metric equality across genders. This also means that scalar equality was not supported. In practice, such a set of results implies that further formal tests of gender differences in our sample should not be conducted without caution. This multi-group equality testing was repeated with the weaker item #8 and/or the highly skewed item #9 omitted from the CFA. The results showed again that metric and scalar equivalence was not supported in either case.



Table 5. Tests of PHQ-9 measurement equivalence across gender.
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Adolescent Psycho-Social Characteristics and Depressive Symptomatology

Table 6 documents the associations between the adolescents' psycho-social characteristics and the PHQ-9 continuous scores, which were investigated separately for boys and girls because of the aforementioned results concerning measurement non-equivalence. These associations indicate that the basic demographic characteristics—including religious affiliation and parental or adolescent immigrant background—appeared to have minimal associations with depressive symptomatology among adolescents from our sample. Demographic characteristics associated with greater depressive symptomatology were the school grade (for girls only), high residential instability and the low perceived SES (for both boys and girls). A set of more specific risk-factors and health characteristics—such as school dissatisfaction, lack of close friendships, history of suicide attempts and self-harms, and elevated emotional problems as measured by the SDQ subscale—were consistently and significantly associated with depressive symptomatology across both genders (Table 6). Specifically, for both boys and girls, the explicit report of lifetime suicide attempt was associated with a roughly 10-point increase in the PHQ-9 scores (Table 6). Similarly, each 1-point increase in the SDQ Emotional Problems scores was associated with the significant increases of 1.17-point and 1.33-point in the PHQ-9 scores, or standardized regression coefficients of r = 0.54 and r = 0.63, p < 0.001 for boys and girls, respectively. An identical pattern of results was obtained when the SDQ clinical categories were examined: membership in the SDQ Emotional Problems category was associated with an approximately 6-point increase in the PHQ-9 scores for both genders. Among these psycho-social characteristics, the only one exhibiting gender differential was the self-reported diagnosis of chronic illness (Table 6), such that poorer physical health was significantly associated with greater symptoms of depression for boys but not for girls from our sample.



Table 6. Adolescent depressive symptomatology as a function of psycho-social characteristics; crude associations by gender.
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DISCUSSION

Our results appear consistent with previous international reports examining depression in adolescent school samples using the PHQ-9 instrument, including the school samples of Chinese and Nigerian adolescents (prevalence of moderately severe/severe depression = 5.2 and 5.1%, respectively; Fatiregun and Kumapayi, 2014; Tsai et al., 2014) and the community samples of American adolescents (moderately severe/severe depression prevalence = 6.5%, even though this study used a somewhat different clinical classification algorithm; Rhew et al., 2016). Most importantly, our estimate of approximately 6% prevalence of clinically-elevated symptoms is relatively congruent with other recent reports of current depressive symptomatology among Norwegian adolescents, ranging from 2.6% for MDD and 6.3% for depressive disorder not otherwise specified during the 2-month window (Sund et al., 2011), to the 11% prevalence of the less specific “high depressive symptoms” during the past week (Abebe et al., 2016). Nevertheless, these estimates should be interpreted as preliminary given that we used the cut-off scores established internationally but not in Norway, and the sample which was not necessarily representative of all Norwegian adolescents.

Our CFA results confirmed that the PHQ-9 measures adolescent depression as a unidimensional theoretical construct. Relatively high factor loadings (i.e., all loadings ≥0.40) and solid fit indices were observed for the entire sample, and for boys and girls separately. One item (e.g., “Moving or speaking so slowly that other people could have noticed”) consistently showed poorer, yet still acceptable performance. It is possible that the wording and/or meaning were difficult for younger participants to comprehend, as evident in the relatively high number of missing responses on this particular item. Specifically, this question asked about what other people could have noticed, which may be confusing for youngest participants. Refinement or alternative wording of this item may improve the scale performance.

In agreement with previous evidence that girls tend to exhibit greater depressive symptomatology than boys starting around the age of 13 (Hankin et al., 1998; Wichstrøm, 1999; Twenge and Nolen-Hoeksema, 2002), and with other Norwegian reports demonstrating substantive gender differences in measurements of adolescent depression (Lundervold et al., 2013), girls from our sample appeared to have greater depression problems. However, we did not proceed to perform formal tests of gender differences because we could not fully establish metric or scalar equality for the PHQ-9 instrument across genders. This means that girls and boys cannot be directly compared in terms of the PHQ-9 scores without reservations, contrasting previous international reports of the PHQ-9 measurement invariance by gender and age (Yu et al., 2012; Petersen et al., 2015). However, our results may not be out of place in a Norwegian context, where only partial measurement-equivalence for gender was reported for the SDQ instrument in adolescent populations (Bøe et al., 2016). Clearly, the causes and implications of these non-equivalence results should be investigated further when it comes to the use of PHQ-9 (and possibly other instruments for which measurement equivalence was not fully tested before use) in Norway. Nevertheless, it should also be noted that these findings do not preclude utilization of the PHQ-9 in research practice, as long as the analyses are stratified by gender (Bøe et al., 2016).

Finally, we examined divergent and convergent validity, as well as the associations between the PHQ-9 scores for boys and girls separately. Given that the PHQ-9 was not previously used in Norway, we only had general expectations that the direction and magnitude of these associations would be comparable to those from other Norwegian studies on adolescent depression. This was generally the case. We found no strong evidence for the association between depression in adolescents and their basic demographic characteristics such as religion or immigrant status. Such a pattern may be reflecting the somewhat inconclusive state of knowledge regarding the mental health among adolescent immigrants in Norway (Abebe et al., 2014). Other putative risk factors—including age, not living together with both biological parents, and diagnosed chronic illness—were associated with depressive symptomatology differently for boys and girls. Older age appeared to be a risk factor for depression among girls only, while not living with both biological parents or chronic illness appeared to be risk factors only among boys. In contrast, high number of moves and school changes, perceptions of one's family as poor by Norwegian standards, social isolation and lack of close friendships, history of suicide attempts and self-harms, and elevated SDQ emotional problems were uniformly and significantly associated with elevated depression for both genders. Similar patterns—for example, the associations between elevated depression and residential instability, low SES, not living with both biological parents, school dissatisfaction and lack of close friendships (Sund et al., 2003; Myklestad et al., 2012)—were observed in other Norwegian adolescents samples. More importantly, our results demonstrated the high convergence between the PHQ-measures with other theoretically related constructs such as suicidality or impairments in emotional adjustment (Goodman and Goodman, 2009; Hawton et al., 2012; Silverstone et al., 2015), where the standardized regression coefficients with the SDQ Emotional problems scores exceeded 0.5 for both genders. They also suggest the potential effectiveness of the PHQ-9 in preliminary identification of youth at high risk for depression using the large-scale epidemiological surveys.

The current study is limited by several factors, including its convenience sample and reliance on self-reports for all indicators. We also used a somewhat shorter time reference and assessed the PHQ-9 depressive symptomatology during the last 7 days as recommended by the American Psychiatric Association (2016). Most importantly, our adolescent PHQ-9 self-reports were not validated against the external diagnostic criteria, such as the official psychiatric diagnoses for example. However, it should be noted that the PHQ-9 has been internationally validated against various diagnostic interviews in multiple adolescent studies (Richardson et al., 2010; Allgaier et al., 2012; Ganguly et al., 2013; Tsai et al., 2014), with some reports even using the PHQ-9 itself as a gold standard against which to validate other measures of depression in community youth samples (Rhew et al., 2016). Nevertheless, external validation of the PHQ-9 against diagnostic interviews would have strengthened our study, especially because we used somewhat conservative criteria and because there may be cultural, ethnic, and national variations in depressive symptomatology and corresponding clinical cut-offs (Kroenke and Spitzer, 2002; Richardson et al., 2010; Allgaier et al., 2012; Ganguly et al., 2013; Jaber et al., 2015). Full validation, including the validation of the originally suggested cut-offs and associated diagnostic categories, is therefore necessary before any clinical evaluation is to be undertaken using the PHQ-9 among Norwegian youth.

Despite these limitations, the PHQ-9 appears to be a promising research tool, potentially offering clinically-relevant classification of adolescent depressive symptomatology in addition to the symptom severity captured by continuous scores. Most importantly, given the internationally validated and streamlined clinical criteria, the use of PHQ-9 has the potential to advance not only national, but also cross-national assessments and comparisons of depressive symptomatology among youth populations. As such, we encourage further exploration of the PHQ-9 adolescent instrument in developmental epidemiology research and in studies of general adolescent health and development. Nevertheless, further study of the hereby observed measurement non-equivalence, as well as a comprehensive validation against the proper diagnostic criteria are required before the PHQ-9 is to be used for youth psychiatric screening in Norway.
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PHQ-9 Depression Total Boys Girls

severity categories o o o e %
None (PHQ-9: 0-4) 468 579 378
Mid (PHQ-9: 5-9) 361 @8 88
Moderate (PHQ-9: 10-14) 13 67 153
Moderately severe (PHQ-9: 15-19) 34 16 50
Severe (PHQ-9: 20-27) 24 10 35
PHQ-Q ciinical-level (PHQ-9 > 15) 58 26 85

Moderately severe/severe depression
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PHQ-9 items Standardized factor loadings

Total(V=846)  Boys(n=387) Girls (n = 459)

1. Feeling down, depressed, initable, or hopeless 073 063 075
2. Little interest or pleasure in doing things. 0.56 046 061
3. Trouble faling aslesp, staying asleep, or sleeping too much 062 056 062
4. Poor appelite, weight loss, or overeating 063 063 061
5. Feeling tied, or having litle energy 067 055 070
6. Feeling bad about yoursel, or that you're a failure, or that you've let yourseff or your family down 077 o7t 077
7. Trouble concentrating on things like school work, reading, or watching TV 061 057 064
8. Moving or speaking so slowy that other people could have noficed 051 0.40 060
9. Thought that you would be better off dead, or of hurting yourselfin some way 062 064 063
S8 42 (0N 1488 27) 746(27) 986 (27)
RMSEA 0078 0067 0076
CFl 093 091 094

SRMR 0.04 0.049 0.04






OPS/images/fpsyg-08-00887/fpsyg-08-00887-t005.jpg
Model Comparison $-B x2 (df) $-B A x2 (df) P RMSEA CFI SRMR Alc

model
A. Basic model (configural equality) - 171.6(54) 0.072 0.926 0.045 14714
B. Full metric equality A 187.3(63) 875() 0.44 0.068 0922 0.093 14733
C. Partial scalar equality B. 2385 (70) 65.33(7) <0.001 0075 0.894 0.100 14783
. Full scalar equality B. 247.8(71) 77.95(8) <0.001 0077 0.889 0.100 14793

Shown are results from the CFA analyses examining PHQ-9 equivalence between boys and gins. As we did not assume mulivariate nommalty, the robust maximum likeihood estimator
(MLR) was used. Mode! ft was assessed by the Satora-Bentler (S-B) adusted x2 difference test, root mean square error of approximation (RMSEA), the comparative fitindex (CF),
standardized root mean square residual (SRMR), and Akaike's information criterion (AIC).
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Variables

DEMOGRAPHICS
School grade (8 through 12)
Religion
None declared®
Christianity
Islam
Other
Residential Instability
0 moves/school changes®
1 move/school change
2 or more moves/school
changes
Intact biological family
No@
Yes
Born in Norway
No®
Yes
Immigrant background
No?
Yes
Perceived low SES

Boys (n = 387)

b(se)

0.18(0.14)

-0.75(0.43)
~0.13(1.04)
-0.58(0.97)

097 (056)
227 0.58)"

-1.18(0.42)"

~0.41(0.69)

0.19(051)
0.27 (0.11)

PPSYCHO-SOCIAL CHARACTERISTICS

School dissatisfaction
Close friend

Other®

Atleast one close friend
Ever attempted suicide

No®

Yes

Don't know/Will not respond
Ever self-harmed

No?

Yes

Don't know/Will not respond
Chronic illness diagnosis

No®

Yes

Emotional problems (SDQ
scores)

Emotional problems (SDQ
clinical)

No®
Yes

247 0307

~3.44 079"

9.16(1.18)""
2.08(0.89)

520 (0.69)*"
3.22(1.08

1.49 (049
1.17 (0,09

6.09(0.79)"

Girls (n = 459)

b(se)

050 (0.16)"

-074(0.58)
-021(1.28)
-2.33(1.56)

1.07 0.71)
2557 0.73)"

-024(051)

~0.12(0.79)

-021(0.62)
0.32 (013

3.48 (029

~3.81 (079

10.24 (1.07)"
5.00 0.94)"**

561054
5.77 099

0.98(057)
1.33(007)"

622 (047"

Shown are the unstanderdized regression cooffiients (., b) from crude regression
models examining the associations between each individual characteristic and adolescent
depressive symptomatology as measured by the PHQ-9 continuous scores. For

categorical predictors, the reference group is noted by superscript ®.

p < 0.05.
“p < 0.01.
‘0 < 0.001.
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Variables Boys (1 = 387)

M (SD) or %
DEMOGRAPHICS
School grade (8 through 12) 102 (1.4)
Religion
None declared 380
Christianity 530
Islam 41
Other 49
Residential instability
1 move/school change 147
2 or more moves/school 1.7
changes
Intact biological family (Yes) 667
Born in Norway (Yes) 9.4
Immigrant background (Yes) 19.1
Perceived low SES 37(18
PSYCHO-SOCIAL CHARACTERISTICS
School dissatisfaction 16(0.61)
Close friend (Yes) %3
Ever attempted suicide
Yes 27
Don't know/Will not respond 49
Ever self-harmed
Yes 84
Don't know/Will not respond 33
Chronic illness diagnosis 216
(Yes)
SDQ Emotional problems 20018
(continuous scores)
SDQ Emotional problems 594

(clinical positive)

Girls (n = 459)

M (SD) or %

102(1.4)

226
702
46
26

131
122

66.4
90.0
183

4.1(1.8)

1.7(0.71)
90.4

42
56

194
56
215

3.8(2.4)

253

Shown are means (standard deviations) for continuous variables, and proportions (%) for

categorical variables.
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Patient Health Questionnaire 9 items (PHQ-9) Adolescent version Item M (SD)

Total (V=846)  Boys(n=2387)  Girls (n = 459)

1. Fesing down, depressed, iritable, or hopeless 0.69(0.76) 0.42(061) 0.92(0.80)
2. Little interest or pleasure in doing things 0.90(0.79) 0.79(0.78) 1.00(0.79)
3. Trouble faling asleep, staying asleep, or sleeping too much 1.00(0.98) 082(099) 1.15(0.99)
4. Poor appetite, weight loss, or overeating 035(0.70) 023 (059) 0.43(0.77)
5. Fesiing tired, or having little energy 1.05(0.86) 0.7 (0.80) 120(088)
6. Fesing bad about yoursef;, or that you're a failure o that you've let yourself or your family down 066 (0.85) 0.43(0.69) 086(0.92)
7. Trouble concentrating on things lie school work, reading, or watching TV 071081 0.63(0.79) 0.78(0.82)
8. Moving or speaking so slowly that other people could have noticed 021(052) 0.20(050) 021(0.54)
9. Thought that you would be better off dead, or of hurting yourself in some way 023(061) 0.17(052) 0.28/(0.67)

Scale Descriptives

PHQ-9 overall scores M (SD) 5.83(4.78) 457 (3.98) 6.89(5.13)
Range 0-27 0-24 0-27
Skewness (s.e) 1.48 0.08) 155 (0.12) 135 (0.11)
Kurtosis (5.6) 2.86(0.17) 369/(0.25) 2.16(028)

3, “nearly every day.’

Response options: 0, “not at all™: 1, “some days”: 2, “more than half the days":
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Characteristics N(%)  Median Mean SD

Global score (JSE-HP) 715 119 116 14
GENDER™
Men 332 (47) 17 114 15
Women 8254 121 19 13
Physician st1@) 117 14 18
Physician-in-training a22(58 120 18 15
Si LITY"*

No specality 73(10) 17 115 14
Non-hospital specialty 20334 120 18 18
Hospital specialty 25236 120 "7 14
Medical-Surgical speciaiity 48(7) 119 "4
Surgical speciality 65(9) 109 108 17
Other 28(4) 119 15 18
Spain 3150 122 21 1
Latin America 347 (50) 115 112 16
Spain 336N 122 21 1
Latin America 344 (49) 115 12 16
Spain 480 (66) 121 120 12
Latin America 25335 118 10 16
Spaniard liing in Spain 35160 122 211
Latin-American ving in Spain 94 (14) 119 "4
Latin-American Iving in Latin-America ~ 253(38) 113 1o 16

SD, Standard deviation; ®U Mann-Withney test; ®Kruskal Walis test
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Competition Discipline

Qualfication 3 hoops, 2 ribbons
Qualification 3 hoops, 2 ribbons
Final 3 hoops, 2 ribbons
Final® 3 hoops, 2 ribbons

Nation

Russian Federation
Greece
Spain
Buigaria

AThis video will be used as a practice video to get familiar with the judging process.

Score artistic

9.650
8.900
9.300
9.450

Score execution

9.100
8.450
8.800
8.850

Place

1st
oth
4th
6th
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Variance partitioning Variance Source. Question answered by variance

Teacher partner variance Student report ‘Consensus: Do students report similar emotional support toward their teachers?

Student relationship variance  Student report Uniqueness: Do students report unique emotional support provided by their
teachers?

Teacher perceiver variance Teacher report Assimilation: Do teachers report to provide similar emotional support across their
students?

Teacher relationship veriance  Teacher report Uniqueness: Do teachers report unique emotional support toward their students?

Generalized reciprocity Teacher perceiver correlated with teacher partner  Ave teachers who report strong support perceived to provide strong support by
their students?

Dyadic reciprocity Student relationship correlated with teacher If a student reports an especially strong support toward a teacher, does the

relationship teacher also report an especially strong support toward the student?
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Name of Scale

Teacher-student relationship
scale

Social inclusion assessment
instrument

Classroom peer context
questionnaire.

Peer nomination measure

Engagement vs. Disaffection
with learning

Measures

Teachers’ emotional support

Soial inclusion

Classroom relations in the form of
‘comfort, cooperation, confict,
mutual affection, and cohesion

Students relationship

Student engagement in the
classroom

Number of Reported by

items.

14

26

10

10

Teacher-report and student

self-report

Student seff-report

Student seff-report

Peer-nomination

Student seff-report

Scoring system

5-point Likert scale

6-point Likert scale

5-point Likert scale

Nomination by each
student

4-point Likert scale

Cronbach's &

0.90 (teacher perspective on
positivity)

0.78 (teacher perspective on
negativity)

0.92 (student perspective on
positivity)

0.78 (student perspective on
negativity)

087

0.87 (comfort)
0.82 (cooperation)
087 (conflict
0.76 (cohesion)
0.82 (isolation)

NA

0.72 (behavioral engagement)
0.82 (emotional engagement)
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Items Subscale

Who do you ke best? Acceptance
Who do you ke least? Rejection
Who are the most popular children in this class? Popularity
Who are the least popular children in this class? Popularity
Who are your best fiiends? Friendship
Who would you say helps others a lot? Gooperation
Who do you think cooperates well with others? Cooperation
Who bulles others? Bullying
Who is being bulled? Victimization

Who would you say gets in fights often? Aggression
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Proof of concept

Pilot study

Exploratory study

Original confirmation

Replication

Validation of a metric

Revalidation of metric
in new setting or
language

Features

New method or intervention

No strong outcome hypothesized

Emphasis on practical delivery of study, not insights

A small-scale trial of method or modality

Emphasis on abilty to elcit effect rather than on size, strength, or
direction of effect

Insights reported but not interpreted

Research to test study practicality, materials, management,
outcomes

Answers the question “Can this study be done?”

Emphasis on the feasibility of the study design, rather than on effects
Insights only reported on process.

Clear theoretical framework for the primary question

No strong hypothesis or prediction about patters or specific
outcomes/interactions, but broad reporting of insights

Full study with strong theoretical justification

Specific hypotheses and prediction

Astudy that aims to replicate the findings of another study on
another population or in a different setting.

Measures the ability of a new/adapted instrument to capture a
phenomenon.

Emphasis on discriminant features between relevant individuals and
groups, and possible change.

Investigation to check if an instrument measures the same construct
in different populations

Considerations

Anideal way to simply assess if a given approach is useful from a
study perspective, but typically harder to publish unless truly novel
and useful

Approach to be used when all the necessary features are present for
a major scientfic study but concerns about practical delivery give
reason to withhold a full wave of data collection that has a clear risk
of a systematic flaw

Methods that are used in a feasibiity study range from interviews to
forecasting. Commonly overlooked aspects include budget planning
and attitudes of potential participants toward the topic of research;
latter is crucial in multicultural research.

Preferable when the lterature and research team have strong basis
for no clear hypothesis but can create scenario for cherry-picking or
overwrought methods/conclusions

When there is a clear theoretical argument that benefits from further
testing, but a modified approach is preferable to direct replication.
Especially useful when seeking convergence on a topic, rather than
explicit reproduction.

Precise operationalization is the key. Only when the concept of
interest s precisely defined, the success or the failure to replicate
may be attributed to the (nonjexistence of the effect.

Validation is likely to be an iterative process, involving collaborative
thinking, and a various number of pilot studies. It is wise to always
keep face-validity in mind.

Useful if no measure for a construct exists in a specific setting or if
there are reasons to assume a metric does not equally apply to
specific circumstances
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Facebook

By Facebook, Inc.

Keepmg up with friends is faster than ever.

See what friends are up to

Share updates, photos and videos

Get notified when friends like and comment posts
Watch and interact with live video

Play games and use your favorite apps

Buy and sell items and services

Description Description

Facebook
F ree By Facebook, Inc.
Keepmg up with friends is faster than ever.

See what friends are up to

Share updates, photos and videos

Get notified when friends like and comment posts

Watch and interact with live video

Play games and use your favorite apps

Buy and sell items and services

Data Policy Data Policy

Third party sharing

Third party sharing
« We use information we have to improve advertising

« We do NOT use information we have to improve

and measurement systems to show you relevant
ads.

We transfer information to vendors, service
providers, and other partners who globally support
our business. We share information we have about
you within the family of companies that are part of
Facebook.

When you use third-party apps, websites or other
services that use, or are integrated with, our
Services, they may receive information on what you
post or share.

advertising and show you personalized ads, unless
you want us to.

We do NOT transfer information to vendors, service
providers, or other partners, or share information
we have about you within the family of companies
that are part of Facebook, unless you want us to.
We do NOT share your information about what you
post or share with third-party apps, websites or
other services that use, or are integrated with, our
Services, unless you want us to.
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Model x2 df Ratio x2/df CFI

GENDER
Men 150 167
Women 170 167
PROFESSIONAL STATUS
Physician 141 167
Physician-in-training 208 167
PLACE OF BIRTH

Spain 187 167
Latin America 196 167
PLAGE OF STUDIES

Spain 131 167
Latin America 193 167
RESIDENCE

Spain 143 167
Latin America 210 167

0.898
1.018

0.844
1216

0.822
1471

o782
1155

0.856
1.260

1.000
0.998

1.000
0.984

1.000
0.9

1.000
0.991

1.000
0.980

T

1.000
0.998

1.000
0.982

1.000
0.989

1.000
0.990

1.000
0.977

RMSEA

0.000
0.007

0.000
0,026

0,000
0.022

0.000
0,022

0.000
0,032

SRMR

0.050
0.056

0.046
0.061

0.051
0.056

0.045
0.067

%2, Chi-square statistic; df, degrees of freedom; CFI, comparative fit index; TLI, Tucker-
Lewis index; RMSEA, root mean square error of approximation; SRMR, standardized root

mean square residual.
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Possible range 20-140
Actual range 59-140
Mean 116
Standard deviation 14
25th 108
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Item  Statement

FACTOR 1: “PERSPECTIVE TAKING”

2 My palients feel better when | understand their feeings
4 1 consider understanding my patients' body language as important as verbal communication in caregiver-patient relationships.
§  Ihave agood sense of humor that | think contributes to a better iinical outcome

9 Itrytoimagine myselfin my patients’ shoes when providing care to them

10 My patients value my understanding of their feelings which is therapeutic in its own right
18 Ity to understand what is going on in my patients’ minds by paying attention to their non-verbal cues and body language
limited

15 Empathy is a therapeutic skl without which my success i treatment

16 Animportant component of the relaionship with my palients is my understanding of their emotional status, as well s that of
their families

17 1ty to think like my patients in order to render better care
20 Ibelieve that empathy is an important therapeutic factor in medical or surgical treatment
FACTOR 2: “COMPASSIONATE CARE”

1 My understanding of how my patients and their families feel does not influence my medical or surgical treatment @
7 Itry notto pay attention to my patients' emotions in history taking
8 Attentiveness to my patients’ personal experiences does not influence treatment outcomes @

11 Patients' ilnesses can be cured only by medical or surgical treatment; therefore, emotional ties to my patients do not have a
significant influence on medical or surgical outcomes?®

12 Asking patients about what s happening in their personal fives is not helpful in understanding their physical complaints®
14 Ibelieve that emotion has no place in the treatment of medical ilness®

19 1do not enjoy reading non-mecical lterature or the arts®

FACTOR 3: “STANDING/WALKING IN THE PATIENT'S SHOES”

3 Itisdiffoult for me to view

igs from my patients’ perspectives®

6 Because people are diflerent, itis diffiult for me to see things from my patients' perspectives®

18 Idonotallow myselfto be influenced by strong personal bonds between my patients and their family members®
@Rosponses were reverse-scored on these items; othenwise, items were scored directly (strongly disagree = 1, strongly agree = 7).
bFactor loadings for the principal components analysis.

Factor loadings for the confirmatory factor analysis.
9jtem-total correlation Spearman’s coefficient.

M (SD)

6.4(1.1)
63(1.1)
54(13
57(1.4)
57(19
59(13)
6.0(1.4)
61(12)

5.4(1.4)
6.4(10)

59(1.9)
58(1.6)
58(1.7)
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52(1.6)
55(15)
371.7)
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Individualizing call-to-action

Binding call-to-action

Neutral call-to-action

Show us your compassion by supporting City of Sanctuary/Eurochild in achieving their goal to care for refugees/protect children’s
well-being. Helping vulnerable refugees/children and preventing suffering is the right thing to do. By supporting City of
Sanctuary/Eurochild you will get the chance to increase fairness and justice and reduce harm all over the world. Show us that you
care for others and make a difference now! *In similar studies, the majority of people decided to donate some of the money should
they win it (included only in the social-norm condition).

Show us your integrity by supporting City of Sanctuary/Eurochild in achieving their goal to support refugees/promote chidren’s
well-being. Protecting innocent refugees/children and their families is your civil duty. By supporting City of Sanctuary/Eurochiid you
will get the chance to follow proud religious and national leaders doing their obligation. Show us that you are a responsible
community member and join the fight now! * In similar studies, the majority of people decided to donate some of the money should
they win it. (included only in the social-norm condition).

Support Gity of Sanctuary/Eurochild in achieving their goal to support refugees/promote children’s wellbeing. You can help make a real
difference to this very important issue. By supporting City of Sanctuary/Eurochild you will play an active role in finding a peaceful
outcome. Show us that you are willng to support the cause now! * In similar studies, the majority of people decided to donate some of
the money should they win it. (included only in the social-norm condition).

Bolded words represent the individualizing and binding moral frames. Italicized words pertain to the charity dealing with refugees and children, respectively.
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MIXED METHODS
SEQUENTIAL DESIGN
(Quantitative + QUALITATIVE)

Quantitative design:
Secondary data analysis using HBSC data
(2002-2014; 4 survey cycles), from Czech
Republic, Germany, ltaly, UK

QUALITATIVE design:

Participant recruitment (13 and 15 year
olds in groups of 6-8, for a total of 6
groups per country) in Serbia, Czech

Republic, ltaly, UK and Germany

Data collection and
thematic analysis

n and interpretation of results
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Hypothetical Chi-square of contingency tables: Expected frequencies
(hypothetical N = 400)

Non-prisoner Prisoner Total
Mind-based 100 100 200
Brain-based 100 100 200

Total 200 200 400
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Hypothetical Chi-square of contingency tables: Observed frequencies
(hypothetical N = 400)

Non-prisoner Prisoner Total
Mind-based 215 85 300
Brain-based 85 15 100

Total 300 100 400
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Hypothetical Chi-square test of association: Expected frequencies
(hypothetical N = 400) in returned non-prisoner and prisoner addressed
postcards

Non-prisoner Prisoner Total

Returned postcards 200 200 400
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Hypothetical Chi-square test of association: Observed frequencies
(hypothetical N = 400) in returned non-prisoner and prisoner addressed
postcards

Non-prisoner Prisoner Total

Returned postcards 300 100 400
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Facebook

By Facebook, Inc.

Description Description

Facebook
Free By Facebook, Inc.
Keeplng up with friends is faster than ever.
See what friends are up to
« Share updates, photos and videos
e  Get notified when friends like and comment posts
e Watch and interact with live video
. Play games and use your favorite apps
* Buyand sell items and services

Data Policy

Data collection

» We collect content and information you provide
using our Services, including when you sign up for
an account, create or share, message or
communicate with others (e.g. your location).

We collect information when you visit or use third-
party websites and apps that use our Services (e.g.
our Like button or Facebook Log In).

We are able to deliver our Services, personalize
content, and make suggestions for you by
collecting your information. We also use
information we have to provide shortcuts and
suggestions to you (e.g. suggest photo tags).

Keepmg up with friends is faster than ever.
See what friends are up to
«  Share updates, photos and videos
«  Get notified when friends like and comment posts
+  Watch and interact with live video
«  Play games and use your favorite apps
. Buy and sell items and services

Data Policy

Data collection
« We do NOT collect content and information you

provide using our Services, including when you
sign up for an account, create or share, and
message or communicate with others (e.g. your
location), unless you want us to.

We do NOT collect information when you visit or
use third-party websites and apps that use our
Services (e.g. our Like button or Facebook Log In),
unless you want us to.

We do NOT collect information to personalize
content and make suggestions for you, unless you
want us to.
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Facebook Facebook
By Facebook, Inc. F ree By Facebook, Inc.
Description Description

Keepmg up with friends is faster than ever. Keepmg up with friends is faster than ever.

See what friends are up to See what friends are up to

Share updates, photos and videos Share updates, photos and videos

Get notified when friends like and comment posts Get notified when friends like and comment posts
Watch and interact with live video Watch and interact with live video

Play games and use your favorite apps Play games and use your favorite apps

Buy and sell items and services Buy and sell items and services

Data Policy Data Policy

Data control Data control

« We store data for as long as it is necessary to » We do NOT store your data, unless you grant us to
provide products and services to you and others. do so; you can request deletion of your data at any

« Information associated with your account will be time.
kept until your account is deleted, unless we no » Once you delete your account, we will automatically
longer need the data to provide products and delete all contents you created and shared,
services. messaged or communicated through our Services.

+ Information that others have shared about you is * You can request access to all data we collect about
not part of your account and will not be deleted you and selectively delete parts of the data, if you

when you delete your account. want.
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Experiment 1

(domain)
Factorlevels  H nH
Parents PxH PxnH
Non-parents P x H  nP x nH

Experiment 2 Experiment 3
(involvement) (protagonist)

hi ] P nP
Pxhl Pxll PxxP P xnP
nPxhl Pxll aPxP P xnP

H, health-related; nH, non health-related; hi, high involvement; I, low involvement; P

parent; nP. non parent.
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H, health-related; nH, non health-related; hi, high involvement; I, low involvement; P
parent; nP. non parent.
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