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Editorial on the Research Topic
 Insights in infectious agents and disease: 2022





1 Introduction

Major pandemics and epidemics, reviewed by Piret and Boivin (2021), involved bacterial infectious diseases such as plague, cholera or tuberculosis since past centuries, and viral infectious diseases such as flu and the most recent COVID-19 which emerged end of 2019, spread globally, and caused millions of deaths. Many infectious diseases leading to pandemics are caused by zoonotic pathogens, originating from an animal source (livestock, wildlife, or companion animals). In addition, some of them may be transmitted to humans through intermediate hosts such as arthropod hosts, which allow to group them also as vector-borne and zoonotic infectious diseases.

The present Research Topic, consisting of 40 published articles, provides an overview of recent developments in the field of bacterial, viral, and parasitic infectious diseases. This overview can be structured according to the type of infectious agent concerned, i.e. mainly bacterial, viral, or parasitic, and in the order of importance according to the number of articles published for each infectious agent type. It also reflects the current content of the section Infectious Agents and Disease of Frontiers in Microbiology.



2 Bacterial infections

The majority (29 out of 40) of articles published in this Research Topic concerned bacterial infectious diseases which can be further structured in five parts namely “Pathogenesis” including virulence factors, regulation of virulence, surface structures, and host response; “Antimicrobial resistance and therapy” including new developments in non-antibiotic treatment options such as phage therapy; “Epidemiology and bacterial diversity” concerning in particular risk factor and molecular epidemiology studies; “Diagnosis” with new developments in the field of pathogen detection and identification; and finally “Vaccine development” with the proposal of new vaccines formulations.


2.1 Pathogenesis

Pathogenesis-related articles published consisted of 11 Original Research and two Review articles, and covered the main pathogenic bacteria published in the section Infectious Agents and Disease such as Gram-positive bacterial species of the genera Staphylococcus, Streptococcus, and Clostridium; Gram-negative bacteria of the genera Brucella, Escherichia, Francisella, Salmonella, Stenotrophomonas, and Vibrio, with Brucella, Francisella, and Salmonella representing major intracellular pathogens; and finally Mycobacterium tuberculosis, which is also a major intracellular pathogenic species, with a particular cell wall distinct from Gram-positive or Gram-negative bacteria. Of related interest Soni et al. (2024) published a recent review on “understanding bacterial pathogenicity: a closer look at the journey of harmful microbes.” The authors classified bacterial pathogens based on Gram staining, as above, and precised that Gram-negative bacteria are more dangerous than their Gram-positive counterparts due to their formidable defenses. They possess an outer membrane that acts as a barrier, and efflux pumps that actively remove antibiotics. These bacteria can form biofilms, making them resistant to treatment, and can change surface structures to evade the immune system. In addition, what's particularly concerning is their propensity for multidrug resistance, rendering many antibiotics ineffective. The authors used also the bacterial classification based on their lifestyle, i.e. intracellular vs. extracellular as indicated above for the bacterial pathogens of the present Research Topic.

To start with Gram-positive extracellular pathogens, Afshar et al. reported biofilm formation and inflammatory potential of Staphylococcus saccharolyticus as a possible cause of orthopedic implant-associated infections. S. saccharolyticus is a coagulase-negative staphylococcal species and has some unusual characteristics for human-associated staphylococci, such as slow growth and its preference for anoxic culture conditions. This species is relatively abundant in the human skin microbiota, but its microbiological properties, as well as the pathogenic potential, have scarcely been investigated, despite being occasionally isolated from different types of infections including orthopedic implant-associated infections. Using several in vitro and cellular approaches including transcriptome analysis, the authors provided evidence for biofilm formation of this species together with a set of upregulated genes in biofilm-embedded cells, including factors involved in adhesion, colonization, and competition. In a cellular infection model S. saccharolyticus was in addition shown to trigger the secretion of pro-inflammatory cyto- and chemokines, but was less cytotoxic than Staphylococcus aureus. This study thus demonstrated a substantial pathogenic potential of the species S. saccharolyticus, which can be a potential cause of orthopedic implant-associated infections and other types of deep-seated infections. Deshmukh et al. studied gene expression of S100a8/a9 as a potential biomarker to predict S. aureus-induced septic arthritis. Septic arthritis is an aggressive joint disease associated with high morbidity and mortality. Early antibiotic treatment is crucial for a better prognosis to save the patients from severe bone damage and later joint dysfunction. According to the authors, to date there are no specific predictive biomarkers for septic arthritis. By transcriptome sequencing analysis they identified S100a8/a9 genes to be highly expressed in septic arthritis compared to non-septic arthritis at the early course of infection in an S. aureus septic arthritis mouse model. Regarding pathogenesis, importantly downregulation of S100a8/a9 mRNA expression at the early course of infection was noticed in mice infected with the S. aureus Sortase A/B mutant strain totally lacking arthritogenic capacity compared with the mice infected with parental S. aureus arthritogenic strain. The authors concluded S100a8/a9 gene expression may serve as a potential biomarker to predict septic arthritis, enabling the development of more effective treatment strategies. Lei et al. demonstrated that slipped-strand mispairing within a polycytidine tract in the transcriptional regulatory gene mga leads to M protein phase variation and Mga length polymorphism in Group A Streptococcus. The M surface protein is a major virulence factor of this group, and can be downregulated or lost during culture, due to a general mechanism called phase variation. This variation refers to a reversible on/off switch for control of expression of one or more proteins between individual cells of a clonal population. The authors thus identified slipped-strand mispairing within a polycytidine tract of the transcriptional regulatory gene mga as a reversible switch controlling M protein production phase variation in multiple common M types of Group A Streptococcus. Janžič et al. provided evidence for macrophage polarization during Group B Streptococcus agalactiae infection as being isolate specific, by studying a diverse set of strains belonging to different serotypes and sequence types on the immune response of THP-1 macrophages. Their data suggest that Group B isolates differ in their potential to become invasive or remain colonizing. In addition, colonizing isolates appeared to be more cytotoxic, whereas invasive isolates appeared to exploit macrophages to their advantage, avoiding the immune recognition and antibiotics. Schwanbeck et al. defined Clostridioides difficile minimal nutrient requirements for flagellar motility. As many gastro-intestinal pathogens, the majority of Clostridioides difficile strains express flagella together with a complete chemotaxis system. The resulting swimming motility is likely contributing to the colonization success of this important pathogen. The authors identified, by removal of individual amino acids from the medium, proline and cysteine as the most important amino acids that power swimming motility. A maximal and stable swimming motility was achieved with only four compounds, including the amino acids proline, cysteine and isoleucine together with a single, but interchangeable carbohydrate source. The authors expect that the identified “minimal motility medium” will be useful in future investigations on the flagellar motility and chemotactic behavior in C. difficile, particularly for the unambiguous identification of chemoattractants. Meurens et al. provided a review on Clostridium botulinum types C, D, C/D, and D/C. C. botulinum is the main causative agent of botulism, a neurological disease encountered in humans as well as animals. The different types are “toxinotypes” of nine types of botulinum neurotoxins. The A, B, and E types are the most frequently encountered in humans while the C, D, C/D, and D/C types are mostly affecting domestic and wild birds as well as cattle. The authors presented the current knowledge about toxinotypes C, D, C/D, and D/C in cattle and poultry with, amongst various other aspects, their epidemiological cycles. They also discussed the zoonotic potential of these toxinotypes and some possible ways of risk mitigation. An adapted and effective management of botulism outbreaks in livestock also requires a better understanding of these less common and known toxinotypes.

Regarding Gram-negative intracellular pathogens, Altamirano-Silva et al. studied phenotypes controlled by the Brucella abortus two component system BvrR/BvrS that appeared differentially impacted by BvrR phosphorylation. B. abortus is a zoonotic pathogen whose virulence depends on its ability to survive intracellularly at the endoplasmic reticulum derived compartment. The two-component system BvrR/BvrS (BvrRS) is essential for intracellular survival due to the transcriptional control of the type IV secretion system VirB and its transcriptional regulator VjbR. It is in addition a master regulator of several traits including membrane homeostasis by controlling gene expression of membrane components, such as Omp25. BvrR phosphorylation is related to DNA binding at target regions, thereby repressing or activating gene transcription. The BvrRS-contolled phenotypes investigated were resistance to polymyxins and intracellular survival. By using a set of mutants affecting BvrR phosphorylation, the authors provide evidence for a differential transcriptional response of genes depending on the phosphorylation status of BvrR, with resulting different phenotypes. The data suggest that unphosphorylated BvrR binds and impacts the expression of a subset of genes, as for example the dominant negative BvrR did not interact with the omp25 promoter whereas it could interact with the vjbR promoter. BvrR thus appears to possess diverse strategies to exert transcriptional control on the genes it regulates and, consequently, impacting on the phenotypes controlled by this response regulator. Among pathogenic factors, biofilm production is known to enable bacteria to successfully colonize and persist in different environments and in different parts of the human body in the course of infection. Schaudinn et al. studied biofilm production in Francisella tularensis subspecies holarctica and showed that this subspecies is able to colonize natural aquatic ex vivo biofilms. Infections in humans are mostly associated with the highly virulent F. tularensis subspecies tularensis and the less virulent subspecies holarctica. Subspecies holarctica is more frequently associated with aquatic habitats. In the present sudy, the authors showed for the first time that a F. tularensis subspecies holarctica wild-type strain is able to successfully colonize an aquatic multi-species ex vivo biofilm. The authors speculate that subspecies holarctica might become more persistent in the environment when it forms its own biofilm or integrates in an existing one. Multi-species biofilms have been shown to be more resistant against stress compared to single-species biofilms. This may have an important impact on the long-term survival of Francisella in aquatic habitats and infection cycles in nature. Regarding biofilm formation, Zhang et al. studied its regulation in Vibrio parahaemolyticus, another important pathogen occurring in aquatic habitats and which is the primarily causative agent of the seafood-associated gastroenteritis. The authors provided evidence, using respective mutant backgrounds, that the quorum sensing regulatory proteins QsvR and OpaR coordinately repress biofilm formation by V. parahaemolyticus. More precisely, QsvR restored the biofilm-associated phenotypic changes caused by opaR mutation, and vice versa. In addition, QsvR and OpaR worked coordinately to regulate the transcription of bacterial colonization/biofilm formation genes such as exopolysaccharide-associated genes, type IV pili genes, capsular polysaccharide genes and c-di-GMP metabolism-related genes. Regarding virulence regulation, Hirakawa et al. provided evidence that the PapB/FocB family protein TosR acts as a positive regulator of flagellar expression and is required for optimal virulence of uropathogenic Escherichia coli. Uropathogenic E. coli (UPEC) is a major causative agent of urinary tract infections. The bacteria internalize into the uroepithelial cells, where aggregate and form microcolonies. UPEC fimbriae and flagella are important for the formation of microcolonies in uroepithelial cells. PapB/FocB family proteins are small DNA-binding transcriptional regulators consisting of ~100 amino acids that have been reported to regulate the expression of various fimbriae, including P, F1C, and type 1 fimbriae, and adhesins. In the present study, the authors showed that TosR, a member of this family, is a transcriptional activator that increases expression of the flagella flhDC operon genes, contributing to flagellar expression and optimal virulence. Ojiakor et al. investigated the evolutionary diversification of the artAB toxin locus of another important enterobacterial pathogen, namely Salmonella enterica. S. enterica is a diverse species of bacterial pathogens comprised of >2,500 serovars with variable host ranges and virulence properties. Accumulating evidence indicates that two AB5-type toxins, typhoid toxin and ArtAB toxin, contribute to the more severe virulence properties of the Salmonella strains that encode them. The authors focused on two genetic loci, artAB and pltC, the latter encoding an alternative delivery subunit for typhoid toxin. By assessing Salmonella genome sequences available in the NCBI genome database, they identified 7 subtypes of ArtAB toxins and 4 different PltC sequence groups that are distributed throughout the Salmonella genus. Interestingly, both artAB and pltC were located within numerous diverse prophages, indicating a central role for phages in their evolutionary diversification. This particular situation combined with genetic variation at both loci can thus be exploited by a continuously adapting pathogen such as Salmonella to yield novel toxins with distinct properties. Regarding pathogen evolution, Izydorczyk et al. studied the natural history and evolution of the opportunistic pathogen Stenotrophomonas maltophilia in the airways of adults with cystic fibrosis. Using genomic analyses, the authors investigated the natural history, transmission potential, and evolution of S. maltophilia in a large Canadian cohort of 321 cystic fibrosis patients over a 37-year period. These analyses suggested common, indirect sources as the origins of S. maltophilia infections in the clinic population. Infection within individual cystic fibrosis patients is driven by unique strains that are likely of environmental origins, as observed with other cystic fibrosis pathogens. While some patients may carry genetically related strains, these do not appear to be associated with patient-to-patient transmission but more likely with independent acquisition from environmental sources. The infection process is largely clonal at the SNP level, but significant diversity is present and driven by differences in gene content within strains.

To end this section on pathogenesis and pathogen evolution' collection of articles, more in relation to pathogen persistence and host-defense evasion, García-Bengoa et al. provided a review on the role of phagocyte extracellular traps during Mycobacterium tuberculosis infections and tuberculosis disease processes. M. tuberculosis infections remain one of the most significant causes of mortality worldwide. This pathogen is highly successful in evading the host-defense by manipulating host-signaling pathways. It concerns two cell types, macrophages and neutrophils. Both cells are known to act in multiple ways when encountering an invading pathogen, including phagocytosis, release of cytokines and chemokines, and oxidative burst. In addition, the formation of neutrophil extracellular traps (NETs) and macrophage extracellular traps (METs) has been described to contribute to M. tuberculosis infections. NETs/METs are extracellular DNA fibers with associated granule components, which are released upon activation of the cells by the pathogen or by pro-inflammatory mediators. In this review, the authors thus summarize the progress made in understanding the role of NETs/METs in the pathogenesis of tuberculosis.



2.2 Antimicrobial resistance and therapy

With the increasing rate over the past decades of multiple antibiotic resistance to almost all antimicrobial classes, carbapenems have been considered as a first choice to treat infections caused by multidrug-resistant bacteria. Cavallo et al. reported in a Review article a current view of the situation of Acinetobacter baumanii infection in the critically ill, with complex infections getting more complicated due to the increase of antimicrobial resistance and other persistence factors. Bacteremia, pneumonia, urinary tract, and skin and soft tissue infections are the most common presentations of A. baumannii, with attributable mortality rates approaching 35%. Due to the widespread prevalence of carbapenem-resistant A. baumannii (CRAB), colistin represents the main therapeutic option but high clinical failure rates have been reported as well for colistin monotherapy when used to treat CRAB infections. A. baumannii is also known to form biofilm on medical devices, including central venous catheters or endotracheal tubes. Thus, the worrisome spread of biofilm-producing strains in multidrug-resistant populations of A. baumannii poses a significant treatment challenge. The present review provided an updated account of antimicrobial resistance patterns and biofilm-mediated tolerance in A. baumannii infections with a special focus on fragile and critically ill patients. In relation with the topic above, Baek et al. reported gut microbiota alterations in critically Ill patients with carbapenem-resistant Enterobacteriaceae (CRE) colonization. The authors provided evidence that critically ill patients with CRE have a distinctive gut microbiota composition and community structure, altered short-chain fatty acid production and changes in the metabolic pathways. The authors suggested in addition further studies are needed to determine whether amino acids supplementation improves microbiota dysbiosis in patients with CRE. Paunkov et al. provided a proteomic analysis of metronidazole resistance in the human facultative pathogen Bacteroides fragilis. Most metronidazole-resistant Bacteroides isolates harbor nim genes, commonly believed to encode for nitroreductases which deactivate metronidazole. To assess proteomic changes following metronidazole resistance induction, the authors focused on a B. fragilis strain, either with (+) or without (–) the nimA gene. Among differentially expressed proteins in the nimA(+) strain, the flavodiiron protein FprA, an enzyme involved in oxygen scavenging, was identified. Interestingly, a far higher number of proteins were found to be differentially expressed in the nimA(–) strain upon metronidazole induction. They included factors for the import of hemin which were strongly downregulated, indicating impaired iron import in the nimA(–) strain. Together with other physiological data, the authors present a novel hypothetic model of metronidazole resistance and NimA function.

To combat or limit the spread of antimicrobial resistance in bacteria several approaches have been proposed or are under evaluation. Among them are new non-antibiotic strategies to limit or eradicate multi-resistant bacteria carriage without globally disrupting the microbiota. Bonnet et al. addressed in a Review article the question of decolonization of asymptomatic carriage of multidrug-resistant bacteria by bacteriophages. Asymptomatic colonization of the digestive tract by multidrug-resistant bacteria such as extended-spectrum beta-lactamase- or carbapenemase-producing Enterobacterales, poses several risks, including increased risk of infection, spread among patients and to the wider community, as well as resistance gene exchange between bacteria. This review discusses strategies for decolonizing the digestive tract of multidrug-resistant bacteria, including probiotics, fecal microbiota transplantation, and lytic bacteriophages. Highlighting that even though successful decolonization using lytic bacteriophages has been studied in vivo and in vitro, and observed clinically, limitations remain due to animal models, phage characteristics, and gut anatomy and further work is needed. In addition to this review, Li et al. reported that host CD3+ T-cells can significantly modulate phage treatment effects on bacterial bioburden in mouse models. Using A. baumannii phage mixtures the authors uncovered that the interplay between bacterial bioburden and host immune system may be bidirectional, and that there is an interaction between host CD3+ T-cells and phage dosage, which significantly impacts bacterial bioburden. Furthermore, the bacterial bioburden and wound size association was significantly modulated by the host CD3+ T-cells. This study provided evidence for strong relationships between host immune competency, therapeutic efficacy, bacterial clearance, and wound healing. Besides the obvious beneficial approaches of using bacteriophages to combat the spread of antimicrobial resistance, paradoxically Andersson et al. reported the enrichment of antibiotic resistance genes within bacteriophage populations in saliva samples from individuals undergoing oral antibiotic treatments. Indeed, horizontal gene transfer mediated through bacteriophages may also play an important role in the spread of antimicrobial resistance genes. In a cohort of Tanzanian patients suffering from bacterial infections, the authors demonstrated significant differences in the oral microbial diversity between infected and non-infected individuals, as well as before and after oral antibiotics treatment. Furthermore, the resistome carried both by bacteria and bacteriophages were shown to vary significantly, with extended cephalosporin blaCTX − M−1 resistance genes being mobilized and enriched within phage populations. Spread of resistance through bacteriophages in a biological context, as well in terms of treatment regimens should thus also be considered. As other approach to combat antimicrobial resistance, Troisi et al. provided a Mini Review article on a “A new dawn for monoclonal antibodies against antimicrobial resistant bacteria.” In almost 50 years since the introduction of the first technology that led to monoclonal antibody (mAb) discovery, enormous leaps forward have been made to identify and develop extremely potent human mAbs. While their usefulness has been extensively proved against viral pathogens, human mAbs have yet to find their space in treating and preventing infections from antimicrobial resistant bacteria and fully conquer the field of infectious diseases. The authors thus reviewed the novel and most innovative technologies that can support this goal and add powerful tools in the arsenal of weapons against resistant bacteria. Finally, Baquero et al. discussed in a Review article the natural detoxification of antibiotics in the environment in a one health perspective. The extended concept of one health integrates biological, geological, and chemical (bio-geo-chemical) components. Anthropogenic antibiotics are constantly and increasingly released into the soil and water environments. The fate of these drugs in the thin Earth space (“critical zone”) where the biosphere is placed determines the effect of antimicrobial agents on the microbiosphere, which can potentially alter the composition of the ecosystem and lead to the selection of antibiotic-resistant microorganisms including animal and human pathogens. In this review, all environmental aspects were carefully explored and discussed and the authors concluded the exploration of this complex field further requires a multidisciplinary effort in developing the molecular ecology of antibiotics, but could result in a much more precise determination of the one health hazards of antibiotic production and release.



2.3 Epidemiology and bacterial diversity

Epidemiology-related articles consisted of 1 Review and 3 Original Research articles. The review of Walton et al. focused not only on epidemiology but on all advances in cholera research from molecular biology to public health initiatives. The authors provided a complete picture on cholera disease and pathogenesis including evolutionary genomics, virulence, animal models, interaction with the gut microbiome, epidemiology, global distribution of cholera and at-risk populations, and cholera prevention initiatives. In the field of risk factors and risk analysis, Blumenröder et al. reported a cross-sectional pilot study on bacterial pathogens and maternal risk factors for neonatal infection in Sub-Saharan Africa. The study identified maternal urinary tract infection (UTI) and an elevated blood glucose level as potential maternal risk factors for early neonatal infection, an elevated blood glucose level, and maternal anemia for a late-onset infection. Simanjuntak et al. addressed the question of a suitable monitoring strategy for diarrhea risk assessment by a comparative pilot study on Gram-negative bacteria contaminating the hands of children living in urban and rural areas of Indonesia vs. Germany. Not surprising, fecal contamination correlated with hygienic conditions in the respective areas. The pilot study indicated that investigating hands of children for the prevalence of Gram-negative bacteria using selective media are a helpful method to monitor hygienic conditions, and thereby assess the risk for diarrhea-causing bacterial pathogens in the environment. Regarding pathogen's genetic diversity, Bauer et al. studied diversity of CRISPR-Cas type II-A systems in Streptococcus anginosus. Phylogenetic analysis supported the hypothesis that S. anginosus strains carry a variant CRISPR-Cas type II-A system relative to other streptococci. Bats constitute a reservoir of important zoonotic pathogens and Federici et al. provided an overview of bats microbiota and its implication in transmissible diseases. Bats, due to their being flying mammals and their increasing promiscuity with humans, have been recognized as hosts frequently capable of transmitting disease-causing microorganisms. Therefore, it is of considerable interest and importance to have a picture as clear as possible of the microorganisms that are hosted by bats. The authors reported on several pathogenic bacteria, including many carrying multidrug resistance, that are indeed common guests of these small mammals, underlining the importance of preserving their habitat, not only to protect them from anthropogenic activities, but also to minimize the spreading of infectious diseases.



2.4 Diagnosis

Regarding diagnosis and pathogen identification, Batool and Galloway-Peña provided a comprehensive review on clinical metagenomics, challenges and future prospects. Infections lacking precise diagnosis are often caused by a rare or uncharacterized pathogen, a combination of pathogens, or a known pathogen carrying undocumented or newly acquired genes. Thus, there is a need for an exhaustive and universal diagnostic strategy to reduce the fraction of undocumented infections. Compared to conventional diagnostics, metagenomic next-generation sequencing (mNGS) is a promising, culture-independent sequencing technology that is sensitive to detecting rare, novel, and unexpected pathogens with no preconception. In this review, the authors examined the current accomplishments, efficacy, and restrictions of mNGS in relation to conventional diagnostic methods and suggested potential approaches to enhance mNGS to its maximum capacity as a clinical diagnostic tool for identifying severe infections. Kakizaki et al. proposed a rapid identification method of bacteria using a multiplex polymerase chain reaction system for acute abdominal infections. Acute abdominal infections can be fatal if the causative organism(s) are misidentified. The multiplex PCR system used in this study showed a high detection rate for causative microorganisms in ascites and intraabdominal abscesses. This system may be suitable as an affordable rapid identification system for causative bacteria in these cases.



2.5 Vaccine development

In the field of vaccine development, Shattock et al. reported a self-amplifying RNA vaccine providing protection in a murine model of bubonic plague. The vaccine formula consisted of a combination of self-amplifying (sa) RNA constructs in lipid nanoparticles for the F1 and V antigens of Yersinia pestis. The data represent the first report of an RNA vaccine approach using self-amplifying technology and encoding both of the essential virulence antigens, providing efficacy against Y. pestis. This saRNA vaccine for plague has the potential for further development, particularly since its amplifying nature can induce immunity with less boosting. It is also amenable to rapid manufacture with simpler downstream processing than protein sub-units, enabling rapid deployment and surge manufacture during disease outbreaks.




3 Viral infections


3.1 SARS-CoV-2/COVID-19

The most important viral disease since the 20th century, namely COVID-19 disease, is caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). This coronavirus emerged end of 2019 and spread rapidly in human population all over the world becoming the first major pandemic of the 21th century, causing millions of deaths. Several variants have emerged in multiple successive waves during 3 years, leading health and governmental authorities to impose drastic prevention measures, such as lockdown. The development of several vaccines has helped to stop the spread and nowadays a global population immunity allows most people to live as in the situation before the COVID-19 outbreak. Nevertheless, this pandemic and associated research has greatly contributed to increase our knowledge regarding all aspects of a viral infectious disease, and to develop rapidly new diagnostic, therapeutic, prevention and vaccine strategies, with still interesting developments ongoing as can be seen in the articles of the present Research Topic.

Liu, Gan et al. reviewed therapeutic mechanisms and applications based on SARS-CoV-2 neutralizing antibodies. The authors provided an overview about antibodies targeting various regions [receptor-binding domain (RBD) regions, non-RBD regions, host cell targets, and cross-neutralizing antibodies], as well as the current scientific evidence for neutralizing-antibody-based treatments based on convalescent plasma therapy, intravenous immunoglobulin, monoclonal antibodies, and recombinant drugs. The functional evaluation of antibodies (i.e., in vitro or in vivo assays) was also discussed. Some current issues in the field of neutralizing-antibody-based therapies were also highlighted. Regarding vaccine development, Collett et al. reported the development of virus-like particles (VLPs) with inbuilt immunostimulatory properties as vaccine candidates. The development of VLP-based vaccines for human papillomavirus, hepatitis B and hepatitis E viruses represented a breakthrough in vaccine development. However, for dengue and COVID-19, technical complications, such as an incomplete understanding of the requirements for protective immunity, but also limitations in processes to manufacture VLP vaccines for enveloped viruses to large scale, have hampered VLP vaccine development. The authors described the development and characterization of novel VLP vaccine candidates using SARS-CoV-2 and dengue virus (DENV), containing the major viral structural proteins, as protypes for a novel approach to produce VLP vaccines. This unique vaccine formulation looks a promising, and much needed, new vaccine platform in the fight against infections caused by enveloped RNA viruses. Regarding vaccine-induced antibody responses, Puccini et al. studied kinetics of dried blood spot-measured anti-SARS-CoV2 Spike IgG in mRNA-vaccinated healthcare workers. The data of this study supported existing models showing that SARS-CoV2 vaccination elicits strong initial antibodies responses that decline with time but are transitorily increased by administering a vaccine booster. The authors also showed that using heterologous vaccine/booster combinations a stronger antibody response was elicited than utilizing a booster from the same vaccine manufacturer. Furthermore, by considering the impact of SARS-CoV2 infection occurrence in proximity to the scheduled booster administration, the authors confirmed that booster dose did not contribute significantly to elicit higher antibody responses. In the field of cellular pathogenesis, Garrett et al. studied niclosamide (NIC) as a chemical probe for analyzing SARS-CoV-2 modulation of host cell lipid metabolism. SARS-CoV-2 subverts host cell processes to facilitate rapid replication and dissemination, and this leads to pathological inflammation. NIC is a poorly soluble anti-helminth drug identified initially for repurposed treatment of COVID-19. This drug activates the cells' autophagic and lipophagic processes and the authors used it as a chemical probe to determine if it can modulate the host cell's total lipid profile that would otherwise be either amplified or reduced during SARS-CoV-2 infection. The authors observed that NIC treatment induced significant changes in host cell lipid metabolism that affected infectious virion production. Therefore, the authors posited that future screens of approved or new partner drugs should prioritize compounds that effectively counter SARS-CoV-2 subversion of lipid metabolism, thereby reducing virus replication, egress, and the subsequent regulation of key lipid mediators of pathological inflammation. Regarding virus persistence, Maffia-Bizzozero et al. reported the existence of viable SARS-CoV-2 Omicron sub-variants isolated from autopsy tissues. The authors investigated autopsy materials obtained from cadaveric donors and highlighted that SARS-CoV-2 can spread to multiple tissue locations such as the lungs, heart, liver, kidneys, and intestines, both after primary infection and after reinfections with the Omicron variant. In the field of therapy, Shapiro et al., in a Hypothesis and Theory article, raised the question regarding Anakinra authorized to treat severe coronavirus disease 2019; Sepsis breakthrough or time to reflect? Anakinra (recombinant human interleukin-1 receptor antagonist or rhIL-1ra) was approved by the European Medicines Agency (EMA) human medicines committee for use in COVID-19 disease that followed a prior indication extension 17 December 2021. The authors conducted a literature review and theoretical analysis of IL-1 blockade as a therapy to treat COVID-19. The author's analysis suggested Anakinra use as a COVID-19 therapy seems to rely on a view of pathogenesis that incorrectly reflects human disease. Since COVID-19 is an example of sepsis, COVID-19 benefit due to anti-inflammatory therapy contradicts an extensive history of unsuccessful clinical study. The authors suggested further experimentation is not a promising pathway to discover game-changing sepsis therapies and that a different kind of approach may be necessary.



3.2 Other viral infections

Long et al. investigated differences of gut microbiota between patients with negative and positive HBeAg in chronic hepatitis B and the effect of tenofovir alafenamide on intestinal flora. Hepatitis B virus (HBV) is the cause of severe liver diseases, such as liver fibrosis, cirrhosis, and liver cancer. This study revealed significant differences in gut microbiota composition and function between patients with HBeAg-positive and -negative chronic hepatitis B. Three other articles concerned animal and zoonotic viral diseases. Mazloum et al. provided a Review article on lumpy skin disease (LSD), a significant and emerging transboundary disease affecting cattle, buffaloes, and wild ruminants. As highlighted by the authors, LSD was initially confined to Africa and the Middle East but has recently spread across Eurasia, underscoring its previously underestimated impact. The causative agent, lumpy skin disease virus (LSDV), a poxvirus, was first identified in the 1940s in South Africa. LSDV spreads through indirect contact, shared water sources, and arthropods, complicating control measures. The virus evolves rapidly, generating new variants under diverse selective pressures. While primarily affecting livestock, certain wild ruminants are also susceptible, posing unknown risks to the disease's epidemiology. The review emphasizes the need for further research on these evolutionary dynamics and the impact on wild ruminant populations. Begeman et al. reported in a Hypothesis and Theory article the pathogenesis of zoonotic viral infections through lessons learned by studying reservoir hosts. Zoonotic viral infections that cause severe disease or even death in some people may be asymptomatic or mild in reservoir hosts. Comparison of the pathogenesis of these two host categories may potentially explain the difference in disease. The authors thus compared the pathogenesis of rabies virus, macacine alphaherpesvirus, West Nile virus, Puumala orthohantavirus, monkeypox virus, Lassa mammarenavirus, H5N1 highly pathogenic avian influenza, Marburg virus, Nipah virus, Middle East respiratory syndrome, and simian/human immunodeficiency viruses in both humans and reservoir hosts. Their study showed that most aspects of the pathogeneses were remarkably similar. The remaining differences lead to the identification of tipping points in the pathogeneses that are important for explaining the disease outcome in severe human cases. Further elucidating these tipping points by studying zoonotic viral infections in their reservoir hosts may teach us how to reduce the severity of zoonotic viral diseases in humans. Domanico et al. provided pathological and virological insights from an outbreak of European brown hare syndrome in the Italian hare (Lepus corsicanus). European brown hare syndrome (EBHS) is a highly contagious and fatal viral disease, mainly affecting European brown hares (Lepus europaeus). The etiological agent, EBHS virus (EBHSV), belongs to the Lagovirus genus within the Caliciviridae family. The molecular epidemiology and pathological investigation of this study supported previous reports of EBHS in L. corsicanus and further expanded the knowledge of the pathological and virological characteristics of the etiological agent. The ability of EBHSV to cause a fatal disease in the Italian hare represents a serious threat to the conservation of this vulnerable species, especially in populations kept in enclosed protected areas.




4 Parasitic infections

Liu, Yang et al. provided evidence that specific TLR-mediated HSP70 activation plays a potential role in host defense against the intestinal parasite Giardia duodenalis. Giardia duodenalis, an important flagellated noninvasive protozoan parasite, infects the upper small intestine and causes a disease termed giardiasis. Using cellular models of infection, the authors identified HSP70 as a potentially vital defender against Giardia, and revealed its correlation with specific TLR activation. The clinical importance of HSP70 has been extensively demonstrated, while its role as an effective therapeutic target in human giardiasis remains elusive and thus needs to be further clarified.
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Recent pandemic events have raised the attention of the public on the interactions between human and environment, with particular regard to the more and more feasible transmission to humans of micro-organisms hosted by wild-type species, due to the increasing interspecies contacts originating from human’s activities. Bats, due to their being flying mammals and their increasing promiscuity with humans, have been recognized as hosts frequently capable of transmitting disease-causing microorganisms. Therefore, it is of considerable interest and importance to have a picture as clear as possible of the microorganisms that are hosted by bats. Here we focus on our current knowledge on bats microbiota. We review the most recent literature on this subject, also in view of the bat’s body compartments, their dietary preferences and their habitat. Several pathogenic bacteria, including many carrying multidrug resistance, are indeed common guests of these small mammals, underlining the importance of preserving their habitat, not only to protect them from anthropogenic activities, but also to minimize the spreading of infectious diseases.
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Introduction

Recently, the definition of microbiome has been revised enabling a more holistic view of microbial functioning and interaction with its environment (Berg et al., 2020). The microbiome includes the microbiota and their “theatre of activity” represented by microbial structural elements and metabolites, mobile genetic elements – including viruses – and the surrounding environmental conditions (Figure 1; Berg et al., 2020). The microbiota consists of a remarkable heterogeneity and quantity of microorganisms belonging to different prokaryotes and eukaryotes kingdoms which resides inside the body and on the skin of the host to form a complex ecosystem in which bacteria constitute the major part (Berg et al., 2020). In healthy humans, irrespective of age, the internal tissues – such as blood, cerebrospinal fluid, and brain – are usually free of microorganisms. The microorganisms which are constantly present in the other parts of the body, such as on the surface and deep layers of skin, in the saliva and conjunctiva, and in the gastrointestinal tracts, define the normal microbiota. However, under certain circumstances these microorganisms may become pathogenic. The virome is instead composed by all viruses of eukaryotic and prokaryotic cells that are found in or on an organism (Zárate et al., 2017).

[image: Figure 1]

FIGURE 1
 Schematic composition of microbiome.


Human microbiome research has grown exponentially since the early 2000s, including studies in large populations that have improved our understanding of its diversity and identified potential links with metabolic health and diseases (Fan and Pedersen, 2021). Microbiome has also been studied in other mammals mainly focusing on domestic and charming animals (Ingala et al., 2018a). Conversely, in wildlife species, knowledge about the microbiome remains largely underexplored. Among wildlife species, bats are a good system to take under examination, due to their uniqueness.

Bats are mammals of the order Chiroptera and represent the second largest mammalian order after rodents. They are found almost everywhere in the world with over 1,400 species (Irving et al., 2021). Bats have distinguishing features such as the ability to fly, wide distribution, long-life span and different feeding strategies (Carrillo-Araujo et al., 2015; Irving et al., 2021). These animals are essential members of the global ecosystem and humans benefit from their presence in many ways (Irving et al., 2021). Bats are also well recognized as natural reservoir and carriers of several microorganisms and viruses – some of which cause significant pathogenicity in humans – showing at the same time strong immunity against many of them (Allocati et al., 2016; Hayman, 2016). Several lines of evidence support their role as hosts in the latest emerging zoonotic diseases such as Ebola, MERS, Nipah, and probably also the more recent SARS CoV-type 2 (Zhou et al., 2020), that has killed over 6,300,000 people in the world (source WHO: https://covid19.who.int/). After all, it is known that a common factor of the emerging diseases is the involvement of multiple hosts with the majority of them originating in wildlife (Jones et al., 2008).

Humans are frequently in contact with bats. One of the main causes is the anthropogenic alteration of their natural habitat that forces them to seek alternative sites with consequent interactions with other animals including humans (Daszak et al., 2000). Under this light, full awareness of their microbiota, especially potential pathogens, may be considered essential for public health. Indeed, despite the multiple beneficial roles played by bats in the ecosystem, they are also a reservoir of multi-drug resistant microorganisms, and can contribute to the spreading of resistant bacteria in the environment as well as to transmit them to humans.

Moreover, the precise knowledge of the pathogenic microorganisms forming bat microbiota is important not only for zoonosis control but also for the well-being of these precious allies.

While an increased number of studies have focused on the gut microbiota, little is known about microorganisms hosted by other body sites, which are also potential sources of disease transmission. In this review, we try to provide a comprehensive overview of microbiota diversity in all sites of bats body, highlighting the many differences that may arise from changes in habitat, feeding habits, seasonal changes, coexistence of different bat species and so on. We focus on bacteria, archaea, fungi and protozoa while, as to viruses – many of them are emerging zoonotic viruses – we refer the reader to already published excellent reviews and books (Bats and Viruses: Current Research and Future Trends, 2020; Tan et al., 2021).



Bacteria


Skin

The skin is a nonspecific first line of defense against external harm, including pathogenic microorganisms (Grice and Segre, 2011). It is also a composite and dynamic ecosystem, which hosts a complex and variable microbial community, normally harmless. Except for their wing and tail membranes, bats have fur on their entire body. Unlike gut microbial community, the skin microbiota seems to be much more influenced by exposure to the habitat, including environmental microorganisms and abiotic factors such as roosting temperature, spatial proximity and elevation. Recently, it has been observed that the skin microbiota varied over time and among different populations of Rhinolophus ferrumequinum (Li A. et al., 2021). Furthermore, differences were found between the microbiota of bats from captive and free-living populations (Winter et al., 2017). Also, the skin microbiota is significantly more abundant and various than gut or oral microbial communities (Lutz et al., 2019). In gut and oral microbiota, Proteobacteria – although with different families in percentage – was the dominant phylum with 60% and 68%, respectively. The skin microbiota was not dominated by one particular bacterial phylum, exhibiting Proteobacteria and Actinobacteria with a percentage of 35% and 23%, respectively (Lutz et al., 2019).

The skin microbiota of two different frugivorous bat species, living in captivity in two different areas were also investigated (Lemieux-Labonté et al., 2016). In the first area, Artibeus jamaicensis and Carollia perspicillata lived together, while the second environment included only A. jamaicensis. In this case, both habitat and bats shaped the composition and diversity of the skin microbiota, with environmental factors having the strongest influence. Indeed, cohabitating A. jamaicensis and C. perspicillata shared more similar skin microbiota than members of A. jamaicensis across the two areas. In this case the predominant phyla were, in decreasing percentage, the following: Actinobacteria, Proteobacteria, Firmicutes, Cyanobacteria, Bacteroidetes and Fusobacteria, with significant differences at order level. The results showed that the skin microbial community of captive bats is shaped both by environment and host species.

The effects of habitat on skin/fur microbiota were also observed by Winter et al. (2017). They analyzed samples from 163 bats collected from wide areas between New Mexico and Arizona, of which 60 were cave-caught and 103 were surface netted. Actinobacteria, Proteobacteria with Alphaproteobacteria and Gammaproteobacteria classes, and Firmicutes phyla made up the most abundant taxa across all bat species. Significant differences in phyla were observed between geographical areas and between cave and surface sampling locations. In particular, Actinobacteria were prevalent in cave-caught bats, whereas Cyanobacteria and Actinobacteria phyla, and in particular the Alphaproteobacteria class, were the most abundant on surface-netted bats (Winter et al., 2017). Moreover, the skin/fur microbiota found on bats caught in caves was more homogeneous than the one found on bats caught on the surface.

The microbiota of 12 different bat species, living in various sites of three North American States (Virginia, New York and Colorado) was studied (Table 1; Avena et al., 2016). The prominent bacterial classes present in both bat and environmental samples were: Gammaproteobacteria, Alphaproteobacteria, Actinobacteria, Betaproteobacteria, Bacilli and Flavobacteria suggesting that these bacterial classes were shared between the host and its environment. Moreover, two common genera – Pseudomonas and Acinetobacter – found on bats, are typical environmental strains.



TABLE 1 Taxonomic distribution of commonly widespread bacteria in various body sites.
[image: Table1]

In humans, the preponderance of staphylococcal infections is caused by endogenous strains, in particular Staphylococcus aureus, that are carried by the infected individual on skin or mucosae. Unlike domestic animals, staphylococcal carriage is poorly documented in wildlife. Several Staphylococcus species were found in a captive population at Jersey Zoo (Jersey, Channel Islands, United Kingdom; Fountain et al., 2019). Bats were sampled by swabbing from ventral wing skin and oropharynx, as well as from mouth ejecta and skin lesions. Seventeen coagulase-negative staphylococci, part of normal skin microbiota, were isolated. Staphylococcus aureus strain was identified from both healthy and lesioned samples. Staphylococcus xylosus, Staphylococcus nepalensis, Staphylococcus saprophyticus, and S. aureus were also commonly present, and two species, S. nepalensis and Staphylococcus simiae, were isolated for the first time on the bat skin (Fountain et al., 2019). Interestingly, in contrast of other wildlife reports, the level of antibiotic resistance was very low suggesting that animals living in areas with limited or absent human activities are less exposed to antibacterial drugs.

Recently, a comparison between fur and gut microbiota was reported, analyzed by using 16S ribosomal RNA (rRNA) gene amplification, of 10 Egyptian fruit bats (Rousettus aegyptiacus) in a captive colony and 4 individuals from a wild colony (Kolodny et al., 2019). Both samples showed a high degree of overlap, about 86% of bacterial communities with prevailing Firmicutes (mean 57%) and Proteobacteria (mean 24%) phyla. Streptococcus salivarius was the most common species in both groups. In particular, the microbiota composition of wild bats was similar to the captive individuals probably due to the frequent addition of bats – before the sampling period – from the wild to the captive colony or to the similarity of diet (Kolodny et al., 2019). Furthermore, it was found that the fur microbiota changes over time in a manner that is coordinated across the whole colony, probably due to close contact between individuals in the colony. This produces a homogeneous effect in which the fur microbiota of all animals in the colony acts as one. These changes may be influenced by environmental factors – such as diet or climate – as well as endogenous host factors like genetic variability or ecological succession. Similar results were also obtained in others studies (Avena et al., 2016; Lemieux-Labonté et al., 2016; Winter et al., 2017).

The dorsal patch is a odoriferous temporary structure – located in the interscapular region – that the males of pollinating Leptonycteris yerbabuenae develop during the mating season (Gaona et al., 2019a). This structure is involved in the attraction of females. The evaluation of the bacterial composition is substantially similar in all interscapular dorsal patch samples of L. yerbabuenae males. Most of the shared bacteria belong to genera and families found and described in humans as part of the skin microbiota (Finegoldia, Pasteurellaceae), associated with wounds or infections (Helcococcus, Enterococcus) or with the production of fermented products or volatile fatty acids (Peptostreptococcus, Anaerococcus, Gallicola, Lactococcus; Table 1). Several chemical compounds were identified exclusively in males with dorsal patch in comparison with males without dorsal patch and females (Muñoz-Romo et al., 2012). It has been suggested that some of these compounds could be the product of bacterial activity and they could affect the behavior of bats playing a key role in the mating strategies of males and females (Muñoz-Romo et al., 2012).

The knowledge of the skin microbiota could prove important in counteracting the white-nose syndrome (WNS), a fungal disease caused by Pseudogymnoascus destructans that is responsible for the deaths of millions of bats in North America (see in the Fungi section; Hoyt et al., 2021). Several bat’s skin bacteria are able to inhibit the growth of this fungus such as Pseudomonas and Streptomyces genera (Hoyt et al., 2015; Hamm et al., 2017; Lemieux-Labonté et al., 2017; Li A. et al., 2021; Li Z. et al., 2021).

Bacteria belonging to the Pseudomonas genus – isolated by culture methods and classified by morphotype – were screened to determine their ability to inhibit fungus growth using agar plate challenge assay (Hoyt et al., 2015). Bacteria were sampled using epidermal swabs that were collected by rubbing the forearm and muzzle for each bat. The six bacteria selected were identified by molecular methods and they were used for zone of inhibition assay. All strains were able to significantly inhibit the growth of the fungus (Hoyt et al., 2015). In a more recent paper, three cutaneous bacteria of the Pseudomonas genus were isolated and identified from wing membranes (Table 1) that were able to inhibit the growth of the fungus in vitro (Li Z. et al., 2021). Pseudomonas yamanorum, with the higher inhibition score (about 71%), was selected to analyze the antifungal active molecules produced by the bacterium. A single molecule was identified, i.e., phenazine-1-carboxylic acid, which displayed a minimal inhibitory concentration (MIC) against P. destructans of 50.12 μg/ml. Phenazine compounds have been purified by several microorganisms and they are recognized as antimicrobial agents. Furthermore, it was observed that Ps. yamanorum produced also a number of volatile organic compounds that significantly inhibited the growth of fungus (Li Z. et al., 2021).

In a recent study, new Streptomyces species with antifungal activity were isolated in WNS-free caves located in the regions of New Mexico and Arizona (Hamm et al., 2017). Actinobacteria, and the genus of Streptomyces, are ubiquitous and plentiful in caves. These bacteria have anti-fungal activity because of their ability to degrade chitin, a major component of the fungal cell wall, and of targeting ergosterol in the cell membrane of fungi. Thirty-six actinobacteria – of which 32 were Streptomyces – were isolated from WNS-free bats (Hamm et al., 2017) and all strains were able to inhibit or stop the growth of the fungus. It is unknown if these bacteria are antagonists of the fungus in vivo, but they could serve as natural alternative preventive measures or treatment for bats infected with P. destructans. In the future, bacterial strains could be used as biocontrol agents to protect bats exposed to P. destructans.



Eye surface

The eye surface is unique in that it is exposed to the environment but maintains active, both specific and nonspecific, defenses against potentially pathogenic microorganisms of both endogenous and exogenous origin. We found only one study on ocular microbiota in bats (Leigue Dos Santos et al., 2014). Gram-positive bacteria were predominant and coagulase-negative Staphylococci were the most frequently isolated from healthy bat eyes. Only four species of Gram-negative bacteria were isolated (Table 1).



Oral cavity

Differences in pH and buffering capacity in saliva were observed in bats resulting from the different diets (Dumont, 1997). In insectivores, saliva had a significantly higher pH and better buffering capacity than in frugivores. One possible explanation for the higher acidity in the saliva of frugivores could be the protection against potentially harmful microorganisms (Dumont, 1997). The composition and bacterial diversity in the oral and anal regions of frugivorous, nectivorous and hematophagous bat species was characterized in relation to the different diet (Galicia et al., 2014). Among the bacteria that were found, the predominant phylum was Proteobacteria with the family Enterobacteriaceae. Statistically significant differences were found between oral and anal samples. Furthermore, different bacterial specificity was observed in nectivores and frugivores in comparison with sanguivores (Table 1). These differences can be explained by the type of diet and/or by the transfer of bacteria from their preys (Galicia et al., 2014). Various Staphylococcus species were identified in oropharynx and mouth ejecta in captive fruit bats at Jersey Zoo (Fountain et al., 2019). Staphylococcus saprophyticus and S. aureus were the dominant species. In saliva samples of four African insectivores, the predominant phylum was Proteobacteria with the endogenous genera from the Pasteurellaceae and Neisseriaceae families (Dietrich et al., 2017). Various genera that include human opportunistic pathogens such as Burkholderia and Helicobacter were detected. The potential zoonotic bacterium Bartonella was also detected. The presence of Trypanosoma cruzi in the saliva of four neotropical bat species in northern Peru was also reported (see in protozoa section).



Stomach

The secretion of hydrochloric acid in the stomach is primarily meant to denature proteins and activate pepsinogen to initiate the hydrolysis of peptide bonds. However, the acidic pH environment of the human stomach is also considered as a barrier to the colonization by foreign microbes entering the gastrointestinal tract. It is known that the stomach through its acidity acts as an ecological filter influencing the diversity and composition of microorganisms in the vertebrate gut (Beasley et al., 2015). In other animals, the pH of the stomach seems to derive from the type of food they eat (Beasley et al., 2015). For example, species that feed on carrion or similar organisms should require the most restrictive filter through high stomach acidity, as protection from external microorganisms. In herbivores the gastric environment is alkaline, suitable for cellulose digestion and require a least restrictive filter, as the risk of pathogen exposure is lower. In bats, the entire gastrointestinal tract is anatomically simpler than in other mammals, which allows them a short retention time and a reduction of the carried load during the flight (Makanya et al., 2001). Their digestion occurs very quickly and the passage of food through the gastrointestinal tracts was shown to be rapid. The complexity of the morphology is also related to the diet type (see also in gut section; Gadelha-Alves et al., 2008; Strobel et al., 2015). As an example, frugivores – whose food contains large amounts of water, up to 90% – have high digestive and very high absorptive capacities of the intestine due to an extensive microvillous surface area (Makanya et al., 2001). Furthermore, the stomach of fruit bats is particularly rich in parietal cells (80%–90% of the gastric line). The high secretion of hydrochloric acid would allow a rapid digestive process (Tedman and Hall, 1985). Insectivorous bats have developed an enzymatic adaptation to their diet. Chitin is a major component of the exoskeleton cuticle and the peritrophic matrix of the midgut in arthropods. Insectivores can digest chitin providing energy and nutrients. Indeed, digestive chitinolytic activity was detected in the stomach of several insectivorous bat species. It was observed that these bats produced an acidic mammalian chitinase to metabolize chitin with a higher enzymatic activity in the range of pH 5.0–6.0 (Strobel et al., 2013). Digestive chitinolytic activity was also obtained by microorganisms. Several bacterial genera are known to produce chitinase (Whitaker et al., 2004; Veliz et al., 2017). Although these bacteria are not unique to insectivores, to date chitin-producing bacteria have only been found in bats that feed on insects (Whitaker et al., 2004; Veliz et al., 2017; Wang et al., 2022).

In the gastrointestinal tract of two insectivorous bats, Rhinolophus luctus and Murina leucogaster, a Citrobacter strain producing this enzyme was identified (Sun et al., 2019). Furthermore, in their stomach, the dominant genera were Lactococcus and Paeniclostridium (Clostridium) and Undibacterium and Burkholderia, respectively (Table 1; Sun et al., 2019). In fruit bat Cynopterus brachyotis brachyotis, the Enterobacter and Klebsiella genera – belonging to the Enterobacteriaceae family – were the most common, followed by Bacillus cereus, Pantoea agglomerans (formerly called Enterobacter agglomerans), Enterococcus faecalis and Pseudomonas aeruginosa (Table 1; Daniel et al., 2013).

The detection of a relatively small diversity of bacterial species in the stomach as compared to gut (Daniel et al., 2013; Sun et al., 2019) is probably due to the transient microbiota – bacteria are continuously ingested with food and water from diet – which is largely eliminated due to the low pH of the gastric environment (Strobel et al., 2013). An example, B. cereus is commonly found in the soil while the presence of Ps. aeruginosa in bats is probably due to the contamination of food and water (Daniel et al., 2013).



Gut

Gut is commonly the most abundant site of microbial colonization. Gut microbiota is a dynamic entity with the composition of the microbial community changing quickly in response to modifications of the host diet and it is closely related to host phylogeny (Carrillo-Araujo et al., 2015). The relationship between hosts and their gut microbiota is considered an evolutionary process of mutual adaptations that is key to biological heterogeneity (Carrillo-Araujo et al., 2015). In human, gut microbiota has an important role in digestion and in regulating the immune response (Fan and Pedersen, 2021), while the role of the gut microbiota in influencing the immune function remains largely unexplored. Like in humans (Rodríguez et al., 2015), in bats gut microbiota changes during the development of the organism mostly due to the effects of dietary and lifestyle changes (Gaona et al., 2019b; Xiao Y. et al., 2019; Edenborough et al., 2020; Yin et al., 2020). Microbiota in gut is composed of bacteria, archaea, protozoa, and fungi. In mammals, the different environments and feeding habits have scarcely affected bacterial phyla of the intestinal microbiota. Although there are over a 100 phyla detected in nature, only a few of these are consistently represented in mammals (Baquero et al., 2021). In bats, the dominant phylum is represented by Proteobacteria followed by – with variable percentages depending on the bat species – Firmicutes, Actinobacteria and Bacteroidetes (in bats relatively poor but instead a dominant phylum in other mammals). As example, in insectivores the range of percentages observed was Proteobacteria (up to 90%), Firmicutes (3%–50%), Actinobacteria (0.01%–19%) and Bacteroides (0.02%–4%; Leon et al., 2018; Vengust et al., 2018; Sun et al., 2019, 2020).

In bats, gut microbiota composition is associated to the extremely different feeding strategies that they exhibit, being either insectivory, frugivory, nectarivory, carnivory or sanguivory (Table 1; Dumont, 2007; Carrillo-Araujo et al., 2015; Ingala et al., 2019; Aizpurua et al., 2021). It has been demonstrated that several bacterial pathways, encoded in taxonomically different groups of microorganisms, are correlated with dietary specialization in bats, suggesting a role for bacteria in their ecological diversification (Ingala et al., 2021). The results obtained suggest that bats, across various feeding niches, may rely on their gut microbiota to fulfill essential metabolic roles that are related to the host dietary ecology. It has also been observed that the gut microbiota is affected by seasonal dietary (Xiao G. et al., 2019; Gong et al., 2021). As an example, in avivorous bats, the microbial community adapts to the change of feeding (from insects in summer to birds in spring and autumn), responding to increased energy demand for bird hunting and fat accumulation to hibernate and migrate (Gong et al., 2021). Furthermore, it was also observed that hibernation affects the intestinal microbiota of bats emphasizing a role of gut microbes in adapting hibernating animals to the extreme environment of fasting in winter (Xiao G. et al., 2019). The majority of bats are insectivorous (over 70% globally). Fruit bats, living in tropical areas, eat fruit and leaves, whereas some of them are specialized in a diet of pollen and nectar. In other cases, they eat birds, frogs, small animals, and even other bats. Three species are sanguivores and prey on large mammals like cows, sheep, and horses. This wide range of variation in diet is reflected in the structural features of their digestive system. Some of the major differences are seen in the gastrointestinal tracts (Figures 2A–C; Stevens, 1980; Tedman and Hall, 1985; Yani and Yuliyantika, 2019). As an example, the stomach of insectivores is unilocular and uncompartmentalized and its simplicity is probably due to the easily digestible proteins that constitute their diet (Aylward et al., 2019). The stomach of frugivores is bigger compared with insectivores, and it is relatively complex with compartmentalized areas which allow them to accumulate large quantities of food material (Tedman and Hall, 1985; Abumandour and Pérez, 2017). In the vampire species, the gastrointestinal system is different from the previous ones, and is specialized for a sanguineous diet. Haematophagous bats have a wide geographic range from Mexico to Central and South America, and they are the only mammals that feed exclusively of blood. Therefore, it can be hypothesized that they may carry a peculiar microbiota which can help them with blood digestion. They are represented by three species: Desmodus rotundus (common vampire bat), Diphylla ecaudata (hairy-legged vampire bat) and Diaemus youngii (white-winged vampire bat). Common vampire bat feeds preferentially on the blood from livestock, but also prey on wild animals and humans. Diphylla ecaudata and D. youngii feed on the blood from various birds, including poultry species. Indeed, unlike other mammals, in which the stomach separates the esophagus from the intestine, the vampire bats have a T-shape gastroesophageal-duodenal junction: one branch leads directly to the intestine, the other to the stomach (Figure 2C). The stomach forms a U shape blind-ending tube extremely long and thin (Rouk and Glass, 1970). Furthermore, the main functions of this organ are storage of large volume of blood and high water absorption (Mitchell and Tigner, 1970; Price et al., 2015).
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FIGURE 2
 Gastrointestinal Tract. Schematic for gastrointestinal tracts of insectivorous (A), frugivorous (B), and sanguivorous (C) bats. Arrows point to the esophagus. Scale bar, 1 cm. (A,C) Modified from Stevens, (1980) and (B) modified from Tedman and Hall, (1985).


The composition of the gut bacterial microbiota in phytophagous (both frugivorous and nectivorous) and insectivorous bats was examined in samples of fresh feces (Li et al., 2018). In both bat groups, although with significant percentual differences, the prevalent phylum is the Proteobacteria, with the major family of the Enterobacteriaceae, followed by Firmicutes and Tenericutes (Li et al., 2018). The Enterobacteriaceae family has been recently inserted into the Enterobacterales order. Enterobacterales is a new order which consists of seven families, including Enterobacteriaceae and Yersiniaceae (Adeolu et al., 2016). Unlike the other vertebrates, few members of the phylum of Bacteroidetes were found for both groups. The comparison between bats showed that the representative genera in phytophagous bats were Weissella, Ureaplasma, Klebsiella, Enterobacter and Fructobacillus, whereas the genera Plesiomonas, Enterococcus, Lactobacillus, and Bacillus were distinctive of insectivorous bats (Li et al., 2018).

In the guano of frugivorous Rousettus leschenaulti, the most prominent identified bacteria belong to the Enterobacteriaceae with genera Enterobacter and Escherichia followed by the genus Enterococcus of the Enterococcaceae family (Banskar et al., 2016).

Yersinia enterocolitica and Yersinia pseudotuberculosis are food and waterborne pathogens that cause enterocolitis in humans. They are widely present in the environment and are important zoonotic agents widespread in several animals. Both Yersinia species were isolated from bats (Table 1; Muhldorfer et al., 2010; Imnadze et al., 2020; Hahn et al., 2021). Yersinia enterocolitica was detected in the small intestine and spleen of dead bats (Muhldorfer et al., 2010; Imnadze et al., 2020). It is possible that the bacterium was the cause of death in animals, although this has not been yet elucidated (Imnadze et al., 2020). Yersinia pseudotuberculosis was detected in several organs, including lung, liver, and spleen (Muhldorfer et al., 2010; Hahn et al., 2021). Although the role of wild animals as reservoir hosts for Yersinia sp. is well known, in bats it has to be better clarified (Muhldorfer et al., 2010; Imnadze et al., 2020; Hahn et al., 2021).

Campylobacter is among the most common etiological agents of acute diarrhea in humans worldwide. Campylobacteriosis is an important foodborne zoonotic disease and is frequently related to handling and consumption of poultry meat (Igwaran and Okoh, 2019). Livestock animals, in particular poultry, are the major reservoir of Campylobacter species. Campylobacter was isolated and identified in rectal swab samples from the frugivorous Rousettus amplexicaudatus, resulting to be the second most predominant genus within the species Campylobacter jejuni and Campylobacter coli (Table 1; Hatta et al., 2016). Viable but non-culturable (VBNC) cells are living bacteria that do not either grow or divide on conventional laboratory media and do not develop into colonies (Li et al., 2014). The VBNC state is an adaptative strategy for extended survival of bacteria under stressful conditions. This state may be reversible, and it has been described for several human bacterial pathogens. Campylobacter jejuni remains in the environment, especially in water, in this VBNC state. It has been observed that the recovery of C. jejuni VBNC forms to culturability was obtained by passage through the mouse intestine (Baffone et al., 2006). Thus, R. amplexicaudatus may be a carrier of C. jejuni and it could be transmitted from bats to humans via water contaminated by their feces.

Considering the difficulty to obtain samples directly from wild individuals, a comparison between directly and indirectly collected samples was made to determine whether indirect sampling would produce results similar to direct sampling (Dietrich and Markotter, 2019). The results obtained showed that even if the sampling approach influenced the microbiota composition – i.e. cross-contamination in both methods or temporal sampling – niche specialization among excreta was well assessed by both methods (Dietrich and Markotter, 2019). Furthermore, significant differences in alpha-diversity microbial composition between small and large intestine and feces samples was observed in two insectivorous species supporting that fecal samples cannot be used as microbial inventories in other gut regions (Wu et al., 2019). Similar results were also obtained in another work suggesting that intestinal and fecal sampling methods are non-fungible (Ingala et al., 2018b). Although the two methods could give different information about the host, fecal samples are frequently used as surrogates for gut microbiota for several reasons (Ingala et al., 2018b; Tang et al., 2020). They are naturally collected, inexpensive, repeatable, and especially non-invasive. Moreover, it is not always possible to collect gut microbiota samples because several bat species are endangered, and they are protected by law in many countries.

Anaplasma phagocytophilum is an obligate intracellular Gram-negative bacterium and it is the etiological agent of human granulocytic anaplasmosis and tick-borne fever in domesticated animals (Jaarsma et al., 2019). The main vectors of bacterium are ticks of the Ixodes ricinus complex. Although numerous wildlife species can be infected, the consequence of A. phagocytophilum on their health is not known. The bacterial DNA of A. phagocytophilum was detected in the guano of 63 members of insectivorous Rhinolophus hipposideros (Table 1). Authors suggested that the high fecal DNA prevalence of the microorganism could be due to persistent infection but also to the consumption of insect preys carrying bacteria (Afonso and Goydadin, 2018). In this case, bat guano could be used as a bioindicator of the spread of A. phagocytophilum in the environment.

Aeromonas hydrophila was found in fecal samples of the sanguivorous D. rotundus (Table 1; Müller et al., 1980; Galicia et al., 2014). In humans, Aeromonas species cause gastrointestinal diseases as well as extraintestinal infections such as wound infections and septicemia. These microorganisms are ubiquitous in fresh and salty water. Like in other sanguivorous animals, Aeromonas appears to be necessary to digest blood meals producing proteolytic enzymes for decomposing its different components. It was observed that in young vampire bats, during the change from mothers’ milk to blood, coprophagy is common (Müller et al., 1980). These practices appear to be the natural way for inoculation of their intestine with the bacterium.



Kidney

Leptospira – a genus of the Leptospiraceae family – is the etiological agent of leptospirosis that affects humans and animals. In humans, it causes a wide range of symptoms, and, in a second phase, it can lead to systemic severe illness up to multi-organ involvement. Leptospirosis outbreaks are associated with the presence of reservoir animals or accidental hosts that excrete the bacteria in their urine contaminating the environment. Leptospirosis is considered a public health problem in developing countries. Several studies have identified Leptospira spp. in bats (Table 1; Vashi et al., 2010; Bai et al., 2017; Dietrich et al., 2017; Ballados-González et al., 2018; Torres-Castro et al., 2020). The role of the bats as potential carriers of the Leptospira genus has been recognized (Vashi et al., 2010; Ballados-González et al., 2018). It has recently been observed that – on the basis of histopathological examination of bat renal tissue – the presence of inflammatory lesions were not significantly correlated with the presence of Leptospira in the kidney (Bevans et al., 2020). These results suggested that the animals were asymptomatically infected with the bacterium, supporting the hypothesis that bats’ kidneys may be reservoirs for zoonotic Leptospira (Bevans et al., 2020).

Recently, similar results were obtained analyzing bat kidney microbiota composition with metagenome analysis (Ramos-Nino et al., 2021). Several genera were identified, such as Leptospira and Escherichia coli. Furthermore, histopathological examination of the kidneys suggested that the bats analyzed were healthy and no lesions were observed. In accordance with previous results, the bats’ kidney can carry potential human pathogens (Ramos-Nino et al., 2021).

Listeria monocytogenes is an environmentally ubiquitous, intracellular bacterium that is pathogenic to humans and several animals. The disease is primarily transmitted by consumption of contaminated food. Listeria monocytogenes has been isolated from several wild animals, including bats (Höhne et al., 1975; Povolyaeva et al., 2020). To investigate the potential of L. monocytogenes to infect cells of bats, it was developed an ex vivo bat kidney epithelial cell line of Pipistrellus nathusii (Povolyaeva et al., 2020). The obtained data showed that L. monocytogenes invades and reproduces in bat kidney cells suggesting a similar mechanisms to those in humans (Povolyaeva et al., 2020).



Blood

Several different hemiparasites have been observed in the blood of bats, including Bartonella, hemoplasmas, and trypanosomes protozoa. Protozoa will be discussed later.

Hemotropic mycoplasmas – of the genus Mycoplasma within the Tenericutes phylum and known as hemoplasmas – are pleomorphic, cell wall-less, uncultured, epicellular bacteria that parasitize erythrocytes in a wide range of vertebrate animals, including humans. Hemoplasmas can cause acute hemolytic anemia and several chronic diseases in hosts. The transmission route of bacteria includes blood-sucking arthropod vectors or transfer of infected blood. Hemoplasmas were identified in several hematophagous and non-hematophagous bat species (Table 1). The presence of hemoplasmas in the saliva of hematophagous bats suggests the possibility of direct transmission by biting, feeding on prey or social contact (Volokhov et al., 2017; Correia Dos Santos et al., 2020). In non-hematophagous bats, hematophagous arthropod vectors are considered the main form of transmission (Correia Dos Santos et al., 2020). It has been suggested that hemoplasma infection in bats is common and subclinical (Mascarelli et al., 2014; Millán et al., 2015). Furthermore, the strains are in close phylogenetic relationship with a human disease-causing microorganism, suggesting a role of bats as a natural reservoir of zoonotic pathogens (Mascarelli et al., 2014; Millán et al., 2015; Descloux et al., 2021).

Bartonella genus is a facultative intracellular Gram-negative, usually vector-borne bacteria, that colonize the endothelial cells and erythrocytes of several mammals, including humans and bats (Stuckey et al., 2017b). They are extremely heme-dependent, due to an inability to synthesize siderophore and to have a complete iron Fe+3 transport system (Biville and Liu, 2013). Members of the genus Bartonella have adapted to survive in a wide range of domestic and wild mammals without evidence of disease. Bartonella strains were described in both hematophagous and non-hematophagous bats and their arthropod ectoparasites (Table 1; Bai et al., 2017; Stuckey et al., 2017a,b; André et al., 2019; Corduneanu et al., 2021). The prevalence of strains was isolated from blood and other organ samples of D. rotundus and D. ecaudata probably due to their exclusive diet favorable to iron-deficient bacteria (Stuckey et al., 2017b; André et al., 2019). Bartonella has also been isolated in saliva samples suggesting that the bacterium could be transmitted between bats through behaviors that involve the transmission of saliva, such as biting and grooming (Dietrich et al., 2017).




Fungi

The first report on the relationship between bats and fungi is from 1958 (Emmons, 1958). Afterwards, several fungi with both filamentous and yeast-like morphologies were recovered from bats (Botelho et al., 2012; Li et al., 2018; Ludwig et al., 2021).

It has been previously reported that the diversity of gut bacterial communities in bats are closely related to dietary changes. Fungi from bat gut are less studied. Recently, it has been demonstrated that the gut fungal communities are significantly affected by the dietary habits of the host, especially the gut mycobiota of phytophagous (frugivorous and nectarivores) bats as compared to insectivores (Li et al., 2018). This is probably due to the preference of frugivores to eat mature fruits. Indeed, considering that fungi are involved in fermentative processes, the fermented fruits may be the primary source of the fungi. Fungi were detected in all the fecal samples tested, and the prevalent phyla were Ascomycota and Basidiomycota. The number of fungi in the feces of phytophagous bats was relatively higher than in insectivores. Most of the fungi are foodborne and are also pathogens of humans and other animals.

Pseudogymnoascus destructans is the etiological agent of white-nose syndrome (WNS) responsible for the death of millions of bats in North America (Hoyt et al., 2021). It is a psychrophilic fungus that infects the skin of bats during the winter season while they are in hibernation. The fungus can invade the living tissue of the animal causing the characteristic severe skin lesions. Molecular studies indicated that P. destructans is native of Eurasia, suggesting a recent introduction of this fungus in North America (Fritze et al., 2021). In Europe, P. destructans is not associated with mass mortality indicating that European bats may have evolved an effective immune defense (Fritze et al., 2021). The disastrous population reduction in North America bat communities could persist for many decades, also considering the slow growth rate of these animals. Therefore, it is necessary to focus on research to prevent spread and mitigate impacts. At present, methods to prevent WNS are limited (Hoyt et al., 2021). Bat skin microbiota is also strongly influenced by complex and interacting factors and the skin microbiota can influence the growth of other microorganisms (Hoyt et al., 2015; Hamm et al., 2017; Lemieux-Labonté et al., 2017; Li Z. et al., 2021). As previously reported, bacteria present on the skin may play a key role in counteracting the progression and outcome of the disease (León et al., 2009; Hoyt et al., 2015, 2019; Cheng et al., 2017; Hamm et al., 2017; Grisnik et al., 2020; Li A. et al., 2021; Li Z. et al., 2021).

Bat skin bacteria could be used as biocontrol agents to influence the disease outcomes and thereby protect bats exposed to the fungus (Cheng et al., 2017; Hoyt et al., 2019). Hoyt et al. have tested the efficacy of Pseudomonas fluorescens as a probiotic bacterium to reduce the effects of WNS on caged and free-flying Myotis lucifugus (Hoyt et al., 2019). The results suggested that P. fluorescens could be a useful tool to reduce the impacts of WNS. Testing the efficacy of P. fluorescens on WNS on other species would be important considering that there are species – such as Myotis septentrionalis – at risk of extinction due to P. destructans.

It has also been reported that some yeast strains isolated from bat wings in western North America are strongly associated with resistance to WNS (Vanderwolf et al., 2021b). These microorganisms were tested for P. destructans-antagonistic properties by spore germination and growth inhibition/competition assays, and their ability to inhibit P. destructans in vitro was confirmed. Similar results were obtained with yeasts isolated from bat wings in eastern North America (Vanderwolf et al., 2021a).

Histoplasma capsulatum is a dimorphic pathogenic fungus of mammals, which causes pulmonary and systemic infections in humans, and it is acquired via inhalation of the fungal spores. Histoplasma capsulatum is commonly found in soil associated with great amounts of birds’ droppings or to bats guano. Histoplasmosis is an endemic mycosis and it is a common opportunistic infection among patients with advanced AIDS or weakened immune system for other reasons (Myint et al., 2020). Association of bats with histoplasmosis dates back to the late 1950s (Emmons, 1958). Indeed, bats are considered as the main reservoirs and dispersers of this fungus in the environment (Taylor et al., 2012). Moreover, it was observed that subjects occupationally exposed to bat sites, have high risk of infection and can develop severe clinical forms of histoplasmosis (Santos et al., 2013). Histoplasma capsulatum has been identified and isolated in several bat species (Dias et al., 2011; González-González et al., 2014; da Paz et al., 2018; Vite-Garín et al., 2021). A co-infection with H. capsulatum and Pneumocystis spp. was also observed (Table 2; González-González et al., 2014). Histoplasma capsulatum and Pneumocystis share several features, such as low pathogenicity in healthy hosts and severe disease in immunocompromised hosts; they use the respiratory portal of entry and have the ability to disseminate from the lungs to other organs (González-González et al., 2014). Pneumocystis is a genus of closely related unicellular fungi of low virulence found in the lungs of humans and several mammals.



TABLE 2 Taxonomic distribution of commonly widespread eukaryote in bats.
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The Candida genus comprises a heterogeneous group of opportunistic yeast Ascomycota in the normal microbiota of the mucosa oral cavity, the gastrointestinal tract and vagina in healthy people (Sardi et al., 2013). In immunocompromised conditions, they are responsible for several types of human disease from local mucocutaneous overgrowth to invasive systemic infections. Several studies on Candida spp. are also reported from bats (Table 2; Botelho et al., 2012; Brilhante et al., 2016; Li et al., 2018). As an example, five species of the genus Candida were identified in the feces of seven urban frugivorous bats, in different areas of Londrina city in Brazil (Botelho et al., 2012). Furthermore, several fungal genera were isolated in an urban forest fragment in Sinop city in Brazil (Ludwig et al., 2021). In different bats – prevalently insectivores – both filamentous and yeast fungi such as Aspergillus spp., Fusarium spp. Cryptococcus spp. and Candida spp. which may cause opportunistic infections in humans were isolated (Table 2; Ludwig et al., 2021). The presence of bats in an urban area suggests that the environment can be contaminated with their feces and that inhabitants are exposed daily to these microorganisms (Botelho et al., 2012; Ludwig et al., 2021).



Archaea

Unlike in humans where archaea are naturally occurring components of the human gut microbiota (Gaci et al., 2014), there is no evidence that these microorganisms are present in bats. In a previous paper, diverse archaeal communities in bat guano were identified and sequenced, but whether these microorganisms are also present in the bats gut is presently unknown (Chronáková et al., 2009). However, the use of appropriate archaea-specific primers could lead to the identification of these microorganisms which would otherwise be difficult (Hathaway et al., 2021).



Protozoa

Protozoa are eukaryotic unicellular microorganisms found widespread in several habitats. Protozoan infections range from asymptomatic to severe diseases, depending on the parasite and the resistance of the host. In humans, the major protozoan diseases are malaria, leishmaniasis, toxoplasmosis, trypanosomiasis, and cryptosporidiosis. Bats are also hosts of several protozoan species for some of which they are considered reservoirs. To date, no correlation between humans and bats on malaria has been observed. Infections in humans are caused by six species of the Plasmodium genus of the Haemosporidia order (Sutherland and Polley, 2017). However, several other malaria-related haemosporidian parasites are present in wildlife populations, including bats (Perkins and Schaer, 2016).

Toxoplasma gondii is a zoonotic, obligate intracellular protozoan parasite that causes the disease toxoplasmosis and it has a worldwide distribution (Attias et al., 2020). The microorganism infects several species of warm-blooded animals, including humans. Humans usually become infected through the ingestion of protozoan cysts in contaminated meat. Toxoplasma gondii may be also transmitted vertically passing to the fetus via the placenta and it is associated with miscarriage and severe birth defects. Studies about the role of bats in toxoplasmosis are limited. Information about the presence of T. gondii in bats were obtained through detection of antibodies and of the DNA of the microorganism (Yang et al., 2021). Viable parasite was isolated – through inoculation in mice – from heart and pectoral tissues of an insectivorous and a hematophagous bat (Table 2; Cabral et al., 2013). Molecular techniques were used to genotype the samples. The two genotypes isolated in bats had already been described previously in other wild and domestic animals suggesting the circulation of the strains in some geographic areas.

Leishmaniasis is a tropical disease typical of numerous mammals, including humans (Gradoni, 2018). At least 20 recognized Leishmania species are pathogenic to humans, and they are primarily transmitted by the bite of an insect vector of the genera Phlebotomus and Lutzomyia. In humans, visceral and cutaneous leishmaniasis are the major clinical forms prevalent worldwide (Gradoni, 2018). Bats were identified as potential reservoirs of several Leishmania species such as L. braziliensis, L. mexicana, L. infantum, and L. amazonensis (Maia et al., 2018; Vieira et al., 2022). In several studies, the protozoan was detected in liver, spleen, and skin. Recently, Leishmania was also detected in blood samples (Vieira et al., 2022). It has been observed that Leishmania infection rates were higher in frugivorous bats (Table 2).

Trypanosoma genus comprises hematophagous protozoans distributed worldwide than can infect several mammals. In humans, trypanosomiasis are chronic diseases that are endemic in parts of Africa and South America. African trypanosomiasis, caused by the subspecies Trypanosoma brucei rhodesiense and Trypanosoma brucei gambiense, is transmitted by the hematophagous tsetse fly and causes meningoencephalitis in which somnolence is a prominent characteristic. In bats, the subspecies Trypanosoma brucei brucei has been detected, a parasite primarily of cattle and occasionally of other animals, where it causes similar neurological disorders (Cai et al., 2019). American trypanosomiasis – or Chagas disease – is caused by Trypanosoma cruzi that is mainly transmitted to mammals by infected feces of blood-sucking bugs. As insects bite the hosts they defecate, and protozoans enter through the skin wound. The disease is associated with a frequently asymptomatic chronic phase, which can last for decades, and a highly mortal acute phase with cardiac, neurological, and gastrointestinal complications. The protozoan is also transmitted by eating infected triatomine insects or their feces.

Several species of bats have been reported as hosts of T. cruzi (Hodo et al., 2016; Nichols et al., 2019; Bergner et al., 2021; Torres-Castro et al., 2021; Quiroga et al., 2022). For instance the presence of T. cruzi in the saliva of four Neotropical bat species in northern Peru was reported (Table 2; Bergner et al., 2021). Two of them are hematophagous bat species, and given the regional significance of Chagas disease, authors underlined the need for further research into the potential risk of zoonotic transmission directly from bat bites. T. cruzi was also detected in a migratory bat species in Oklahoma (Nichols et al., 2019; Table 2). Endemicity of the protozoan in Oklahoma is probably due to the annual migration of these bats from Mexico. Several other species of Trypanosoma genus have been detected in bats and they are exclusive of bats and other animals (Sato and Mafie, 2022).

Cryptosporidium spp. and Giardia duodenalis are common etiological agents of diarrheal diseases in humans and animals worldwide (Dixon, 2021; Ryan et al., 2021). Transmission of both parasites occurs by the fecal-oral route through direct contact with infected humans or animals, or indirectly (via water or food). Numerous Cryptosporidium species and genotypes that have been identified are able to infect humans. In humans, Cryptosporidium parvum and Cryptosporidium hominis are the most relevant species (Ryan et al., 2021). Several Cryptosporidium species have been detected in bats (Kváč et al., 2015; Schiller et al., 2016; Li et al., 2019; Adhikari et al., 2020). In particular, the human pathogenic C. parvum was identified in two insectivores bats from United States and Czech Republic areas (Table 2; Kváč et al., 2015). Furthermore, the presence of human specific C. hominis in captive flying foxes in Australia was reported (Table 2; Schiller et al., 2016). Although the role of bats in the transmission of Cryptosporidium spp. to humans remains to be clarified, these results highlight the potential for transmission of these microorganisms. Finally, although giardiasis is a very common disease in humans as well as in a large number of mammals, little is known about the presence of Giardia species in bats (Adhikari et al., 2020).

Figure 3 illustrates the microorganisms at genera level, according to the various body sites where they were found, discussed in this work.
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FIGURE 3
 Microbial diversity in bats. A compilation of microorganisms at genera level in various body sites. Intestinal tract: blue, frugivores and nectivores; black, insectivores; red, sanguivores.




Antimicrobial resistance in bats

Antimicrobial resistance (AMR) is a major and increasing global healthcare problem. The misuse or excessive use of many antibacterial drugs in both healthcare and agriculture are considered to be the main drivers of antimicrobial resistance (Dadgostar, 2019). Over time, antimicrobial drugs become ineffective, and infections become progressively difficult or impossible to treat (e.g., Extensively Drug-Resistant Tuberculosis). AMR may be also considered as an ecological problem and is characterized by complex interactions between humans, domestic and wild animals and the environment (McEwen and Collignon, 2018). AMR is one of the most relevant areas of work of the “One Health” approach (Figure 4). One Health is a healthcare approach based on the integration of various fields of science. It is based on the recognition that human health, domestic animals and wildlife health, and environmental health are indissolubly linked (McEwen and Collignon, 2018). Although wildlife species can naturally harbor antibiotic resistant bacteria, they are not normally exposed to antibacterial drugs and can acquire resistant bacteria through contact with humans, livestock, domestic animals and the environment (Kozak et al., 2009). Selective pressure exerted by humans may increase the potential for wild animals to carry emerging resistant bacteria and support their dissemination (Dolejska, 2020). Indeed, it has been observed that animals living in close contact with humans are more likely to carry resistant bacteria than those in areas with limited or absent anthropogenic activities.
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FIGURE 4
 Schematic representation of antimicrobial resistance transmission pathways between anthropogenic and natural ecosystems.


AMR was also observed in synanthropic bats, which can contribute to the spreading of resistant bacteria in the environment as well as to transmit them to humans. Bats have adapted to living in close proximity to human connected with their life cycle and habitat. Multi-resistant bacterial strains were isolated and identified in bats (García et al., 2020;Nowakiewicz et al., 2020; McDougall et al., 2021; Obodoechi et al., 2021; Benavides et al., 2022). Although different bacteria are important in terms of antimicrobial resistance in humans, extended-spectrum beta-lactamases (ESBL) producing Gram-negative bacteria like E. coli are considered key indicator pathogens to study the evolution of multi-resistant bacteria in the environment and wildlife (Radhouani et al., 2014). ESBL-producing E. coli isolates from bats are reported worldwide (Nowakiewicz et al., 2020; McDougall et al., 2021; Obodoechi et al., 2021; Benavides et al., 2022). ESBLs are enzymes that confer resistance to most beta-lactam antibiotics, including penicillins and cephalosporins. Infections with ESBL-producing microorganisms have been associated with poor outcomes. Genes encoding resistance against various antibacterial agents, such as aminoglycosides and trimethoprim, were also detected (McDougall et al., 2019). The relationship between ARM and the selective pressure of anthropogenic activities is confirmed by the observation that in bats living in uncontaminated areas a lower number of resistant bacteria was found (Cláudio et al., 2018).



Bat host–microbe interactions: Health or disease

Immunological tolerance is the ability of the immune system to coexist with potentially antigenic self-molecules, cells, and tissues (Abul et al., 2019). The immune system is also tolerant against products of commensal microbes that live in symbiosis with the host. In humans, the gut microbiota aids in the digestion and absorption of foods and prevents overgrowth of potential pathogens. The immune system can recognize these microorganisms and does not react against them. Also, intestinal microbiota is an important player in health and disease (Fan and Pedersen, 2021). In bats, immunological tolerance has been observed against viral infections (Guito et al., 2021; Irving et al., 2021; Sia et al., 2022). In this case, the immune response is not directed primarily against the pathogen through an inflammatory response, but instead at limiting host tissue damage caused by pathogen and activating tissue repair mechanisms. Recent studies on the bat immune system have highlighted a possible link between the evolution of flight in bats and viral persistence (Subudhi et al., 2019). Furthermore, it has been suggested that the bat gut microbiota could contribute to immunological tolerance to viruses (Luo et al., 2021, 19; Popov et al., 2021). However, the exact mechanisms have not been yet revealed.

The host-microorganism interaction is a dynamic process in which each one acts to maximize its survival. The host-associated microorganisms are influenced by various surrounding conditions, including host conditions, abiotic factors, different food habits and interactions between them (Figueiredo and Kramer, 2020). The composition and diversity of microbial species will vary according to the characteristics of the host and the environment. While most of interactions between hosts and microorganisms do not result in disease, the relationships can have a negative effect – i.e., involving a molecular and cellular response – on host performance (Figueiredo and Kramer, 2020). In humans, gut microbiota is involved in several metabolic diseases (Fan and Pedersen, 2021). Like in humans and other animals, gut microbiota in bats plays an important role in digestion, immunity, and health. Recently, it has been observed that bats with specialized diets may partially rely on their gut microbiota to satisfy or increase critical nutritional pathways, including essential amino acid synthesis, fatty acid biosynthesis, and the generation of cofactors and vitamins essential for proper diet (Ingala et al., 2021).



Conclusion

As highlighted in the previous paragraphs, bats are unique among mammals in many ways, if we consider their distinguishing features such as the ability to fly, the different feeding strategies and their world-wide distribution. Here we have focused on the bats microbiota and tried to offer a comprehensive view of the current knowledge about the microorganisms that live together with bats, and their distribution in bats tissues, an issue that we feel is currently understudied especially if we compare it with the wide literature available on bats’ viruses. This gap may be the result of the fact that many of the microorganisms that were found in the different bats body districts are uncultivable in vitro, despite the newest progresses.

However, further studies on bat microbiota are really in demand in view of their epidemiological significance. Indeed, we have highlighted that the more deeply we go into the knowledge of microorganism that populate bats organs, the more pathogens to humans and livestock we identify. Furthermore, given the anthropocentric modifications that we are continuously pursuing to the environment, our promiscuity with the different bats species is ever increasing, and this makes us every day more exposed to the above-mentioned pathogens, with the consequent local or global health problems arising from transmissible infections.

Under this light we anticipate that particular attention will have to be devoted to the identification of AMR in bats. Indeed, bats may be among the main species contributing to the spreading of resistant bacteria in the environment and, consequently to humans, both through the food chain or direct contact. A deeper knowledge of bats microbiota, especially of those that are in closer contact with humans, may therefore help in preventing difficult-to-treat bacterial infections.
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Spread of antibiotic resistance is a significant challenge for our modern health care system, and even more so in developing countries with higher prevalence of both infections and resistant bacteria. Faulty usage of antibiotics has been pinpointed as a driving factor in spread of resistant bacteria through selective pressure. However, horizontal gene transfer mediated through bacteriophages may also play an important role in this spread. In a cohort of Tanzanian patients suffering from bacterial infections, we demonstrate significant differences in the oral microbial diversity between infected and non-infected individuals, as well as before and after oral antibiotics treatment. Further, the resistome carried both by bacteria and bacteriophages vary significantly, with blaCTX-M1 resistance genes being mobilized and enriched within phage populations. This may impact how we consider spread of resistance in a biological context, as well in terms of treatment regimes.
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Introduction

The increased use of antimicrobials and development of resistance is at an alarming rate (Aslam et al., 2018). The emergence and spread of antimicrobial resistance has been listed by the WHO as one of the major threats to global health security (Roberts and Zembower, 2021). Specifically developing countries have high prevalence of multidrug resistant bacteria (Ayukekbong et al., 2017). Tanzania, being a developing country, has rapidly grown its economy during the last decade (Mrema et al., 2015) but has also seen a significant rise of antimicrobial resistance in particular due to the inappropriate use of antimicrobials in both the human and animal sectors (WHO Joint External Evaluation of IHR Core Capacities of the United Republic of Tanzania, 2017). Recent prevalence studies of antibiotic usage in Tanzania documented a high usage for children and patients admitted to surgical and pediatric wards (Seni et al., 2020). Such prescription was not based on culture-testing or antimicrobial susceptibility testing, but was commonly prescribed without any tests. Similarly, an excessive usage of third-generation cephalosporins (ceftriaxone) among hospitalized patients could be detected in 51.1% (322/630) individuals (Seni et al., 2020). The emergence and spread of multidrug resistant bacteria to both first- and second-line drugs (e.g., amoxicillin, chloramphenicol, trimethoprim-sulfamethoxazole, extended-spectrum cephalosporins, and fluoroquinolones) is well documented in Tanzania (Moremi et al., 2016). The rate of extended spectrum beta-lactamase (ESBL) producing Escherichia coli and MRSA has been increasing at an alarming rate (Moremi et al., 2014; Katale et al., 2020), with high prevalence of also other resistance genes [blaCTX-Ms (45.7%), SCCmec type III (27.3%), IMP types (23.8%); Katale et al., 2020], with resistance to third generations cephalosporins ranging from 26 to 100% in parts of Tanzania (Masinde et al., 2009; Mushi et al., 2014; Ampaire et al., 2016; Moremi et al., 2016; Sonda et al., 2019). Likely these numbers are however too low due to lack of appropriate microbiological diagnostic capacity and infrastructure in most clinical settings, as well as inadequate resources to implement national wide surveillance programs (Katale et al., 2020).

Usage of antibiotics is however not only adding selective pressure for resistant bacteria but has also been shown to be a key factor for induction of temperate bacteriophages and spread of resistance through transduction (Stanczak-Mrozek et al., 2017). An earlier in vivo study in mice by Modi et al. demonstrated the impact of antibiotics at subclinical concentrations to induce bacteriophages carrying resistance genes, able to transduce sensitive bacteria (Modi et al., 2013). Similar effects have been detected in humans undergoing antibiotic treatments with increased abundance of bacteriophages carrying resistance genes (Abeles et al., 2015). However, the latter study was very limited in number of patients included (n = 4). There is therefore a need to investigate such putative induction in higher resolution. We recently described how the presence of specific protozoa (Entamoeba gingivalis) can affect the oral microbial diversity (Stensvold et al., 2021). Herein, we study alterations of microbial diversity and prevalence of antibiotic resistance carrying bacteriophages in a Tanzanian patient group undergoing antibiotic treatment.



Materials and methods

A cross-sectional study was carried out in June 2019 at Tanga Regional Referral Hospital, Tanzania. The study was approved by the Medical Research Coordinating Committee of the National Institute for Medical Research (NIMR MRCC; reference number, NIMR/HQ/R8.a/Vol.IX/3079). Inclusion criteria for individuals entailed age (18 years or above), no usage of antibiotics during the last 3 months, a medical condition treated with oral antibiotics for at least 3 days (patients only) and with full mental capacities. Individuals were excluded from the study if they had non-infectious immune-modulating sicknesses. All individuals signed a written informed consent before enrolment in the study. The study enrolled 25 patients, who had been prescribed oral antibiotics (3–10 days) for treatment of non-oral infections, and 26 patients at the hospital who had not received antibiotics (e.g., non-infectious reasons for hospitalization for 3–10 days). Saliva samples (5 ml) were collected on day 0 (hospitalization day) and day 3. For all samples, information on age, gender, and treatment was available.


Bacterial and bacteriophage DNA isolation

Bacterial DNA was isolated using Norgen’s Saliva DNA preservation and isolation kit (Norgen Biotek Corp., Thorold, ON, Canada). For bacteriophage DNA preparations, saliva samples were centrifuged (10,000 g 10 min), and the supernatant passed through sterile filters (0.22 μm) to remove bacterial contaminants. The samples were then processed using a phage DNA isolation kit (Norgen Biotek), according to manufacturer’s instructions, including addition of DNAse I and heat-inactivation thereof. DNA was quantified with Qubit fluorimeter (Life Technologies, Carlsbad, CA, United States).



16S/18S amplicon-based microbiome analysis

Amplicon-based microbiome analysis was done as previous described (Ring et al., 2017). Library preparation was performed by Nextera XT DNA Library Preparation (Illumina inc., San Diego, California, United States), and Illumina sequencing was performed on the Hiseq system (Illumina) according to the manufacturer’s instructions. DNA was amplified using a two-step PCR using custom 341F/806R primers targeting the V3-V4 16S regions, and three primer sets targeting the hyper-variable regions V3-V4 of the 18S rDNA gene, and amplicons were sequenced on the Illumina MiSeq (Illumina) using the V2 Reagent Kit.



Detection of resistance genes by metagenomic long-read sequencing

DNA was prepared for sequencing using Oxford Nanopore Technologies’ Rapid PCR Barcoding Kit (SQK-RPB004) with the following modifications to the manufacturer’s instructions: Double volume of template DNA and “FRM,” as well as 25 PCR cycles instead of 14. DNA libraries were sequenced in R9.4.1 flow cells (FLO-MIN106) in a MinION (Oxford Nanopore Technology) connected to a MinIT with MinIT Release 19.12.5 (MinKNOW Core 3.6.5, Bream 4.3.16, and Guppy 3.2.10). Raw reads were basecalled with the “Fast” configuration of the algorithm. Basecalled reads were analyzed with the mapping tool KMA (K-Mer Aligner; Dillip et al., 2018) version KMA-1.2.22 with the following parameters adapted for nanopore data: “-mem_mode -mp 20 -mrs 0.0 -bcNano -and.” KMA were used for mapping against the following databases https://www.arb-silva.de/no_cache/download/archive/release_132/Exports/Archaea (16S & 18S rRNA from bacteria, archaea, and eukarya), https://www.cbs.dtu.dk/public/CGE/databases/KmerFinder/version/20190108_stable/ (Fungi, plasmids, and protozoa), https://www.cbs.dtu.dk/public/CGE/databases/KVIT/version/20190513/ (viruses), as well as ResFinder database (2020-04-08) and PlasmidFinder (2020-04-02).

Dehumanization of the raw reads was performed using Minimap2 against the hg38 human genome reference. Reads unmapped to the human genome were extracted using samtools 1.9 with parameter -f4. All data were uploaded to the ENA browser under accession PRJEB55897 (primary) and ERP140841 (secondary), and can be found in Supplementary File 1.



Bioinformatics analysis of sequence data

Bioinformatics was done using BION,1 a newly developed analytical semi-commercial open-source package for 16S rRNA and other reference gene analysis, classifying mostly to species level. The pipeline accepts raw sequence and includes steps for de-multiplexing, primer-extraction, sampling, sequence- and quality-based trimming and filtering, de-replication, clustering, chimera-checking, reference data similarities, and taxonomic mapping and formatting. Non-overlapping paired reads are allowed for analysis, and BION is often accurate to the species level.



Statistics of sequence data

Analysis of microbiome composition was performed in R version 4.0.32020-10-10 using the packages phyloseq v.1.24.2 and vegan v.2.5-2. Figures were created using ggplot2 v.3.2.0 and plotly v.4.8.0. In the bar plot, taxa were merged to genus level by agglomerating counts within each genus. Alpha-diversity of samples as well as relative abundances of individual genera were compared between groups with Mann–Whitney rank sum tests and adjusted for multiple testing using Bonferroni correction. Differences between groups were assessed with bar plots and Principal Coordinates Analysis (PCoA) plots using Bray-Curtis distances and tested with a permutational multivariate ANOVA (PERMANOVA), “adonis” from the package “vegan” v.2.5-2.



ddPCR amplification of resistance genes

A PCR reaction was prepared according to BioRad’s 2xddPCR Supermix for probes (no dUTP) instructions (BioRad). Droplets were prepared and analyzed in a QX200 ddPCR system and evaluated with quantasoft 1.7. The PCR reaction was conducted in a BioRad C1000 thermal cycler, following standard cycling settings. For bacteriophage DNA, a ddPCR targeting 16S was routinely included to confirm a low or absent presence of contaminating bacterial DNA. Prevalence of <100 gene copies of 16S per 6 ng viral DNA was deemed acceptable. Primers used for the reactions can be found in Table 1.



TABLE 1 ddPCR-primers used in the study.
[image: Table1]




Results


Individuals with ongoing infection differs in microbial composition in the saliva

In total, 51 individuals visiting the hospital due to infection [n = 25, patient d(0)] or due to non-infectious illness [n = 26, control d(0)] were enrolled in the study and DNA from saliva isolated. The patients were treated for a diversity of infections, including urinary tract infections, otitis media, pelvic inflammatory disease, gastritis, pneumoniae, and pyomyositis. Three days after initial check-up, individuals were tested again for possible changes in the microflora (d3). Four individuals in the infection group did not receive antibiotics, and additionally five individuals from that group did not leave a second sample. One individual from the control group failed to leave a follow-up sample on day 3. Patient information can be found in Table 2.



TABLE 2 Patient information.
[image: Table2]

The microbiome was significantly different, with control individuals having less prokaryotic diversity, both in alpha and beta (Figures 1B,C) compared to the patients undergoing antibiotic treatment. The control group had minor, but significant, changes in the flora over the course of the analysis, in particular in Selenomas (p = 0.001), Streptococcus (p = 0.002), and Propionibacterium (p = 0.02). Similarly, the patient group had minor changes over the course of the analysis, in particular in Propionibacterium (p = 0.005) and several species of Clostridiales (p = 0.006–0.008; Figures 1A,D). More significant differences could be detected in patients vs. controls, in particular regarding Selenomas (p = 0.00007, day 0), Haemophilus (p = 0.0001 day 0, p = 0.0008 day 3), Actinomyces (p = 0.0005 day 0), Prevotella (p = 0.0006 day 0), Fusobacteria (p = 0.002 day 3), Klebsiella (p = 0.01 day 3), and Porphyromonas (p = 0.02 day 3), a difference that persisted even after antibiotics treatment (Figures 1A,D).

[image: Figure 1]

FIGURE 1
 Individuals with ongoing infection have altered prokaryotic compositions in the saliva. The prokaryotic composition from the cellular fraction of individuals undergoing oral antibiotic treatment was compared with a control group. The main identified genus among bacteria (A) are reported, together with alpha (B) and beta (C) diversity. A heat map summarizing the findings can also be visualized in (D).


For the eukaryotic composition, there were similarly only minor changes over time, with only Cladosporium (p = 0.00001) and Oenothera (p = 0.012) being affected in the control group. No significant changes could be detected in the patient group over time, however, in relation to the control group, several eukaryotes displayed significant changes in prevalence, including Aegilops (p = 0.0002, day 0, p = 0.013 day 3), Batcheloromyces (p = 0.009 day 0), Oenothera (p = 0.012 day 0), Cladisporium (p = 0.0001 day 3), Malassezia (p = 0.0014 day 3), and Saccharomyces (p = 0.0016 day 3), Figure 2.
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FIGURE 2
 Individuals with ongoing infection have altered eukaryotic compositions in the saliva. The eukaryotic composition from the cellular fraction of individuals undergoing oral antibiotic treatment was compared with a control group. The main identified genus among eukaryotes (A) are reported, together with alpha (B) and beta (C) diversity. A heat map summarizing the findings can also be visualized in (D).


Looking further into the eukaryotes, focusing on the fungal population, some time-resolved differences could be detected of significance, both within the patient group (Cladosporium, p = 0.0007; Saccharomyces, p = 0.005; and Inonotus, p = 0.024) and within the control group (Cladosporium, p < 0.00001; Hortaea, p = 0.02; and Ustilago, p = 0.019). A significant difference could also be detected between the control group and the patient group at the start of the antibiotic treatment (Geotrichum, p = 0.009; Batcheloromyces, p = 0.009; Hortaea, p = 0.019; and Inonotus, p = 0.024); a significant that was reduced after 3 days of antibiotic treatment, where only Saccharomyces was significantly different (p = 0.025), Figure 3.
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FIGURE 3
 Individuals with ongoing infection have altered fungal compositions in the saliva. The fungal composition from the cellular fraction of individuals undergoing oral antibiotic treatment was compared with a control group. The main identified genus among fungi (A) are reported, together with alpha (B) and beta (C) diversity. A heat map summarizing the findings can also be visualized in (D).




Bacteriophage fractions from patients have a lower diversity than control individuals

Bacteriophages carrying bacterial DNA could be identified among both the control group and the patients, with a significant difference in beta diversity (Figure 4C; p = 0.001). Both groups are significantly affected over time in alpha diversity (controls: p = 0.008, patients: p = 0.007; Figure 4B). No significant difference in the alpha diversity can be detected between the two groups at the start of the treatment (p = 0.17); however, at the end of the treatment there is a minor significant difference (p = 0.04).
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FIGURE 4
 Bacteriophage genetic diversity is linked to patient health status. Bacteriophage DNA was isolated from saliva from patients or controls, and the microbiome and mycobiome determined through 16S and 18S amplicon sequencing. The main identified genus among bacteria (A) are reported, together with alpha (B) and beta (C) diversity of bacteria and. A heat map summarizing the findings can also be visualized in (D).


The variation in prokaryotic content carried by the bacteriophage particles were highly diverse, and differed significantly both over time within both the control group and the patient group, as well as between the two treatment groups (Figures 4A,D). Specifically, Selenomas (p = 0.0002), Haemophilus (p = 0.0007), Prevotella (p = 0.0016), Clostridia (p = 0.0017), and Kingella (p = 0.013) differed between the patient group and the control group before initiation of treatment, while it was significantly changed during the course of the treatment (Haemophilus p = 0.0002; Streptococcus p = 0.002; Veillonella p = 0.004; Escherichia p = 0.008; Capnocytophaga p = 0.008; Staphylococcus p = 0.013; and Porphyromonas p = 0.013). Similarly, the patient group had a significant change in genetic material carried by bacteriophages during the course of the treatment, in particular for Granulicatella (p = 0.0002), Propionibacterium (p = 0.0002), Streptococcus (p = 0.0002), Leptotrichia (p = 0.0003), Rothia (p = 0.0006), Escherichia (p = 0.001), Corynebacterium (p = 0.0028), and Actinomyces (p = 0.015). For the control group, a similarly vast, though different composition, was affected during the course of time: Oribacterium (p = 0.0002), Actinomyces (p = 0.0002), Gemella (p = 0.0002), Streptococcus (p = 0.0004), Propionibacterium (p = 0.0005), Enterococcus (p = 0.0009), Lactococcus (p = 0.004), Peptostreptococcus (p = 0.025), and Pseudomonas (p = 0.026). Due to the low amount of data from the mycobiome, it was not of relevance to describe species differences within this population.



Metagenomic analysis of resistome

To scout for resistance genes within the patient group, material from one randomly selected patient (day 0 and day 3; bacterial and phage fraction) was investigated using a metagenomic analysis on the resistome. The results are summarized in Table 3.



TABLE 3 Time-resolved metagenomics of an individual patient.
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Prevalence of resistance genes is dependent on infection and gender

Both in the bacterial and bacteriophage population, carriage of resistance genes was significantly higher in individuals with infections, both in bacterial and phage fractions (Figures 5A,B). The abundance of resistance genes was not affected over time (e.g., 3 days), however, a gender aspect could be detected with significantly more women than men having remaining high levels of tetA after antibiotic treatment (Figure 5D). Prevalence of resistance toward tetracycline (tetA) remained unaffected in the bacterial population but did however decrease significantly in the phage population (Figure 5C).

[image: Figure 5]

FIGURE 5
 Prevalence of resistance genes is dependent on infection and gender. tetA was quantified by ddPCR, and abundance compared between patients (Infect+) and controls (Infect−) change over time in bacterial (A) and phage fraction (B). Effect on antibiotic usage on tetA prevalence in bacterial and phage fractions was also evaluated (C), as well as if gender affected prevalence (D). The y-axis represents relative number of gene copies in the sample.




Resistance genes are differently associated with bacterial and bacteriophage populations

Having demonstrated that resistance genes could vary between the bacterial and phage population over time, we investigated the abundance of resistance genes toward four common antibiotics in both populations. tetA and qnrS1 resistance was significantly more abundant in the bacterial fraction (Figures 6A,C) while blaOXA-48 did not show any significant difference (Figure 6D). blaCTX-M1 could only be identified in the bacteriophage fractions (Figure 6B) where it was enriched as compared to the bacterial fraction.

[image: Figure 6]

FIGURE 6
 Resistance genes are differently associated with bacterial and bacteriophage populations. tetA (A), blaCTX-M1 (B), qnrS1 (C), and blaOXA-48 (D) were quantified by ddPCR for both the bacterial and bacteriophage population. The y-axis represents relative number of gene copies in the sample.





Discussion

The ability of bacteriophages to transduce genes has been known for soon 70 years; however, its importance in horizontal gene transfer has often been overshadowed by conjugation due to its higher efficiency. Recent reports have however demonstrated how bacteriophages can act as reservoirs of both resistance and virulence genes (Modi et al., 2013), and as such serve a complementary role to conjugation in spread of resistance. In particular this is of importance in environments exposed to bacteriophage stressors, inducing bacteriophages enabling them to transduce more efficiently. Such stressors can include sub-clinical levels of residual antibiotics, that while unable to kill bacteria still can exert a negative stress upon the bacteria leading to phage induction (Goerke et al., 2006; Torres-Barceló, 2018). Indeed, a notorious hotspot for transduction events is wastewater treatment plants, where high concentrations of microorganisms can be found together with several stressors (Rizzo et al., 2013; Lood et al., 2017). In such milieus, bacteriophage induction is a potent mechanism for horizontal gene transfer and organic material from WWTPs has been demonstrated to facilitate resistance spread through bacteriophages in soil (Gatica and Cytryn, 2013; Marano et al., 2021). Most wastewater treatment plants have only been designed for the removal of resistant bacteria, not specifically resistant genes encapsulated within bacteriophages, hence allowing for such resistance spread even within developed countries. It is however not only in the environment and within our wastewater that resistance spread can be facilitated through bacteriophages. Modi et al. brilliantly demonstrated for the first time 2013 how mice fed with subclinical levels of antibiotics induced fecal bacteriophages, carrying resistance, and virulence genes acting as a reservoir for sensitive bacteria that could be transduced into a recipient microflora (Modi et al., 2013). Importantly, the composition of resistance genes carried within the phageome was highly dependent on the type of stress, indicating that choice of antibiotics for treatment of infections may be highly relevant for limiting spread of resistance through bacteriophages (Modi et al., 2013). Abeles et al. followed up the findings by Modi, moving from a highly controlled mouse experiment to a human setting (Abeles et al., 2015). Despite their low amount of participants in the study (n = 4 patients, n = 5 controls), they could detect a significant increase in the fecal resistome. Such increase could not be detected in the oral cavity. With the antibiotics only being present in the oral cavity for a short time span, a significant upregulation of phages may not necessarily be expected, however, a significant change in the virome itself could be detected (Abeles et al., 2015), indicating that a larger study may be able to identify such induction. Having demonstrated that stressors in environmental water can affect prevalence of resistance genes and carriage by bacteriophages (Andersson et al., 2022), we thus set out to investigate if phage induction would take place in patients receiving oral antibiotics, and how this would affect the resistance profile.

Health has been strongly associated with a highly diversified microbiota, with lowered diversity associated with increased risks of several important diseases, including autoimmune diseases, heart-related diseases, and cancer (Manor et al., 2020). The composition of the microbiota has also been indicated to play a pivotal role in our immune defense against pathogens (van Rensburg et al., 2015). In our material, patients had a higher diversity of microbes compared to controls, as well as an altered composition. The material is however too small to make any claims in regard to associations between specific genus of bacteria and health. Similar to the diversity within the cellular material, purified genetic content from the bacteriophage population demonstrated significant differences between the two groups.

Due to the generally lower amount of phage DNA isolated from the samples, as compared to bacterial DNA, a common complication is significant levels of contaminating bacterial DNA in the material (Göller et al., 2020). Such contamination may mask biological changes within the phage fraction or lead to misinterpretations of the results. Importantly, we did not detect any major general carry-over of contaminating DNA from the bacterial fractions to the phage fraction (data not shown), also indicated by the different enrichments of genetic material within both the bacterial and phage fraction. A higher diversity was identified within the phage population and more significant differences between the patient group and the controls, as well as within the same group over time as compared to the prokaryotes. Such difference is however expected to be identified, due to the higher individual specificity and flexibility of the phageome (Shkoporov et al., 2018). Further, we detected a discrepancy in the distribution of antibiotic resistance genes. Overall, resistance genes were more commonly identified within individuals having ongoing infections, both in the phage and bacterial fraction, which is expected due to the higher abundance of bacteria as well as selective pressure during infections. We could however not demonstrate an antibiotic triggered phage induction or increased phage carriage of resistance genes in the saliva, in line with Abeles et al. (2015), despite having a larger patient material. Possibly, phages induced by antibiotics will quickly be transported down to the GI tract and eventually end up in a fecal fraction, explaining why the two studies from Abeles and Modi both only found a significant increase of resistance-carrying phages in this compartment (Modi et al., 2013; Abeles et al., 2015). It should however be emphasized that the current study only demonstrates presence of resistance genes within the phage capsid, and makes no distinction between if the resistance genes are carried on the bacteriophage chromosome, or have been packaged as individual plasmids. This is particularly important since many of the affected resistance genes have not been detected integrated in bacteriophages before, but only seen as free plasmids (Cantón et al., 2012).

Though not being able to demonstrate induction of phages, we could detect changes in the phageome resistance genes during treatment, while the bacterial resistance profile remained stable over the course of treatment. Specifically, we observed a drop in resistance genes for tetA within the phage community. While initially this may be interpreted as opposite to our hypothesis (e.g., reduced phage induction based on antibiotic treatment), it should be noted that we only targeted four specific antibiotics, and a broader screening may be needed for a more conclusive picture. Variance in resistance gene abundance in the phage population is however in concordance with the metagenomics data from a single patient, demonstrating that in general the bacterial resistome is unaffected by the treatment (e.g., no significant difference between day 0 and day 3) while the phage resistome composition is altered. tetC is downregulated in favor of other tet variants. Furthermore, no longer can any β-lactamase or aminoglycoside resistance genes be detected; instead, a higher proportion of macrolide resistance genes encoding efflux pumps could be demonstrated. Considering the patient was given cotrimoxazole (combination of sulfonamide and dihydrofolate reductase inhibitor), a general mechanism such as efflux pumps is a potent resistance mechanism that sensitive bacteria can benefit from. Thus, while some resistance genes are less abundant in the phage fraction upon treatment with antibiotics, others will increase. Regardless of antibiotic treatment or time, we could demonstrate that both bacterial and bacteriophage fractions carry resistance genes, being distinctly enriched in the two populations. Carriage of resistance genes within phage particles has been demonstrated to be induced after induction of the SOS-response, e.g., after usage of antibiotics (Modi et al., 2013). Our data did not support such induction, however, it should be noted that the induction seen in the study by Modi et al. was performed in uninfected and otherwise unstimulated mice. Thus, within individuals with ongoing infections, bacteria may be exposed to stress spontaneously triggering induction of bacteriophages carrying resistance genes (Broudy et al., 2001).

The study setting in Tanzania allowed for a high abundance of resistance genes within the population (Mikomangwa et al., 2020), enabling us to include fewer patients. However, it also makes downstream analyses more complex in terms of molecular mechanisms, with resistance gene abundancies being affected differently by distinct antibiotics and stressors. Further, none of the patients were hospitalized, meaning that dietary effects and hygiene routines are not standardized and may differ between the individuals. Still, in the control group, we could only detect minor difference in the oral microbiota between day 0 and day 3, indicating that these factors were not highly influential in this study. Further, age and gender distribution are critical factors for microbial compositions (Camarinha-Silva et al., 2014), and thus significant differences in group compositions can affect the results. In our material, there was no significant difference between the control group and the patient group in relation to age (p = 0.13) or gender (p = 0.10).

Finally, we could demonstrate a significant impact on gender for resistance carriage, with more women carrying resistance genes after antibiotic treatment. It has been reported that women are more prone to visit hospitals and primary care centers upon illness mostly due to cultural and societal factors rather than biological (Thompson et al., 2016). Similar findings have been found in Tanzania, with a higher proportion of women attending primary health care centers as compared to men (Mboera et al., 2018). Having more traditional gender roles, several studies have shown inequalities between men and women in Tanzania (Palermo et al., 2020), with women mainly responsible for housekeeping (Clausen et al., 2018) but also including childcare and visits to hospitals (Feinstein et al., 2011). Men attending health care in Africa had a higher mortality rate due to only going there when complications already have set in, not as a preventive mean, thus being more difficult to treat (Arodiwe et al., 2014). However, studies have also indicated that for specific infections, women are reported to have significantly higher levels of resistant bacteria (Buie et al., 2004). The authors speculate that the increased incidence of resistant bacteria among women may be due to their higher visit-rate at hospitals or primary care centers (as non-infected visitors), where resistant bacteria are prevalent and upon which they have a higher likelihood of being infecting by resistant bacteria.

This study thus demonstrates how antibiotics are drivers of resistance spread through activation of bacteriophages in vivo, and that such resistance genes can be enriched within bacteriophages in a specific manner, serving as a resistome reservoir. This may impact how we consider spread of resistance in a biological context, as well in terms of treatment regimes.
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The extended concept of one health integrates biological, geological, and chemical (bio-geo-chemical) components. Anthropogenic antibiotics are constantly and increasingly released into the soil and water environments. The fate of these drugs in the thin Earth space (“critical zone”) where the biosphere is placed determines the effect of antimicrobial agents on the microbiosphere, which can potentially alter the composition of the ecosystem and lead to the selection of antibiotic-resistant microorganisms including animal and human pathogens. However, soil and water environments are highly heterogeneous in their local composition; thus the permanence and activity of antibiotics. This is a case of “molecular ecology”: antibiotic molecules are adsorbed and eventually inactivated by interacting with biotic and abiotic molecules that are present at different concentrations in different places. There are poorly explored aspects of the pharmacodynamics (PD, biological action) and pharmacokinetics (PK, rates of decay) of antibiotics in water and soil environments. In this review, we explore the various biotic and abiotic factors contributing to antibiotic detoxification in the environment. These factors range from spontaneous degradation to the detoxifying effects produced by clay minerals (forming geochemical platforms with degradative reactions influenced by light, metals, or pH), charcoal, natural organic matter (including cellulose and chitin), biodegradation by bacterial populations and complex bacterial consortia (including “bacterial subsistence”; in other words, microbes taking antibiotics as nutrients), by planktonic microalgae, fungi, plant removal and degradation, or sequestration by living and dead cells (necrobiome detoxification). Many of these processes occur in particulated material where bacteria from various origins (microbiota coalescence) might also attach (microbiotic particles), thereby determining the antibiotic environmental PK/PD and influencing the local selection of antibiotic resistant bacteria. The exploration of this complex field requires a multidisciplinary effort in developing the molecular ecology of antibiotics, but could result in a much more precise determination of the one health hazards of antibiotic production and release.
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 antibiotic detoxification, antibiotics in soil and water, antibiotic resistance in the environment, adsorption and desorption, particles in the environment


Introduction: Molecular ecology of antibiotics in the critical zone

The concept of “molecular ecology” was proposed in 1976 by the biochemist Carlos Asensio as a field of investigation of the fate and the interactions among molecules in a local or global chemosphere (Asensio, 1976). In this review, we consider the interactions between antibiotics and inorganic and organic molecules in the environment, and the potential consequences of these interactions on the “critical zone” of human health and welfare: the Earth’s thin microbiosphere (Brantley et al., 2007). One of these consequences is the emergence, selection, or spread of antibiotic resistant bacteria (Grenni et al., 2018). This ecological approach could help to predict the environmental effects of antimicrobial agents on the inorganic and organic composition of specific environments in a variety of conditions.

It has been estimated that at least one-half of all antibiotics used in human and animal diseases (including antibiotic production industry) and in farming activities are released into the water and soil environments (Fukahori et al., 2011; Dutta and Mala, 2020). There, they interact with a complex bio and chemosphere under the influence of environmental factors, such as light, temperature, and pH (Zhi et al., 2019). The fate of antibiotic activity in the environment, and therefore the impact produced on the ecosystem (Cycoń et al., 2019), is a result of geochemical and biological interactions including geo-and bio-adsorption, accumulation, and degradation; most of which remain under-investigated. For further reading, comprehensive reviews on antibiotics in the environment are available (Baquero et al., 2008; Kümmerer, 2009a,b; Sodhi et al., 2021). The fate and effects of drugs, including antibiotics, in the environment should be understood in a changing context: the global annual growth rate of the pharmaceutical industry is estimated to be 6.5% due to factors as age, life span expectancy, economic growth, intensified livestock practices, and exacerbation of diseases due to climate change (OECD, 2019 Pharmaceutical residues in freshwater: hazards and policy responses. Global Chemicals Outlook. United Nations Environment Programme, 2019).



Natural degradation and mineralization of antimicrobial agents

Antibiotics lose their effects at varying rates due to spontaneous molecular alterations. The estimated half-life of antibiotics differs in relation with its concentration and the type (abiotic and biotic composition) of soil, and, certainly, also by sampling-analytical procedures (Parthasarathy et al., 2018). As an indication, fluoroquinolones have a longer half-life (more than 5 years), followed by macrolides (2–3 years), tetracyclines (2 years), sulfonamides (2–3 months), and beta-lactams (days; Cycoń et al., 2019). Even the more persistent antibiotics, such as the quinolones or macrolides, are degraded and mineralized over a long period of time (Topp et al., 2016). For beta-lactams, the cleavage readiness of their beta-lactam bonds in aqueous solution is dependent on the pH and on the chemical structure of the drug (Yamana and Tsuji, 1976). Antibiotics with a higher h-Woodward-Fieser value as a measure of chemical reactivity are more prone to hydrolysis; for example, carbapenems and clavulanate are easily decomposed and monobactams are less susceptible (Turner et al., 2022). The final result of these processes is mineralization (the transformation of antibiotics into inorganic forms), or their transformation into smaller, simpler, and inactive organic compounds if mineralization is not complete (Bridgham and Ye, 2013; Adeyemi et al., 2021).

Antibiotics may adsorb many organic and inorganic surfaces due to electrostatic interactions, π-π bonding, weak Van der Waal forces, H-bonding, and surface complexation (Mangla et al., 2022). Antibiotics have variable adsorption coefficients (Kds) to soil materials. Biosphere proteins are ubiquitous in the soil (mostly originating from dead cells), and protein-binding of some groups of antibiotics can detoxify them. Geogenic organic carbons, also from anthropogenic origins (e.g., biochar and graphite), and also bentonite, humic and fulvic substances (the final break-down constituents of the natural decay of plant and animal materials) and clay minerals adsorb antibiotics. Consequently, these substances can be used to remove antibiotics from the environment (Ahmed et al., 2015; Wang et al., 2018; Zethof et al., 2019). However, given that antibiotics accumulate within these compounds but are not degraded, this accumulation might alter the structure of the associated microbiomes. These and other aspects will be discussed in the following sections.



Minerals and antibiotic detoxification and degradation

Colloidal soil particles such as clay minerals are frequent in the environment and they mainly form fine-grained sediments and rocks. They are an important component of soils and sediments from rivers, lakes, estuarine, delta, and oceans, which cover most of the Earth’s surface. Clay minerals consist of particulated hydrous aluminum phyllosilicates, with a characteristic stratified structure formed by sheets with varying topologies, typically tetrahedral, and octahedral sheets with a size slightly larger than a bacterial cell. Such structures act as “chemically active geochemical platforms” that influence bacterial metabolism (Rong et al., 2007), where inorganic (e.g., metals) and organic molecules (e.g., antibiotics) adsorb and interact. The adsorption rate can be high, with maximum adsorption capacities over 100 mg/g (Hacıosmanoğlu et al., 2022; Yin et al., 2022). Clay platforms located where water and light are available serve to accelerate processes influencing chemical modifications, including photochemical transformations of antibiotics, which can triple (in the case of tetracycline) the rate of modifications in pure water without colloids (Liu et al., 2019).

The mechanism involved in antibiotic degradation and detoxification in wet mineral clays mostly depends on oxidation and super-oxidation processes, which are accelerated by light and metals, in a pH-dependent process (Ahmad et al., 2021). Photolysis (also known as photodecomposition, photodissociation, or photodegradation) is modulated by the presence of dissolved inorganic (e.g., nitrates) and organic matter (e.g., humic acids; Andreozzi et al., 2003; Zhan et al., 2006). The net result is oxidative modification and degradation of the antibiotic chemical structure, which attacks the double bonds, aromatic rings, and functional groups essential for antibiotic activity. A key process in this catalytic degradation are the Fenton/Fenton-like reactions associated with the iron redox cycle, in which the antibiotic plus an hydroxyl radical gives rise to a middle product and OH-and ultimately CO2 and H2O (Jiang et al., 2022). Iron-rich minerals in the environments (such as biotite, Fe-smectite, jarosite, magnetite, pyrite, hematite, amphibole, and goethite) contribute to the antibiotics’ and other organic compounds’ mineralization processes, producing simpler organic compounds if mineralization is not complete (Bridgham and Ye, 2013; Meyer et al., 2015). Also, antibiotics adsorption and degradation due to hydroxides/oxides of Cu2+ and by Cu+ atomic species probably occurs in nature (Oliveira et al., 2018). Natural and human-produced (present and past) vegetation fires lead to a considerable increase of charcoal into soils (González-Pérez et al., 2004). Most probably, part of this charcoal could be naturally activated into highly porous charcoal, very efficient in adsorbing and inactivating antibiotics (Liao et al., 2013; Zhang et al., 2016).



Antibiotic inactivation by natural-organic matter in water and soil environments

Organic matter (particulate or dissolved) from natural waters is photochemically reactive (Cottrell et al., 2013), being able to degrade antibiotics. Direct photodegradation occurs by sunlight absorption, and indirect photolysis involves reactions with reactive photo-induced species as singlet oxygen (1O2), hydroxyl radicals (HO●), and the triplet excited state of chromophoric dissolved organic matter (3CDOM*) formed in natural waters. Those photochemical effects have been detected in aminoglycosides (Li et al., 2016). This effect is complex; for example in tetracyclines indirect photolysis might be enhanced, but direct tetracycline photolysis (sunlight absorption) can be inhibited (Song et al., 2021). The effects are highly dependent on factors such as pH and water depth (Lastre-Acosta et al., 2019).

Antibiotics absorb to natural polymers ubiquitous in the soil and water. Cellulose and chitin are the most abundant biopolymer polysaccharides in the environment. Cellulose exposed hydroxyl and reduced and nonreduced end groups, facilitating reactivity with pollutants, is mostly found in plant cell walls, but bacteria and algae also biosynthesize cellulose (Sayen et al., 2018; Tao et al., 2020; Juela, 2021). Decontamination preparations using cellulose derivatives adsorb a variety of antibiotics, such as tetracyclines, quinolones, sulfonamides, chloramphenicol, beta-lactams, and macrolides (in order from higher to lower absorption; Yao et al., 2017). Chitin is present in variety of soil and water invertebrates, usually in the surface exoskeleton of arthropods such as crustaceans, and in the cuticle or extracellular matrix of insects, fungi, sponges, mollusks, and nematodes. Chitin is a good adsorber of some antibiotic agents (Tunç et al., 2020). The fact that soil animals constitute about one-quarter of all animals on Earth is frequently overlooked, but it suggests that the influence of soil invertebrates might play a significant, largely ignored role in the fate of antibiotics and, in general, in the ecosystem (Lavelle et al., 2006; Zhu et al., 2019). Chitosan (deacetylated chitin) is not a known natural compound in the environment, but it can be used in environmental antibiotic de-contamination processes (Abd El-Monaem et al., 2022).



Bacterial organisms and antibiotic biodegradation in the environment

One of the classic proposals regarding environmental effects and the natural degradation of antibiotics is the publication by Julian Davies, suggesting that antibiotic-producing microorganisms probably also contain mechanisms of antibiotic detoxification to avoid self-suicide of the population (Davies, 1994; Davies and Davies, 2010). Another possibility is that antibiotics could serve as weapons in “microbial wars,” essentially as defense mechanisms against competing organisms with antibiotic producers, to ensure permanence in their optimal niche. Antibiotic production is critical in sporulating microorganisms; their synthesis is triggered during the stationary phase of growth, which leads to spore formation. Ultimately, this energy-consuming process can require the degradation of mycelium (Streptomyces) or the mother cell (Bacillus; Yagüe et al., 2013; Roy et al., 2015). Since such self-nutrients should not be consumed by foreign microorganisms, such as bacteria and probably also Protozoa (Ahmetagic et al., 2011); the production of antibiotics against these competitors could prevent such consumption. If this hypothesis is true, a possible reaction of the potential invaders would be to biodegrade these inhibitory compounds. If antibiotic-producing microorganisms or widespread antibiotic resistant bacteria release a sufficient quantity of antibiotic-degrading molecules into the environment, this could impact the fate of antibiotics. However, the natural role of antibiotics in the environment could also be associated with cell-to cell communication; that is, “antibiotics as signaling agents” (Linares et al., 2006; Yim et al., 2006; Fajardo and Martínez, 2008; Aminov, 2009). By nature, signals should be ephemeral and should vanish after accomplishing their communication role. In fact, polymyxins (produced by Bacillaceae in relation with the sporulation process) are frequently hydrolyzed by Bacillus and Paenibacillus, but peptidases from Gram-negatives might also degrade these antibiotics (Yin et al., 2019).

The possibility of antibiotics serving as carbon or nitrogen nutrients cannot be ruled out. The term “antibiotic subsistence” was coined to refer to microbial organisms and communities subsisting on antibiotics (Dantas et al., 2008), a hypothesis suggested by Tony Medeiros in the 1990s (Medeiros, 1997). Several soil microorganisms, including Pseudomonas and Burkhordelia are able to grow on beta-lactams as a single carbon source (Jayaraman, 2009; Crofts et al., 2017). A later and broader study revealed that Burkholderiales, Pseudomonadales, Enterobacterales (mostly Serratia), Actinomycetales, Rhizobiales, and Sphingobacteriales from soil origin are able to subsist on antibiotics as a sole carbon source, and the spectrum of biodegraded antibiotics includes not only beta-lactams, but aminoglycosides, chloramphenicol, glycopeptides, quinolones and fluoroquinolones, sulphonamides, and trimethoprim (Dantas et al., 2008). These phenomena might also occur in the gut microbiota, and antibiotic-subsisting organisms from sewage communities might contribute to environmental antibiotic degradation, reducing selection for resistance (Perri et al., 2020; Deng et al., 2021; Lindell et al., 2022). A mechanism of extracellular molecular scavenging involving putrescine and lipocalins protects Burkholderia cenocepacia from bactericidal antibiotics, perhaps via an antioxidant effect (Naguib et al., 2022). All these functions imply that natural antibiotics should be present in the environment to fulfill ecological functions. However, as stated earlier, anthropogenic pollution with industrial antibiotics is a major source of antibiotics in the environment (Dantas et al., 2008).

At first glance, biotransformation of antibiotics with bacteria could represent a challenge due to the possible effect on biodegrading organisms (Olicón-Hernández et al., 2017). However, this effect is mitigated by non-microbial degradation and the typically low antibiotic concentrations in natural ecosystems (Bernier and Surette, 2013). In addition, antibiotic resistance could have evolved as a prior step to antibiotic catabolism with nutritional purposes, as can occur with aminoglycosides (de Bello González et al., 2015). On the other hand, we cannot rule out the possibility that biodegradative pathways with nutritional or signal-effacing purposes could be at the root of antibiotic resistance (Dantas et al., 2008; Lindell et al., 2022). Environmental microorganisms can degrade antibiotics in the environment by methyl-hydroxylation; aliphatic-aromatic rings hydroxylation; alcohols and amines oxidation; reduction of carboxyl groups; removal of methyl, carboxyl, fluoro, and cyano groups; addition of formyl, acetyl, nitrosyl, and cyclopentenone groups; opening aromatic rings, altering the loop structures, or removing functional chemical groups (Parshikov and Sutherland, 2012). For example, demethylations exerted by Klebsiella or Stenothrophomonas maltophilia can start the degradative process in tetracyclines (Leng et al., 2016; Ahmad et al., 2021). In the case of Pseudomonas and Burkhordelia, beta-lactam degradation occurs by co-expression of a β-lactamase, amidase, and up-regulation of phenylacetic acid catabolon (Crofts et al., 2018). Klebsiella pneumoniae and Proteus mirabilis could degrade ciprofloxacin in vitro by using mechanisms of hydroxylation, piperazine ring substitution and cleavage, and quinoline ring cleavage (Yang Y. et al., 2022). Labrys portucalensis, an alfa-Proteobacteia, also degrades fluoroquinolones (Amorim et al., 2014). Bacterial consortia could be more effective in antibiotic degradation; an ensemble of Acetobacterium, Desulfovibrio, Desulfobulbus, Peptococcaceae, Lentimicrobium, and Petrimonas might contribute to trimethoprim degradation in anaerobic conditions (Liang et al., 2019). In fact, consortia have been constructed on the bases of their high production of oxidases to increase biotransformation of antibiotics (Xu et al., 2022). Soil bacterial consortia efficiently degrade sulfonamides (Islas-Espinoza et al., 2012). Complex bacterial communities can be highly effective in antibiotic biodegradation, as has been described in the case of a consortium of Gamma, Beta-Proteobacteria, and Bacteroidetes degrading ciprofloxacin by deamination, hydroxylation, defluorination, and dealkylation (Liao et al., 2016). In this process, coupled with photocatalysis, Proteobacteria are particularly critical (Li et al., 2021).



Planktonic microalgae and antibiotic biodegradation

Microalgae are prokaryotic and eukaryotic micro-organisms that can fix organic (autotrophic) and inorganic (heterotrophic) carbon. Cyanobacteria is probably the most common prokaryotic microalgae (Leng et al., 2020), and it significantly contributes to antibiotic removal via a process involving (as it was shown for tetracycline) biosorption and photodegradation (Pan et al., 2021; Wei et al., 2021). Eukaryotic microalgae include diatoms and green algae. Diatoms produce hydrogen peroxide (H2O2), which modifies and detoxifies complex organic molecules including antibiotics. A key mechanism in this process is the bio-Fenton reaction, which degrades hydrogen peroxide in the presence of iron particles, giving rise to the degradation of antibiotics, as has been shown with tetracycline (Pariyarath et al., 2021). Planktonic green algae can also degrade antibiotics. Early studies on antibiotics in the environment showed that green algae (genus Nitella) absorbed beta-lactams, phenicols, and aminoglycosides (Pramer, 1955). Scenedesmus obliquus is a frequent alga found in fresh and brackish water, particularly under conditions of anthropogenic pollution (Phinyo et al., 2017). It can degrade fluoroquinolones (such as levofloxacin) using a metabolic degrading pathway including cellular biocatalytic reactions including decarboxylation, demethylation, dihydroxylation, side chain breakdown, and ring cleavage (Xiong et al., 2017). The rate of antibiotic biodegradation (dissipation percentage) is variable among microalgae and various types of antibiotics. Selenastrum capricornutum and Chlorella vulgaris more efficiently degrade macrolides and fluoroquinolones than sulphonamides, which are better degraded by Scenedesmus quadricauda and Haematococcus pluvialis (Kiki et al., 2020). Microalgae communities with other microorganisms, such as filamentous fungi, could have synergistic effects in antibiotic detoxification (Leng et al., 2020).



Fungi and degradation of antibiotics

Fungi belonging to the Basidiomycota, Ascomycota, and Mucoromycotina (formerly Zygomicota) subphyla can remove and transform antibiotic molecules. Ciprofloxacin is detoxified by conjugation with formyl, vinyl, or acetyl groups, or by hydroxylation or polymerization (Olicón-Hernández et al., 2017). Aspergillus and Penicillium appear to decrease the amount of ciprofloxacin in soil, but the underlying mechanism has not been elucidated; Trichoderma produce ciprofloxacin-conjugated inactive compounds when incubated with fluoroquinolones. Mucoromycotina incertae sedis (formerly Zygomycota) are also able to detoxify fluoroquinolones in a process involving N-oxidation, N-dealkylation, and N-acetylation. White-rot fungi (as the Basidiomycota Pleurotus eryngii or Trametes versicolor), widespread in nature due to their capability to degrade ubiquitous lignin, induce the production of extracellular low-molecular-weight extracellular oxidants, including oxygen-free radicals, mainly hydroxyl radicals, and lipid peroxidation radicals activating O2 in the environment and removing pollutants (Gómez-Toribio et al., 2009), most probably also antibiotic molecules.



Plant removal and degradation of antibiotics

Independently from antibiotic adsorption to plant residues (Balarak et al., 2017), living plants may absorb a variety of antibiotics present in the soil, including anthropogenic quinolones (Eggen et al., 2011) This process is highly antibiotic dependent; for example, absorption is high for tetracyclines and low for macrolides (Kumar et al., 2005). Also, the type of plant determines absorption; oxytetracycline is accumulated in radish roots but not in lettuce leaves (Matamoros et al., 2022). Macrophytes such as duckweed and water fern absorb antibiotics by the roots and detoxify them by oxidation, conjugation, and storage in the plant (Maldonado et al., 2022). One example of such degradation is duckweed Spirodela polyrhiza, which degrades fluoroquinolones (Singh et al., 2019).



Antibiotic sequestration and inactivation by living cells and the necrobiome

After cell death, cellular components can remain for extended periods of time in the soil or water. Many antibiotics, particularly macrolides, lincosamides, fluoroquinolones, tetracyclines, rifamycins, chloramphenicol, trimethoprim, and sulfonamides, and also beta-lactams to a lesser extent, enter eukaryotic cells where they are sequestered and inactivated. Interestingly, extracellular antibiotics have more activity than intracellular ones, although some of them accumulate intracellularly and reach high concentrations. One reason for the reduced activity of intracellular antibiotics is a presumed “impairment of the expression of antibiotic activity inside the cells” (van Bambeke et al., 2006). This field is important but poorly explored, and we know from human clinical trials that a renal dipeptidase, dehydropeptidase-I, can hydrolyze imipenem and other carbapenems (Birnbaum et al., 1985). Also, human and mammal liver microsomes (mimicking the activity of the endoplasmic reticulum) are able to biotransform fluoroquinolones, lincosamides, fluconazole, gentamicin, metronidazole, oxazolidinones, and even beta-lactams (Wynalda et al., 2000; Szultka et al., 2014; Szultka and Buszewski, 2016). Whether these results apply to other eukaryotic microsomes (including algae, fungi, plants, small animals, and protozoa) is not yet known. Nevertheless, an antioxidant defense mechanism is activated and glutathione S-transferase activity is significantly increased in aquatic plants such as Azolla caroliniana and Taxiphyllum barbieri exposed to tetracycline (Vilvert et al., 2017). Glutathione S-transferases, present in bacteria, fungi, plants, and animals inhibit beta-lactams sulfathiazole and tetracycline (Al-Mohaimeed et al., 2022).

Many antibiotics can be ultimately inactivated in matrixes constituted by massive amounts of dead bacteria (eventually killed by the antibiotics themselves; Hunt et al., 1987; Podlesek et al., 2016). This adsorption/detoxification of antibiotics by dead bacterial cells might be common in natural environments (Smakman and Hall, 2022). Envelopes of dead bacteria (such as lipopolysaccharide) and probably proteins (as in the case of “inoculum effect”) might bind to antibiotics (Peterson et al., 1985; Corona and Martínez, 2013). The same is possible with free DNA or RNA ribosomal fragments. Both aminoglycosides and beta-lactams can bind to the DNA helix via a minor groove binding model (Arya, 2005; Shahabadi and Hashempour, 2019).



Anthropogenic environmental pollution and antibiotic detoxification

This review is oriented toward antibiotic “natural detoxification” in wild environments. However, human activities increasingly contribute to the composition of the Earth global environment. Most clinically-used antibiotics are released in areas close to densely human-populated patches, where also farming, agricultural, and industrial activities polluting the natural environment takes place. As stated before, metals are important agents in the detoxification of antibiotics, mostly involving oxidation and super-oxidation processes. Heavy (significant) metals pollution, involving lead, cadmium, chromium, mercury, or arsenic, and also iron, copper, cobalt, and silver are released from metal processing and smelting, chemical and manufacturing activities, factory emissions, and sewage irrigation (Yang et al., 2018). Even if metals might detoxify antibiotics, they also have antibacterial activities, frequently synergistic with clinical antimicrobial agents, and antibiotic-resistance genes are frequently found in antibiotic resistant bacteria, contributing to the evolutionary biology of these organisms (Baquero et al., 2021). Thus detoxification might be compensated by an enhanced antimicrobial effect, resulting in a stronger selection. Oil–water interfaces might influence antibiotic degradation (Basáez and Vanýsek, 1999) but also contribute to bacterial aggregations, as marine bacteria in oil spill (Ahmadzadegan et al., 2019), so that selection for antibiotic resistance effectively occurs (Shen et al., 2020). Water chlorination (partially?) detoxifies some antibiotics as azithromycin or fluoroquinolones (Jaén-Gil et al., 2020) but eventually have additive or synergistic effects with these drugs. The result is a decrease the bacterial count, which not excludes increased selection of resistance; in any case, this field has been scarcely explored. Bacteria from minerally-fertilized soils and crops reduce their content in antimicrobial resistance genes (Sanz et al., 2022), suggesting that chemical compounds, such as ammonium, sodium, or potassium sulfates, or superphosphates might reduce the selective effect of environmental antibiotics. Organic fertilizers, as pig manure and sewage sludge contain bacterial consortia able to detoxify antibiotics (see above), but it is to note that this effect could be compensated by the heavier pollution with antibiotic molecules originated in abusive use of antibiotics in humans and animals (Dong et al., 2021). Industrial composting (organic matter recycling) removes antibiotics and alters the local microbial ecology (Chen et al., 2021). Pollution by anthropogenic microplastics, is another aspect of anthropogenic pollution. Microplastics, small (less than 5 mm in length) fragments of any type of plastic, which also adsorb/detoxify antibiotics but also adhere bacterial cells and therefore contribute to the selection of resistance (Peng et al., 2022; Wang et al., 2022).



The process of antibiotic adsorption, desorption, and inactivation and the evolution of antimicrobial resistance in microbiotic particles

Deactivation of antibiotics in the environment should be beneficial for reducing selection and the environmental reservoir of antibiotic resistant bacteria. However, many mineral and biotic biomolecules deactivating antimicrobial agents are also part of soil and water particles that attach bacterial cells and in some cases are of anthropogenic origin (Baquero et al., 2022; Cydzik-Kwiatkowska et al., 2022). The key question is whether the adhesion of antibiotic molecules to these particles concentrates the antimicrobial agent, so that even if deactivation takes place, there could be enough selective power to select antibiotic resistant co-adhered cells. For example, if clays are able to remove antibiotics from the environment, high antibiotic concentrations would be found on the surface of clay particles, thereby contributing to the local selection of antibiotic resistant microorganisms (Lv et al., 2019). What we really need is to know better the PK/PD of antibiotics on environmental surfaces where bacteria might attach; in particular, if attached bacteria are phenotypically resistant to antibiotics, and how much of this effect is due to the local enrichment in persistent cells (because of the superoxide’s action). We cannot discard an antibiotic action on attached cells, but that should depend on the rates of absorption and desorption of the different antibiotics (Figure 1) and the local bacterial growth rates. The local microecological conditions as light and water availability, temperature, osmolarity, and pH are expected to modify such kinetics.
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FIGURE 1
 Environmental components influencing antibiotic action and detoxification. Up in the figure, examples of environmental components where antibiotics and bacterial cells might attach; from up left to down right, clay, charcoal, cellulose fibers, natural organic matter, bacteria, fungi, microfauna, and tip of plant roots. Down in the figure, a schema with a reactive surface from the above components where antibiotics (blue pentagons) and bacteria (red ovals) might attach; antibiotics can act (black arrows) or only weakly act (gray arrow) on sessile or attached bacteria; small blue triangles are the products of antibiotic degradation; and small red circles are persistent bacteria, phenotypically resistant to antibiotic action. The central broken arrows illustrate the key process of absorption/desorption of antibiotics in environmental surfaces, determining the PK/PD of these drugs, and therefore, the local selection of antibiotic resistant bacteria. Up left, a reactive surface illustrating the capture of bacteria by protozoa (as ciliates) favoring the release of bacterial pellets with antibiotic-persistent organisms, and the absorptive process of antibiotics by plant roots.




Natural and anthropogenic antibiotic detoxification: A One health multifaceted process requiring integrated research approaches

Absorption, photolysis, hydrolysis, cation-binding, adsorption, bioaccumulation, and biodegradation simultaneously contribute to the removal of antibiotics from the environment (Xiong et al., 2017). Most probably, the mechanisms of antibiotic removal that we have reviewed work in combination, perhaps in synergistic detoxification, as has been observed in pollution control studies. For example, the combination of microalgae with irradiation and oxidation treatment favors antibiotic degradation (Leng et al., 2020). The increasingly complex anthropogenic influence on the environment, which releases and removes both antibiotics and antibiotic-resistant bacteria, is certain to influence the entire kinetics of antimicrobial drugs in the microbiosphere. However, current information on the effects of antibiotic detoxification in the environment is still fragmentary and a global, and an integrated and ecological view on the elements contributing to this process is needed. For example, earthworms, which change the exposure of soil organisms to ciprofloxacin, result in a much higher mineralization rate of antibiotics and illustrate the complexity of predicting the antibiotic detoxification processes (Mougin et al., 2013). We are still lacking highly efficient and comprehensive analytic procedures to dissect and quantify the chemical and biological composition of specific soil or water environments that are exposed to intensive antibiotic pollution. Such integrated analyses could help measure the hazard of antibiotic release in particular places at defined time-periods. Among the required parameters, soil volumetric water content (Briciu-Burghina et al., 2022), the total organic matter (Yang C. et al., 2022), or the “amount of surface” in the soil (for instance, total surface of clay particles) can be calculated and expressed as “specific surface area,” the surface area/unit mass of the dry soil with units of m2/g (Cerrato and Lutenegger, 2002). Antibiotics with a high adsorption potential on clay or organic matter tend to accumulate and persist in this matrix, whereas those having a lower adsorption potential are easily transported to the aquatic environment. More study of the microbial ecology of antibiotic molecules is needed, given that there are potential gaps between the analytical results obtained in the lab and the in the environment (Polianciuc et al., 2020). Pedological sciences should approach microbiology to match soil classifications with local environmental pharmacokinetics and the pharmacodynamics of antimicrobial agents. Techniques able to measure the physical and chemical adsorption of antibiotic and bacterial molecules taking up by the different types of surfaces (with different energy distributions; Webb, 2003) should be developed to reach such a goal. Everything on Earth is intertwined, and the goal of One health (Hernando-Amado et al., 2019) is fully dependent on the geochemical and biological structure of the particular environments and requires an interdisciplinary effort (Brantley et al., 2007). We need to progress toward the definition of “local bio-geo-chemical reactive profiles,” so that we can understand the reactive transport (Carrera et al., 2022) of antibiotic molecules. That step will be indispensable in shaping appropriate environmental “One health” interventions to reduce microbial resistance to antimicrobial agents.
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Salmonella enterica is a diverse species of bacterial pathogens comprised of >2,500 serovars with variable host ranges and virulence properties. Accumulating evidence indicates that two AB5-type toxins, typhoid toxin and ArtAB toxin, contribute to the more severe virulence properties of the Salmonella strains that encode them. It was recently discovered that there are two distinct types of artAB-like genetic elements in Salmonella: those that encode ArtAB toxins (artAB elements) and those in which the artA gene is degraded and the ArtB homolog, dubbed PltC, serves as an alternative delivery subunit for typhoid toxin (pltC elements). Here, we take a multifaceted approach to explore the evolutionary diversification of artAB-like genetic elements in Salmonella. We identify 7 subtypes of ArtAB toxins and 4 different PltC sequence groups that are distributed throughout the Salmonella genus. Both artAB and pltC are encoded within numerous diverse prophages, indicating a central role for phages in their evolutionary diversification. Genetic and structural analyses revealed features that distinguish pltC elements from artAB and identified evolutionary adaptations that enable PltC to efficiently engage typhoid toxin A subunits. For both pltC and artAB, we find that the sequences of the B subunits are especially variable, particularly amongst amino acid residues that fine tune the chemical environment of their glycan binding pockets. This study provides a framework to delineate the remarkably complex collection of Salmonella artAB/pltC-like genetic elements and provides a window into the mechanisms of evolution for AB5-type toxins.

KEYWORDS
 bacterial pathogenesis, Salmonella Typhi, typhoid fever, Salmonella Typhimurium, bacterial toxins, AB5-type toxins, typhoid toxin, pathogen evolution


Introduction

Salmonella enterica is a widespread species of enteric bacteria that can be broken into six subspecies and more than 2,500 serological variants (serovars), a subset of which are important human pathogens (Grimont and Weill, 2007; Gal-Mor et al., 2014; Alikhan et al., 2018). The human-adapted Typhi and Paratyphi A serovars cause prolonged systemic infections that underlie the disease (para)typhoid fever, a major health issue in the economically developing world (Parry et al., 2002; Buckle et al., 2012; Dougan and Baker, 2014; Wain et al., 2015). Certain other lineages, most notably Salmonella Typhimurium sequence type 313 (ST313), cause invasive non-typhoidal salmonellosis, which is predominantly endemic to Africa where it causes significant morbidity and mortality (Mahon and Fields, 2016; Gilchrist and MacLennan, 2019). In the economically developed world, however, Salmonella is best known as a leading cause of food poisoning, which typically presents as a self-limited gastroenteritis but can also trigger more serious complications, particularly in young children, older adults or immunocompromised individuals (Acheson and Hohmann, 2001). Although a few serovars, such as Typhimurium and Enteritidis, account for a significant proportion of all Salmonella gastroenteritis cases, a very wide range of other salmonellae also routinely cause non-typhoidal disease [Centres for Disease Control and Prevention (CDC), 2013; Cheng et al., 2019; Perez-Sepulveda et al., 2021]. The proportion of infections caused by different serovars varies significantly across geographic regions and over time, and the host ranges and disease properties of different salmonellae are known to be variable at both the serovar and strain levels [Jones et al., 2008; Centres for Disease Control and Prevention (CDC), 2013; Cheng et al., 2019; Tamber et al., 2021]. Identifying genetic characteristics that confer more severe virulence properties will have important implications for our ability to diagnose, prevent and treat salmonellosis worldwide.

Recently, AB5-type protein toxins have emerged as a key factor underlying the diversity of Salmonella virulence properties. These secreted, proteinaceous toxins consist of two distinct subunits or domains: A (or active) subunits that modify specific host cell target molecules or structures and B (or delivery) subunits that mediate the binding of the toxin to receptors – typically glycans - on the surface of the host cell, resulting in the uptake and trafficking of the toxin to its site of activity (Merritt and Hol, 1995; Fan et al., 2000; Beddoe et al., 2010). AB5-type toxins adopt a common structural configuration wherein an active subunit sits atop a donut-shaped delivery platform comprised of five B subunits. Numerous AB5-type toxins with heterogeneous sequences and biological activities have been identified and characterized, many of which are affiliated with enteric pathogens (Mekalanos, 1985; Vanden Broeck et al., 2007; Johannes and Römer, 2010; Paton and Paton, 2010; Locht et al., 2011; Ng et al., 2013). Despite little or no significant sequence similarity between different families of AB5 toxins, their common architecture suggests they are likely to be evolutionarily connected (Merritt and Hol, 1995; van den Akker et al., 1996; Fan et al., 2000; Beddoe et al., 2010). The considerable diversity that exists both within and between the different AB5 toxin families indicates that the AB5 scaffold has been particularly amenable to evolutionary diversification, yielding a large, versatile arsenal of toxins that utilize this common structural arrangement. AB5-type toxins play a major role in shaping the virulence properties of bacterial pathogens such as Bordetella pertussis, Vibrio cholerae, Shigella dysenteriae and certain Escherichia coli pathotypes and thus have a major impact on human health (Reidl and Klose, 2002; Tarr et al., 2005; Vanden Broeck et al., 2007; Johannes and Römer, 2010; Paton and Paton, 2010; Locht et al., 2011; Dubreuil et al., 2016; Kilgore et al., 2016). Two AB5-type toxins have been identified in Salmonella: typhoid toxin and ArtA/ArtB (henceforth ArtAB) toxin (Galán, 2016; Fowler et al., 2017; Cheng, 2019). Both of these toxins were identified within highly virulent salmonellae and have been implicated in their more severe disease properties (Saitoh et al., 2005; Spanò et al., 2008; Uchida et al., 2009; Song et al., 2010, 2013; Tamamura et al., 2017; Fowler et al., 2019).

Typhoid toxin was originally identified in S. Typhi as a unique A2B5 toxin comprised of three subunits: PltB, the delivery subunit, and two active subunits, PltA and CdtB (Spanò et al., 2008). PltB and PltA are members of the pertussis family of toxins and assemble into a canonical AB5 structure (Song et al., 2013). CdtB, a homolog of the active subunit of cytolethal distending toxin, does not directly contact the delivery platform, but is stably incorporated into the toxin via a single disulfide bond that covalently attaches CdtB and PltA, giving typhoid toxin its unusual A2B5 conformation (Song et al., 2013). PltA is an ADP-ribosyltransferase, however its host cell target(s) have not yet been identified and all phenotypes currently associated with typhoid toxin stem from the activity of CdtB, a DNase that induces double-stranded breaks in host cell genomic DNA, leading to cell cycle arrest or cell death (Haghjoo and Galán, 2004; Spanò et al., 2008; Song et al., 2013). Typhoid toxin is delivered using its PltB pentamer, which binds receptors containing N-Acetylneuraminic acid- (Neu5Ac) terminated glycans to mediate toxin uptake and trafficking (Song et al., 2013; Deng et al., 2014). Typhoid toxin is highly unusual in that it is produced by intracellular bacteria, and PltB also mediates typhoid toxin exocytosis from the intracellular compartment where it is produced (Spanò et al., 2008; Chang et al., 2016; Fowler and Galán, 2018). A significant pool of evidence indicates that typhoid toxin is a key virulence factor for S. Typhi and that it may be directly responsible for some symptoms associated with severe typhoid fever (Haghjoo and Galán, 2004; Spanò et al., 2008; Song et al., 2010, 2013; Yang et al., 2018; Fowler et al., 2019; Lee et al., 2020). Typhoid toxin is not encoded by Salmonella serovars such as Typhimurium and Enteritidis that most commonly cause gastroenteritis, but it is widely (but sporadically) distributed in the Salmonella genus and it is clear that typhoid toxin is not the sole factor that confers the typhoidal serovars with their unique virulence properties (den Bakker et al., 2011; Rodriguez-Rivera et al., 2015; Fowler et al., 2019; Gaballa et al., 2021). Typhoid toxin is not thought to play an important role in the early stages of S. Typhi infection, but is proposed to play a key role at the later (systemic) stages of infection (Galán, 2016; Gibani et al., 2019). Certain nontyphoidal serovars that encode typhoid toxin have been observed to cause invasive disease at a higher rate than the Typhimurium and Enteritidis serovars, which is consistent with experimental data that indicate typhoid toxin can promote systemic spread or persistence in animal models of infection (Jones et al., 2008; Song et al., 2010; Centres for Disease Control and Prevention (CDC), 2013; Del Bel et al., 2016; Miller et al., 2018; Tamber et al., 2021). These more invasive lineages elicit a range of severe disease outcomes, including those clinically-similar to typhoid fever (Akinyemi et al., 2000; Jones et al., 2008; Cheng et al., 2019; Pulford et al., 2019). Sequence differences in the typhoid toxins produced by nontyphoidal serovars can significantly alter their activity compared to S. Typhi typhoid toxin in cell culture and animal models of intoxication (Lee et al., 2020). This is not unexpected since it is well-known that different AB toxin sequence variants (subtypes) can elicit very different virulence or disease properties (Fuller et al., 2011; Rodrigues et al., 2011; Tehran and Pirazzini, 2018). The genetic variation in typhoid toxins and how different variants contribute to disease in nontyphoidal salmonellae is an important and largely unexplored subject.

ArtAB is an ADP-ribosyltransferase toxin that was originally identified in Salmonella enterica serovar Typhimurium definitive phage type 104 (S. Typhimurium DT104) (Saitoh et al., 2005). Like PltA/PltB, the ArtAB toxin is a member of the pertussis family of AB5 toxins; ArtA is ~60% identical to PltA and ArtB is ~30% identical to PltB, suggesting that, although they have diverged significantly, the AB5 core of typhoid toxin and ArtAB share a common ancestry (Gao et al., 2017). ArtAB is cytotoxic in cell culture models of intoxication and ArtA has been reported to target the α-subunit of host G-proteins, similar to pertussis toxin (Uchida et al., 2009; Tamamura et al., 2017). ArtAB elicits toxicity in animal models of intoxication and provokes some of the same symptomology as pertussis toxin, although it does not induce leukocytosis, suggesting there are important functional differences between ArtAB and pertussis toxin (Tamamura et al., 2017). Although the function of ArtAB and how its activity might influence disease outcomes is not yet clear, it has been proposed that this toxin might play a role in manipulating the host immune response following Salmonella-induced intestinal inflammation (Cheng, 2019).

Previous reports have shown that diverse Salmonella strains encode an ArtAB toxin and that there can be variability amongst these toxins (Tamamura et al., 2017). In addition, recent reports have shown that certain Salmonella lineages harbour an artAB-like locus in which the artA gene is degraded (a pseudogene) and the B subunit has evolved to serve as an alternate delivery subunit for typhoid toxin, replacing PltB in an analogous complex with PltA and CdtB (Miller et al., 2018; Fowler et al., 2019; Gaballa et al., 2021; Liu et al., 2022). Because these ArtB homologs serve a different function, they have been named PltC to reflect their involvement in typhoid toxin biology. The version of typhoid toxin featuring PltC as its delivery subunit has been shown to adopt a similar overall structure compared to the PltB version of typhoid toxin, but the PltC version has distinct glycan binding properties, distinct trafficking properties in cell culture models of S. Typhi infection, and elicits different symptomology in animal models of intoxication (Fowler et al., 2019; Liu et al., 2022). These studies illustrate that the evolution of PltC as an alternate delivery platform has conferred significant functional versatility to typhoid toxin. There is therefore substantial evidence that artAB/pltC-like genetic elements can play an important role in the pathogenesis of the Salmonella lineages that produce them. However, deciphering the impact of artAB/pltC is complicated by the considerable genetic and functional diversity amongst these elements, as well as their discontinuous phylogenetic distribution.

In this study, we employ an array of in silico approaches to analyze the collection of artAB/pltC toxin genetic elements, how they are distributed within the Salmonella genus, how they may have evolved, and the functional implications of this diversity. Our results provide a framework for assessing the biology of the surprisingly diverse assortment pltC and artAB elements in the Salmonella lineage, and provide insights into the mechanisms of evolutionary diversification of AB5-type toxins.



Materials and methods


Identification and analysis of artAB genetic elements and ArtAB toxin subtypes

In order to identify ArtAB toxins, the S. Typhimurium DT104 ArtA and ArtB sequences were used as the query sequence for tBLASTn searches of complete Salmonella genomes within the NCBI nonredundant nucleotide (nr/nt) DNA sequence database (which contains >2000 such sequences from diverse Salmonella lineages). These searches (and analogous searches of this database described below) were performed in December 2021. For the ArtA search, a sequence identity threshold of 65% and a query coverage threshold of 80% were set in order to exclude PltA (~60% identical to ArtA) from the results; all hits with an e value less than 0.05 were considered for the ArtB search. The complete set of ArtA-encoding genomes was then cross-referenced with the ArtB search results in order to identify genomes with an artAB toxin locus. To analyze the sequences of ArtAB toxins identified and to group them into toxin subtypes, the complete collection of ArtA and ArtB sequences were analyzed using iterative tBLASTn searches of individual toxin subunits from this collection. ArtAB toxins in which the ArtA and ArtB subunits were both more than 90% identical were then grouped into a toxin subtype. This threshold was guided in part by the natural spread (break points) in the sequence diversity observed, and strikes a reasonable balance between ensuring there is substantial sequence diversity between different subtypes, but without grouping genetically divergent sequences into a single group. This threshold (90%) was also used for pltC groupings. To compare the DNA and protein sequences of the different toxin subtypes, a single representative member of each group was selected. The selections of representative members here and elsewhere were arbitrary, but were guided by the results of the iterative BLAST searches in order to avoid selecting members whose sequences were outliers from the group at large. Multiple sequence alignments of the representative members were then conducted using the EMBL-EBI suite of alignment tools using Clustal Omega (default parameters; Gonnet transition matrix, 6 bit gap opening penalty, 1 bit gap extension penalty) (Madeira et al., 2019). The results of these alignments were then used to generate percent identity matrices, as well as to generate phylogenetic trees using the MEGA (Molecular Evolutionary Genetics Analysis) V11 software with the parameters noted in the Figure legends (Tamura et al., 2021). The NCBI nr/nt database was selected for these analyses - as well as the pltC analyses described below – because it contains a large number of complete genome sequences from diverse Salmonella subspecies and serovars, and because it is accessible/compatible with a range of bioinformatic tools (such as NCBI sequence comparison and analysis tools and PHASTER) that we used to analyze this data set. To determine which artAB-encoding genomes (and pltC-encoding genomes) also encode typhoid toxin, the complete sequence of the S. Typhi TY2 typhoid toxin (start of cdtB coding sequence through start of pltB coding sequence) islet was used for BLASTn searches that were cross-referenced with our list of artAB-encoding genomes (or pltC-encoding genomes). Genomes that aligned significantly over >80% of the input sequence were considered to have a typhoid toxin islet. To ensure that typhoid toxin islets with divergent sequences were not being missed by this analysis, searches were also conducted with divergent typhoid toxin islet sequences from the S. bongori and subsp. diarizonae lineages; these searches yielded the same results as those using the Typhi islet.



Identification and analysis of pltC genetic elements

Complete Salmonella genomes within the NCBI nonredundant nucleotide (nr/nt) DNA sequence database that encode a pltC genetic element were identified using BLASTn searches using the S. Typhi TY2 sequence spanning from the start of the sty1362 sequence through the end of the pltC sequence. Only hits that resulted in a single alignment that spanned >90% of the full query sequence were considered further. To determine whether the identified sequences encode an intact PltC homolog, the results were cross-referenced with a tBLASTn search using S. Typhi PltC as the query sequence. The (few) strains in which pltC was found to be a pseudogene were excluded from further analysis. To determine which pltC elements were located within an islet at the sap locus, we did a BLAST search of the S. Typhi sequence spanning pltC through sapB and cross-referenced this list with our master list of hits. The genomic locations of any pltC elements that were not identified to be at the sap locus using this approach were manually inspected using the NCBI genome browser. PltC sequence comparisons were conducted as described above for ArtA and ArtB.



Analyzing rates of non-synonymous and synonymous mutations (dN/dS)

To explore whether there is evidence that the ArtB/PltC B subunits have been subjected to positive (diversifying) selection, we analyzed the DNA sequences of type 1 artB genes and pltC genes using the BUSTED analysis tool (hosted by webmonkey.org) (Murrell et al., 2015). This tool uses the rates of non-synonymous and synonymous mutations amongst homologous genes to determine whether there is evidence (on a gene-wide level) that the gene has been subjected to diversifying selection. For this analysis, we used the DNA sequences of each of the representative pltC groups (pltCsap, pltCphage1, pltCphage2, pltCphage3) and each of the type 1 artB groups (1a, 1b, 1c, 1d). Type 2 artB sequences were not included since they share minimal protein sequence similarity and no significant DNA sequence similarity. Because this tool works better with larger and more diverse datasets, we also included the sequence of the most divergent member of each of these groups/subtypes (member with the lowest % amino acid sequence identity compared to the representative member) in the analysis for any groups/subtypes where at least one member of the group is <98% identical to the representative member. The accession numbers of the “divergent” members used were: pltCsap (CP082381.1), pltCphage2 (CP042441.1) and pltCphage3 (CP014996.1). See Supplementary Data files 1, 3 for gene coordinates and accession numbers of the genes used. DNA sequences for each of the genes described above were aligned using Clustal omega and this alignment file was submitted to BUSTED for analysis via the webmonkey.org web server.



Identification and analysis of prophages encoding artAB and pltC

To determine whether identified toxins were encoded from within prophage, we used the PHASTER web-based phage identification and analysis tool (Zhou et al., 2011; Arndt et al., 2016). PHASTER was used to identify the complete set of prophages in each of the genomes encoding an ArtAB toxin as well as all PltC-encoding genomes where pltC was found to be outside the sap locus. The genomic locations of all of the identified prophages within each of these genomes were then cross-referenced with the genomic locations of the toxin loci. To analyze and compare the phage, their complete sequences were exported from PHASTER and compared using iterative sequence alignments using the BLASTn pairwise sequence alignment tool to compare query phages to all other identified phages. Phages which exhibited significant sequence similarity that spanned >80% of the smaller phage and >50% of the larger phage were deemed to be in the same group (different thresholds were necessary since the sizes of the prophages identified were highly variable). This threshold allowed us to capture the substantial phage diversity that exists in our dataset without parsing apart genetically similar phages with only subtle variations. Phage sequence comparison diagrams were generated with the assistance of EasyFigure V2.2.2 (Sullivan et al., 2011).



Structural analysis of B subunit interactions with A subunits and with glycans

Structural analyses, including structural alignments and modelling, were conducted using Pymol V2.0 (PyMOL, 2015). Analysis of the A-B interactions was conducted using the structure of PltC typhoid holotoxin (PBD ID: 7EE6) and the structure of the ArtB homopentamer (PDB ID: 5WHV), where the interface between ArtB and PltA was modelled by displaying each chain of the B subunit individually and measuring its interactions with the A subunit. Analysis of glycan interactions utilized the Neu5Aca2-3Galb1-3Glc-bound structures of both ArtB (PDB ID: 5WHU) and PltC (PBD ID: 7EE5).




Results


Multiple subtypes of the ArtAB toxin are encoded by diverse prophages within the Salmonella lineage

It has been observed that assorted Salmonella strains produce ArtAB toxins that in some instances have different sequences, however the sequence diversity and phylogenetic distributions of Salmonella ArtAB toxins have not been comprehensively analyzed (Tamamura et al., 2017). To explore this issue, we mined the NCBI nr DNA sequence database and compiled a complete list of all Salmonella genomes in this database that encode an intact, full-length homolog of S. Typhimurium DT104 ArtA. Using a 65% sequence identity cut-off to omit PltA from our analysis, we identified a total of 60 genomes that encode ArtA (Supplementary Dataset S1). We found that an intact ArtB is encoded immediately adjacent to ArtA in 59 of the 60 strains, suggesting these strains have the capacity to produce an ArtAB toxin (an artB gene is present in the other strain - S. bongori strain NCTC12419 accession number LR134137.1 - but it is a pseudogene and thus this strain was excluded from further analysis). We then compared the amino acid sequences of the 59 ArtA and ArtB proteins and found that there is considerable diversity amongst the toxins encoded by these strains. In accordance with the nomenclature established for other AB5-type toxins, we divided these different ArtAB toxins into distinct types and subtypes. On the basis of both sequence similarity and gene order (artAB versus artBA), the identified toxins overtly clustered into two clades, which we have dubbed type 1 and type 2 (Figure 1A; Supplementary Figure S1; Supplementary Dataset S1). The grouping of ArtAB toxins into these two types is also supported by phylogenetic analyses using both ArtA and ArtB amino acid sequences (Supplementary Figure S2). To define subtypes, we set a threshold of <90% amino acid sequence identity to existing subtypes for at least one of the two subunits. The 59 ArtAB toxins identified clustered into seven subtypes, 1a-1d and 2a-2c (Figure 1A). Other than type 2a, where a modest amount of sequence diversity was observed, all members of the other subtypes were >99% identical to one another at the amino acid level for both ArtA and ArtB, indicating that the subtypes were mostly homogeneous (Supplementary Dataset S1). To analyze the sequence diversity between subtypes, we performed multiple sequence alignments for ArtA and ArtB using one representative from each subtype (Supplementary Figure S1) and compiled pairwise percent identity matrices and generated phylogenetic trees (Figures 1B,C; Supplementary Figure S2). Interestingly, we found that there was considerably more sequence variation amongst the B subunits than the A subunits. Indeed, the average percent identity amongst A subunits from the different subtypes was well over 80%, whereas B subunits averaged ~50% identity between subtypes. This disparity in the conservation of the A and B subunits is evident when comparing within the two major types (e.g., comparing type 1 subtypes to one another), but is most overt when comparing type 1 toxins to type 2. Indeed, some combinations of type 1/type 2 toxins have ArtA subunits that are >90% identical, but ArtB subunits that are <30% identical. Collectively, these data indicate that salmonellae encode a diverse collection of ArtAB toxin subtypes and that most of this diversity is found within the delivery subunits of these toxins.
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FIGURE 1
 Several different ArtAB toxin subtypes are encoded by diverse prophages in Salmonella. (A) Summary of the seven ArtAB toxin subtypes identified in this study including: a gene diagram that uses a colour scale to show the percent sequence identities of the artA and artB genes compared to S. Typhimurium DT104 artA/artB, the number of genomes in the NCBI nr DNA sequence database that encode that subtype and how many of those genomes also encode a typhoid toxin islet [#Gen (TT)], and the Salmonella lineage (s) identified that encode this subtype. Percent identity values determined using a single representative of each toxin subtype, which is shown in Supplementary Dataset S1. (B,C) Percent amino acid sequence identity matrices comparing the different ArtAB toxin subtypes for ArtA (B) and ArtB (C). Values generated using multiple sequence alignments of the representative member of each toxin subtype (see Supplementary Dataset S1). (D) Genome diagrams conveying the mosaic nature of the prophages that encode ArtAB toxins. Diagrams are shown for four representative ArtAB-encoding prophage groups (Gr.); regions of significant sequence similarity between combinations of these prophages are shown using a color scale to indicate the percent sequence identity. The artA and artB genes are shown in green. (E) Gene diagrams showing the Type 1c ArtAB toxin-encoding prophage locus in S. Bareilly strain RSE03, and the same genomic locus in a strain from this serovar that lacks this prophage. This comparison suggests that a typhoid toxin islet is part of the artAB-encoding prophage.


ArtAB from S. Typhimurium DT104 is known to be encoded by a Gifsy-1-like prophage, and given their irregular phylogenetic distribution, we reasoned that many or all the other identified ArtAB toxins might also be phage-encoded (Saitoh et al., 2005; Hiley et al., 2014). To explore this hypothesis, we used the PHASTER web server, a well-established tool for identifying prophages in bacterial genomic DNA sequences, to predict the complete set of prophages present in each of the genomes where a putative ArtAB toxin was identified (Zhou et al., 2011; Arndt et al., 2016). Using this approach, we determined that all of the identified artAB loci map to predicted prophages, although some phages were predicted to be incomplete (Supplementary Dataset S2). A comparison of the various prophages indicated that, although there are evolutionary relationships between many of the phages identified, a heterogeneous assortment of different phages carry artAB in Salmonella. Setting a threshold of >80% sequence identity over >80% of the prophage sequence, we categorised the identified phages into 11 different groups (Supplementary Dataset S2). While these phage groupings correlate well with the toxin subtypes found within, there are instances where phages within a single grouping encode different toxin subtypes. Consistent with phage mosaicism and the prominent role that horizontal gene transfer plays in phage evolution, the different phage groups share stretches of high sequence homology with other groups (Dion et al., 2020). The extent of sequence homology between different phage groups varies widely from 78% of the full locus down to less than 1% (Figure 1D; Supplementary Table S1).

The strains we identified that encode artAB are widely distributed across the Salmonella genus. Type 1 toxins were generally found in strains from S. enterica subsp. enterica, while type 2 toxins were generally encoded by Salmonella bongori or by S. enterica subspecies other than enterica (Figure 1A; Supplementary Dataset S1). Interestingly, we found that certain ArtAB toxin subtypes were invariably encoded by strains that also encode typhoid toxin, whereas other subtypes were rarely or never found in genomes with a typhoid toxin islet (Figure 1A; Supplementary Dataset S1). All 14 type 2 ArtAB toxins identified here are found in typhoid toxin-encoding strains, while type 1 toxins are generally in strains that lack typhoid toxin. Indeed, typhoid toxin is only encoded by 1 of the 41 genomes with type 1a, 1b or 1d ArtAB toxins, subtypes that are generally encoded by nontyphoidal serovars from subsp. enterica clade A; it has previously been noted that such serovars very rarely encode typhoid toxin (den Bakker et al., 2011). Surprisingly, all four type 1c ArtAB toxins are found in strains that encode a typhoid toxin islet, despite being from subspecies enterica, clade A. A closer inspection of these genomes revealed that the typhoid toxin islet is immediately adjacent to the artAB prophage boundary identified by PHASTER. Based on genome comparisons with other strains from these serovars that lack this prophage, it is likely that this typhoid toxin islet is a part of the pltC-encoding prophage (Figure 1E). Taken together, these data indicate that artAB toxins have been extensively transferred amongst prophages, providing a vehicle for their evolutionary diversification, and further suggest that there is a correlation between encoding ArtAB and encoding typhoid toxin that is dependent on ArtAB toxin subtype.



Evolutionary adaptations of the pltC locus

In addition to genetic elements that encode an ArtAB toxin, a related element that exhibits a high degree of sequence similarity is also found in Salmonella as a pltC locus. Despite their close evolutionary relationship, the pltC genetic element has been demonstrated to be functionally distinct from intact artAB elements, since their A subunit is a pseudogene and their B subunit serves as a typhoid toxin delivery subunit (Miller et al., 2018; Fowler et al., 2019). We set out to identify and characterize the differences between the pltC and artAB genetic elements to shed light on the evolutionary exaptation of this locus. We selected the S. Typhi pltC locus and the S. Typhimurium DT104 artAB locus for these analyses since these are the best-studied representatives and because they exhibit a high level of DNA sequence identity, suggesting a close evolutionary relationship (Supplementary Figure S3). The artAB genes in S. Typhimurium DT104 are located within a Gifsy-1 prophage downstream of a putative antitermination protein and upstream of phage holin/endolysin genes involved in bacterial cell lysis (Figure 2A). This is a common synteny also observed for some other phage-encoded bacterial toxins, such as E. coli heat labile toxin and Shiga toxin (Wagner et al., 2002; Jobling, 2016). This localization provides a mechanism for these toxins to be expressed and subsequently released from the bacterial cell; upon phage activation their expression is driven by an upstream phage promoter and the toxin’s release is facilitated by phage-mediated cell lysis (Friedman and Court, 1995; Wagner et al., 2002; Jobling, 2016). Consistent with this, the production of ArtAB toxins and their release into culture supernatants has been shown to be activated by agents known to trigger phage induction, such as mitomycin C and quinolone-family antibiotics (Saitoh et al., 2005; Miura et al., 2020). The S. Typhi pltC locus, by contrast, is found within a small genomic islet that interrupts the sapA-sapE operon (Fowler et al., 2019). This islet does not contain the phage elements that neighbour artAB, but does contain an assortment of DNA sequences that appear to represent remnants of genes associated with mobile genetic elements, including phage elements (Figure 2A). The pltC-encoding islet is replete with pseudogenes, including the artA pseudogene sty1362; other than small (<50 amino acids) putative ORFs of unknown function, the only gene that is intact in this islet is pltC. The region where significant homology can be found between the pltC and artAB elements is limited to the two-gene toxin locus and short segments immediately upstream and downstream (Figure 2A; Supplementary Figure S3). Within the homologous region, most striking difference is a 359 bp deletion in the pltC locus that spans the final 252 bp of artA through the first 107 bp of the intergenic region between artA and artB (Figure 2A). Another salient feature of sty1362 is a frameshift created by a 1 nt deletion that produces a stop codon five codons into the sty1362 sequence (Figure 2A; Supplementary Figure S3; Gaballa et al., 2021).
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FIGURE 2
 Evolutionary divergence of the pltC and artB genetic elements. (A) Comparison of the S. Typhimurium DT104 artAB and S. Typhi pltC genomic loci. The homologous region shared by these two loci is shown using black brackets and this region is further dissected in the inset. The inset highlights key differences between these loci, which includes a 359 bp deletion in the pltC locus, and a single base deletion (red arrow head) in the artA pseudogene sty1362 that results in a premature stop codon after only 4 amino acids. Intact genes are shown as black arrows and pseudogenes as white boxes. (B) Ribbon diagram showing the structure of PltC typhoid toxin (PDB ID: 7EE6) overlaid with the structure of the modelled typhoid toxin that features ArtB (PDB ID: 5WHU) in place of PltC. The inset shows the very similar structures of the central pores of the B subunit homopentamers of PltC and ArtB and the orientation of the PltA C-terminal helix within these pores. (C) Cut-away top-down view of the A-B interactions in the structures described for (B) featuring detailed views of key intermolecular interactions within the B subunit pore and on the apical surface of the B subunit homopentamer. (D) Ribbon diagram of the structures described for (B) showing the interactions involving the PltC residues Asn87, Lys90 and Thr94 with the C-terminal helix of PltA, and the absence of many of these interactions in the modelled ArtB structure. Boxes show the individual PltC/ArtB chains that make up the homopentamer.


A DNA sequence comparison of the pltC and type 1 artAB elements indicates that there is a higher degree of similarity within the artA/sty1362 region than within the artB/pltC region (Supplementary Figure S3). Pseudogenes (such as sty1362) are generally considered to be neutral to genetic drift, and thus accumulate mutations faster than most functional genes in a genome, which are subject to negative (purifying) selection (Li et al., 1981; Wolfe and Li, 2003). By contrast, genes under positive selection (i.e., there is a selective benefit to modify their sequence/properties) would be predicted to accumulate mutations faster than non-functional DNA, such as a pseudogene (Li et al., 1981; Wolfe and Li, 2003). To further explore the possibility that pltC has been subjected to positive selective pressure, we analyzed diverse pltC and type 1 artB sequences using BUSTED, which uses the rates of non-synonymous and synonymous mutations (dN/dS) amongst homologous genes to determine if there is evidence for positive (diversifying) selection (Murrell et al., 2015). This analysis found evidence (value of p <0.05) of gene-wide episodic diversifying selection (see methods section). Collectively, our data therefore suggest that pltC has been subjected to selective pressure to adapt to its newfound role as a typhoid toxin delivery subunit.

PltC’s evolutionary adaptations presumably included the need to adapt to optimally engage with PltA (rather than ArtA) in order to form a typhoid toxin complex. To explore how the sequence differences in PltC relative to ArtB could potentially enhance PltC’s ability to form a complex with PltA, we took advantage of the high-resolution structures that have been generated for the PltC holotoxin and the ArtB homopentamer (Gao et al., 2017; Liu et al., 2022). Like other AB5-type toxins, the primary A-B interactions in the PltC typhoid toxin involve the C-terminal Α-helix of the A subunit, which inserts into the central pore of the B pentamer, interacting with the helices that line this pore. We modelled ArtB into the PltC holotoxin structure and found that ArtB exhibits shape complementarity with PltA and that ArtB forms a central pore that is compatible with PltA, forming stabilizing interactions with its C-terminal helix (Figure 2B; Supplementary Figure S4). This is consistent with previous experimental findings that have found that ArtB can assemble into a stable AB5 toxin with PltA (Gao et al., 2017). However, we observed that many of the PltC residues that form intermolecular interactions with PltA are different in ArtB (Figures 2C,D). Of particular note are Asn87 and Thr94 of PltC, which line the PltC central pore and form key interactions with the C-terminal PltA helix; ArtB has alanine residues at these two positions and thus many of these interactions are not observed in the modelled ArtB structure (Figures 2C,D). Additionally, Lys90 in PltC forms direct hydrogen bonds with PltA Glu237, Ile239, Leu240 and Ser241 through its side chain that are not observed in ArtB, which has an arginine at this position. Interestingly, in ArtB, Arg90 plays a role in pentamerization, suggesting that the function of this residue has been diverted from stabilizing the B subunit pentamer in ArtB to stabilizing the A subunit interaction in PltC. PltC also interacts with PltA via its apical surface, and there are also interactions at this location that are not observed in the modelled ArtB structure. Specifically, Ser129 and Ser132 in PltC (Thr 129 and Asp132 in ArtB) form direct hydrogen bonds with Arg 80 and Ser155 of PltA that are lost with ArtB (Figure 2C). Collectively, these data suggest that PltC evolved from an ArtB-like precursor that had the capacity to interact with PltA, but that PltC has since adapted to yield numerous additional chemical interactions with PltA that enhance its capacity to form a stable typhoid toxin complex.



Widespread distribution of pltC elements indicates a pervasive role in expanding the functional versatility of typhoid toxins

Experimental evidence has demonstrated that PltC is a bona fide typhoid toxin subunit for both the Typhi and Javiana serovars and previous reports have suggested that PltC’s role in typhoid toxin biology is likely to be widespread in Salmonella (Miller et al., 2018; Fowler et al., 2019; Gaballa et al., 2021; Liu et al., 2022). We compared the DNA sequences of the pltC elements (spanning from the artA pseudogene through pltC) from the Typhi and Javiana serovars and found that they are ~97.5% identical and that the marquee characteristics that distinguish the pltC and artAB loci noted above - the 359 bp deletion and the stop codon a few amino acids into the artA pseudogene - were conserved in the Javiana sequence as well (Supplementary Figure S3). To further explore the diversity and distribution of this genetic element, we mined the NCBI nr DNA sequence database to identify the complete set of genomes within this database that encode a pltC locus. The 359 bp deletion in pltC served as a distinguishing characteristic that allowed us to readily extricate pltC genetic elements from intact artAB sequences. We identified a total of 383 genomes that encode a pltC element, a number which far exceeds the number of genomes that encode artAB elements (59) in this database (Supplementary Dataset S3). We analyzed the genomic locations of the pltC elements and determined that, consistent with previous findings, in most genomes pltC is localized within a genomic islet that interrupts the sap locus. Data presented here and elsewhere indicates that encoding a pltC islet that interrupts the sap locus is a highly conserved feature of the genomes of both the Typhi/Paratyphi A serovars and of the subsp. enterica clade B lineage (den Bakker et al., 2011; Fowler et al., 2019). However, we also identified 24 genomes outside of these phylogenies that encode a pltC element that is not found at the sap locus, including strains from (nontyphoidal) subsp. enterica clade A serovars such as Inverness and Weltevreden, and strains from subsp. salamae and houtenae (Supplementary Dataset S3). Interestingly, 9 of these 24 strains encode pltC at two different genome locations. Importantly, the 359 bp deletion is conserved in all pltC elements regardless of their genomic location, indicating that they likely all descend from a common ancestral sequence that featured a degraded artA gene and an orphan B subunit. Consistent with PltC’s functional association with typhoid toxin, we found that 382 of the 383 genomes that encode pltC also encode a typhoid toxin locus (>99.7%); the sole exception was a S. Typhi strain that has a fragment of the typhoid toxin islet and an IS200-type transposase at the typical typhoid toxin locus, suggesting that the typhoid toxin locus was recently lost from this strain. Coupled with recent experimental findings, this strongly indicates that, regardless of its genomic or phylogenetic context, PltC functions as a typhoid toxin delivery subunit and that pltC is functionally distinct from closely-related artAB genetic elements.

Given pltC’s evolutionary connection with artAB and the invariable association of artAB with prophage, we reasoned that pltC might be carried by prophage in the strains where pltC is encoded outside of the sap locus. Using PHASTER, we found that all 33 of the pltC genetic elements (in 24 different genomes) that we identified that are encoded outside the sap locus are located within predicted prophage, although some of these phages were identified as incomplete (Supplementary Dataset S4). To explore whether there are genetic differences between sap locus-encoded and prophage-encoded PltC, we analyzed all 392 PltC sequences. Using a threshold of <90% sequence identity, we found that all identified sequences sorted into four groups (Figure 3A; Supplementary Figure S5; Supplementary Dataset S3). The phage-encoded PltC sequences fell into 3 groups (PltCphage1-PltCphage3), and all PltC sequences encoded at the sap locus clustered into a single group (PltCsap). It is noteworthy that the segment of the pltC locus that contains the PltC coding sequence is much more variable amongst the four pltC groups than the segment that contains the artA pseudogene, suggesting that there has been selective pressure for functional changes in PltC (Figure 3A). Phylogenetic analysis based on DNA sequences comparisons of the four groups of pltC loci and the group 1 artAB subtypes (pltC sequences are all highly divergent from type 2 artABs) suggest that the pltC allele likely evolved from an artAB type 1a/1b-like ancestor (Supplementary Figure S6). However, sequence comparisons of these genetic elements reveal that the various pltC groups are all approximately equally divergent from artAB and, if the 359 bp deletion is disregarded, some pltC loci share as much sequence identity with artAB as they do with each other (Figure 3A). By the same token, a pairwise amino acid sequence comparison of all type 1 ArtB subtypes and all PltC groups reveals that, with few exceptions, ArtB subtypes are as similar to the various PltCs as they are to each other, and vice versa (Figure 3B). Coupled with previous studies that show that pltC is almost ubiquitous in clade B of the enterica subspecies, implying that it was present in the most recent common ancestor of this lineage, this suggests that pltC diverged from artAB long ago and that both of these genetic elements have since undergone considerable evolutionary diversification (den Bakker et al., 2011).
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FIGURE 3
 The pltC genetic element has been subject to significant diversification and horizontal transfer within the Salmonella lineage. (A) Summary of key features and data for the different groups of pltC genetic elements identified in this study including: a gene diagram that uses a colour scale to show the percent sequence identities of the artA pseudogenes and pltC genes compared to the S. Typhi locus (the representative member of the PltCsap group), the number of genomes in the NCBI nr DNA sequence database that encode that subtype and how many of those genomes also encode a typhoid toxin islet [#Gen (TT)], whether or not these subtypes have the salient pltC-specific features highlighted in Figure 2A including the 359 bp deletion and the deletion of the 12th base pair of the artA coding sequence, and the percent DNA sequence identity of these genetic elements compared to S. Typhimurium DT104 artAB (disregarding the 359 bp deletion). For sequence comparisons, the representative member of each pltC group was used (see Supplementary Dataset S3). (B) Percent protein sequence identity matrices comparing the different ArtB subtypes and PltC groups. Values generated using multiple sequence alignments of the representative member of each subtype/group. (C) Gene diagrams comparing divergent prophages that encode both a pltC locus and a typhoid toxin locus. Regions of significant sequence similarity between these prophages are shown using a color scale to indicate the percent sequence identity. (D) Gene diagrams and DNA sequence comparisons of the typhoid toxin and pltC loci of the prophages shown in (C).


Analysis of the pltC-encoding phages identified a heterogeneous group of phages that share highly variable extents of sequence overlap, similar to what we observed for the artAB-encoding phages (Supplementary Dataset S4; Supplementary Table S1). Most phages that carry pltC also encode a typhoid toxin islet at a distinct (and distant) locus within the prophage. Our analysis reveals that amongst phages that carry both of these toxin loci, there is substantial diversity in the typhoid toxin loci, in the pltC loci, and in the core phage genes. This indicates that these two toxin loci have been subject to extensive horizontal gene transfer amongst phages, and that pltC elements are consistently found on typhoid toxin-encoding phages despite their distant genetic locations within phages. As an example of the diversity in pltC-encoding phages, we compared the prophages found in serovar Weltevreden strain 1655 and serovar Inverness strain CFSAN008789; both of these serovars are from subsp. enterica clade A and generally do not encode pltC or typhoid toxin genes (Figure 3C). Interestingly, the typhoid toxin loci found within these two phages are highly divergent throughout the entire toxin gene cluster, exhibiting an average of only ~75% DNA sequence identity (Figure 3D). The pltC loci within these two phages exhibit a very high level of DNA sequence identity (~96%), but despite this, the PltC proteins share only ~88% sequence identity (Figure 3D). Outside of the regions that encode pltC and typhoid toxin, these two phages are very different and share only a few short regions of significant sequence overlap (Figure 3C). Collectively, these results indicate that Salmonella lineages that do not typically encode typhoid toxin can carry different prophages that confer the ability to produce typhoid toxins with diverse sequences.



Sequence diversity amongst ArtB/PltC glycan binding residues

As noted above, the B subunits of the artAB/pltC genetic elements identified here exhibit markedly more sequence diversity than the associated A subunits, even amongst the pltC elements where the A subunit is a pseudogene (Figures 1B,C, 3A,B). To explore the functional implications of this diversity, we exploited the high-resolution structures of glycan-bound S. Typhimurium DT104 ArtB and S. Typhi PltC to examine how this sequence variation could impact receptor binding (Gao et al., 2017; Liu et al., 2022). Both of these B subunits have two glycan binding sites: (i) a binding site located on the lateral side of the protein that is also found in more distantly-related homologs such as PltB (typhoid toxin) and SubB (subtilase toxin); this site contains a conserved serine residue (Ser31 in ArtB/PltC) that is essential for ligand binding at this site, and (ii) a binding site located on the basal side of the protein that is formed in large part by a four amino acid insertion (relative to PltB, for example) in ArtB/PltC which forms an extended “spoon-like” loop. This loop contains a serine residue (Ser45 in ArtB/PltC) which plays an essential role in ligand binding at this site (Figure 4A; Deng et al., 2014; Gao et al., 2017; Liu et al., 2022). We analyzed the sequences of the B subunits from each of the ArtAB subtypes and PltC groups to determine whether these two binding sites are conserved. We found that the key serine residues for both the lateral and the basal sites are conserved amongst all PltC groups and type 1 ArtB subtypes (PltCphage3 has a Thr45 residue, a conservative substitution which retains the crucial hydroxyl side group), as is the four amino acid insertion that comprises the extended loop at the basal site (Figures 4A,B). This suggests that all PltC groups and ArtB type 1 subtypes use the two previously identified binding pockets to recognize host glycans, and that they likely all selectively bind sialic acid terminated glycans. Interestingly, however, we find that neither of the critical serine residues are conserved in any of the ArtB type 2 subtypes, and that the extended loop that forms that basal binding pocket is also absent. This suggests that the glycan binding mechanisms, as well as the nature of the glycans recognized, are likely to differ for type 2 ArtAB toxins.
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FIGURE 4
 Analysis of the diversity within the glycan binding pockets of different Salmonella ArtB subtypes and PltC groups. (A) Conservation of the basal glycan binding site. Ribbon diagram shows the overlaid structures of the basal binding sites from S. Typhimurium DT104 ArtB and S. Typhi PltC as well as the structure of PltB, which lacks the basal binding site. Sequence alignments of each ArtB subtype and PltC group show the four amino acid insertion that yields the extended loop that forms a key structure of the basal binding site, as well as the critical glycan-binding serine residue within this loop. The absence of these features in type 2 ArtB subtypes suggests that they lack this binding site. (B) Conservation of the lateral glycan binding pocket. Sequence alignment shows the conservation of a serine residue (labelled S31, its position in PltC/ArtB) that is essential for glycan binding at this site in various B subunits from this family of toxins, including each type 1 ArtB subtype and PltC group. This alignment suggests that type 2 ArtB subtypes might lack this binding pocket, or that it might vary substantially from the pocket in type 1 ArtB subtypes. (C) Electrostatic potential surface view of the Neu5Aca2-3Galb1-3Glc-bound structures of S. Typhi PltC and S. Typhimurium DT104 ArtB (sugars are shown as sticks), highlighting the shape and charge distribution within their glycan binding pockets. Inset shows a zoomed in view of the basal (S45) binding site. (D,E) Ribbon diagrams of the binding pockets of S. Typhi PltC and S. Typhimurium DT104 ArtB and overlays that highlight key variable regions of these pockets. Accompanying sequence alignments show the pertinent region of each type 1 ArtB subtype and PltC group. (D) The lateral binding site. (E) The basal binding site. The PDB identifiers for the structures shown are: ArtB; 5WHU, PltC; 7EE4, PltB; 5WHT.


A comparison of the glycan binding pockets in the structures of S. Typhimurium DT104 ArtB and S. Typhi PltC reveals that, although they are overall quite similar, there are differences in the geometry and charge distributions at both binding sites (Figure 4C). To explore the potential diversification of this pocket amongst PltC and ArtB (type 1) sequences, we analyzed the sequences of amino acid residues that are involved in glycan binding at the lateral and basal binding sites. Consistent with the notion that these proteins all recognize sialic acid terminated glycans, several residues that contact core sialic acid moieties (in addition to the Ser31/Ser45 residues noted above) are conserved amongst all PltC/ArtB type 1 subtypes (Supplementary Figure S7). The strict conservation of Tyr103 in the lateral binding pocket is noteworthy, since this residue forms a key hydrogen bond with the extra hydroxyl group that distinguishes Neu5Gc from Neu5Ac (Deng et al., 2014; Liu et al., 2022). This tyrosine residue is conserved amongst members of this family that are able to bind Neu5Gc-terminated sialic acids (ArtB, PltC, SubB) but not in PltB, which exclusively binds Neu5Ac (Byres et al., 2008; Deng et al., 2014; Liu et al., 2022). In contrast to amino acids that contact the sialic acid core, residues that contact peripheral sialic acid functional groups are some of the most variable positions amongst PltC/ArtB type 1 proteins (Figures 4D,E; Supplementary Figure S7). Of particular note is the highly variable stretch running from amino acids 59–65, which defines one boundary of the lateral binding site; the only conserved residue in this stretch, Ser61, does not face the binding pocket (Figure 4D). This portion of the binding pocket forms the environment that surrounds (and directly contacts) the C7-C9 positions of the sialic acid, which are known to be common sites where sialic acids are chemically modified (Angata and Varki, 2002). Although the basal binding site is better conserved than the lateral site, there is variability at positions 46, 50 and 75, which are residues that play a role in glycan binding in the PltC and/or ArtB structures. But the most conspicuous variability in the basal binding pocket is at residue 109 (Thr in type 1a ArtB), which is one of the most variable positions amongst these proteins despite engaging in substantial polar interactions with the glycan in the S. Typhimurium DT104 ArtB structure. Collectively, these data indicate that type 1 ArtB and PltC glycan binding pockets have undergone an evolutionary “fine tuning,” and that type 2 ArtAB toxins appear to have very different mechanisms of glycan binding compared to the rest of this family.




Discussion

In this study, we identify three categories of ArtAB-like genetic elements within the Salmonella genus: those that encode a type 1 ArtAB toxin, those that encode a type 2 ArtAB toxin, and those that encode PltC. Type 1 ArtAB toxins are generally encoded by subspecies enterica clade A serovars that do not encode typhoid toxin, including those which commonly cause gastroenteritis in humans, such as Typhimurium. Type 2 ArtAB toxins have similar ArtA sequences as type 1 ArtAB toxins, but can be distinguished from type 1 based on their reversed gene order and their substantially different B subunit sequences. Unlike type 1 toxins, genomes encoding type 2 ArtAB toxins also generally encode typhoid toxin. Type 2 ArtAB toxins are typically found outside of S. enterica subsp. enterica and are common in the S. bongori species. These lineages generally infect or colonize cold-blooded hosts such as reptiles, implying that these toxins have not evolved to target a mammalian host and therefore might be less potent against these hosts (Lamas et al., 2018). This is supported by recent experimental data comparing the effects of purified ArtAB toxins from S. bongori (type 2a ArtAB) to ArtAB toxins from S. Typhimurium DT104 and S. Worthington (type 1a and 1b toxins respectively) in a murine model of intoxication, where the LD50 for the type 2 toxin was ~10-fold higher than the type 1 toxins (Tamamura et al., 2017). ArtAB type 1 and type 2 toxins are both invariably encoded by prophages, and the diversity of these phages indicates that these toxins have been subject to extensive horizontal gene transfer. pltC genetic elements, by contrast, can be found in a small genomic islet that interrupts the sap locus in certain lineages (such as subspecies enterica clade B serovars and the Typhi/Paratyphi A serovars) and within prophages in other lineages. pltC genetic elements are genetically similar to artAB, but the artA homolog is degraded (a pseudogene) and pltC elements can be readily distinguished by the conserved 359 bp deletion of the C-terminal portion of the A subunit gene. PltC proteins and type 1 ArtB proteins have similar sequences; in fact, the sequences of some PltC groups are just as similar to some type 1 ArtB subtypes as they are to each other. However, in stark contrast to type 1 ArtAB toxins, PltC is consistently found in genomes that encode typhoid toxin, regardless of the lineage or the genetic context. This study therefore further solidifies that PltC is a typhoid toxin subunit and is functionally distinct from ArtB (Miller et al., 2018; Fowler et al., 2019; Gaballa et al., 2021; Liu et al., 2022).

In addition to the variation between the three categories of ArtAB-like genetic elements outlined above, there is also substantial sequence variation (subtypes or groups) within each category. The NCBI nr DNA sequence database used here to identify artAB-like genetic elements contains ~2,000 complete Salmonella genomes, and although clinically-relevant lineages are over-represented, this dataset includes substantial diversity on the species, subspecies and serovar levels. Using this database, we have unveiled substantial pltC and artAB sequence diversity that provides a framework for understanding the variation that exists in these toxin subunits. However, given the remarkable diversity present within the Salmonella lineage, there are unquestionably artAB and pltC sequence variants that are not captured by the dataset used here. We believe that the provisional subtypes/groups proposed here, which are based on amino acid sequence differences, will be useful for future studies that explore Salmonella toxin diversity. However, as additional sequence variants are identified and as we gain a better understanding of the phenotypic properties of these assorted toxins, re-classifying these toxin subunits on the basis of their functional characteristics might prove to be more practical.

The evolution of different subtypes has been observed for different families of AB-type toxins and can have important functional implications. For example, Shiga toxin subtypes that vary by only a few amino acids can differ in potency by orders of magnitude in animal models of intoxication, which is also reflected in the propensities of strains encoding these subtypes to cause severe disease in humans (Fuller et al., 2011). The properties and potencies of the various ArtAB toxins and PltC typhoid toxins identified here might therefore vary substantially from the S. Typhimurium DT104 and S. Typhi toxins that have been studied. Salmonella infects or colonize a wide variety of animal hosts and different lineages can have very different host ranges and ecologies (Lamas et al., 2018; Stevens and Kingsley, 2021). Our data suggest that different PltC groups and type 1 ArtB subtypes have evolved to fine tune their glycan binding pockets, which presumably has enabled these toxins to adapt to effectively target specific cell or tissue types in different host species. PltC/ArtB are members of a family of B subunits that recognize sialic acid terminated glycans, a broad distinction that encompasses tremendously diverse glycolipids and glycoproteins that can be found on the surfaces of cells (Byres et al., 2008; Cohen and Varki, 2010; Song et al., 2013; Deng et al., 2014; Liu et al., 2022). Further sialoglycan diversity can be conferred though chemical modifications to the sialic acid residues themselves, and a very broad spectrum of such modifications are known to be produced naturally by animal cells (Angata and Varki, 2002). Indeed, such modifications were recently found to play a role in receptor binding for typhoid toxins (Nguyen et al., 2020). Finally, PltB and ArtB toxins contain a total of 10 glycan binding sites (two for each monomer) and simultaneously engaging multiple receptors is thought to be important for AB5 toxins to provide a sufficient binding avidity to efficiently bind and enter target cells (Yang et al., 2018). The geometry and flexibility required within glycan binding sites in order to simultaneously engage multiple receptors is therefore an important layer of complexity that is not captured by the available structural data. Given this complex array of factors, the considerable binding subunit sequence diversity identified here is not surprising. Future studies will be required to explore the hypotheses generated here regarding the functional implications of the observed sequence diversity. Exploring how this diversity impacts the properties of these toxins as well as their role in human disease will be an important area of future research.

The analyses presented here provide insight into how the diverse assortment of artAB-like genetic elements that we see today might have evolved. Based on these observations, we hypothesize that PltC evolved to serve as an alternate typhoid toxin delivery subunit in the context of a phage that carried both a type 1 ArtAB toxin and a typhoid toxin locus. In this scenario, the ArtB gene, which we show is structurally-compatible with PltA, provided an evolutionary advantage as a typhoid toxin delivery mechanism that outweighed any advantage it provided as an ArtA delivery mechanism. This would have led to a selective pressure to disrupt artA in order to prevent it from competing with typhoid toxin for ArtB. PltC subsequently evolved numerous additional intermolecular interactions to enhance its ability to form a complex with PltA, allowing it to more effectively compete with PltB to form a second pool of typhoid toxin with distinct receptor-binding properties. This hypothesis is supported by our identification of individual phages that carry both ArtAB toxin and typhoid toxin, as well as numerous phages that carry both typhoid toxin and pltC.

Our results also highlight a potential evolutionary path for the two ArtAB toxin types that we identified. Discounting N-terminal amino acids predicted to be removed by Sec secretion machinery, the subtype 1a and 2a ArtA sequences are >96% identical over the C-terminal 225 amino acids of the protein, but their B subunits share only ~26% sequence identity. Coupled with the reversed gene order between these loci, this suggests that the two distinct ArtAB types likely evolved as a result of a horizontal gene transfer event. A closer inspection of the type 2 artAB toxin loci revealed that in some instances an IS605-family transposase is encoded immediately downstream of artA (e.g., EWI73_18225 from S. bongori str. 04–0440), suggesting that artA may have been transferred via transposition to a locus that encoded an evolutionarily distinct B subunit, resulting in the emergence of type 2 ArtAB toxins. Consistent with this, we found that many strains of S. bongori (a lineage that commonly encodes type 2 ArtAB toxins) encode a putative protein that exhibits ~70% sequence homology to type 2 ArtB at a distinct genomic locus (e.g., EWI73_01245 from S. bongori str. 04–0440); a relative of this gene therefore might have served as the evolutionary source of the type 2 ArtB. The evolution of PltC and of type 2 ArtAB toxins therefore showcases the flexibility of the A-B interface of AB5-type toxins and how this can be exploited by evolution to yield novel toxins with distinct properties.
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Staphylococcus saccharolyticus, a coagulase-negative staphylococcal species, has some unusual characteristics for human-associated staphylococci, such as slow growth and its preference for anoxic culture conditions. This species is a relatively abundant member of the human skin microbiota, but its microbiological properties, as well as the pathogenic potential, have scarcely been investigated so far, despite being occasionally isolated from different types of infections including orthopedic implant-associated infections. Here, we investigated the growth and biofilm properties of clinical isolates of S. saccharolyticus and determined host cell responses. Growth assessments in anoxic and oxic conditions revealed strain-dependent outcomes, as some strains can also grow aerobically. All tested strains of S. saccharolyticus were able to form biofilm in a microtiter plate assay. Strain-dependent differences were determined by optical coherence tomography, revealing that medium supplementation with glucose and sodium chloride enhanced biofilm formation. Visualization of the biofilm by confocal laser scanning microscopy revealed the role of extracellular DNA in the biofilm structure. In addition to attached biofilms, S. saccharolyticus also formed bacterial aggregates at an early stage of growth. Transcriptome analysis of biofilm-grown versus planktonic cells revealed a set of upregulated genes in biofilm-embedded cells, including factors involved in adhesion, colonization, and competition such as epidermin, type I toxin-antitoxin system, and phenol-soluble modulins (beta and epsilon). To investigate consequences for the host after encountering S. saccharolyticus, cytokine profiling and host cell viability were assessed by infection experiments with differentiated THP-1 cells. The microorganism strongly triggered the secretion of the tested pro-inflammatory cyto- and chemokines IL-6, IL-8, and TNF-alpha, determined at 24 h post-infection. S. saccharolyticus was less cytotoxic than Staphylococcus aureus. Taken together, the results indicate that S. saccharolyticus has substantial pathogenic potential. Thus, it can be a potential cause of orthopedic implant-associated infections and other types of deep-seated infections.
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 Staphylococcus saccharolyticus, coagulase-negative staphylococci, anaerobes, biofilm, transcriptome, inflammation, implant-associated infection


Introduction

Orthopedic implant-associated infections (OIAIs) are serious complications in orthopedic surgery and are associated with substantial morbidity and mortality (Ong et al., 2009; Arciola et al., 2015, 2018). Diagnosing and controlling OIAIs are challenging and costly (Osmon et al., 2013; Zimmerli, 2014). OIAIs often originate from the skin microbiota of the patient (Zimmerli, 2014; Månsson et al., 2021); skin-resident staphylococci, in particular Staphylococcus aureus, are the main causes of acute infections (Campoccia et al., 2006; Arciola et al., 2018; Oliveira et al., 2018). Delayed (3–10 weeks after surgery) or chronic (≥10 weeks) OIAIs are classically caused by bacteria with low virulence such as coagulase-negative staphylococci (CoNS), in particular Staphylococcus epidermidis (Zimmerli, 2014). Several different CoNS species have been described as causative agents of OIAIs (Zimmerli, 2014; Cuérel et al., 2017). Although CoNS species are considered less pathogenic than S. aureus, the continuous findings on properties of CoNS species, subspecies, and lineages have revealed a very heterogeneous group of bacteria, ranging from nonpathogenic to facultative pathogenic strains, with individual virulence potentials (Rosenstein and Götz, 2013).

A slow-growing CoNS species with a preference for anoxic growth conditions is Staphylococcus saccharolyticus (Evans and Hallam, 1978; Evans and Mattern, 1978). This species has recently been determined as the third most abundant CoNS species on human skin (Ahle et al., 2020, 2022), but its role on normal human skin is unknown. Also currently unknown is the frequency of S. saccharolyticus-caused or -associated infections, although some clinical cases have previously been reported, such as pyomyositis, bone marrow infections, endocarditis, spondylodiscitis, pneumonia, low-grade infections of the shoulder and a hospital outbreak of bacteremia (Steinbrueckner et al., 2001; Godreuil et al., 2005; Wu et al., 2009; Schneeberger et al., 2012; Liu et al., 2015; Young and Bhally, 2017). There are also some case reports of foreign body-related infections due to S. saccharolyticus (Oberbach et al., 2019; Söderquist et al., 2021). A recent study described seven cases of prosthetic hip and shoulder joint implant-associated infections associated with S. saccharolyticus (Söderquist et al., 2021).

Due to its slow and fastidious growth, isolation of S. saccharolyticus from clinical samples is often challenging (Brüggemann et al., 2019; Söderquist et al., 2021). Besides, S. saccharolyticus might be easily outcompeted by fast-growing species such as S. epidermidis on standard growth media. This could be one of the reasons why S. saccharolyticus remained overlooked in culture-dependent studies (Ahle et al., 2020, 2022). Regarding culture-independent studies, the lack of sufficient sequence differences in the 16S rRNA gene compared to other CoNS species and the lack of available reference genomes of S. saccharolyticus before 2019 caused frequent misidentifications (Brüggemann et al., 2019). Genome sequencing of 19 strains of S. saccharolyticus has been accomplished in the last 2 years (status: September 2022), revealing that the population of S. saccharolyticus is divided into two subclades, designated subclade 1 and subclade 2 (Brüggemann et al., 2019).

Despite its association with various infections, the pathogenicity of S. saccharolyticus remains largely unknown. In order to assess the pathogenic potential of this organism, more investigations are required. Thus, the aim of this study was to shed light on the microbial and host-interacting properties of S. saccharolyticus. Biofilm formation was monitored with different assays, revealing the ability of S. saccharolyticus to form distinct biofilms, and transcriptome sequencing of biofilm-grown and planktonic cells revealed the identity of biofilm-related genes. In addition, the inflammatory potential of S. saccharolyticus was monitored in cell culture experiments, revealing a profound induction of pro-inflammatory cytokines in macrophage-like cells. Taken together, the results of this study suggest that S. saccharolyticus has substantial pathogenic potential and can be a likely cause of OIAIs and, possibly, other types of deep-seated infections.



Materials and methods


Bacterial strains and growth conditions

Six clinical strains of S. saccharolyticus were used in this study (Table 1). They belong to the two distinct lineages of the species, designated subclades 1 and 2 (Brüggemann et al., 2019). These strains were previously isolated from blood cultures or OIAIs of patients at the Örebro University Hospital, Sweden (Söderquist et al., 2021). For transcriptome analyses, strain 13 T0028 was selected, due to the availability of its closed genome sequence. In cell culture infection experiments, two strains were selected: 13 T0028 (subclade 1) and DVP5-16-4677 (subclade 2). All strains were cultured on Fastidious Anaerobic Agar (FAA) plates (LAB M, Bury, United Kingdom), supplemented with 5% horse blood (v/v), and incubated at 37°C in anoxic conditions for 3 to 5 days. For liquid culture, brain-heart infusion-yeast extract broth supplemented with 0.05% (w/vol) cysteine (BHCY broth) was used as the base medium. Oxic and anoxic (Oxoid AnaeroGen System; Thermo Fisher Scientific, Waltham, MA, United States) growth conditions were applied. As control strains, S. aureus ATCC25923 and S. epidermidis strain 1457 were used (Supplementary Table S1).



TABLE 1 Information about the S. saccharolyticus strains used in this study.
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Preparation of biofilms

Bacterial cultures were plated on FAA agar plates and incubated for 72 h at 37°C under anoxic conditions. A preculture was prepared in BHCY broth and the main culture in BHCY broth with or without the addition of supplements [1% glucose, 1% NaCl, 10 and 20% (v/v) human plasma] and incubated for 48 h at 37°C under anoxic conditions. Heparin-stabilized pooled human plasma was obtained from healthy donors at Aarhus University Hospital, Denmark. The OD600 of the culture medium was adjusted to 0.5, corresponding to a colony-forming unit (CFU) count of approx. 1×108 per mL. For allowing initial bacterial adhesion, 200 μl of the culture was transferred to a polystyrene 96-well plate (Nunc™ MicroWell™ 96-Well, black) and incubated for 2 h at 37°C, with shaking (50 rpm) under anoxic conditions. The media was then replaced with 200 μl fresh media and biofilms were further grown anerobically for 48 h at 37°C, followed by another media exchange and 48 h incubation under the same conditions. Subsequently, biofilms were washed gently three times with phosphate-buffered saline (PBS). The experiments were repeated in three biological replicates.



Biofilm imaging and volume calculation by optical coherence tomography

Biofilms were grown according to the above-described protocol. Subsequently, wells were filled with 200 μl of sterile PBS after the last washing step. Imaging of the biofilms was done by Optical Coherence Tomography (OCT) using an SD-OCT Ganymede 620C1 (Thorlabs GmbH, Dachau, Germany) with a central wavelength of 910 nm. Volume scans of 6 × 6 mm were recorded with a voxel size of 12 × 2 × 1.45 μm using an A-scan rate of 100 kHz. As a negative control, wells filled with sterile PBS were used. Experiments were performed in triplicates. The biofilm thickness was calculated from the two-dimensional cross-section images by a custom-written script. The images were passed through a median filter before segmentation. The images were segmented according to pixel intensity, with low-intensity pixels belonging to the background, high-intensity pixels belonging to the plastic surface, and medium intensity pixels belonging to the biofilm. Medium-intensity pixels below the plastic surface were removed by a custom-made filter. The biofilm thickness was calculated by multiplying the axial pixel count with the axial resolution. The mean biofilm thickness was calculated from the thickness of all points over the scanned area.



Biofilm imaging by confocal laser scanning microscopy

Biofilms were grown according to the above-described protocol in flat-bottom 96-well plates (μ-plate 96-well, hydrophobic untreated, IBIDI), with or without the addition of 1% glucose and 1% NaCl to the media. Biofilms were gently washed three times with PBS and stained with 20 μM SYTO60 (Thermo Fisher Scientific, S11342) for live cells, and 10 μM TOTO-1 (Thermo Fisher Scientific, T3600) for visualizing dead cells and extracellular DNA (eDNA). Images of biofilms were taken by confocal laser scanning microscopy (CLSM; LSM700, Zeiss) using Plan-Apochromat 63x/1.40 NA objective, 54 μm pinhole, and excitation at 639 nm for SYTO60 (red) and 488 nm for TOTO-1 (green). The experiment was done in triplicates, and three images from each well were taken.



Autoaggregation assay

Autoaggregation analysis was performed by a sedimentation assay as well as macroscopic and microscopic analyses. The sedimentation assay was performed as previously described (Hasman et al., 1999; Glaubman et al., 2016). In brief, 106 CFU/ml of bacterial cells were suspended in two bottles of BHCY broth and incubated statically under anoxic conditions. The final optical density (ODfinal), determined at 600 nm, was assessed at the top of the culture tube after incubation at designated time points (2, 6, 10, 24, 48, 72 h). To determine the initial OD (ODinitial), the same measurement was done for the other bottle with vortexing for 30 s before each time point. The turbidity reduction at the top of the culture is given as a percentage of the initial OD [100 × (ODfinal/ODinitial)]. The experiments were performed for S. saccharolyticus 13 T0028 and S. epidermidis 1457. All experiments were performed in triplicates.



In vitro cell culture infection model

The human leukemia monocytic cell line THP-1 (ATCC®TIB-202) was cultured in RPMI-1640/L-glutamine (Biowest) enriched with 10% fetal calf serum (Thermo Fisher Scientific) and supplemented with penicillin (100 U/ml) and streptomycin (100 μg/ml) in a humidified environment at 5% CO2 at 37°C. THP-1 monocytes were differentiated into macrophages by using 160 nM phorbol 12-myristate 13-acetate (PMA; Sigma Aldrich, Darmstadt, Germany) for 48 h on 0.24 × 106 cells. S. saccharolyticus strains DVP5-16-4677 and 13 T0028, and S. aureus ATCC 25923 were cultured in BHCY broth to the mid-log growth phase. The bacteria were collected by centrifugation for 6 min at 5000 rpm, washed in sterile RPMI, resuspended, and diluted in RPMI to an OD600 of 0.5. For preparing heat-killed bacteria, the bacterial suspensions were adjusted to 108 CFU/ml; the bacterial suspensions were heat-killed at 90°C for 3 h. Two MOIs (multiplicity of infection) were used: MOI 10 and MOI 100. As a positive control, 107 HKLM/mL (Heat-killed Listeria monocytogenes, Invivogen) was used.



Cytokine profiling

Supernatants from the cell culture infection experiments were collected after infection for 24 h and analyzed for the presence of pro-inflammatory cytokines. Measurements of IL-8, IL-6, and TNF-alpha were determined with IL-8 (ab214030, Abcam), IL-6 (ab178013, Abcam), and TNF-alpha (ab181421, Abcam) ELISA kits, following the manufacturer’s protocol.



Cell viability

Cell viability was evaluated using a colorimetric cell-counting assay (WST-8/CCK8; ab228554, Abcam) according to the manufacturer’s instructions. Prior to its use, to avoid interferences due to bacterial activity, THP-1 cells were washed three times with PBS, and lysostaphin (1 U) was added and incubated for 15 min to kill the remaining extracellular bacteria. The level of produced formazan dye, measured by the absorbance (A) at 450 nm, is proportional to the number of metabolically viable cells. The percentage of viable cells was calculated as follows: % viability = [(A test – A background)/(A control – A background)] × 100.



RNA extraction, sequencing, and transcriptome analysis

Staphylococcus saccharolyticus biofilm was obtained as described above. Planktonic cells were harvested after 2 h and 48 h of growth in microtiter plate wells (first and second step of media exchange). Biofilm-embedded cells were collected at 48 h of growth. The time point 48 h was chosen for comparative analysis between biofilm-embedded and planktonic cells. Harvested bacteria were resuspended in 800 μl RLT buffer (RNeasy Mini Kit, Qiagen) with β-mercaptoethanol (10 μl/ml) and cell lysis was performed using a laboratory ball mill. Subsequently, 400 μl buffer RLT (RNeasy Mini Kit Qiagen) with β-mercaptoethanol (10 μl/ml) and 1,200 μl 96% [v/v] ethanol were added. For RNA isolation, the RNeasy Mini Kit (Qiagen) was used, following the instructions of the manufacturer, but instead of buffer RW1, the buffer RWT (Qiagen) was used in order to also isolate RNAs smaller than 200 nt. To determine the RNA integrity number (RIN) the isolated RNA was run on an Agilent Bioanalyzer 2100 using an Agilent RNA 6000 Nano Kit, as recommended by the manufacturer (Agilent Technologies, Waldbronn, Germany). The remaining genomic DNA was removed by digestion with TURBO DNase (Invitrogen, Thermo Fisher Scientific, Paisley, United Kingdom). The Illumina Ribo-Zero plus rRNA Depletion Kit (Illumina Inc., San Diego, CA, United States) was used to reduce the amount of rRNA-derived sequences.

For sequencing, strand-specific cDNA libraries were constructed with a NEBNext Ultra II directional RNA library preparation kit for Illumina and the NEBNext Multiplex Oligos for Illumina (New England BioLabs, Frankfurt am Main, Germany). To assess the quality and size of the libraries, samples were run on an Agilent Bioanalyzer 2100 using an Agilent High Sensitivity DNA Kit, as recommended by the manufacturer (Agilent Technologies, Waldbronn, Germany). The concentration of the libraries was determined using the Qubit® dsDNA HS Assay Kit, as recommended by the manufacturer (Life Technologies GmbH, Darmstadt, Germany). Sequencing was performed on a NovaSeq 6000 instrument (Illumina Inc., San Diego, CA, United States) using NovaSeq 6000 SP Reagent Kit v1.5 (100 cycles) and the NovaSeq XP 2-Lane Kit v1.5 for sequencing in the paired-end mode and running 2 × 50 cycles. For quality filtering and removing of remaining adaptor sequences, Trimmomatic-0.39 (Bolger et al., 2014) and a cutoff phred-33 score of 15 was used. Mapping against the reference genome was performed with Salmon (v 1.5.2; Patro et al., 2017). As mapping backbone, a file that contained all annotated transcripts excluding rRNA genes and the whole genome sequence of the reference as a decoy was prepared with a k-mer size of 11. Decoy-aware mapping was done in selective-alignment mode with “–mimicBT2,” “–disableChainingHeuristic,” and “–recoverOrphans” flags as well as sequence and position bias correction. For –fldMean and –fldSD, values of 325 and 25 were used, respectively. The quant. sf files produced by Salmon were subsequently loaded into R (v 4.0.3) using the tximport package (v 1.18.0; Soneson et al., 2015). DeSeq2 (v 1.30.0; Love et al., 2014) was used for normalization of the reads; fold-change shrinkages were also calculated with DeSeq2 and the apeglm package (v 1.12.0; Zhu et al., 2019). Genes with a log2-fold change of + 2/− 2 and a p-adjust value < 0.05 were considered differentially expressed.



Statistics

Data were expressed as means ± standard deviations. Statistical analyses were conducted using the 2-tailed unpaired t-test for groups of two and ANOVA for multiple groups. p-values ≤0.05 were considered statistically significant (Welch’s t-test). The analyses were performed using GraphPad Prism 9.3.0 (Graph Pad Software).




Results


Some but not all Staphylococcus saccharolyticus strains can grow under oxic conditions

Previous genome analyses have revealed that S. saccharolyticus strains can be divided into two phylogenetically distinct clades, designated subclade 1 and subclade 2 (Brüggemann et al., 2019). In order to test if different strains of S. saccharolyticus have similar growth properties, six strains, three of each subclade, were selected for cultivation in the presence and absence of oxygen. Cultivation of these six strains in BHCY broth showed that S. saccharolyticus strains demonstrated different growth patterns under oxic and anoxic conditions. All strains were able to grow under anoxic conditions with comparable growth kinetics. Under oxic conditions, however, only two strains, 05B0362 (subclade 1) and DVP5-16-4677 (subclade 2) demonstrated growth after 144 h of cultivation (Figure 1A). The growth curves of strain DVP5-16-4677 and strain 13 T0028 are shown in Figure 1B. Under oxic conditions, growth of strain DVP5-16-4677 is characterized by a longer lag phase, a steep log phase, and an increased growth yield compared to growth under anoxic conditions. This suggests substantial strain-specific, but not subclade-specific growth differences of S. saccharolyticus when cultivated under oxic conditions.
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FIGURE 1
 Growth kinetics of S. saccharolyticus in the presence and absence of oxygen. (A) Illustration of results of growth experiments under oxic and anoxic conditions of six different strains of S. saccharolyticus. (B) The growth curves of two strains of S. saccharolyticus (13 T0028, subclade 1; DVP5-16-4677, subclade 2) grown under oxic and anoxic conditions are depicted. The data are representative of three independent experiments.




Biofilm is formed by all tested Staphylococcus saccharolyticus strains and is stimulated by glucose and NaCl

The effect of different media supplements on biofilm formation of S. saccharolyticus strain 13 T0028 was first evaluated by optical coherence tomography to identify conditions that were optimal for biofilm formation. The supplements glucose (1%), sodium chloride (NaCl, 1%), and human plasma (HP, 10, and 20%) were used separately and in combination. S. saccharolyticus 13 T0028 formed biofilm in all supplemented medium compositions, but with significant differences (Figure 2A). The biofilm formed by S. saccharolyticus 13 T0028 was more than twice as large when grown in medium supplemented with glucose and NaCl compared to non-supplemented medium, or medium supplemented with HP alone.

[image: Figure 2]

FIGURE 2
 Biofilm formation of S. saccharolyticus quantified by OCT. (A) Biofilm formation of S. saccharolyticus strain 13 T00328 in culture media containing different supplements. Biofilm thickness was highest in BHCY broth supplemented with 1% glucose (Glc) and 1% NaCl. The media supplementation with human plasma (HP) did not lead to an additional increase in biofilm thickness. (B) Biofilm formation of different strains of S. saccharolyticus. As growth medium, BHCY supplemented with 1% glucose and 1% NaCl was used. S. epidermidis 1457 was used as positive control, and medium without bacteria as negative control. Three biological replicates were performed. ∗, p < 0.05; ∗ ∗, p < 0.01; ∗ ∗ ∗, p < 0.001; ∗ ∗ ∗ ∗, p < 0.0001; ns, not significant; determined by comparison to negative control (Welch’s t-test).


Biofilm formation in BHCY broth supplemented with 1% glucose and 1% NaCl was then quantified for six S. saccharolyticus strains representing the two subclades. S. epidermidis 1457 was included as a biofilm-positive control, as this strain is known to produce the polysaccharide intercellular adhesin (PIA) and has previously been shown to be a strong biofilm former (Mack et al., 1992; Schommer et al., 2011). OCT imaging showed that all six S. saccharolyticus strains formed biofilm (Figure 2B; Supplementary Figure S1). The biofilms of S. saccharolyticus were between 1.5 to almost 4 times thicker than biofilms formed by S. epidermidis 1457 under anoxic culture conditions. Five strains showed a very similar thickness ranging from 46.3 ± 1.9 μm to 54.7 ± 3.4 μm, whereas strain 12B0021 biofilm was 91.4 ± 16.7 μm thick. There was no significant difference in the biofilm thickness produced by subclade 1 and 2 strains, respectively.



Biofilm visualization by confocal laser scanning microscopy

The biofilm formed by S. saccharolyticus 13 T0028 was visualized with CLSM by using SYTO60 to detect live bacterial cells and by using TOTO-1 for visualizing dead cells and eDNA (Figure 3). Image analyses indicated that lower amounts of eDNA were present in biofilms grown in media with glucose and NaCl supplementation (Figure 3A) compared to biofilms grown in media without supplementation (Figure 3B). The eDNA seemed to originate from cell lysis as eDNA was detected mostly around the coccus-shaped cells as judged from a 3D view of the biofilm (Figure 3C).

[image: Figure 3]

FIGURE 3
 Visualization of the biofilm structure of S. saccharolyticus assessed by CLSM. (A) Biofilm structure formed by the strain 13 T0028 in BHCY supplemented with 1% glucose and 1% NaCl, visualized by CLSM. (B) Biofilm structure formed by strain 13 T0028 in BHCY without supplements. Viable cells were stained in red, and eDNA in green; dead cells appear in yellow (co-localization of red and green color). For better visualization, magnifications of selected regions are shown as zoom-in figures in A and B. (C) 3D view of the biofilm of S. saccharolyticus, grown in BHCY without supplements.




Staphylococcus saccharolyticus has autoaggregation activity

A sedimentation assay was performed to evaluate whether S. saccharolyticus is able to auto-aggregate. Sedimentation of S. saccharolyticus 13 T0028 was significantly more pronounced compared to S. epidermidis 1457 (Figure 4A). Microscopy analysis confirmed the presence of larger bacterial aggregates (>50 μm) of S. saccharolyticus 13 T0028 (Figure 4B) compared to S. epidermidis 1457 (Figure 4C) after the OD600 had decreased to 0.5. Autoaggregation could also be detected macroscopically (Supplementary Figure S2). CLSM imaging of the aggregates of S. saccharolyticus showed that eDNA was often detected in and around such aggregates (Figure 4D).

[image: Figure 4]

FIGURE 4
 Autoaggreation of S. saccharolyticus. Autoaggregation of S. saccharolyticus 13 T0028 and S. epidermidis 1457 assessed by a sedimentation assay. Turbidity reduction is determined as a percentage of the initial OD600 value (A). Microscopical analysis of autoaggregation in S. saccharolyticus 13 T0028 (B) and S. epidermidis 1457 (C), respectively, grown to an OD600 of 0.5. Bacterial aggregates of viable cells (red) and dead cells (yellow) of S. saccharolyticus 13 T0028 and eDNA (green) visualized by CLSM (D).




Transcriptome analysis of Staphylococcus saccharolyticus grown in biofilm versus planktonic cells

To explore the nature and mechanism of biofilm formation of S. saccharolyticus, we analyzed genome-wide gene expression using RNA sequencing. Biofilm-embedded cells of S. saccharolyticus strain 13 T0028 grown in BHCY supplemented with 1% glucose and 1% NaCl were harvested at 48 h of anaerobic growth. In addition, planktonic cells were also harvested at 48 h of growth and at an earlier time point (2 h). Genome-wide gene expression was analyzed in three biological replicates. A principle component analysis (PCA) plot showed that gene expression was substantially different between these three conditions (2 h and 48 h planktonic cells, 48 h biofilm cells; Figure 5A). We focused in subsequent analyses on the differential gene expression between biofilm-grown and planktonic cells harvested at 48 h. Applying of log2-fold-change cutoff of ≥2 and ≤ −2, in total, 27 and 11 genes were up- or downregulated, respectively, in biofilm-embedded cells compared to planktonic cells (Figures 5B,C; Table 2). For a log2-change cutoff of ≥1.5 and ≤ −1.5, in total, 104 and 51 genes were up- or downregulated, respectively (Supplementary Table S2). Among the upregulated genes in biofilm conditions were several genes encoding functions with potential relevance in bacterial interference/competition such as epidermin, type I toxin-antitoxin system, and phenol-soluble modulins (PSMs; Table 2; Supplementary Table S2). Interestingly, among the 11 downregulated genes, seven (63.6%) were frameshifted or fragmented and are likely not functional; among the 27 upregulated genes only six were frameshifted/fragmented (22.2%). Gene expression differences of known or suspected biofilm-relevant genes that are present also in other staphylococci were checked, including genes that encode for proteins involved in adhesion and exopolysaccharide production (Santos et al., 2022). The icaADBC genes, responsible for PIA production, are present in the genome of S. saccharolyticus; however, they are not expressed (icaB) or even downregulated (icaD) in biofilm-embedded cells (Table 2; Supplementary Table S3). Furthermore, the ica locus seems to be inactivated by frameshift mutations, as previously noted (Brüggemann et al., 2019). These two findings suggest that the mechanism of biofilm formation in S. saccharolyticus is PIA-independent. In contrast, the expression of a number of genes coding for cell wall-anchored (CWA) proteins was elevated in biofilm-embedded cells. Examples are cell wall-anchored proteins containing host attachment domains (microbial surface components recognizing adhesive matrix molecules, MSCRAMMs) such as SdrG and SdrH (fibrinogen-binding adhesins), ClfB (clumping factor), SasD, and covalently linked CWA proteins such as SDR family proteins (Supplementary Table S3). In addition, the slightly elevated gene expression of the autolysin gene atl and the elevated gene expression of the septum formation initiator protein (DMB76_010640) might indicate an enhanced release of eDNA as another factor in biofilm formation. As possible accessory systems involved in biofilm maturation, a set of genes are upregulated in biofilm-embedded cells, such as sortase, β-hemolysin, and β-PSMs that have a role in biofilm enhancement, maturation, and dissemination (Wang et al., 2011). These genes are likely under the control of quorum sensing; interestingly, the structural gene of the autoinducing peptide precursor, agrD, was also upregulated in biofilm-embedded compared to planktonic cells (Supplementary Table S3).
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FIGURE 5
 Comparative gene expression analysis between biofilm-embedded and planktonic cells of S. saccharolyticus. (A) Principal component analysis (PCA) of the gene expression data of nine cultures, including three applied conditions (biofilm at 48 h (BF 48 h), planktonic cells at 48 h (PL 48 h) and at 2 h (PL 2 h)) in three biological replicates. (B) Volcano plot of differentially expressed genes between biofilm and planktonic cells at 48 h. The plot shows the log2-fold-change values on the X-axis against the adjusted p values (−log10 scale) on the Y-axis. Red dots represent genes that showed gene expression differences with log2-fold change >2 or < −2. (C) Heatmap of differentially expressed genes between biofilm (BF) and planktonic (PL) cells at 48 h; shown is the data for all three biological replicates. The corresponding locus tags and gene annotations are listed in Table 2.




TABLE 2 List of differentially expressed genes of S. saccharolyticus 13 T0028 grown in biofilm compared to planktonic cells at 48 h with a log2-fold change of >2 or < −2.
[image: Table2]



Staphylococcus saccharolyticus induces a pro-inflammatory response in macrophage-like cells

It has been shown in previous studies that staphylococci associated with OIAIs induce significant local increases in pro-inflammatory cytokine levels (Gollwitzer et al., 2013; Prince et al., 2020). In this study, levels of important pro-inflammatory cyto- and chemokines (IL-8, IL-6, and TNF-alpha) were determined in THP-1 cell culture experiments upon exposure to S. saccharolyticus. A strain of S. aureus (ATCC 25923) was examined along with the two S. saccharolyticus strains DVP5-16-4677 and 13 T0028 (one strain from each subclade). Both strains of S. saccharolyticus promoted the production and secretion of all three tested chemo- and cytokines, determined at 24 h post-infection, albeit with strain differences (Figure 6). IL-8 was triggered by all viable and heat-killed staphylococcal strains used (Figure 6A). At a multiplicity of infection (MOI) of 100, viable and heat-killed bacteria induced very similar levels of IL-8, with an induction of 4.5-7-fold compared to the negative control. Infection with S. saccharolyticus strain DVP5-16-4677 resulted in a dose-dependent profile of IL-8 induction, comparable with S. aureus ATCC 25923. In contrast, infection with S. saccharolyticus strain 13 T0028 triggered an enhanced IL-8 production already at an MOI of 10. A dose-dependent increase in cytokine levels was detected for both tested strains of S. saccharolyticus concerning the production of the two pro-inflammatory cytokines IL-6 and TNF-alpha (Figures 6B,C). For instance, at MOI 100, the strains DVP5-16-4677 and 13 T0028 induced a 46- and 37-fold increase, respectively, of IL-6 levels compared to the negative control (Figure 6B). In contrast, S. aureus ATCC25932 induced IL-6 levels only 8-fold. Interestingly, heat-killed strains of S. saccharolyticus only mildly induced IL-6 and TNF-alpha levels.
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FIGURE 6
 Pro-inflammatory chemo- and cytokine production in macrophage-like cells triggered by S. saccharolyticus. THP-1 cells were differentiated and exposed to the S. saccharolyticus strains DVP5-16-4677 (DVP5) and 13 T0028 (13 T) as well as to S. aureus ATCC 25923. Cell supernatants were harvested after 24 h and levels of the chemo- and cytokines IL-8 (A), IL-6 (B), TNF-alpha (C) were determined. Viable (V) bacteria were tested at two MOIs (10, 100) and heat-killed (HK) bacteria were tested at MOI 100. Heat-killed Listeria monocytogenes (HKLM) as a well-studied TLR-2 agonist was used as a positive control. Results are expressed as mean ± SEM, and significant differences compared to untreated cells are highlighted by asterisks (*, p < 0.05; **, p < 0.01; ****, p < 0.0001; ns, not significant; Welch’s t-test for parametric distribution data and Mann–Whitney test for non-parametric distribution data were used).




Staphylococcus saccharolyticus is not cytotoxic to macrophage-like cells

To examine if S. saccharolyticus has any impact on the host cell fate, the viability of THP-1 cells after bacterial exposure was assessed by a WST-8 assay. Exposure of host cells to S. saccharolyticus for 24 h did not cause statistically significant differences in cell viability between infected and non-infected cells with live and heat-killed bacteria (Figure 7). In contrast, S. aureus infection had a significant effect on cell viability (p < 0.05), indicative of cytotoxic activity.
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FIGURE 7
 S. saccharolyticus has no cytotoxic effect on THP-1 cells. S. saccharolyticus does not induce cytotoxcity in THP-1 cells after 24 h of infection. A WST-8 assay was applied to differentiated THP-1 cells exposed to the following bacterial strains: S. saccharolyticus strains DVP5-16-4677 (DVP5; subclade 2) and 13 T0028 (13 T; subclade 1) and S. aureus ATCC 25923. Triton X-100 was used as positive control. HK, heat-killed; V, viable; MOI, multiplicity of infection. Two biological replicates were performed for each strain. Results are expressed as mean ± SEM, and significant differences compared to untreated cells are highlighted by asterisks (*, p < 0.05; ****, p < 0.0001; Welch’s t-test).





Discussion

Knowledge about S. saccharolyticus is scarce. A recent study showed that this CoNS species is much more abundant on human skin than previously anticipated; it may represent a significant portion of the normal skin microbiota, in particular on the skin of the upper back (Ahle et al., 2020, 2022). The organism is often overlooked in culture-dependent studies due to its anaerobic, fastidious growth properties that are unusual for a CoNS species (Evans and Hallam, 1978). Thus, it seems plausible that the species is also often overlooked in the clinical setting, since microbial identification often relies on cultivation. If correctly identified, it has previously often been considered a skin-derived contaminant (Trojani et al., 2020). In contrast, a few studies have described S. saccharolyticus as a potential cause of a series of human infections such as spondylodiscitis, pneumonia, endocarditis, and prosthetic joint infections (Westblom et al., 1990; Wu et al., 2009; Trojani et al., 2020; Wang et al., 2020).

To date, the potential pathogenicity of S. saccharolyticus and its interactions with the host have not been studied. Here, a study was performed using clinical strains of S. saccharolyticus that have been mainly isolated from OIAIs (Söderquist et al., 2021). The study aimed at the investigation of the pathogenic potential of this bacterium in order to evaluate if it could possibly be a causative agent of deep-seated infections. Our study revealed that clinical strains of S. saccharolyticus are able to produce biofilms. The tested strains also had strong inflammatory potential as judged from cell culture infection experiments. The study also highlighted that there are strain differences regarding the mentioned properties. A few results should be discussed in the following in more detail.

Staphylococcus saccharolyticus is a fastidious organism that depends on nutrient-rich media (Evans and Hallam, 1978); it has exclusively been isolated from anaerobically cultured samples so far. We investigated the growth properties of six S. saccharolyticus strains. Two out of six tested strains were capable of growing aerobically as well as anaerobically the reason for such strain differences regarding their growth properties is currently unknown. The genome of S. saccharolyticus contains over 400 pseudogenes, and strain differences exist regarding the total number of pseudogenes. It is possible that a gene that is essential for growth in oxic conditions is frameshifted in strains that solely rely on anoxic conditions. A first examination detected no obvious frameshift mutations or premature stop codons in the genes of the respiratory chain or oxygen detoxification systems, such as catalase and superoxide dismutase (Brüggemann et al., 2019).

We investigated biofilm formation of six S. saccharolyticus strains and found strong biofilm production under the tested conditions. The strongest level of biofilm production was seen in the presence of glucose and NaCl, which is in agreement with previous studies on other staphylococcal species (Lim et al., 2004; Agarwal and Jain, 2013). Transcriptomic analyses found genes specifically upregulated in biofilm-grown bacteria. The mechanisms of biofilm formation by some other staphylococci are relatively well characterized. One important mechanism is the production of extracellular polysaccharides, such as PNAG (poly-N-acetyl glucosamine), whose biosynthesis is under the control of enzymes encoded by the ica operon (Heilmann et al., 1996; Gerke et al., 1998; Jabbouri and Sadovskaya, 2010). The ica locus in the genome of S. saccharolyticus carries many frameshift mutations, and is thus most likely not functional (Brüggemann et al., 2019). Despite the importance of the ica operon, biofilm formation in staphylococci can also be ica-independent. The mechanisms that account for ica-independent biofilm formation among CoNS are manifold (Fitzpatrick et al., 2005; Büttner et al., 2015). For instance, specific factors such as the accumulation-associated protein (Aap) and other adhesins play key roles in the formation of ica-independent biofilms (Schaeffer et al., 2015; Paharik and Horswill, 2016). S. saccharolyticus has no homolog of Aap. However, gene expression data obtained here suggest that S. saccharolyticus is equipped with an array of other adhesins/MSCRAMMs. For instance, cell wall-anchored proteins are produced, such as SdrG, SdrH, and ClfB that interact specially with human extracellular matrix (ECM) proteins (Otto, 2009). In addition, the expression level of a gene responsible for autolysin production was also elevated in biofilm-embedded bacteria compared to planktonic cells. This protein has two characteristics that could stimulate biofilm formation: its attachment ability to ECM proteins, and its cell lysis activity which results in the release of eDNA, a well-known component of biofilm which promotes intercellular aggregation (Das et al., 2014). A significant role of eDNA in primary attachment of S. epidermidis was revealed in previous studies, as addition of DNase I could abolish bacterial attachment to glass surfaces (Qin et al., 2007). We could detect and visualize eDNA in S. saccharolyticus biofilms, in particular when the bacteria were grown in the absence of medium supplementation. However, the precise role of eDNA in S. saccharolyticus biofilms has to be clarified in a future study, including experiments with DNase treatment.

Staphylococcal biofilms can form on the surface of implants or tissues, but they can also form as non-adherent multicellular aggregates (Crosby et al., 2016; Otto, 2018; Schilcher and Horswill, 2020; Burel et al., 2021). Such aggregates have the same phenotypic properties as adherent biofilms in terms of immune evasion and antimicrobial tolerance. We showed the ability of S. saccharolyticus to form such aggregates that also contained eDNA.

Thus, S. saccharolyticus possesses fundamental properties that could enable the formation of persistent infections and aid the bacteria to evade immune clearance and tolerate antibiotics. The next question is if and how S. saccharolyticus is recognized by the host; in particular, how does the immune system respond to the presence of S. saccharolyticus in deeper tissue sites? The severity of OIAIs can strongly be influenced by specific interactions of the bacteria with the host immune system. In this study, we focused on macrophage responses to S. saccharolyticus, as one of the critical immune cell types in infectious diseases. The outcome of an infection is thought to be fundamentally reliant on the initial reaction of these decisive innate immune cell players (Amin Yavari et al., 2020). We determined the cytokine production levels upon exposure of THP-1 cells to S. saccharolyticus and found high production of IL-6, IL-8, and TNF-alpha, indicating that S. saccharolyticus is a strong pro-inflammatory stimulus, which at least partially depends on the viability of the bacterium. Interestingly, IL-6 and TNF-alpha production in THP-1 cells triggered by S. aureus is less pronounced compared with S. saccharolyticus. It is possible that the maximal levels of secreted cytokines were reached before 24 h post-infection and then gradually declined, which is consistent with the results of a previous study (Das et al., 2008). Another explanation could be that S. aureus, in contrast to S. saccharolyticus, has the ability to limit the production of pro-inflammatory cytokines produced by macrophages, as one of several mechanisms of this bacterium to dampen host immune responses (Thurlow et al., 2011; Peres et al., 2015; Ricciardi et al., 2018). This could imply that S. saccharolyticus infections are easier to trace by the host and could be more efficiently cleared by host immune cells compared with S. aureus.

In contrast to S. aureus, S. saccharolyticus does not have a significant effect on host cell viability. This could be explained with the lack of several cytolytic toxins in S. saccharolyticus that are produced by S. aureus, including α-hemolysin, leukocidins and PSMα (including δ-hemolysin) (Kitur et al., 2015). However, both organisms possess the gene for the beta-hemolysin (sphingomyelinase). Alternatively, the lack of cytotoxicity of S. saccharolyticus could also be explained with the used conditions, since cell culture experiments were carried out under aerobic conditions, where S. saccharolyticus, despite being aerotolerant, does not grow significantly during the infection time period, in contrast to S. aureus.

There are a number of limitations to our study. We only used one cell type in infection experiments. In addition, we only monitored the levels of three chemo−/cytokines at one specific time point after infection (24 h). Future studies are needed to determine and investigate the precise inflammatory potential of the microorganism, the involved host cell receptors and bacterial components that are responsible for the immunostimulatory activity. For instance, bacterial lipoproteins that are recognized by Toll-like receptor 2 have been identified to be important immunostimulatory factors in other staphylococci (Nguyen and Götz, 2016). Staphylococci have developed additional strategies to sustain within the host and influence the progression of an infection. S. aureus and CoNS are able to switch from an extracellular to an intracellular lifestyle, in order to escape or delay immune recognition, which might facilitate chronic infections (Ko et al., 2013; Heilmann et al., 2019; Moldovan and Fraunholz, 2019; Bogut and Magryś, 2021). Thus, it needs to be clarified in future studies if S. saccharolyticus can invade, persist and or/replicate in host cells. In addition, further studies are needed, including transcriptome, proteome, and metabolome studies, to understand and investigate the general metabolism of S. saccharolyticus, as well as its specific traits that allow successful tissue colonization and propagation within the host.



Conclusion

In spite of previous case reports of S. saccharolyticus isolated from various human infections including OIAIs, it has not been possible yet to clearly link S. saccharolyticus to OIAIs and define its role in such infections. This study was performed to explore whether S. saccharolyticus has a pathogenic potential and thus assess if it could be a true causative agent of deep-seated infections. The results of this study revealed the biofilm-producing ability of S. saccharolyticus in attached and aggregated forms. The comparative transcriptome analysis discovered a set of differentially expressed genes in biofilm-embedded cells, including a number of adhesins. Based on the apparent inactivity of the ica operon, it is predicted that the biofilm formation in S. saccharolyticus relies on a PIA-independent strategy. Our study further highlighted strong pro-inflammatory responses in macrophages upon exposure to S. saccharolyticus. Taken together, our findings support the assumption that S. saccharolyticus can be a cause of deep-seated infections such as OIAIs.
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Antimicrobial resistance (AMR) is a quickly advancing threat for human health worldwide and almost 5 million deaths are already attributable to this phenomenon every year. Since antibiotics are failing to treat AMR-bacteria, new tools are needed, and human monoclonal antibodies (mAbs) can fill this role. In almost 50 years since the introduction of the first technology that led to mAb discovery, enormous leaps forward have been made to identify and develop extremely potent human mAbs. While their usefulness has been extensively proved against viral pathogens, human mAbs have yet to find their space in treating and preventing infections from AMR-bacteria and fully conquer the field of infectious diseases. The novel and most innovative technologies herein reviewed can support this goal and add powerful tools in the arsenal of weapons against AMR.
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Introduction

The phenomenon called antimicrobial resistance (AMR), emerged as one of the leading public health threats of the 21st century. The review on antimicrobial resistance, commissioned in 2014 by the UK Government, estimated that AMR could kill 10 million people per year by 2050 (de Kraker et al., 2016; O'Neill, 2016). Despite this initial prediction, new statistical models estimated already 4.95 million deaths associated with bacterial AMR in 2019, highlighting a faster pace in the spreading of AMR pathogens worldwide (Murray et al., 2022). With antibiotics becoming increasingly obsolete, particular attention is turning to therapeutic monoclonal antibodies (mAbs) as an alternative approach to treat infectious diseases and address the global threat of AMR (Bebbington and Yarranton, 2008; Roca et al., 2015). Indeed, therapeutic mAbs have proven to be successful in treating several human viral pathogens including the respiratory syncytial virus (RSV), Ebola, Zika, Chikungunya, Influenza and more recently SARS-CoV-2 (Robinson et al., 2016; Sizikova et al., 2018; Kupferschmidt, 2019). Conversely, mAb therapy for bacterial pathogens are still struggling to find space in the battle against infectious diseases. On one side, mAbs could offer more effective ways of addressing antibiotic resistance and bacterial infections by targeting molecules specific only for pathogenic bacteria safeguarding the microbiota, activating the body's immune system resulting into a broader and more effective response, and reducing the toxicity associated with high antibiotic doses (Baker et al., 2018; Zurawski and McLendon, 2020). These benefits will ultimately result into countless lives saved and a drastic cut of hospital associated costs by reducing time of hospitalization from nosocomial infection. On the other side, many obstacles remain in the field of anti-bacterial mAbs. In contrast with mAbs against viral pathogens, Fc effector functions result to be essential for killing and bacterial clearance. In addition, bacteria expose hundreds of antigens on their surface, making the hunt for an optimal target a complex task. Moreover, in some cases, bacteria can form hardly penetrable biofilms and reside in body parts where mAbs are less likely to be distributed, thus, reducing their efficacy. These obstacles have limited the development of anti-bacterial mAbs resulting in only a few antibodies being tested in clinical trials (Table 1). While the technological leap of the last four decades have allowed to fine-tune mAb discovery and development, emerging approaches could allow to overcome the barriers which have so far limited the clinical application of mAbs against bacterial pathogens. This review examines the major past and present technologies used to discover and develop mAbs against bacteria. The principal focus is dedicated to technologies enabling effective mAbs against bacterial infections which could be used in the near future to support the fight against AMR.


TABLE 1 The table reports a list of mAbs against bacteria that have entered clinical trials.
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The beginning of monoclonal antibody discovery and development

The journey for mAb discovery and development started in 1975 when Kohler and Milstein introduced the hybridoma technology (Köhler and Milstein, 1975) (Figure 1A). This approach consisted in the fusion of myeloma cell lines with splenocytes isolated from mice previously exposed to the antigen of interest leading to the formation of murine hybridomas able to produce antigen-specific antibodies. Despite this methodology led to the food and drug administration (FDA) approval of the first therapeutic mAb in 1986 (OKT-3, used to prevent organ transplant rejection) (Brekke and Sandlie, 2003), the fully murine origin of these antibodies was problematic as they did not recognize the human complement and Fc receptors, and elicited human anti-mouse antibodies leading to fatal antibody responses following their administration (Clark, 2000; Bruhns, 2012). Almost in concomitance with the hybridoma technology, Steinitz and colleagues developed another technique to produce human mAbs. In 1977 the authors described a novel approach based on the ability of the Epstein Barr virus (EBV) to convert normal human B lymphocytes and producing immortalized antibody-producing cell lines (Steinitz et al., 1977; Corti and Lanzavecchia, 2014). This approach opened for the first time the possibility to isolate human mAbs maintaining the characteristics of the original human B cells overcoming the limits of the hybridoma technology. EBV-immortalization showed its full potential in the field of infectious diseases almost 30 years later, when in 2003, Traggiai and coworkers identified the first human mAb against the severe acute respiratory syndrome coronavirus (SARS-CoV) (Traggiai et al., 2004). The limitation of this approach was the suboptimal immortalization of B cells, which plateaus at approximately 35% (Traggiai et al., 2004). To overcome the intrinsic immunogenicity of murine mAbs and increase the efficiency of antibody discovery, two different technologies were developed. In 1984, the hybridoma technique was combined with genetic engineering to generate partial human mAbs. Initially, chimeric mAbs were generated by substituting the mouse with the human constant region (Fragment crystallizable region; Fc) (Boulianne et al., 1984; Morrison et al., 1984). Following, using the same approach, Jones and colleagues replaced also portions of the murine variable region of chimeric mAbs to generate fully humanized antibodies (Jones et al., 1986). Although the human homology was 75% and 95% for chimeric and humanized mAbs respectively, these classes of antibodies were not able to completely avoid anti-antibody responses raised after injection (Jones et al., 1986; Clark, 2000). The breakthrough of phage display technology, introduced by Smith et al. in 1985, allowed to circumvent the immunogenicity issue leading to the production of fully human mAbs. This technology was based on the construction of phage display libraries based on human immunoglobulin G (IgG) heavy and light chain variable region sequences derived from immunized and infected individuals, or by synthetic libraries (McCafferty et al., 1990). The human variable regions were introduced in the Gene III of filamentous bacteriophages that express the antibody on their surfaces and can be isolated by affinity chromatography using the antigen of interest as fishing bait (Smith, 1985; McCafferty et al., 1990). In 1991, this approach led for the first time the identification of 15 different mAb clones specific for the glycoprotein 120 (gp120) protein of the human immunodeficiency virus (HIV), opening the road for an antibody based therapeutic approach against retroviruses (Burton et al., 1991). Anyway, the phage display library approach had two major downsides. Firstly, the production of mAbs did not represent the natural antibody repertoire since mAbs were generated by random pairing of the heavy and light chains (Novobrantseva, 2005). Secondly, the isolation of these mAbs was based on prior knowledge of targeted antigens. In 1994, Lonberg and colleagues introduced another method to isolate and produce fully human mAbs. The authors developed transgenic humanized mice, called “HumAb” mice, by using a genetic homologous recombination approach to disrupt the mouse immunoglobulin genes and replace them with components of human heavy and light chain transgenes, which included the constant and variable (V), diversity (D) and joining (J) regions (Scott, 2007). Produced humanized mice were then immunized against the antigen of interest and antigen-specific B cells were isolated and mAbs produced by the traditional hybridoma production systems.
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FIGURE 1
 Timeline for mAb technologies developed in the past (A) and presently used in the field of infectious diseases (B). Highlight of novel technologies that show great potential and could be applied in the near future in the fight against AMR (C). Boxes highlighted in blue, orange and green represent the milestones achieved in the past, present, and future, respectively.


All the approaches implemented in over two decades of technological advancement, led to the development of only five therapeutic mAbs against infectious agents. In 1998, the FDA approved the first humanized mAb (palivizumab) that targeted the RSV fusion (F) protein (Maeurer et al., 2016). Much later, the FDA approved the phage display-derived mAb raxibacumab (2102) and the humanized antibody obiltoxaximab (2016) to treat inhalation of the Bacillus anthracis exotoxin responsible for the lethal anthrax disease (Table 1) (Tsai and Morris, 2015; Reichert, 2016). In the same year, the mAb preparation Rabishield, and later in 2019 the mouse-derived mAb cocktail Twinrab, were marketed in India to treat rabies virus infection (Fan et al., 2022). These antibodies, while highlighting the promise of mAbs for therapy against infectious diseases, showed the limits of these initial technologies as all mAbs displayed a very low functional activity resulting into high dosage, need of long intravenous administration and scarce accessibility especially in low-middle income countries.



The modern era of monoclonal antibody technologies

The limits posed by the initial technologies highlighted the need to develop novel approaches to ameliorate the functional properties of mAbs already discovered as well as to identify extremely potent human mAbs as therapeutics (Figure 1B). The explosion of molecular biology techniques and structural based approaches in the late 1990's—early 2000's enabled an unprecedented possibility to manipulate antibody molecules which paved the way to the engineering of the fragment antigen binding (Fab) and fragment crystallizable (Fc) regions (Liu et al., 2020; van der Horst et al., 2020). Fab engineering allowed to increase the antibody affinity to its cognate antigen. Two main approaches were developed to achieve this goal and were the display- or structure-based methods. The display-based method relies on building libraries of variants by using an error-prone PCR which introduces random mutations in the antibody Fab region. These mutations can be inserted randomly in the whole variable region, as successfully described in 2002 by Maynard and colleagues which used this strategy to generate a panel of toxin-neutralizing antibodies against Bacillus anthracis (Maynard et al., 2002), or to selectively mutate the antibody complementary determining regions (CDRs) of the antibody, as reported by Yang and coworkers which exploited this approach to increase the binding affinity of a potent human anti-HIV-1 monoclonal antibody (Yang et al., 1995). Differently, the structure-based method for Fab engineering and affinity enhancement relies on the analyses of complex antibody-antigen structures and the modification of specific contact sites in the antibody variable region. The structure-based method has been widely used in the field of mAbs against viral pathogens like HIV, influenza, and dengue virus (Zhou et al., 2010; Lingwood et al., 2012; Robinson et al., 2015; Sarker et al., 2022). While the purpose of Fab modifications was to increase the mAb ability to bind its cognate antigen, Fc engineering aimed to enhance the antibody pharmacokinetics and effector functions. Indeed, a crucial aspect for therapeutic mAbs is the serum half-life which needs to be extended beyond the ~23 days of natural IgGs (Saxena and Wu, 2016). In 2006, Dall'Acqua and colleagues demonstrated that serum half-life, tissue distribution and activity of a given human IgG1 can be modulated by the introduction in the Fc region of the YTE (M252Y/S254T/T256E) mutations (Dall'Acqua et al., 2006). These mutations were later used to modify an anti-RSV mAb, named motavizumab (MEDI8897), tested in 2015 in a phase 1b/2a clinical trial, which resulted in extended half-life of up to 150 days in healthy preterm infants (Domachowske et al., 2018). Fc region has also been the target for improved effector functions. It is worth to mention that four different set of mutations developed between 2006 and 2012 known as LS (M428L/N434S) (Zalevsky et al., 2010), AAA (T307A/E380A/N434A) (Petkova et al., 2006), QL (T250Q/M428L) (Hinton et al., 2004) and V308P (Datta-Mannan et al., 2012), which improve antibody half-life and antibody-dependent cellular cytotoxicity (ADCC) and complement-dependent cytotoxicity (CDC) activity (Booth et al., 2018). Furthermore, by delivering Fc-Fc gamma receptor (FcγR) and Fc-C1q interactions, mAbs can link exquisite specificity to power cellular and complement-mediated effector functions. This biological function was exploited by De Jong and colleagues in 2016, which identified, among others, the mutation E430G that enhances hexamer formation and complement activation by IgG1 antibodies (de Jong et al., 2016). This technology was applied in the context of bacterial infections, by Chakraborti and colleagues to test the efficacy in vitro and in vivo of a human IgG1 chimeric mAb, named 2C7, against Neisseria gonorrhoeae (Chakraborti et al., 2020). Another engineering approach that was introduced to increase the antibody efficacy and breadth of protection was the production of IgG mixture and bispecific antibodies (bsAbs) (Nie et al., 2020). Despite the possibility to develop bsAbs emerged in 1998 thanks to the knobs-into-holes approach (Merchant et al., 1998), it wasn't until 2014 that DiGiandomenico and colleagues developed a bispecific mAb against Pseudomonas aeruginosa, BiS4αPa, by merging in one molecule an anti PcrV mAb and an anti Psl mAb. PrcV is a type III secretion, toxin injectosome while Psl is a serotype independent exopolysaccharide crucial for colonization and biofilm formation (DiGiandomenico et al., 2014). In 2015, antibody–antibiotic conjugate (AAC) was also introduced as potential approach to treat bacterial infections. This method combines the key attributes of both antibody and antibiotic in a single molecule (Mariathasan and Tan, 2017). A specific AAC has been recently reported to show promise in the treatment of Staphylococcus aureus which showed to be superior to vancomycin for treatment of bacteremia (Lehar et al., 2015).

In addition, scientists have developed several approaches to generate antibodies able to reach and withstand the intracellular environment (Slastnikova et al., 2018). Since the 1990s, intrabodies have been introduced in different research areas to inhibit the activity of selected intracellular antigens (Biocca and Cattaneo, 1995; Cattaneo and Biocca, 1999). The technology has been later ameliorated and applied to prevent bacterial conjugation and cell damage by bacterial toxins (Carcillán-Barcia et al., 2007; Tremblay et al., 2010; Alzogaray et al., 2011; Li et al., 2015). Indeed, intrabody expression in Vero cells has been shown to block Clostridium difficile TcdB-mediated cell intoxication (Li et al., 2015). It is worth noting that AMR spreads through horizontal gene transfer (HGT) and it is associated with intracellular bacterial antigens, which could be potentially targeted by intrabodies-mediated applications (Slastnikova et al., 2018; Lerminiaux and Cameron, 2019). All the approaches above described where used to improve mAbs discovered through the use of approaches developed in the 1970's−1990's, but one last step forward allowed to change the game of mAb discovery. Indeed, the enormous advancement in human B cell sequencing, single cell isolation, high-throughput screening and structural characterization of protective antigens has provided the molecular and mechanistic understanding which led to the Reverse Vaccinology 2.0 approach in 2016 (Rappuoli et al., 2016). This approach relies on the identification of extremely potent mAbs directly from the blood of convalescent or immunized human donors, which showed a neutralization activity over 10,000-fold higher compared to those initially discovered through phage display or hybridoma technologies (Sok and Burton, 2018). The reverse vaccinology 2.0 approach is now widely used in the field of infectious diseases, and it was exploited to generate therapeutic mAbs against a variety of viral pathogens including HIV, influenza, RSV, HCMV, Ebola, dengue virus, zika virus, and more recently SARS-CoV-2 (Beltramello et al., 2010; Corti et al., 2010; Macagno et al., 2010; Krause et al., 2011; de Alwis et al., 2012; Pinto et al., 2020; Zost et al., 2020; Andreano et al., 2021). This approach is currently being used to discover therapeutic mAbs against AMR-bacteria.



The future of therapeutic monoclonal antibodies against antimicrobial resistant bacteria

The technologies described in the previous paragraph enabled the discovery of potent mAbs against infectious diseases especially in the field of viral pathogens. However, with the main aim of increasing the efficacy of therapeutic mAbs against bacterial targets, many efforts were recently made. Progresses in the field include machine and deep learning approaches for structural prediction (Jumper et al., 2021), the design computational design of antibody nanocages (Divine et al., 2021), the implementation of mAb immunomodulatory activities through the engineering of the IgG hinge region (Foss et al., 2022), the development of nucleic acid-encoded monoclonal antibodies (Schlake et al., 2019) and the hetero-oligomerization of therapeutic antibodies (Oostindie et al., 2022) (Figure 1C). Herein, we discussed novel approaches that show great potential in the fight against AMR.

Machine and deep learning for protein structure prediction: At the end of 2020, the DeepMind's program called AlphaFold2 showed the outstanding ability to predict protein structures starting from their amino-acid sequences with startling accuracy (Callaway, 2020). While AlphaFold2 outperformed its competition in 2020, it was only in July 2021 that the manuscript describing the method and source code was released (Jumper et al., 2021). Of course, its potential to identify therapeutic mAbs, the ability to predict antibody-antigen interactions and the possibility to computationally design immunoglobulin-like molecules were immediately grasped. In fact, Robinson and coworkers already at the end of 2021, quickly exploited this method to computationally identify mAbs that rearranged in similar structures and engaged the same neutralizing epitope on the SARS-CoV-2 spike protein despite having different amino acidic sequences. The potential of this approach goes far beyond the mere structural prediction of mAbs, in fact the possibility to computationally define protein-protein interaction was by far one of the most desired technologies in the field of mAb and vaccine development. Machine and deep learning approaches could be exploited to predict interactions between mAbs and the bacterial proteome of surface exposed targets to identify antigens that could elicit a protective antibody response and function as optimal vaccine candidates. Recently, approaches like AlphaFold-multimer (March 2021), Absolut! (July 2022) and AbAdapt (September 2022), aimed at improving the prediction of antibody-antigen interactions to make machine and deep learning approaches suitable to achieve this goal (Evans et al., 2022; Robert et al., 2022; Xu et al., 2022). Finally, computational models for high-resolution structural validation have also been recently used for de novo design of antibody-like domains. The approach developed in October 2022 by Chidyausiku and coworkers aimed to overcome the limits of mAb engineering by designing antibody-like scaffolds, not produced in nature, to graft loops containing the CDRs of functional antibodies (Chidyausiku et al., 2022). The gargantuan leap in solving three-dimensional structure of proteins marked a pivotal milestone in the field of mAb discovery, design and development which could be instrumental in the fight against AMR.

Antibodies cages (AbCs): Multimerized antibodies that include several antigen binding sites are a potent tool of considerable interest in the field of therapeutic mAbs. In a recent study, Divine and colleagues established a new method, applicable to IgG antibodies, to increase antibodies valency through antibodies protein nanoparticles (Divine et al., 2021). The technique is based on the computational design of proteins that direct the assembly of selected antibodies in well-defined nanocages which can recognize a larger target compared to a single antibody. The antibody nanocages (AbCs) are composed of a Fc fusion or an antibody and a homo-oligomer that controls Fc-binding and nanocages assembly. AbCs have different structures from dihedral to icosahedral architectures and therefore include from 2 to 30 antibodies per nanocage. Divine and colleagues elegantly demonstrated that AbCs are superior to free antibodies in several immune responses including activation of tumor cell apoptosis and angiogenesis, B cell activation, and neutralization of SARS-CoV-2 pseudovirus. AbCs offer interesting advantages compared to previous antibody mixture approaches because of their controlled formulation and increased homogeneity which will likely have an impact on their use as a therapeutic tool.

HINGEneering: Recent studies have demonstrated that the molecular engineering of the hinge region is a valuable tool to modulate the functionality of IgG antibodies (Foss et al., 2022; Orr et al., 2022). IgG3 is a very potent immunoglobulin, which can trigger different effector functions, including complement activation, antibody-mediated phagocytosis and antibody-mediated cellular toxicity (Damelang et al., 2019). In their study, Foss and colleagues have demonstrated that the more extended IgG3 hinge region associates with enhanced intracellular antiviral immunity compared to the other IgG subclasses. This process occurs via the tripartite motif containing 21 (Trim21) Fc receptor, an intracellular detection system for opsonized pathogens that have evaded lysosomal degradation (Foss et al., 2022). Although Trim21 binds specifically to the Heavy chain constant domain CH2-CH3 and not to the mAb hinge region, a substitution of the IgG3 hinge through molecular engineering to the other IgG subclasses boosted the Trim21 activation, leading to pathogen clearance. Moreover, the IgG3 hinge-engineering onto the IgG1 subclass increases complement deposition upon pathogen opsonization (Foss et al., 2022). To date, IgG3 has not been the choice of interest for marketed mAbs because of concerns about its short half-life and increased immunogenicity, however, substituting the IgG3 hinge region into the IgG1 structure may overcome these limitations and it is a promising approach to developing future antibody therapeutics (Chu et al., 2021; Werner and Nimmerjahn, 2022).

Nucleic acid-encoded monoclonal antibodies: The possibility of expressing proteins from nucleic acids in vivo was first described in the 1990 by Wolff et al. (1990). The first preclinical evaluation of an mRNA-encoded vaccine instead dates to 1993, when Martinon and colleagues developed and tested in mice an experimental vaccine against influenza consisting in a liposome-encapsulated mRNA encoding the influenza virus nucleoprotein sequence (Martinon et al., 1993). The discovery of innovative vehicles allowing RNA or DNA delivery to human cells in vivo plus the optimization of RNA synthesis purification platforms (Karikó et al., 2005, 2011), led to a breakthrough in 2020, when two mRNA-based vaccines against SARS-CoV-2 were the first-in-class approved products available worldwide to fight the ongoing COVID-19 pandemic (Polack et al., 2020; Baden et al., 2021). The rapid launch of these mRNA-based COVID-19 vaccines provided the first evidence of the advantages of nucleic acid-based therapeutics compared to classical, protein-based products (Jackson et al., 2020). The combination of nucleic acid technologies with the field of monoclonal antibodies in the field of infectious diseases was only recently explored. Notably, August and colleagues published in 2021 the first results of a Phase I clinical trial in human, in which an anti-Chikungunya mRNA-encoded mAb has been administered intravenously to patients, to evaluate safety and pharmacokinetics in healthy adults (August et al., 2021). In the field of antibacterial mAbs, one of the first notable examples of nucleic acid-encoded mAb was provided by Parzych and colleagues, who developed a DNA version of their chimeric mAb 2C7 against Neisseria gonorrhoeae which resulted in protection from infection until 65 days post-administration (Parzych et al., 2021). All these described examples provided encouraging preliminary evidence supporting further research in the field of nucleic acid-encoded mAbs.

HexElect: Single antigens targeted by therapeutic mAbs may not provide sufficient selectivity to distinguish between commensal and pathogenic bacteria. The possibility to develop an approach that enhances the functional selectivity of therapeutic antibodies by making their activity dependent on clustering after binding to two different antigens is extremely appealing for mAbs against bacterial pathogens. In a recent study Oostindie and coworkers developed a new method named HexElect which suppresses individual homo-oligomerization of two distinct mAbs (IgG1-Campath-RGE and IgG1- IgG1-11B8-AGK) while promoting their pairwise hetero-oligomerization after binding co-expressed antigens on the surface of the targeted cells (Oostindie et al., 2022). Upon hetero-oligomerization, the complex triggers complement or cell-mediated effector functions to kill the target. The authors were able to reach hetero-complexes formation and maximize C1q affinity and recruitment by introducing in the Fc region of selected antibodies two specific point mutations in addition to E430G, named K439E or S440K for hetero-complexes, and G236R or G237A for complement activation. Despite this approach was used to study the effect of therapeutic mAbs against B cell tumors, the HexElect approach results to be a new and promising strategies also in the field of infectious diseases.



Conclusions

The technological and methodological advancements of the last 50 years brought the field of mAb discovery and engineering at their peaks. Despite that, only 26 mAbs against bacterial pathogens have so far reached clinical phases for efficacy evaluation and only five were approved by the FDA. Therefore, a further step forward needs to be made. The new technologies herein described can contribute to this effort and finally allow monoclonal antibodies to find their place in the fight against AMR.
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Clostridium botulinum is the main causative agent of botulism, a neurological disease encountered in humans as well as animals. Nine types of botulinum neurotoxins (BoNTs) have been described so far. Amongst these “toxinotypes,” the A, the B and E are the most frequently encountered in humans while the C, D, C/D and D/C are mostly affecting domestic and wild birds as well as cattle. In France for instance, many cases and outbreaks are reported in these animal species every year. However, underestimation is very likely at least for avifauna species where the detection of dead animals can be challenging. Knowledge about BoNTs C, D, C/D, and D/C and the diseases they cause in animals and humans is still scarce and unclear. Specifically, the potential role of animal botulism outbreaks in cattle and poultry as a source of human illness needs to be further assessed. In this narrative review, we present the current knowledge about toxinotypes C, D, C/D, and D/C in cattle and poultry with, amongst various other aspects, their epidemiological cycles. We also discuss the zoonotic potential of these toxinotypes and some possible ways of risk mitigation. An adapted and effective management of botulism outbreaks in livestock also requires a better understanding of these less common and known toxinotypes.

KEYWORDS
 Clostridium, zoonosis, cattle, poultry, toxins, botulism


1. Introduction

Botulism is a human and animal neurological disease caused by the action of bacterial neurotoxins produced by Gram-positive bacteria of the genus Clostridium (Hodowanec and Bleck, 2015). Typically, a flaccid paralysis, that can lead in worst cases to respiratory paralysis and heart failure causing death, is observed (Torrens, 1998; Hodowanec and Bleck, 2015; Le Maréchal et al., 2016b). Nine types of botulinum neurotoxins (BoNTs) or toxinotypes have been described (Peck et al., 2017; Doxey et al., 2018). While human botulism is mostly associated with types A, B and E and less frequently with types F, different types are associated with animal botulism, mainly in birds (wild and domestic) and cattle (Le Maréchal et al., 2016b). In birds, the toxinotypes involved are the mosaic C/D (majority), mosaic D/C, D and C (rarely) and exceptionally type E. On a world-wide basis, avian botulism is the most significant disease of waterbirds. Outbreaks in wild birds have been reported worldwide, except in Antarctica, with losses that have sometimes exceeded 50,000 dead birds (Rocke, 2006). In cattle, the toxinotypes involved are the mosaic D/C type (majority), C, mosaic C/D and rarely D. In France, the incidence over the last 10 years is on average about 10 to 30 outbreaks per year depending on the animal species considered (Le Maréchal et al., 2016b; Le Bouquin et al., 2022). However, this is probably an underestimation: in the avifauna (wild and non-captive) in particular, detection and reporting of dead birds is much less systematic than it could be for dead mammals. The literature about BoNT/C, D, C/D, and D/C mosaics (see Section 1.2) is definitely less abundant than for other toxinotypes. More specifically, the potential role of the outbreaks in cattle and poultry as a source of human contamination and ultimately of human botulism needs to be addressed. In this narrative review, we update the general knowledge about C, D, and mosaics C/D and D/C based on the situation in France, but we present this knowledge enhanced with a special focus on their zoonotic potential and related health consequences from a One Health perspective.


1.1. Clostridium botulinum – The bacteria

Clostridium botulinum consists of a group of Gram-positive, rod shaped, spore forming anaerobic bacteria (1.6–22 μm long and 0.5–2 μm wide) of the genus Clostridium whose common feature is the ability to synthesize a protein toxin called BoNT (Cato et al., 1986; Le Maréchal et al., 2016b; Poulain and Popoff, 2019), responsible for botulism, a severe neurological condition that causes flaccid paralysis. The genus Clostridium consists of about 200 species, of which about fifteen can synthesize toxins that cause disease in humans or animals (Poulain and Popoff, 2019). C. botulinum presents a great genetic diversity and is currently classified into three groups according to their biochemical, noteworthy proteolytic, characteristics (Poulain and Popoff, 2019). Thus, group I is proteolytic while groups II and III are non-proteolytic. Other species of the genus Clostridium can also produce BoNTs and constitute groups IV (so called C. argentinense), V (C. baratii) and VI (C. butyricum) of BoNT producing Clostridia (Smith et al., 2018). Group IV is proteolytic while groups V and VI are non-proteolytic.

The bacteria, in their vegetative form, are peritrichous and motile bacteria (Hodowanec and Bleck, 2015; Le Maréchal et al., 2016b). The metabolism of C. botulinum is of the chemo-organotrophic type, the end products of metabolism being acetic, butyric and propionic acids. Clostridia have a strictly anaerobic respiratory type. Some strains can tolerate low oxygen in their growing environment. Because of their metabolic characteristics, Clostridium species including C. botulinum are involved in degradation of organic matter. The physiological role of BoNTs is still not known but, according to DasGupta (2006), their presence is definitely not essential for the survival and the growth of C. botulinum strains (DasGupta, 2006).



1.2. Toxins

BoNTs are a heterogeneous family of proteins produced by C. botulinum as well as some strains of Clostridium butyricum and Clostridium baratii (Poulain and Popoff, 2019). BoNTs share a similar structure (DasGupta, 2006) and are synthetized as a single-chain polypeptide (approximately 150 kDa) that is cleaved by a protease into dichain proteins linked by a disulfide bond (Montecucco, 1986). The dichain protein is composed of a 50 kDa light chain (LC) with zinc-dependent protease activity and a 100 kDa heavy chain (HC) with an N-terminal translocation domain (Hn) and a C-terminal cell binding domain (Hc). BoNTs are divided into nine toxinotypes (A to H and X) based on neutralization of toxicity by specific antisera, using the mouse biological test and specific neutralizing antisera (Solomon and Lilly, 2001; Peck et al., 2017; Zhang et al., 2017b). BoNT genes have been sequenced from many strains and sequence comparisons have enabled the identification of sequence variations in each toxinotype. Thereby, BoNTs are divided into subtypes (Peck et al., 2017). There are eight subtypes identified for BoNT/A (A1 – A8), BoNT/B (B1 – B8) and BoNT/F (F1 – F8); twelve for BoNT/E (E1 – E12). No subtype has been identified for the other toxinotypes. However, there are two mosaic hybrid forms of BoNT/C and BoNT/D named BoNT/C/D and BoNT/D/C. BoNT/C/D is composed of the light chain of BoNT/C and the heavy chain of BoNT/D. BoNT/D/C is composed of the light chain of BoNT/D and the heavy chain of BoNT/C (Figure 1). BoNT/H is a BoNT/A and/F hybrid and might also been considered as BoNT/A/F (Barash and Arnon, 2014; Maslanka et al., 2016).

[image: Figure 1]

FIGURE 1
 Structure of BoNT/C, /D, /CD et /DC (BoNT: Botulinum neurotoxin).


The consequence of sequence diversity in each toxinotype and subtype is not yet clear. We can speculate it might affect the properties of each BoNT including stability, receptor recognition, enzymatic activity, efficiency of entry into cells, and recognition by antibodies (identification and immunotherapy).

BoNTs are produced as protein complexes of different sizes (Schantz and Spero, 1967; Popoff, 2018). In the complex form, BoNTs are associated by non-covalent bounds with non-toxic proteins synthetized by the producing Clostridium. Two classes of complex have been described based on their composition. The Ha-BoNT complexes contain some hemagglutinins (Ha). The Ha-BoNT complexes are associated to BoNT/A (subtypes A1, A5 to 8), BoNT/B, C, D, C/D, D/C, and G. Then, the Orf-BoNT complexes contain the OrfX proteins (OrfX1 to 3) and P47 protein. The Orf-BoNT complexes are associated with BoNT/A (subtypes A2 to 4), E, F and X. All complexes contain the non-toxic non-hemagglutinin protein (NTNH).

All BoNT types have the same mode of action (Popoff, 2018). This includes four steps: (i) cell binding, (ii) internalization, (iii) membrane translocation of the light chain into the cytosol after reduction of disulfide bond, (iv) enzymatic cleavage of their target soluble N-ethylmaleimide-sensitive fusion protein attachment protein receptor (SNARE).

Each BoNT enters into demyelinated terminal nerve endings by binding to presynaptic membrane receptors constituted of a membrane glycoprotein and a ganglioside (Zhang et al., 2017a). The BoNT, bound to its receptor, is internalized by receptor-mediated endocytosis inside the synaptic vesicles (Binz and Rummel, 2009). Under the effect of acid pH in the vesicles, BoNT conformation changes with the reduction of the disulfide bond and BoNT translocates its light chain into the cytosol.

The LC, a Zn2+-dependent endopeptidase, cleaves the SNARE proteins with extremely high specificity. The BoNT/A and E cleave the 25 kD-Synaptosomal-Associated Protein (SNAP-25). The BoNT/B, D, F, G, H and X cleave the Vesicle Associated Membrane Protein or synaptobrevin (VAMP). The BoNT/C is able to cleave the SNAP-25 and the syntaxine (Gardner and Barbieri, 2018). Table 1 reports the sites of cleavage.



TABLE 1 BoNTs targets at nervous endings and their different sites of cleavage according to toxin types.
[image: Table1]

The cleavage of the SNARE inhibits the release of neurotransmitter acetylcholine. Then, the inhibition of the neurotransmission leads to a block of the neuronal activation of muscles resulting in flaccid paralysis. However, depending on the cleaved SNARE (VAMP, SNAP25 or syntaxin), the inhibition of neurotransmission varies in intensity and duration. Indeed, the BoNT duration of action is different depending on the type of toxin, ranging from weeks to several months. Table 2 reports the duration of action for the different types.



TABLE 2 Duration of the effect of different types of BoNT in mice (Pellett et al., 2015, 2018a,b; Gardner and Barbieri, 2018).
[image: Table2]

The BoNTs are the most potent toxins known. They are effective on human and animals, mainly mammalians and birds. Rossetto and Montecucco (2019) summarized the lethal dose values in mice by intraperitoneal route. Table 3 reports these lethal doses in mice. In mice, the toxicity is very similar by intravenous, intraperitoneal and intramuscular injection. By oral route, the lethal dose is at least a thousand times greater.



TABLE 3 Lethal dose 50 of the different types of BoNT in mice.
[image: Table3]



1.3. Detection methods

Clinical signs of botulism are evocative but not specific and laboratory analysis is required to firmly confirm the suspicion (Anniballi et al., 2013b). Two main strategies are currently applied to confirm botulism. One is based on the detection of BoNT in samples while the other one is based on the detection of BoNT-producing clostridia in samples. Such analyses, during epidemiological investigations, after an outbreak in animals for example, may also contribute to identify the source of contamination or the dissemination routes. This section presents methods mostly implemented in the detection of BoNT and BoNT-producing clostridia.

Each method has advantages and disadvantages. A combination of several methods is a good way to consolidate a diagnostic. However, this approach is costlier and may delay final results. This may be prohibitive under field conditions, especially for animal botulism.

The mouse bioassay (MBA) is still considered the gold standard in BoNT detection. Since BoNT is responsible for the clinical signs, BoNT detection is still considered the best way to confirm the diagnosis. MBA is indeed one of the most sensitive test available (10 pg/ml). MBA allows for the detection of BoNT activity and not only its presence. Nevertheless, MBA has major drawbacks, such as ethical issues and a few-day delay to get results. Moreover, there is no international standardization regarding sample preparation, interpretation of clinical signs, the number of mice to be tested, their genetic background, as well as age and weight (Lindström et al., 2010). Alternative methods, such as ELISA tests (Hansbauer et al., 2016; Masters and Palmer, 2021) and Endopep-Mass Spectrometry (MS) (Björnstad et al., 2014; Drigo et al., 2020; Frye et al., 2020), have been developed and these have a lower limit of detection than MBA. However, the modalities of the validation of ELISA tests targeting either BoNT or antibodies against BoNT in animal blood are not always provided in published studies or does not always follow an official standardized protocol (Worbs et al., 2015). Moreover, controls are not systematically present, and this raises questions about conclusions that can be drawn from such tests (Lindström et al., 2006; Worbs et al., 2015). Attention should also be paid about the type of antibodies used in the ELISA tests (Lindström et al., 2006; Worbs et al., 2015). While ELISA tests will detect the presence of BoNT, Endopep-MS, like MBA,detects BoNT enzymatic activity, using synthetic peptides and further identification of cleavage product by either immunologic tests or mass spectrometry (Barr et al., 2005).

BoNT-producing clostridia are mostly detected using PCR assay after an enrichment step by culture (Anniballi et al., 2013a; Le Maréchal et al., 2017). Several methods have been published in the literature (Lindström et al., 2010). However, there is no universally agreed upon protocol for the detection of BoNT-producing clostridia in animals (Lindström et al., 2010). While a standard for a PCR detection of BoNT-producing clostridia (type A, B, E, and F) in food does exist (ISO/TC 34/SC 9 Microbiology, 2013), no reference text is available for the detection in animal samples or, more broadly, for PCR detection methods for clostridia producing BoNT/C, D, C/D, and D/C (Lindström et al., 2010). The enrichment step, preceding DNA extraction and detection, which impact the number of bacterial cells available would also deserve standardization. Moreover, as underlined by Lindström et al. (2010) and to our knowledge at the time of publication, there is no selective medium available to isolate C. botulinum group III (Lindström et al., 2010).

Recently, reverse-transcription real-time PCR assays targeting BoNT/C and D genes have been developed. It consists in the detection of BoNT complex–associated toxin gene RNA/DNA as an indirect method for the detection of BoNT presence in a sample (Masters and Palmer, 2021).

France relies mainly on two methods, MBA and PCR, implemented in two reference laboratories (the National Reference Center that is involved in human and animal botulism diagnosis and the National Reference Laboratory that is involved in animal botulism) (Vanhomwegen et al., 2013; Le Maréchal et al., 2017). In humans, botulism is usually confirmed by BoNT detection in serum, gastric samples, feces, vomitus or suspected food and/or by the detection of BoNT producing clostridia in feces or suspected food (Maupas et al., 1976). Attention should be paid to collect specimen(s) immediately for biological diagnosis confirmation as soon as botulism is clinically suspected. In particular, serum should be collected when BoNT is circulating, i.e., at the earliest at the onset of clinical signs and before the administration of antitoxin treatment (Curtiaud et al., 2022). In animals, the sampling material will vary depending on species. When analyzing serum, BoNT detection are often negative in bovines (Bano, 2019), turkeys (Le Maréchal et al., 2016a) as well as in horses (Johnson et al., 2015), even in animals with clinical signs. Analysis of other samples such as fecal material and organ tissue, using PCR assay or by use of a combination of methods to detect both BoNT and BoNT-producing clostridia markedly increases the reliability of the diagnosis. In bovine, the liver, ruminal or intestinal content, manure, suspected feed or environmental samples can be tested. The liver is recommended for avian species (Le Maréchal et al., 2016a). In fish, the presence of BoNTs in blood or the digestive tract, and the detection of BoNT-producing clostridia in the digestive tract can be used to confirm botulism. The use of Danio rerio (zebra fish) instead of mice for BoNT detection in fishes has been suggested because of its higher sensitivity to BoNT/E (Chatla et al., 2014, 2016).




2. Clostridium botulinum and its environment


2.1. Distribution and prevalence

Clostridium botulinum is a spore-forming anaerobic bacterium widely distributed in nature (Long and Tauscher, 2006; Espelund and Klaveness, 2014). C. botulinum can be found in raw water storage areas and waste water (Anza et al., 2014), trout farms (Cann and Taylor, 1982; Eklund et al., 1984), fish and environmental samples from coastal and wetland areas. Forage botulism or feed-related botulism seems to be an important pathway for farm animals. The species is present in all continents except Antarctica to our knowledge, in soil, dust, water and marine and freshwater sediments. The spores can persist in soils and sediments for decades (Long and Tauscher, 2006). C. botulinum is occasionally present in the intestinal content of healthy animals (fish, birds and mammals) (Espelund and Klaveness, 2014). The worldwide distribution and prevalence of C. botulinum differs according to regions for their toxin type. However, the ecological factors that determine the distribution remain unknown. For group I, C. botulinum type A occurs at a higher frequency in prevalence studies performed in the western United States while C. botulinum proteolytic type B dominates in the eastern United States (Shapiro et al., 1998). Regarding group II, non-proteolytic C. botulinum predominates in western Europe. C. botulinum type C and D are commonly found in Europe and in Australia (Woudstra et al., 2012; Masters and Palmer, 2021). C. botulinum E is predominately identified in aquatic habitats in northern Europe, in the United States and Canada, noteworthy in the Great Lakes region, and in the North Pacific area (Bott et al., 1966, 1968; Laycock and Loring, 1972; Horowitz, 2010; Austin and Leclair, 2011; Leclair et al., 2013, 2017). In Asia, types A to F are widely found in China (Yamakawa et al., 1988; Gao et al., 1990; Fu and Wang, 2008) but the presence of only types B, C and E was described in Japan (Yamakawa et al., 1988; Yamakawa and Nakamura, 1992; Umeda et al., 2013). All types except E are found in Indonesia (Suhadi et al., 1981). Types A, B and D are present in Australia (Eales and Turner, 1952; Murrell and Stewart, 1983; Koepke et al., 2008). In Africa, types A to D are detected in Zambia and Kenya (Nightingale and Ayim, 1980; Yamakawa et al., 1990; Karasawa et al., 2000).



2.2. Ecology

Certain plants (in particular algae) and invertebrates (in particular naturally resistant mollusks and insect larvae) can store types C, D, C/D, or D/C and type E toxins in their tissues or cells, and they have been identified as mechanical vectors (Hubálek and Halouzka, 1991; Rocke et al., 1999; Anza et al., 2016). Moreover, fish and birds can harbor the bacteria in their digestive tract as observed in the USA (Bott et al., 1968), and, depending on their sensitivity, may develop the disease. The decomposition of plant species and contaminated animal carcasses (such as fish, birds and mammals) is an optimal condition for bacterial development and toxin production. These conditions facilitate the transmission of the bacterium to species that are sensitive to the toxin, such as livestock (poultry, cattle) and humans consuming contaminated products.

Types C, D and mosaics C/D or D/C are, in nature, closely associated with wetlands rich in sediments (e.g., marshes, ponds and lakes) which are favorable to the bacterial development (Wobeser et al., 1987). The contamination of susceptible birds and the initiation of a “carcass-maggot” amplifying cycle can lead to the development of outbreaks of botulism in the avifauna (Wobeser, 1997; Soos and Wobeser, 2006). Type E, mainly identified in the northernmost regions of the northern hemisphere, is closely associated with aquatic, marine or freshwater ecosystems (Dolman, 1957; Haagsma, 1991; Horowitz, 2010; Espelund and Klaveness, 2014; Palmer et al., 2019). Carriage by fish is most often intestinal (Bott et al., 1966, 1968; Yule et al., 2006); the contamination can lead to mortality in certain species more sensitive to toxin E. The disease can also spread to aquatic or coastal birds (fish-eating birds in particular), sometimes causing the death of thousands of individuals (EPA, 2013).

Clostridium botulinum eradication is inconceivable because of its close association with natural environments in which it survives or evolves. It appears that the lethal outbreaks of botulism occasionally affecting the avifauna exposed to types C, D, C/D, or D/C and E result from multiple factors (weather, organic pollution generated by human activities, etc.) that contribute to the disruption of ecosystems and make them more favorable to outbreak occurrence (Sandler et al., 1993; Rocke et al., 1999; Lafrancois et al., 2011). Knowing these factors can make possible the identification and the implementation of control management measures (in particular the collection and destruction of animal carcasses in areas at risk) (Inger et al., 2016; Reynolds et al., 2021). Some studies demonstrated an interaction of environmental conditions (temperature, pH, sodium chloride and organic matter concentrations) affecting spore germination, outgrowth and toxin formation and proposed applied mathematical models (Barras and Kadlec, 2000; Chea et al., 2000; Zhao et al., 2003).

The prevalence of C, D, C/D, or D/C and E toxin types in agricultural fields seems quite low, considering the rare data regarding the digestive carriage in livestock and the presence of spores in farm environments (grassland, cultivated land) far from wetlands for types C, D, C/D, or D/C, or far from contaminated coasts, lakes and rivers for type E (Smith and Milligan, 1979; Gessler and Böhnel, 2006). Although relatively infrequent (even for type E), the emergence of cases of botulism in herds or flocks (often infected via contaminated feed or water) are worrisome.




3. Zoonotic aspects


3.1. Human botulism forms

Human botulism is a serious and potentially lethal disease. BoNT is the most potent bacterial toxin and definitely one of the most potent known poison (Arnon et al., 2001; Kumar et al., 2016). Botulism occurs worldwide but the number of reported cases varies between regions and countries. This variation may be due not only to real differences in incidence, but also to underreporting.

Several types of botulism are described in humans, depending on the mode of contamination and exposure to the toxin. Foodborne botulism, infant botulism, adult botulism, wound botulism, inhalation botulism and iatrogenic botulism are thus reported (Anniballi et al., 2013a).

Foodborne botulism (poisoning) is the main cause of human botulism in Europe (Popoff, 2018). It results from digestive intoxication due to the presence of the preformed toxin in the food. It is present on all continents and is of variable incidence. Overall, foods associated to foodborne botulism are very diverse (Lund and Peck, 2013). In Europe, it mainly involves homemade preserved products. Food of concern are mainly cured meats and canned vegetables, in Europe (Meurens et al., 2021; Le Bouquin et al., 2022). In a few rare cases, commercial foods or restaurant meals have been involved. After ingestion, the toxin is absorbed by the duodenum and jejunum and then passes into the bloodstream. BoNT resists gastric acidity and digestive enzymes because it forms a complex with a group of neurotoxin associated proteins or NAPs (Chellappan et al., 2014). BoNT/A, B and E are associated with foodborne botulism.

Infant botulism (toxi-infection) occurs when spores of C. botulinum are ingested from the environment or with honey (Popoff, 2018). Then, the bacteria germinate and multiply in the gastrointestinal tract and release the toxins (A, B, or F) produced in situ. This form of botulism has been reported in children from 6 days to 12 months of age, but mostly in infants from 2 to 8 months of age. Small doses of spores (10–100) are sufficient to induce intestinal colonization and toxin production (Popoff, 2018). The intestinal microbiota, which has normally an inhibitory effect on the growth of C. botulinum, does not play its inhibitory role in infants below the age of one (Popoff, 2018; Douillard et al., 2022).

Adult botulism (toxi-infection) is a rare and poorly understood form of botulism similar to infant botulism but occurring in adults (Fenicia et al., 2007; Freund et al., 2017; Harris et al., 2020). It usually involves type A toxins, but type B and F toxins have sometimes been implicated. In these patients, spores, bacteria, and toxins are found in the stool and spores may also be found in leftover food, but no preformed toxins are found. Dysbiosis is suggested but the exact causes of this alteration of the intestinal microbiota remain unknown. The intestinal microbiota, normally well established and fully functional after infancy, prevents bacterial colonization of the digestive tract. Possible imbalance of the microbiota (immune depression, prolonged antibiotic use or intestinal surgery) could be involved.

Wound botulism (inoculation) is a consequence of the contamination of wounds by C. botulinum spores (Popoff, 2018). At the vicinity of wounds, the bacteria can grow and produce neurotoxin (mostly type A or B). Since the 1980s, this rare form of botulism has been almost exclusively linked to the use of injectable drugs (Neeki et al., 2021). Previously, cases of wound botulism occurred in open fractures, deep traumatic wounds, or puncture wounds contaminated with foreign elements. The lesions have to be deep enough to enable anaerobic conditions required for spore germination and toxin production.

Inhalation botulism is also very rare (Popoff, 2018). A few cases have been reported amongst laboratory workers preparing concentrated BoNTs by continuous centrifugation (Holzer, 1962) and in a few individuals following the intranasal use of contaminated cocaine (MacDonald et al., 1985). The presence of C. botulinum sinusitis or direct absorption through a nasal mucosa have been suggested as etiological hypotheses. Iatrogenic botulism (very rare) will not be presented here.

The treatment of botulism is symptomatic and involves supportive care, intubation and mechanical ventilation when needed as well as administration of botulinum antitoxin (Rasetti-Escargueil and Popoff, 2019; Rao et al., 2021). Prevention is also possible using vaccines and several approaches, including DNA-based, viral vector-based, and recombinant protein-based vaccines, have been developed and tested (Sundeen and Barbieri, 2017; Rasetti-Escargueil and Popoff, 2019).



3.2. Surveillance data

In Europe, botulism is monitored through the surveillance of zoonoses and zoonotic agents and the protection of workers. In France for instance, botulism is a notifiable disease, in humans, and to some extent in animals, regardless of the species affected (Le Bouquin et al., 2022). Reporting the disease has been mandatory in France for human disease since 1986 and between 2006 and 2022 for poultry, cattle, and wild birds.

If reporting of severe forms of human botulism is probably exhaustive, many animal botulism cases remain suspicious and are not formally reported, especially for wild birds. Surveillance of botulism in wild birds is based on event-based surveillance and unquantifiable.

A study conducted on human botulism surveillance in France over the last decade shows that the incidence of human botulism has been relatively stable over time with an average of ten outbreaks/year for a total of 100 cases (Le Bouquin et al., 2022). The incidence in Europe was around 0.02 cases/100,000 persons, similar to what has been observed in France. Similarly, animal botulism also appears to be relatively stable, although annual variations are observed (Le Bouquin et al., 2022). Each year, an average of 30 outbreaks are recorded in France on poultry farms, about 20 cases in wild birds and about 10 outbreaks in cattle, often involving a large number of animals. Few other animal species, including domestic carnivores, are affected by botulism in France. Botulism has been confirmed in 264 avian species representing 39 families (Rocke, 2006), among which Anatidae appears to be the most affected family in wild birds, at least in France (Ventujol et al., 2017). Regarding poultry, outbreaks have been reported in chicken broilers, turkeys, pheasants and to a lesser extent ducks, guinea fowls, laying hens, gooses, and quails (Souillard et al., 2014; Le Maréchal et al., 2016a, 2017; Ventujol et al., 2017).

Analysis of the toxin types occurring in France confirmed the predominance of types A and B in human botulism in both foodborne and infantile cases, and exceptionally type F (Mazuet et al., 2017; Rasetti-Escargueil et al., 2020; Le Bouquin et al., 2022). The C/D mosaic form is the predominant BoNT in birds in this country, even if BoNT/D is also observed, and only BoNT/D/C and C have been identified in recent years in cattle.



3.3. Lethal doses of BoNTs in humans

The preformed toxin (types A, B, E and F) are active in humans (Rasetti-Escargueil et al., 2020) after ingestion, injection, and inhalation; the skin offers protection against the toxin. The lethal doses in humans have been estimated by extrapolation from studies carried out in primates (Herrero et al., 1967; Franz et al., 1993). Table 4 summarizes these doses for the BoNT/A1 (Arnon et al., 2001). Regarding BoNT/B, Rasetti-Escargueil and collaborators (2020) indicate that the minimal toxic dose by ingestion in humans is about 4,000 mouse lethal doses (MLD) and a minimal dose of 30–100 ng of BoNT/B has also been reported to induce foodborne botulism in humans (Peck, 2009). The therapeutic use of BoNT in human has shown that the effect of BoNT/A and BoNT/B are comparable with a dose ratio 1:25 to 100 following the application (Bentivoglio et al., 2015). The other types of BoNTs are usually considered less toxic than type A but there are no estimated lethal doses available for humans. Compared to humans, the data available in monkeys by oral route (Rasetti-Escargueil et al., 2019) indicate that BoNT/B (160 MLD.kg−1) is the most toxic followed by the BoNT/A (650 MLD.kg−1), the BoNT/E (1,500 to 2,500 MLD.kg−1) and the BoNT/F (50,000 to 75,000 MLD.kg−1). The BoNT/C and D appear to be less potent for monkeys with death occurring at 100,000 MLD.kg−1 for BoNT/C and 600,000 MLD.kg−1 for BoNT/D. Otherwise, within each type, the toxicity of subtypes are different. For the BoNT/A, the subtypes A1 and A2 are the most potent and BoNT/A4 is the less toxic about a 1,000 fold compared to other subtypes A (Pellett et al., 2015).



TABLE 4 Estimated lethal doses for BoNT/A1 in humans.
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3.4. BoNT/C, D, C/D, and D/C in humans

Outbreaks of botulism occur in cattle and poultry every year in many countries including France. These outbreaks are essentially caused by toxinotypes C, D, C/D, and D/C. Toxinotypes C, D, C/D, and D/C are generally not associated with human botulism. Nevertheless, the question of the zoonotic potential of these toxinotypes has emerged in humans. To the best of our knowledge, only an extremely limited number of cases of human botulism has been linked to toxinotypes C, D, C/D, and D/C (see Table 5). Most often, the few available data are rather old (before 2000), and more often published as conference proceedings than peer-reviewed publications in international journals. Moreover, no lethal dose for toxinotypes C, D, C/D, and DC was identified so far in humans. Some cases where botulism type C or D was suspected are presented in Table 5.



TABLE 5 Zoonotic evidences of toxinotypes C, D, C/D, and D/C mosaics.
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Maupas et al. (1976) detected BoNT/C in two out of four sera from patients suffering from botulism but excluded the hypothesis of intestinal botulism, explaining that C. botulinum type C could not produce toxins at 37°C. Thus, the hypothesis of foodborne botulism involving smoked chicken was preferred even if smoked chicken samples were never analyzed. In 1990, infant botulism type C was confirmed by the detection of a huge amount of BoNT/C in a stool sample collected from the patient suffering of botulism (Oguma et al., 1990). However, again and as for almost all cases of infant botulism, the origin could not be determined. In a recent case, the symptoms of botulism were concomitant with an outbreak of type C botulism in a family poultry farm, without biological confirmation in the patient (Martrenchar et al., 2019).

In parallel, type C botulism has been confirmed in primates (Dolman and Murakami, 1961; Smart et al., 1980; Silva et al., 2018) in facilities linked to the preparation of meals based on poorly preserved or poorly thawed poultry.

Type D botulism following the consumption of ham was suspected in Chad and presented in a communication to the French Academy of Medicine (Demarchi et al., 1958). BoNT and C. botulinum type D were detected in samples from this ham. However, the absence of further investigation in the patients and the conditions of sample collection (heterogeneity, delays, climatic conditions, transport, culture, etc.) impaired the confirmation of the zoonotic character of this outbreak.

Several hypotheses have been put forward to explain the near absence of human cases of types C, D, C/D, and D/C botulism: low host susceptibility, low human exposure or lack of surveillance. Low human susceptibility to C, D and mosaic toxins is the preferred hypothesis (Meurens et al., 2021). However, in vivo tests carried out using intramuscular route showed the “efficacy” of the toxin (particularly type C) (Eleopra et al., 1997, 2013). Thus, the low sensitivity could correspond to a low intestinal absorption of the toxins.




4. Botulism and animals


4.1. Epidemiological cycles

Clostridium botulinum is a bacterium present in both the digestive tract of animals and in the environment (soil, water, sediment, etc.) (Long and Tauscher, 2006; Le Maréchal et al., 2016b). Its ubiquitous character enables different possibilities to enter cattle herds and poultry flocks.


4.1.1. Epidemiological cycle of Clostridium botulinum in cattle farms

Clinical signs observed in cattle are due to ingestion of BoNTs and/or BoNT-producing clostridia by animals via drinking water (Doutre, 1969) or feeding (pastures (Popoff, 1989), forages (Bano et al., 2015) and on-farm manufactured feeds (Le Maréchal et al., 2019), silage (Myllykoski et al., 2009; Guizelini et al., 2019), or haylage previously contaminated with C. botulinum (Relun et al., 2017). Two major sources of contamination leading to bovine botulism outbreaks have been identified. One is the presence of animal carcasses (domestic or wild) that provide a substrate for the development of C. botulinum and production of BoNT (Le Maréchal et al., 2019). The second one is poultry manure, as poultry can be asymptomatic carriers of C. botulinum (Souillard et al., 2017, 2021). Contamination of feed or water by these two sources can occur directly with the presence of the dead animals or manure in the drinking water or in the feed. Contamination can also occur indirectly via contaminated equipment (e.g., tractor bucket), clothing [farmer, technician, veterinarian (Souillard et al., 2017, 2021)], or by airborne route (Hogg et al., 2008). Soil and feces, through intestinal carriage by animals, not only livestock but also other domestic or wild animals, can also be a source of contamination (Figure 2).

[image: Figure 2]

FIGURE 2
 Epidemiological cycle of Clostridium botulinum in cattle farms.


Table 6 presents the prioritization of different initial sources and contamination vehicles of C. botulinum (spore and vegetative forms and toxins) in a cattle farm, in decreasing order of importance. Contaminated poultry manure appears therefore to be the main vehicle of contamination of C. botulinum, with a direct or indirect link between the cattle farm and a poultry flock. The source of manure contamination is asymptomatic poultry carrying C. botulinum, and excreting it into the litter (Souillard et al., 2017, 2021). Contamination of water or feed by a dead animal is also a major source of contamination for outbreaks of bovine botulism (Galey et al., 2000; Le Maréchal et al., 2019). Regarding commercial feed, drinking water and cattle litter, these vehicles of contamination appear to be less important, due to good management practices that favor their control (discarding of manure and carcasses, storage conditions of feed, cleaning of equipment, no reuse of poultry litter..).



TABLE 6 Prioritization of importance (decreasing order) of the different initial sources and vehicles of C. botulinum contamination (spore, vegetative form and toxins) in a cattle farm (Anses, 2021).
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4.1.2. Epidemiological cycle of Clostridium botulinum in poultry flocks

In poultry flocks, botulism outbreaks are mainly associated with carriage of C. botulinum by poultry (Dohms, 2008) and with any other animal species (rodents, wild birds and others) outside the farm that may enter and contaminate litter and/or feed via feces or carcasses (J.P. Vaillancourt, personal communication) (Figure 3; Table 7). Clothes and boots of personnel (e.g., farm employees, catchers, technicians) and the equipment used in the barns were also reported as possible sources of contamination (Figure 3).
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FIGURE 3
 Epidemiological cycle of Clostridium botulinum in poultry flocks.




TABLE 7 Prioritization of importance (decreasing order) of the different initial sources and vehicles of C. botulinum contamination (spore, vegetative form and toxins) in a poultry flock.
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Table 7 presents the different initial sources and vehicles of contamination of C. botulinum (spore, vegetative form and toxins) in a poultry flock and their prioritization. The feed appears to be the main vehicle of contamination of C. botulinum. Feed can be contaminated after inclusion of an infected animal at harvest or during storage in silos. In case of on-farm feed production, the harvest equipment can also be a vehicle of contamination (e.g., the same trailer for manure hauling and harvesting). For commercial feeds, good management practices are very important for controlling these fomites (Anniballi et al., 2013a). Litter (e.g., rice hulls) also appears to be a contamination vehicle for C. botulinum in poultry flocks (Bano et al., 2013; Fillo et al., 2021). Litter should be protected from wild bird droppings. Wild birds can be asymptomatic carriers of C. botulinum, although the prevalence and conditions of this carriage is unknown (Reed and Rocke, 1992; Reynolds et al., 2021).




4.2. Bovine botulism

Bovine botulism is mostly due to BoNT/C, D, C/D, and D/C (Woudstra et al., 2012; Bano, 2019) although some type A (Schocken-Iturrino et al., 1990; AFSSA, 2002; Rasetti-Escargueil et al., 2019; Frye et al., 2020) and B (Notermans et al., 1981; Divers et al., 1986; Wilson et al., 1995; Kelch et al., 2000; Yeruham et al., 2003) cases are sporadically reported in the literature. Presently, BoNT/D/C is the most common BoNT type involved in bovine botulism outbreaks in Europe.

Bovine botulism is considered to be due to the ingestion of pre-formed BoNT present in feed, water or any other sources of toxin. Animal carcasses, poultry manure as well as feed inappropriately stored provide favorable conditions for the growth of C. botulinum and the production of BoNTs. The role of C. botulinum cells themselves in the pathogenesis of bovine botulism needs to be clarified. Currently, the PCR is commonly used for the laboratory confirmation of bovine botulism through detection of the bacteria in enrichments of the liver, rumen, intestinal contents or other sample collected on symptomatic or dead animals. A biphasic distribution of mortalities may be observed. Acute clinical signs are noted in the herd 3–4 days after exposure and another set of clinical signs are recorded about 14–20 days after the first clinical observations. This clinical pattern may be linked to in situ BoNT production: a first wave of deaths being due to the ingestion of BoNT and a second wave being linked to in situ BoNT-production. This hypothesis is supported by the detection of vegetative cells in livers collected on animals that died from botulism (Le Maréchal et al., 2019).

Bovine botulism is characterized by a flaccid paralysis, generally starting by the paralysis of the tail and hind legs, then progressing to the head (Kummel et al., 2012; Bano, 2019). The incubation period varies between a couple of hours and 2 weeks. Three forms can be encountered: a peracute form with sudden lateral recumbency and death within a few hours after exposure; an acute form with typical clinical signs (anorexia, ataxia, apathy, weakness, dysphagia, increased salivation, paralysis, recumbency with head tucked into the flank, and dropping feed from the mouth) and death within 2–3 days after the onset of the disease; and a subacute form with attenuated clinical signs, from which animals might sometimes recover (mainly observed for type C outbreaks). Usually, major economic losses are associated with bovine botulism in cattle farms (up to 100% mortality rate). The differential diagnosis must include hypocalcemia, hypophosphatemia, some types of enterotoxemia, listeriosis, paralytic rabies, organophosphate or lead poisoning (Dorchies and Leze, 2017). Besides clinical signs, the diagnosis is based on the epidemiological context, in particular the suspicion of high risk sources such as poultry manure or the detection of a dead animal in the feed. As for other species, the diagnosis should be confirmed by the detection of BoNT and/or BoNT-producing clostridia in samples collected on animals or their closed environment. The analysis of several samples collected on various animals can be required in order to detect BoNT and/or BoNT-producing clostridia to confirm the diagnosis.

There is currently no curative treatment available for bovine botulism, although antitoxins might be successfully used, but at costs usually not sustainable for most farms (Guizelini et al., 2019). Vaccination can be used using toxoids targeting BoNTs. Several vaccines have been developed worldwide (Anniballi et al., 2013b) but market authorizations have been issued by only a few countries and may be only temporary as in France with a sole authorized vaccine. This “French” vaccine is only used for emergency vaccination to protect healthy animals in farms facing a botulism outbreak or to prevent disease recurrence. To prevent bovine botulism outbreaks, it is crucial to implement biosecurity measures as far as farm management and feed production and storage are concerned. The presence of animal carcasses in the feed (silage, haylage, cereals…) or feed stored under bad conditions (uncovered, exposed to wild bird droppings for example) may be the source of an outbreak. It is crucial to pay attention to all steps from feed harvesting to animal distribution. The implementation of dedicated biosecurity measures between poultry and cattle is essential to prevent cross-contamination between the two productions. The equipment needs to be cleaned and disinfected; in mixed farms, clothes and shoes should be changed between both productions.



4.3. Avian botulism

Botulism is widespread in most avian species, both wild and domestic. On a worldwide basis, avian botulism is the most significant disease of water birds. Some species, especially scavengers like vultures, are known to be resistant. For still unknown reasons, males tend to be more affected than females, in particular in turkey farms (Smart et al., 1983; Popp et al., 2012; Souillard et al., 2014).

Avian species are sensitive under experimental conditions to all BoNT types by intravenous route, with differences being observed among avian species and depending on doses (Gross and Smith, 1971; Miyazaki and Sakaguchi, 1978). In wildlife and in farm environments, only BoNT/C, D, C/D, D/C, and E have been involved in avian botulism outbreaks, and BoNT/A to a much lesser extent (Rogers et al., 2021). The most common BoNT type at the moment, at least in Europe, is C/D (Woudstra et al., 2012; Souillard et al., 2014; Le Maréchal et al., 2016a).

Whether avian botulism is due to the ingestion of preformed BoNTs or to in situ BoNT production by C. botulinum is not completely clear and it has been suggested that both sources of BoNT may likely coexist during an outbreak (Skarin et al., 2015). In broilers, it is assumed that BoNT is produced in situ in the caeca, as a large amount of toxins is necessary to get clinical signs in this avian species. The amount of BoNT normally present in the immediate environment of a flock is thought not to be high enough to cause botulism (Dohms et al., 1982; Popoff, 1989). Experimental studies have confirmed the importance of the caeca in the expression of the disease (Miyazaki and Sakaguchi, 1978; Kurazono et al., 1987; Hyun and Sakaguchi, 1989). Spores are ingested by the birds, then germinate, multiply and produce BoNT in the caeca. Spores, vegetative cells as well as BoNTs are then excreted in the litter and re-ingested by birds via coprophagy. BoNT enters blood circulation and reaches nerve endings, which leads to paralysis (Miyazaki and Sakaguchi, 1978; Kurazono et al., 1987; Hyun and Sakaguchi, 1989). Several studies have shown that C. botulinum can be detected in many organs (liver, spleen, crop) in affected birds, but the potential role of these organs colonization in the observed clinical signs or in the pathogenesis is unknown (Dohms et al., 1982; Franciosa et al., 1996; Anniballi et al., 2012, 2013a; Woudstra et al., 2012). Risk factors behind the initiation of a botulism outbreak are not clearly understood, in particular the role of asymptomatic carriage of C. botulinum by birds. One hypothesis is the ingestion of BoNT from bird carcasses. This hypothesis implies the presence of C. botulinum in the digestive tract of birds before their death. Although demonstrated, the prevalence of this carriage is highly variable. A study including 100 broiler flocks failed to detect C. botulinum type C/D in caeca (Hardy and Kaldhusdal, 2013), confirming another previous study where litters from 100 poultry farms tested negative for C. botulinum (Roberts and Aitken, 1974). In contrast, C. botulinum type C/D was detected in 11% of healthy poultry flocks in Sweden (Blomqvist et al., 2010) and in one farm out of 23 examined in France (Souillard et al., 2013). The detection of C. botulinum type D/C has been reported several times, in particular thanks to connections with a bovine botulism outbreak (Le Maréchal et al., 2020; Souillard et al., 2021). Variability in prevalence of avian botulism may be explained by the existence of C. botulinum carriage at a very low level, likely underestimated considering the low sensitivity in tested samples of currently available methods (Popoff, 1989; Le Bouquin et al., 2017).

Clinical signs in avian species are flaccid paralysis progressing from the legs to the nictitating membranes and often associated with respiratory failure. The first sign in broilers is leg followed by wing paralysis (Bano, 2019). One of the typical clinical signs is the paralysis of the bird’s neck, which has resulted in the use of “limber neck” to describe botulism. High mortality rates are reported. In France, the mean mortality rate was 13.9% in 17 investigated poultry botulism outbreaks, ranging from 2.8 to 35.2% in one study (Souillard et al., 2014) and between 1 and 25% in another study (Dohms et al., 1982). Higher mortality rates have been reported in the literature in case reports: 30 and 50% in turkey farms (Smart et al., 1983; Popp et al., 2012) and 84% in a pheasant farm (Borland, 1976). On a worldwide basis, avian botulism is the most significant disease of waterbirds (Rocke, 2006). Outbreaks with more than 100,000 dead birds have been reported in the USA (Rocke and Bollinger, 2007). Differential diagnosis should include ionophore intoxication (in particular in turkeys), lead as well as selenium intoxication, Marek disease and avian Flu. Diagnosis is based on clinical signs, the epidemiological context and laboratory results (detection of BoNT or/and BoNT-producing clostridia in samples collected on animals, feed or close environment).

Beta-lactams are successfully used in poultry farms during botulism outbreaks (Anniballi et al., 2013b). Several practices can be implemented to mitigate the lethal incidence of an outbreak: physical separation of symptomatic from non-symptomatic birds, replacing litter at higher frequency and fresh litter addition to prevent ingestion of BoNT and BoNT-producing clostridia, and regular disposal of birds found dead in barns. Vaccination can be considered, but does not seem to be commonly use in farms. Regarding wild birds, sick individuals can be cared for by feeding and watering them until disappearance of clinical signs.

Implementation of biosecurity measures in poultry farms is crucial to prevent both the initiation and recurrence of outbreaks: rodent control, proper feed storage conditions and feed distribution, and regular dead bird disposal. Due to the high resistance of spores in the environment, special attention should be paid to cleaning and disinfection operations (with sporicides, in both barn and equipment) after an outbreak of botulism to avoid recurrence. In wild birds, removal and proper disposal of dead birds is the most effective measure to prevent or mitigate outbreaks.



4.4. Control by food processing operations and during food storage

Contamination of food of animal origin, at least of raw materials, with C. botulinum type III is documented (Dodds, 1993a,b; Le Maréchal et al., 2016b). This contamination justifies that control measures should be implemented for safe food production. The principles of control of microbial hazards in food are determined by the data and parameters describing their sensitivity to physical or chemical inactivation treatments, their ability to multiply and, where appropriate, produce toxins in defined conditions. Compared to C. botulinum groups I and II, which have long been recognized as the main causes of foodborne botulism, there is very little information defining the principles of control of C. botulinum type III strains. For thermal treatments under moist heat conditions commonly applied in food processing, the decimal D reduction times at 104°C of spores of group III strains (n = 4) have been estimated to be 0.1–0.9 min (Segner and Schmidt, 1971) and about 12 min (Portinha et al., 2022) at 90°C (n = 2). These sparse data suggest a resistance to moist heat much higher than that of spores of non-proteolytic C. botulinum group II, but also a much lower resistance than that of spores of proteolytic C. botulinum group I. The sensitivity to temperature changes expressed by the z-value (temperature increase in °C resulting by 10-fold reduction in D-values) was estimated to be 5.0–6.2°C, i.e., close to z = 6.9°C of group II strains and lower than z = 11.3°C of group I strains established in meta-analyses (Diao et al., 2014; Wachnicka et al., 2016). This practically means that pasteurization treatments will be ineffective against C. botulinum type C spores as they are for other spore-forming bacteria. It also means that heat treatments to control C. botulinum group I (i.e., “botulinum cook” for 3 min at 121°C, or any treatment with similar lethality) will also control C. botulinum group III. BoNTs of types C and D seem to be more heat resistant than those of types A, B, E. However, heat treatments higher than 90°C/2 min allow total inactivation of these toxins (Roberts and Gibson, 1979).

For radiation treatments, a D10 value of 2.1 KGy was established for type C spores, not dramatically different from D10 = 3.3 kGy for group I spores and D10 = 1.4 kGy for group II spores (Desmonts et al., 2001). Unfortunately, no data are available regarding the resistance of group III spores to common food industry disinfectants (chlorine, peracetic acid, hydrogen peroxide, ozone, etc.) or to other physical treatments (dry heat, UV-C, pulsed light, high hydrostatic pressure combined with temperature) to determine whether it would be lower, similar or higher than the resistance of group I and II C. botulinum strains.

Little work has also been done on the growth of C. botulinum group III in foodstuffs. Growth limits (temperature, NaCl, pH) for C. botulinum have been established for some strains. No growth at 10°C, growth of some strains at 12.8°C and above, and growth of all strains at 15.6°C have been reported (Segner et al., 1971). No growth was observed at salt concentrations above 3% NaCl, at pH 4.9 and below. In haddock, growth was found to be as rapid as that obtained in a laboratory culture medium in optimal growth conditions. In the absence of other specific data on growth or toxin production in foodstuffs, the nature of the media from which outbreaks of type C botulism originated suggests good adaptation of C. botulinum group III in many matrices containing food of animal origin. The temperature, pH or water activity that control the growth of group I strains (type A and B proteolytic) will most likely also control group III strains (Roberts and Gibson, 1979). In this context, growth tests or food challenges with surrogate microorganisms may be considered. Such surrogate strains of C. botulinum group I and group II have been proposed (Boix et al., 2022; Koukou et al., 2022; Poortmans et al., 2022). Data and models established with C. sporogenes as a surrogate of C. botulinum group I can help to define the control measures to prevent growth (Boix et al., 2022; Koukou et al., 2022). Unfortunately, no surrogate microorganism for C. botulinum group III has been defined yet.

Unfortunately, again, no data are available to suggest that the sensitivity of C. botulinum group III to other environmental factors present during food storage (redox, CO2-enriched modified atmosphere, etc.) or to preservatives is less than, similar to, or greater than the susceptibility of C. botulinum group I and II strains. In particular, the effect of nitrate and nitrite on C. botulinum group III, which are preservatives commonly applied for the control of C. botulinum groups I and II in meat processing and curing of meat or fish (Sofos et al., 1979; Skovgaard, 1992), is not documented to our knowledge, likely because of a very low association to human botulism, and thus an estimated unnecessity of specific control.




5. Conclusion

Botulism is still a major concern for animal and human health. The toxinotypes C, D, C/D, and D/C are far less known than A and B, especially regarding their potential impact on human health. The analysis of human botulism surveillance data worldwide over the period 1976–2018 confirms that the overwhelming majority of botulism forms are foodborne and infant botulism. The types of BoNTs involved are types A and B, then E, occasionally F. Over this period, no human cases of type C, C/D, D or D/C have been identified.

To address the issue of a potential zoonotic aspect of types C and D, we reviewed the existing literature on the rare cases reported worldwide since the 1950s (Meyer, 1953; Prévot et al., 1953; Demarchi et al., 1958; Fleming, 1960; Rey et al., 1964; Matveev et al., 1966; Maupas et al., 1976; Oguma et al., 1990; Martrenchar et al., 2019). The original articles were found and their reading seem to indicate a causal relationship between exposure to BoNT and/or C. botulinum type C and the occurrence of human botulism cases (two confirmed outbreaks). However, the sources of contamination have not been formally confirmed and there is still uncertainty about the zoonotic origin of these cases.

For type D, only one outbreak of foodborne botulism has been identified worldwide during the study period, for which exposure to type D BoNT was only suspected (Demarchi et al., 1958). The low sensitivity of humans to C, D and mosaic toxins is the preferred hypothesis to explain the almost total absence of case related to types C, D, C/D, and D/C. However, despite this low sensitivity of humans, spreading as fertilizer of manure or of agricultural waste known to be contaminated by C. botulinum and/or BoNT on crops of vegetables eaten raw should be avoided. Additionally, a thorough decontamination using biocides and more particularly sporicides (chlorine and hydrogen peroxide products being the most effective) must be implemented in farms affected by an outbreak of animal botulism. Land spreading of contaminated manure is not acceptable without a proper treatment of effluents (Anses, 2022). However, if the option of spreading the effluents from a botulism outbreak is chosen, the spreading equipment must limit emission of dust and aerosol. Effluent spreading must be performed under calm weather conditions and respect sufficient distances (at least 400 meters for effluents of poultry origin) to pastures and routes frequented by animals, to open cattle stabling, and dwellings and areas of human activity. Spreading on field crops is recommended and spreading on grasslands must be excluded. The vaccination of cattle in mixed farms and in any situation of potential exposure to animal botulism can be encouraged as a preventive measure. In addition to these recommendations, there is the need to wear a dust mask for operators carrying out the spreading.

As mentioned in this review, botulism occurs quite frequently in wild or farm birds and in bovine and involves types C, D, C/D, and D/C. It has also been reported with types C and D in other animal species such as horse (Swink and Gilsenan, 2022) and mink (Phaneuf et al., 1972; Wilson et al., 2015). However, these types of botulism are extremely rare in humans and implementation and maintenance of biosecurity measures could as well potentially contribute to keep these types of botulism extremely rare.
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Mature biofilm formation by Vibrio parahaemolyticus requires exopolysaccharide (EPS), type IV pili, and capsular polysaccharide (CPS). Production of each is strictly regulated by various control pathways including quorum sensing (QS) and bis-(3′–5′)-cyclic di-GMP (c-di-GMP). QsvR, an AraC-type regulator, integrates into the QS regulatory cascade via direct control of the transcription of the master QS regulators, AphA and OpaR. Deletion of qsvR in wild-type or opaR mutant backgrounds altered the biofilm formation by V. parahaemolyticus, suggesting that QsvR may coordinate with OpaR to control biofilm formation. Herein, we demonstrated both QsvR and OpaR repressed biofilm-associated phenotypes, c-di-GMP metabolism, and the formation of V. parahaemolyticus translucent (TR) colonies. QsvR restored the biofilm-associated phenotypic changes caused by opaR mutation, and vice versa. In addition, QsvR and OpaR worked coordinately to regulate the transcription of EPS-associated genes, type IV pili genes, CPS genes and c-di-GMP metabolism-related genes. These results demonstrated how QsvR works with the QS system to regulate biofilm formation by precisely controlling the transcription of multiple biofilm formation-associated genes in V. parahaemolyticus.
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Introduction

Vibrio parahaemolyticus, a Gram-negative halophilic bacterium, is the primarily causative agent of the seafood-associated gastroenteritis (Broberg et al., 2011). Vibrio parahaemolyticus has multiple virulence factors including thermostable direct hemolysin (TDH), type III secretion systems (T3SS1 and T3SS2), and type VI secretion systems (T6SS1 and T6SS2) as well as the capacity to form biofilms (Broberg et al., 2011; Ashrafudoulla et al., 2021). Biofilms are bacterial communities enclosed in an extracellular matrix that endows bacterial cells with a high degree of resistance to stress conditions (Yildiz and Visick, 2009; Ruhal and Kataria, 2021). Biofilm formation requires specific structures including exopolysaccharide (EPS), type IV pili, and capsular polysaccharide (CPS), which are strictly regulated by regulatory cascades such as quorum sensing (QS) and bis-(3′–5′)-cyclic di-GMP (c-di-GMP) signaling (Yildiz and Visick, 2009; Ruhal and Kataria, 2021).

The biofilm matrix contains some chemical components including proteins, EPS, extracellular DNA and membrane vesicles, among which the EPS is the most importnt one (Ruhal and Kataria, 2021). In V. parahaemolyticus, the cpsA-K and scvA-O loci are responsible for EPS biosynthesis (Makino et al., 2003; Liu et al., 2022). These two gene loci are essential for biofilm formation by V. parahaemolyticus but may play distinct roles in biofilm-associated colony morphology (Chen et al., 2010; Liu et al., 2022). CPS is associated with opaque (OP)-translucent (TR) colony switching of V. parahaemolyticus (Chen et al., 2010). Strains without or with low CPS production manifest the TR phonotype (Chen et al., 2010). CPS has a negative effect on biofilm formation, but both OP and TR strains can form biofilms (Joseph and Wright, 2004; Enos-Berlage et al., 2005). In addition, V. parahaemolyticus expresses two kinds of type IV pili, termed mannose-sensitive hemagglutinin (MSHA; encoded by VP2698-2692) and chitin-regulated pilus (ChiRP; encoded by pilABCD) (Makino et al., 2003). Both MSHA and ChiRP are important for biofilm formation, but defective biofilms produced by the MSHA mutants can be overcame by extended incubation time (Enos-Berlage et al., 2005; Shime-Hattori et al., 2006). Other structures such as flagella also play roles in biofilm formation by V. parahaemolyticus (Enos-Berlage et al., 2005; Li et al., 2020).

The c-di-GMP signaling is widely used by bacteria to modulate biofilm formation, motility, and virulence (Homma and Kojima, 2022). c-di-GMP is synthesized by diguanylate cyclase (DGC) carrying a GGDEF domain and is degraded by phosphodiesterase (PDE) containing EAL or HD-GYP domains (Homma and Kojima, 2022). V. parahaemolyticus expresses dozens of GGDEF-or/and EAL-containing proteins (Makino et al., 2003), but only a few of these were investigated. ScrC, which is encoded by scrABC, contains both EAL and GGDEF domains (Ferreira et al., 2008; Trimble and McCarter, 2011), but functions as a PDE in the presence of ScrA and ScrB (Ferreira et al., 2008; Trimble and McCarter, 2011). Deletion of scrABC enhances biofilm formation but decreases swarming motility (Ferreira et al., 2008; Trimble and McCarter, 2011). ScrG is another EAL- and GGDEF-containing protein that acts only as a PDE in V. parahaemolyticus (Kim and McCarter, 2007). Overexpression of scrG induces swarming motility but inhibits biofilm formation (Kim and McCarter, 2007). More recently, four GGDEF-type proteins, ScrO, ScrJ, ScrL, and GefA, as well as two EAL-type proteins, LafV and TpdA, were found to be involved in modulation of motility and biofilm formation by V. parahaemolyticus (Kimbrough et al., 2020; Kimbrough and McCarter, 2020; Martinez-Mendez et al., 2021; Zhong et al., 2022).

Quorum sensing is a cell density-dependent communication process widely used by bacteria to precisely control gene expression and bacterial behavior in response to changes in concentration of small molecules termed auto-inducers within surroundings (Lu et al., 2018). The QS system of Vibrios generally employs master regulators, AphA and LuxR orthologs, such as OpaR in V. parahaemolyticus (Zhang et al., 2012), LuxR in V. harvei (Chaparian et al., 2020), HapR in V. cholerae (Ball et al., 2017) and SmcR in V. vulnificus (Lee et al., 2008), to control gene expression. In general, AphA works at low cell density (LCD) to promote multiple bacterial behaviors including biofilm formation, motility, c-di-GMP synthesis and virulence factor production, whereas the LuxR orthologs function at high cell density (HCD) to inhibit these bacterial behaviors (Rutherford et al., 2011; Wang et al., 2013a,b; Lu et al., 2018, 2019, 2021a,b; Zhang et al., 2017b, 2019, 2021; Sun et al., 2022). In addition, the LuxR orthologs are high expressed at HCD, but they also can be detected at LCD, suggesting that LuxR orthologs function throughout growth (Rutherford et al., 2011; van Kessel et al., 2013; Lu et al., 2019).

QsvR, an AraC-type transcriptional regulator, coordinates with the QS system to control the expression of virulence genes in V. parahaemolyticus (Zhang et al., 2019). QsvR directly represses and activates the transcription of aphA and opaR, respectively (Zhang et al., 2019). AphA indirectly represses qsvR transcription at LCD, whereas OpaR indirectly activates its transcription at HCD (Zhang et al., 2019). AphA operates at LCD to activate T3SS1 genes, whereas OpaR and QsvR function at HCD to activate tdh2 and the T3SS2 genes (Zhang et al., 2019). In addition, QsvR maintains the basal expression of T3SS1 at HCD (Zhang et al., 2019). Moreover, QsvR represses the transcription of toxR and calR, but activates the transcription of T6SS2 genes, cpsQ-mfpABC and mfpABC (Qiu et al., 2020; Zhang et al., 2021a,b). Most importantly, the CPS-associated OP-TR transition was regulated by OpaR, which is expressed in OP but not TR strains, with the expression of opaR in TR strain converting the TR strain to an OP phenotype (McCarter, 1998). Mutation of qsvR in TR strains enhanced initial attachment but impaired biofilm maturation, whereas deletion of qsvR in OP strains produced robust biofilms (Enos-Berlage et al., 2005). Therefore, QsvR may coordinate with OpaR to regulate biofilm formation by V. parahaemolyticus.

In this study, we demonstrated QsvR works with OpaR to repress biofilm formation and c-di-GMP metabolism, as well as to promote V. parahaemolyticus to form OP colonies. OpaR restored biofilm-associated phenotypic changes caused by qsvR mutation, and vice versa. Further, QsvR and OpaR worked coordinately to activate the transcription of type IV pili genes, CPS genes, and scrG, but repress the transcription of scrA. OpaR but not QsvR negatively regulated the transcription of EPS-associated genes. Collectively, our data highlight how QsvR works with the QS system to regulate biofilm formation by precisely controlling the transcription of multiple biofilm formation-associated genes in V. parahaemolyticus.



Materials and methods


Bacterial strains

Vibrio parahaemolyticus strain RIMD2210633 was used as the wild-type (WT) strain in this study (Makino et al., 2003). Non-polar qsvR and opaR single-gene deletion mutants (ΔqsvR and ΔopaR), derived from the WT strain, were constructed by our previous studies (Zhang et al., 2012, 2019). The qsvR and opaR double-gene mutant (ΔqsvRΔopaR) was generated via deletion of a 615-bp fragment (nucleotides 1–615) of opaR from ΔqsvR by homologous recombination using suicide plasmid pDS132 (Sun et al., 2012; Zhang et al., 2012).

Complementary plasmids, pBAD33-qsvR and pBAD33-opaR (Zhang et al., 2012, 2019), were, respectively, introduced into ΔqsvR and ΔopaR, yielding ΔqsvR/pBAD33-qsvR (C-ΔqsvR), ΔopaR/pBAD33-qsvR, ΔqsvR/pBAD33-opaR, and ΔopaR/pBAD33-opaR (C-ΔqsvR). The non-recombinant pBAD33 was transferred into WT and each of the mutants to yield WT/pBAD33, ΔqsvR/pBAD33, and ΔopaR/pBAD33.

All strains and plasmids used in this study are listed in Supplementary Table S1.



Bacterial growth conditions

Vibrio parahaemolyticus strains were grown similarly as previously described (Zhang et al., 2012; Lu et al., 2019). Briefly, the overnight cell cultures in 2.5% (w/v) Bacto Heart Infusion (HI) broth (BD Biosciences, United States) were diluted 40-fold into sterile phosphate buffered saline (PBS; pH 7.2), and 150 μl of the diluted cells was spread onto a HI plate with a diameter of 5 cm. Bacterial cells were harvested after 6 h of incubation at 37°C. When necessary, the media were supplemented with 50 μg/ml gentamicin, 5 μg/ml chloramphenicol, or 0.1% (w/v) arabinose.



Colony morphology

Colony morphology was performed as previously described (Wang et al., 2013a). Briefly, overnight cell cultures were diluted 50-fold into 5 ml of Difco marine (M) broth 2,216 (BD Biosciences, United States), followed by incubated statically at 30°C for 48 h, and then mixed thoroughly. Two microliter of each culture was spotted on the HI plate and incubated at 37°C for the colony morphology assay.



Crystal violet staining

Crystal violet staining was performed similarly as previously described (Wang et al., 2013a). Briefly, overnight cell cultures in HI broth were diluted 50-fold into 2 ml of M broth in a 24-well cell culture plate, and incubated at 30°C with shaking at 150 rpm for 48 h. Planktonic cells were collected for determination of OD600 values. The surface-attached cells were washed three times with deionized water, and then stained with 0.1% CV, followed by another three washes with deionized water. Bound CV in each well was dissolved with 2.5 ml of 20% ethanol, and the OD570 values were determined. Relative biofilm formation was calculated with the formula: OD570/OD600.



Detection of OR-TP transition

For detection of OR and TP transition, a small amount of each overnight cell culture in HI broth was streaked onto a HI plate, and then statically incubated at 37°C for 48 h.



Determination of intracellular c-di-GMP levels

Intracellular c-di-GMP levels were measured as previously described (Gao et al., 2020). Briefly, bacterial cells were harvested from HI plates with 2 ml of ice-cold PBS, incubated at 100°C for 5 min, followed by sonicated for 30 min (power 100%, frequency 37 kHz) in an ice-water bath. After centrifugation, the c-di-GMP concentration in the supernatant was determined with a c-di-GMP enzyme-linked immunosorbent assay (ELISA) kit (Mskbio, China). Total protein concentration in the supernatant was determined by the bicinchoninic acid (BCA) assay. Intracellular c-di-GMP levels were expressed as pmol/mg protein.



RNA isolation and quantitative PCR (qPCR) analysis

Total RNA was extracted from bacterial cells using TRIzol Reagent (Invitrogen, United States). The cDNA was generated from 1 μg of each RNA sample using a FastKing First Strand cDNA Synthesis Kit (Tiangen Biotech, China) according to the manufacturer’s instructions. The qPCR assay was performed using a LightCycler 480 (Roche, Switzerland) together with SYBR Green master mix (Gao et al., 2011). Expression levels of target genes relative to that of 16S rRNA were determined using the classic 2−ΔΔCt method. All primers used in this study are listed in Supplementary Table S2.



LacZ fusion and β-galactosidase assay

The regulatory DNA region of each target gene was cloned into the pHRP309 plasmid containing a promoter-less lacZ reporter gene and a gentamicin resistance gene (Parales and Harwood, 1993). The recombinant plasmid was transferred into different V. parahaemolyticus strains, respectively. The resulting transformants were cultured and then lysed to measure the β-galactosidase activities of the cellular extracts using a β-Galactosidase Enzyme Assay System (Promega, United States) according to the manufacturer’s instructions. The Miller Units representing galactosidase activity were calculated using the following formula: 106 × [(OD420 – 1.75 × OD550)/(T × V × OD600)] (Zhang et al., 2021b). T represents the reaction time (min). T and V represent the reaction time (min) and volume (μL), respectively.

For the two-plasmid reporter assay (Qiu et al., 2020), E. coli 100 λpir (Epicentre) bearing a complementary plasmid (pBAD33-qsvR or pBAD33-opaR) or the empty pBAD33 vector and a recombinant lacZ plasmid were cultured in Luria-Bertani (LB) broth at 37°C with shaking at 200 rpm for 12 h. The resultant cultures were diluted 100-fold into 5 ml of fresh LB broth containing 0.1% arabinose and 20 μg/ml chloramphenicol, followed by incubated at 37°C with shaking at 200 rpm till an OD600 value of approximately 1.2 was obtained. The E. coli cells were harvested and then lysed to measure the β-galactosidase activity in the cell extracts.



Purification of 6 × His-tagged proteins

The entire coding regions of opaR and qsvR were individually cloned into the pET28a vector (Novagen, United States). Each recombinant pET28a plasmid was transferred into E. coli BL21λDE3 for His-tagged protein expression. Expression and purification of His-QsvR and His-OpaR were performed as previously described (Zhang et al., 2012). The dialyzed proteins were concentrated to approximately 0.5 mg/ml. The purity of the proteins was confirmed by 12% sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE).



Electrophoretic mobility-shift assay

Electrophoretic mobility-shift assay (EMSA) was performed as previously described (Zhang et al., 2017b). Briefly, the regulatory DNA region of each target gene was amplified by PCR. The DNA binding assay was performed in a 10 μl reaction volume containing binding buffer [0.5 mM EDTA, 1 mM MgCl2, 50 mM NaCl, 0.5 mM DTT, 10 mM Tris–HCl (pH 7.5), and 10 mg/ml salmon sperm DNA], 100 ng target DNA, and increasing amounts of His-tagged protein. After incubation at room temperature for 20 min, the binding products were analyzed in a native 6% (w/v) polyacrylamide gel with a UV transilluminator after being stained with ethidium bromide (EB) dye.



Experimental replicates and statistical methods

The qPCR and LacZ fusion were performed at least three independent times with results expressed as means ± standard deviation (SD). A two-way ANOVA with Tukey’s post hoc corrections for multiple comparisons was used to calculate statistical significance, with significance accepted at p < 0.01. Phenotype assays and EMSA were performed at least three times.




Results


QsvR works with OpaR to repress biofilm formation by Vibrio parahaemolyticus

OpaR repressed V. parahaemolyticus biofilm formation by regulation of c-di-GMP metabolism (Zhang et al., 2021a). QsvR also repressed biofilm formation by V. parahaemolyticus, but lacks the detailed mechanism (Enos-Berlage et al., 2005). Herein, we constructed single and double-gene mutants of qsvR and opaR as well as complementary mutants, and which were subjected to colony morphology and CV staining assays (Figure 1). As expected, the colonies of ΔopaR/pBAD33 and ΔqsvR/pBAD33 are more wrinkled than those of WT/pBAD33, whereas C-ΔopaR and C-ΔqsvR exhibited a restored phenotypes (Figure 1A). ΔqsvRΔopaR/pBAD33 had similar colony morphology to ΔopaR/pBAD33 and ΔqsvR/pBAD33 (Figure 1A). Most interestingly, ΔopaR/pBAD33-qsvR and ΔqsvR/pBAD33-opaR also exhibited restored colony phenotypes (Figure 1A). As further assessed by the CV staining (Figure 1B), ΔopaR/pBAD33, ΔqsvR/pBAD33, and ΔqsvRΔopaR/pBAD33 were more CV positive than WT/pBAD33, whereas C-ΔopaR, C-ΔqsvR, and ΔqsvR/pBAD33-opaR exhibited restored CV staining phenotypes. However, ΔopaR/pBAD33-qsvR had only a partially restored CV staining phenotype compared to ΔopaR/pBAD33. ΔqsvR/pBAD33 had much less CV staining compared to ΔopaR/pBAD33 and ΔqsvRΔopaR/pBAD33. ΔopaR/pBAD33 and ΔqsvRΔopaR/pBAD33 had similar CV staining results. Therefore, OpaR to be more capable than QsvR as an inhibitor of biofilm formation by V. parahaemolyticus. Collectively, QsvR worked with OpaR to negatively regulate biofilm formation by V. parahaemolyticus.

[image: Figure 1]

FIGURE 1
 QsvR works with OpaR to repress biofilm formation by Vibrio parahaemolyticus. Biofilm formation by V. parahaemolyticus strains was assessed by colony morphology (A) and intensity of crystal violet staining (B). Photographs are representative of three independent experiments with three replicates each. The asterisks indicate statistical significances (p < 0.01). The ‘ns’ means no significant differences (p > 0.01).


The opaR mutant has no effect on the growth of V. parahaemolyticus (Zhang et al., 2012). Herein, we showed that WT, ΔqsvR and ΔopaRΔqsvR had indistinguishable growth rates in both HI broth and M broth (Supplementary Figure S1), indicating that qsvR mutant had no effect on the growth of V. parahaemolyticus. Thus, changes in biofilm formation by qsvR or/and opaR mutants were associated with the regulation of QsvR and OpaR.



OpaR but not QsvR negatively regulates EPS biosynthesis genes

Exopolysaccharide (EPS) production is directly associated with the wrinkled colony phenotype of V. parahaemolyticus (Chen et al., 2010). The cps and scv loci are responsible for EPS synthesis in V. parahaemolyticus (Chen et al., 2010; Liu et al., 2022). Herein, qPCR results showed that the mRNA levels of cpsA and scvE were significantly increased in ΔopaR/pBAD33, ΔqsvRΔopaR/pBAD33, and ΔopaR/pBAD33-qsvR. Levels were similar for ΔqsvR/pBAD33, C-ΔqsvR, C-ΔopaR, and ΔqsvR/pBAD33-opaR compared to WT/pBAD33 (Figure 2A). As further assessed by LacZ fusion assay (Figure 2B), promoter activity of scrE was significantly enhanced in ΔopaR/pBAD33, ΔqsvRΔopaR/pBAD33, and ΔopaR/pBAD33-qsvR, with no obvious effect in ΔqsvR/pBAD33, C-ΔqsvR, C-ΔopaR, or ΔqsvR/pBAD33-opaR compared to WT/pBAD33. The LacZ fusion results also demonstrated QsvR to have no regulatory effect on cpsA expression, but OpaR positively regulated its expression (unshown data). Previously, OpaR was demonstrated to enhance the promoter activity of cpsA (Guvener and McCarter, 2003). Conflicting results between reporter fusion and qPCR assays as well as biofilm phenotypes are difficult to interpret clearly, perhaps due to pHRP309 or its derivative used for the LacZ fusion assay. In addition, the results of two-plasmid reporter assay showed that expression of opaR but not qsvR from the recombinant pBAD33 significantly lowered promoter activities of cpsA and scvE (Figure 2C), suggesting that OpaR but not QsvR bound upstream DNA regions of cpsA and scvE to repress expression in E. coli. EMSA results showed that His-OpaR but not His-QsvR bound to upstream DNA fragments of cpsA and scvE (Figure 2D), but neither bound to the promoter DNA of vp1687, which was used as a negative control (Zhang et al., 2019). Taken together, OpaR directly repressed the transcription of cpsA and scvE, whereas QsvR had no regulatory effect on their expression.

[image: Figure 2]

FIGURE 2
 Regulation of cpsA and scvE by QsvR and OpaR. V. parahaemolyticus strains were cultured on HI plates, and bacterial cells were harvested after 6 h of incubation at 37°C. Negative and positive numbers indicate the nucleotide positions upstream and downstream of each target gene, respectively. The asterisks indicate statistical significances relative to WT/pBAD33 or E. coli 100 λpir/pBAD33 (p < 0.01). The ‘ns’ means no significant differences (p > 0.01). (A) qPCR. The relative mRNA levels of cpsA and scvE were examined in the different V. parahaemolyticus strains. (B) LacZ fusion. The regulatory DNA region of each target gene was cloned into the pHRP309 vector and then transferred into V. parahaemolyticus strains to determine the promoter activities (represented by Miller units) in the cellular extracts. (C) Two-plasmid reporter assay. The complementary plasmid (pBAD33-qsvR or pBAD33-opaR) or the empty pBAD33 vector and a recombinant lacZ plasmid were simultaneously introduced into E. coli 100 λpir (Epicentre), and promoter activities (represented by Miller units) of each target gene in the cellular extracts were determined with a β-Galactosidase Enzyme Assay System (Promega, United States) according to the manufacturer’s instructions. (D) Electrophoretic mobility-shift assay (EMSA). The regulatory DNA region of each target gene was incubated with increasing amounts of purified His-QsvR or His-OpaR, and then subjected to 6% (w/v) polyacrylamide gel electrophoresis. The DNA bands were visualized by EB staining. Lanes 1, 2, 3, 4, 5, 6, and 7 contain 0, 0.4, 0.8, 1.2, 1.4, 2.0, and 2.4 pmol of His-OpaR, respectively. Lanes a1, a2, a3, a4, a5, a6, and a7 contain 0, 0.021, 0.042, 0.063, 0.083, 0.11, and 0.13 pmol of His-QsvR, respectively.




QsvR works with OpaR to activate the transcription of type IV pili genes

OpaR directly activated the transcription of MSHA and ChiRP genes (Lu et al., 2021b; Sun et al., 2022). Herein, qPCR results showed that mRNA levels of type IV pili genes, mshA1 and pilA, were significantly reduced in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 relative to WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR (Figure 3A). LacZ fusion assay (Figure 3B) demonstrated reduced mshA1 and pilA promoter activities in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 relative to that in WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR. Previously, OpaR was able to regulate the expression of mshA1 and pilA in E. coli (Lu et al., 2021b; Sun et al., 2022). The data presented in Figure 3C demonstrated that expression of qsvR in E. coli significantly induced the promoter activities of mshA1 and pilA. EMSA demonstrated His-QsvR dose-dependently bind to the upstream DNA fragments of mshA1 and pilA (Figure 3D). Taken together, QsvR worked with OpaR to directly activate the transcription of type IV pili genes in V. parahaemolyticus.
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FIGURE 3
 Regulation of mshA1 and pilA by QsvR and OpaR. qPCR (A), LacZ fusion (B), Two-plasmid reporter assay (C), and EMSA (D) were carried out as described in Figure 2. Lanes 1, 2, 3, 4, 5, 6, and 7 in the EMSA (D) data contain 0, 0.021, 0.042, 0.063, 0.083, 0.11 and 0.13 pmol of His-QsvR, respectively. Negative and positive numbers indicate the nucleotide positions upstream and downstream of each target gene, respectively. The asterisks indicate statistical significances relative to WT/pBAD33 or E. coli 100 λpir/pBAD33 (p < 0.01). The ‘ns’ means no significant differences (p > 0.01).




QsvR and OpaR function coordinately to repress c-di-GMP metabolism

Elevated intracellular c-di-GMP levels enhance biofilm formation, with deletion of opaR increasing the concentration of c-di-GMP in V. parahaemolyticus (Zhang et al., 2021a). Herein, intracellular c-di-GMP levels in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 were significantly enhanced relative to WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR (Figure 4). Thus, QsvR and OpaR function coordinately to inhibit c-di-GMP synthesis in V. parahaemolyticus.
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FIGURE 4
 Intracellular c-di-GMP levels in different V. parahaemolyticus strains. Bacterial cells were harvested after 6 h of incubation at 37°C on HI plates. c-di-GMP levels were determined using a c-di-GMP enzyme-linked immunosorbent assay (ELISA) kit. The data are expressed as the means ± SD of at least three independent experiments. The asterisks indicate statistical significances relative to WT/pBAD33 (p < 0.01). The ‘ns’ means no significant differences (p > 0.01).


Two well-studied c-di-GMP metabolism-associated genes, scrA (the first gene of the scrABC operon) and scrG, were selected as target genes to investigate QsvR-and OpaR-mediated gene regulation. qPCR results showed that the mRNA levels of scrA and scrG were significantly increased and decreased, respectively, in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 relative to that in WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR (Figure 5A). Similarly, LacZ fusion assays showed that the promoter activity of scrA or scrG was significantly enhanced and reduced, respectively, in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 relative to that in WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR (Figure 5B). Furthermore, OpaR repressed and activated the promoter activity of scrA and scrG in a heterologous host, respectively (Zhang et al., 2021a). Similar results were observed for QsvR regulation of scrG, with no apparent regulatory effect on scrA expression in E. coli (Figure 5C). EMSA demonstrated that His-QsvR dose-dependently bound to the upstream DNA fragment of scrG but not scrA (Figure 5D). Taken together, QsvR worked with OpaR to repress c-di-GMP synthesis in V. parahaemolyticus, likely due to direct control of the transcription of c-di-GMP metabolism-related genes.
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FIGURE 5
 Regulation of scrG and scrA by QsvR and OpaR. qPCR (A), LacZ fusion (B), Two-plasmid reporter assay (C), and EMSA (D) were carried out as described in Figure 2. Lanes 1, 2, 3, 4, 5, 6, and 7 in the EMSA (D) data contain 0, 0.021, 0.042, 0.063, 0.083, 0.11, and 0.13 pmol of His-QsvR, respectively. Negative and positive numbers indicate the nucleotide positions upstream and downstream of each target gene, respectively. The asterisks indicate statistical significances relative to WT/pBAD33 or E. coli 100 λpir/pBAD33 (p < 0.01). The ‘ns’ means no significant differences (p > 0.01).




QsvR and OpaR work coordinately to regulate the OP-TR transition of Vibrio parahaemolyticus

Previously, OpaR was shown to regulate the OP-TR transition (McCarter, 1998), but lacks the detailed mechanisms. Herein, the data showed that the TR cell type was exhibited by ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33, whereas WT/pBAD33 exhibited the OP cell type (Figure 6). C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR exhibited the restored OP cell type (Figure 6). Therefore, QsvR and OpaR functioned coordinately to regulate the OP–TR transition of V. parahaemolyticus.

[image: Figure 6]

FIGURE 6
 The opaque (OP)-translucent (TR) transition of V. parahaemolyticus strains. V. parahaemolyticus strains were grown in M broth at 30°C with shaking at 200 rpm overnight, and a small amount of each cell culture was taken with an inoculation loop, streaked directly on a HI plate, and then statically incubated at 37°C for 48 h.


OP and TR cell types directly relate to CPS production (Chen et al., 2010). The vp0215-0237 gene cluster is responsible for CPS synthesis in V. parahaemolyticus (Chen et al., 2010). The vp0215-0237 locus contains at least two operons, vp0218-0215 and vp0219-0237 (Chen et al., 2010). vp0218 and vp0219 are transcribed in opposite directions and share an intergenic region 601 bp in length (Makino et al., 2003; Chen et al., 2010). In this study, vp0218 and vp0219 were selected as target genes to assess QsvR-and OpaR-mediated gene regulation. qPCR showed that mRNA levels of vp0218 and vp0219 were significantly decreased in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 relative to WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR (Figure 7A). LacZ fusion assay showed that the promoter activities of vp0218 and vp0219 were significantly reduced in ΔqsvR/pBAD33, ΔopaR/pBAD33, and ΔqsvRΔopaR/pBAD33 relative to WT/pBAD33, with restoration in C-ΔqsvR, ΔqsvR/pBAD33-opaR, C-ΔopaR, and ΔopaR/pBAD33-qsvR (Figure 7B). In addition, both QsvR and OpaR were able to induce the expression of vp0218 and vp0219 in a heterologous host (Figure 7C). By EMSA (Figure 7D), both His-QsvR and His-OpaR were able to dose-dependently bind to the regulatory DNA fragments of vp0218 and vp0219. Therefore, both QsvR and OpaR were able to directly activate the transcription of vp0218 and vp0219.
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FIGURE 7
 Regulation of vp0218 and vp0218 by QsvR and OpaR. qPCR (A), LacZ fusion (B), Two-plasmid reporter assay (C), and EMSA (D) were carried out as described in Figure 2. Lanes 1, 2, 3, 4, 5, 6, and 7 in the EMSA (D) data contain 0, 0.4, 0.8, 1.2, 1.4, 2.0, and 2.4 pmol of His-OpaR, respectively. Lanes a1, a2, a3, a4, a5, a6, and a7 contain 0, 0.021, 0.042, 0.063, 0.083, 0.11, and 0.13 pmol of His-QsvR, respectively. Negative and positive numbers indicate the nucleotide positions upstream and downstream of each target gene, respectively. The single asterisk symbol (*) indicates statistical significances relative to WT/pBAD33 or E. coli 100 λpir/pBAD33 (p < 0.01). The double asterisk symbol (**) indicates statistical significances relative to ΔqsvR/pBAD33 (p < 0.01). The three asterisk symbol (***) indicates statistical significances relative to ΔopaR/pBAD33 (p < 0.01). The ‘ns’ means no significant differences relative to WT/pBAD33 (p > 0.01).


Taken together, these results demonstrated QsvR and QsvR to function coordinately to regulate the OP–TR transition of V. parahaemolyticus by directly activating the transcription of CPS synthesis genes.



No interplay of QsvR and OpaR at target promoters

As confirmed in this work and as previously reported, both QsvR and OpaR directly regulate the transcription of pilA, mshA1, scrG, vp0218, and vp0219 (Lu et al., 2021b; Zhang et al., 2021a; Sun et al., 2022). To determine whether QsvR promoter binding affects OpaR and vice versa, we performed competitive EMSA using the promoter-proximal DNA fragments of pilA, mshA1, scrG, vp0218, and vp0219 with varying amounts of His-QsvR and His-OpaR (Figure 8). The retarded bands of DNA-His-QsvR and DNA-His-OpaR complexes overlapped each other, although the retarded bands of individual proteins (lane 2 or 8) were much weaker than those of the mixed proteins (lanes 3–7). The most apparent retarded bands were found in the lane with the greatest amount of both proteins (lane 5). A second dose-dependent retarded band of DNA-His-QsvR was also observed for some target genes, e.g., vp0218. These results suggested no competitive binding by QsvR and OpaR for these regulatory DNA fragments.
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FIGURE 8
 Competitive DNA-binding assays. The experiments were carried out as described in Figure 2D.





Discussion

OpaR controls approximately 15% of V. parahaemolyticus genes, including biofilm-related genes (Gode-Potratz and McCarter, 2011; Kernell Burke et al., 2015). OpaR regulates CPS-associated OP-TR transition of V. parahaemolyticus, and expression of OpaR in TR strains converts those strains to an OP phenotype (McCarter, 1998). Deletion of qsvR in either OP (WT) or TR (opaR mutant) strains alters their ability to form biofilms even though the mechanisms may differ (Enos-Berlage et al., 2005). Herein, we showed that deletion of qsvR in both WT and ΔopaR backgrounds produced similar colony phenotypes to ΔopaR, all of which were more wrinkled than that of WT (Figure 1A). Both QsvR and OpaR acted as negative regulators of biofilm formation by V. parahaemolyticus RIMD2210633, but their regulatory activities were not additive, with OpaR a stronger inhibitor than QsvR. For V. parahaemolyticus BB22OP ΔqsvR and ΔqsvRΔopaR have a similar capacity to form biofilms, with colonies that are not rough and resembled their parental colony type (Enos-Berlage et al., 2005). We have observed similar contradictory results for these two strains, which was attributed to large differences in the two genomes (Jensen et al., 2013; Zhang et al., 2021a). Most interestingly, expression of opaR in ΔqsvR restored the phenotype of ΔqsvR and vice versa, suggesting that OpaR and QsvR may substitute for each other in biofilm formation.

The cps and scv loci are responsible for EPS production, which is directly associated with wrinkled colonies and enhanced biofilm formation by V. parahaemolyticus (Chen et al., 2010; Liu et al., 2022). Herein, OpaR directly repressed the transcription of cpsA and scvE, whereas QsvR had no effect on their expression (Figure 2). A previous study showed that QsvR did not control cpsA transcription in either OP or TR backgrounds (Enos-Berlage et al., 2005). These results may explain why OpaR had a greater capacity for the inhibition of biofilm formation by V. parahaemolyticus RIMD2210633 than did QsvR. Previously, CpsS was shown to repress cpsR transcription, followed by CpsR activation of cpsQ transcription, with CpsQ repression of cpsS transcription but activation of cpsA (Guvener and McCarter, 2003; Ferreira et al., 2012). CpsR alone increases cps gene transcription in a scrAΔopaR background (Guvener and McCarter, 2003). Both QsvR and OpaR activate cpsQ transcription (Zhou et al., 2013; Zhang et al., 2021b). In addition, both H-NS and ToxR activate EPS production (Chen et al., 2018; Zhang et al., 2018). AphA is also required for the expression of the scv locus (Chen et al., 2022; Liu et al., 2022). Furthermore, overexpression of scrABC or scrG inhibits cpsA transcription (Boles and McCarter, 2002; Kim and McCarter, 2007). Therefore, expression of EPS-related genes is tightly controlled by regulatory networks composed of various transcriptional regulators and signaling pathways. The present data provided for a better understanding of the regulatory networks of EPS-associated genes.

Type IV pili play critical roles in biofilm formation and bacterial colonization (Yildiz and Visick, 2009; O'Boyle et al., 2013). Expression of MSHA and ChiRP is induced by OpaR in V. parahaemolyticus RIMD2210633 (Lu et al., 2021b; Sun et al., 2022). Herein, we demonstrated QsvR to activate transcription of mshA1 and pilA in the WT background but not in a the ΔopaR background (Figure 3). However, expression of qsvR in ΔopaR restored expression of mshA1 and pilA, and vice versa (Figure 3). Both QsvR and OpaR bound to the upstream DNA fragments of mshA1 and pilA (Figure 3; Lu et al., 2021b; Sun et al., 2022). Binding sequences of QsvR are typically long and AT-rich (Zhang et al., 2019, 2021b; Qiu et al., 2020). However, there was no competitive binding between QsvR and OpaR for the regulatory DNA regions of mshA1 and pilA (Figure 8). Roles for type IV pili in V. parahaemolyticus RIMD2210633 have been well studied (Enos-Berlage et al., 2005; Shime-Hattori et al., 2006; Yildiz and Visick, 2009; O'Boyle et al., 2013), but a detailed understanding of their expression regulation requires more investigation in the future.

The c-di-GMP content in bacteria influences biofilm formation and motility (Yildiz and Visick, 2009). Deletion of qsvR in the WT background enhanced intracellular c-di-GMP levels, whereas qsvR deletion in the ΔopaR background did not influence intracellular c-di-GMP levels (Figure 4). OpaR negatively regulates c-di-GMP production in V. parahaemolyticus RIMD2210633 (Zhang et al., 2021a). Expression of qsvR in ΔopaR led to restored intracellular c-di-GMP levels, and vice versa (Figure 4). V. parahaemolyticus RIMD2210633 harbors dozens of genes encoding proteins that may be required for c-di-GMP metabolism, but only a few (including scrABC and scrG) are studied (Boles and McCarter, 2002; Makino et al., 2003; Kim and McCarter, 2007; Ferreira et al., 2008, 2012). OpaR directly regulate several putative c-di-GMP metabolism-associated genes including scrABC and scrG (Zhang et al., 2021a). Herein, we showed that QsvR directly activated scrG transcription but indirectly repressed scrA transcription (Figure 5). Expression of qsvR in ΔopaR restored expression levels of scrG and scrA, and vice versa (Figure 5). It is noteworthy that QsvR inhibits biofilm formation and c-di-GMP production as well as directly regulates the transcription of scrABC and scrG but exerts no regulatory effect on the expression of EPS genes. Biofilm formation by V. parahaemolyticus is uncorrelated with the EPS content in the biofilm matrix (Li et al., 2020), but it is still hard to clearly explain these contradictions. Perhaps there exist additional regulators that complement the effect on EPS production in the qsvR mutant. Moreover, QsvR integrates into the QS cascade to regulate gene expression via direct regulation of the master QS regulators, AphA and OpaR (Zhang et al., 2019). QS and c-di-GMP signals are two crucial regulatory cascades. Thus, the direct association between QsvR and OpaR regulation and c-di-GMP metabolism may be beneficial for V. parahaemolyticus to precisely control bacterial behaviors.

OpaR-dependent CPS production has been reported (McCarter, 1998), but lacks detailed mechanisms. Herein, we demonstrated that the qsvR mutants in WT or ΔopaR backgrounds exhibited TR cell type morphologies, whereas obviously no difference were observed for ΔopaR and ΔqsvRΔopaR (Figure 6). Expression of qsvR in ΔopaR restored an OP cell type, and vice versa (Figure 6). QsvR worked with OpaR to coordinately promote CPS production via directly activation of the transcription of CPS-associated genes in V. parahaemolyticus. A role for CPS in biofilm formation has not been described for V. parahaemolyticus, and future studies should address this issue.

In conclusion, this study demonstrated QsvR and OpaR to work coordinately to repress biofilm-associated phenotypes and c-di-GMP metabolism, and as well to promote V. parahaemolyticus OP colony formation. QsvR restored biofilm-associated phenotypic changes caused by the opaR mutation, and vice versa. Furthermore, QsvR and OpaR were shown to work coordinately to activate the transcription of type IV pili genes, CPS genes, and scrG, as well as to repress scrA transcription. In addition, OpaR but not QsvR negatively regulated the transcription of cps and scv genes. Thus, our data highlight how QsvR works with the QS system to regulate biofilm formation by precisely controlling the transcription of multiple biofilm formation-associated genes in V. parahaemolyticus.
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Biofilms are a matrix-associated lifestyle of microbial communities, often enabling survivability and persistence of such bacteria. The objective of this study was to investigate the survival of the wild-type strain A-271 of Francisella tularensis subsp. holarctica (Fth) in a natural aquatic ex vivo biofilm. To that purpose, we allowed Fth A-271 to produce its own biofilm on solid surfaces but also to colonize naturally formed biofilms from aquatic habitats, which were infected with Francisella in the laboratory. The survival rates of the bacteria in biofilms were compared to those of planktonic bacteria as a function of the employed culture condition. It could be shown by light- and electron microscopy that Fth is able to form a complex, matrix-associated biofilm. The biofilm form of Francisella showed longer cultivability on agar plates in natural water when compared to planktonic (free-living) bacteria. Be it as a part of the existing ex vivo biofilm or free-floating above as planktonic bacteria, more than 80% of Francisella were not only able to survive under these conditions for 28 days, but even managed to establish microcolonies and areas with their own exclusive biofilm architecture within the ex vivo biofilm. Here, we can demonstrate for the first time that a Francisella tularensis wild-type strain (Type B) is able to successfully colonize an aquatic multi-species ex vivo biofilm. It is worthwhile to speculate that Fth might become more persistent in the environment when it forms its own biofilm or integrates in an existing one. Multi-species biofilms have been shown to be more resistant against stress compared to single-species biofilms. This may have an important impact on the long-term survival of Francisella in aquatic habitats and infection cycles in nature.

KEYWORDS
 Francisella tularensis
, biofilm, ex vivo
, survival, microscopy


Introduction

Francisella tularensis, the causative agent of tularemia, is found in humans, can produce various clinical symptoms ranging from skin lesions (ulcerous lesion), swollen lymph nodes as well as severe pneumonia, depending on the route of infection. Thus, the disease is defined by the following forms: ulcero-glandular or glandular, oropharyngeal, ocular-glandular and respiratory (Ellis et al., 2002; WHO, 2007; Maurin and Gyuranecz, 2016). F. tularensis can infect a wide range of wild animals (Ellis et al., 2002; WHO, 2007). Infections in humans are mostly associated with the highly virulent F. tularensis subsp. (Ft.) tularensis and the less virulent subspecies Ft. holarctica (Fth) (Keim et al., 2007). However, in individuals with compromised immune systems, opportunistic infections by other Francisella species, such as F. hispaniensis, F. novicida, F. salimarina and F. philomiragia have been reported (Hollis et al., 1989; Clarridge et al., 1996; Whipp et al., 2003; Frobose et al., 2020; Hennebique et al., 2022). The family of Francisellaceae exhibits also the genus Allofrancisella, Francisella-like-Endosymbionts of ticks and a new Francisella species ([Allo-] Francisella sp. strain W12-1067), identified in an aquatic habitat in Germany (Burgdorfer et al., 1973; Rydzewski et al., 2014; Qu et al., 2016; Azagi et al., 2017; Challacombe et al., 2017; Gerhart et al., 2018). So far, it is not known if these species are able to infect humans.

In contrast to Ftt, Fth is more frequently associated with aquatic habitats and is widely distributed throughout Eurasia (Larson et al., 1955; Oyston et al., 2004; Sjostedt, 2007). F. tularensis maintains viability in cold water for long periods of time and it was hypothesized that the aquatic enviroment could serve as a reservoir for F. tularensis (Parker et al., 1951; Forsman et al., 2000; Sinclair et al., 2008; Telford and Goethert, 2010; Gilbert and Rose, 2012; Telford and Goethert, 2020). The main habitat of F. tularensis in the aquatic reservoir is still unknown and so far it is unclear, if F. tularensis is able to multiply within aquatic (bacteria grazing) protozoa (Abd et al., 2003; Thelaus et al., 2009; Buse et al., 2017). However, it is well-known that in (aquatic) natural environments, biofilm formation increases the survival of bacteria. The aquatic habitat-associated species F. novicida and F. philomiragia are well-known to form biofilms (Durham-Colleran et al., 2010; Margolis et al., 2010; Verhoeven et al., 2010; Van Hoek, 2013; Hennebique et al., 2019; Siebert et al., 2020) and recently it was published that Type A and Type B isolates of F. tularensis are also able to form biofilms (Champion et al., 2019; Golovliov et al., 2021; Mlynek et al., 2021). Biofilm formation is influenced by the pH, by phase variation of LPS and capsule (Champion et al., 2019; Mlynek et al., 2021), by stress/ppGpp/relA (Dean et al., 2009; Zogaj et al., 2012), by the two-component system qseC/qseB and BfpR (Durham-Colleran et al., 2010; Dean et al., 2020) and by chitinases and antibiotic susceptibility (Chung et al., 2014; Dean et al., 2015; Biot et al., 2020; Dean et al., 2020). Furthermore, it has been demonstrated that multi-species biofilms are more resistant against stress compared to single-species biofilms (Joshi et al., 2021; Wicaksono et al., 2022) – a property that has not been investigated so far for F. tularensis.

Despite of all these attempts, we are still at the beginning to understand the role of Francisella’s biofilm formation in its natural environment. We here could demonstrate that a Fth wild-type (WT) strain, isolated from a beaver deceased from tularemia, is able to form a matrix-associated biofilm. In addition, we can show for the first time that Fth is able to successfully colonize an aquatic multi-species ex vivo biofilm.



Materials and methods


Strains and growth conditions

Strains used in this study were Fth strain LVS (ATCC 29684), Fth A-271 WT (Schulze et al., 2016), Fth A-271 transfected with pMP814GFP, and Francisella sp. strain W12-1067 (Rydzewski et al., 2014).

Plasmid pMP814GFP was generated by infusion cloning. The GroES promoter-Gfp gene construct was introduced from pkk289Km (Broms et al., 2011) into the PstI site of pMP814 (LoVullo et al., 2009) by In-Fusion™ assembly with the Clontech In-Fusion HD Cloning Kit1 according to the manufacturer’s instructions.

Francisella strains were cultivated in medium T (Pavlovich and Mishan'kin, 1987; Becker et al., 2016), on medium T-based agar plates (MTKH agar: medium T containing 2.4 g l−1 of activated charcoal, 14.3 g l−1 of agar and 9.5 g l−1 of hemoglobin), or on HCA agar (Brain Heart Infusion Agar [Liofilchem, Roseto degli Abruzzi, Italy] with 10% sheep blood). Fth A-271 transfected with pMP814GFP was cultivated on Neisseria selective medium Plus agar plates (PO5004A, Oxoid, Germany).

Naegleria gruberi was cultivated in PYNFH medium (ATCC 1034) at room temperature.The co-culture were performed in an infection buffer (Ac buffer) (for 1 l, 1 g of sodium citrate × 2 H2O, 10 ml of 0.4 M MgSO4 × 7 H2O, 10 ml of 0.25 M Na2HPO4 × 7 H2O, 10 ml of 0.25 M KH2PO4, 8 ml of 0.05 M CaCl2 × 2 H2O, 10 ml of 0.005 M Fe(NH4)2(SO4)2 × 6 H2O.

The mouse or human macrophage-like cell line J774A.1 and U937, respectively, were cultivated in RPMI 1640 + 10% FCS medium (PAA/GE Healthcare Europe GmbH, Freiburg, Germany) at 37°C and 5% CO2.



Survival of Fth WT in infection buffer and in co-culture with amoebae

Naegleria gruberi was mechanically detached from the flask bottom, transferred to 50 ml tubes and centrifuged at 800× g for 10 min. After cell counting in a Neubauer counting chamber (C-Chip, Digital-Bio, DHC-N01), amoebae were adjusted to 5 × 105 cells ml−1 in Ac buffer, transferred into wells of a 24-well plate (1 ml/well) and incubated for 2 h at 25°C. Bacteria grown 3 days on MTKH- plates, resuspended in Ac buffer and adjusted to OD600 = 1 (corresponding to ~109 CFU ml−1). The infection was done with a multiplicity of infection (MOI) of 10 and incubated for up to 28 days at 25°C. In parallel, the same number of bacteria were transferred into the wells of a second 24-well plate containing 1 ml Ac buffer per well, but without amoebae. For colony-forming unit (CFU) determination at various time points, bacteria were harvested by mechanical disruption of the amoebae or directly plated onto agar plates. The agar plates were incubated at 37°C, 5% CO2. Grown bacterial colonies were counted with a colony counter (aCOLyte, Synbiosis, Cambridge, UK) and calculated as bacteria per ml.



Biofilm formation


Biofilm formation at a solid–gas interface

An over-night culture of Fth LVS and Fth A-271 in medium T was adjusted to OD600 = 1. 10 μl (approximately 100 bacteria) were spotted onto each polyester filter (Ø 13 mm, PE02CP01300; Pieper Filter GmbH, Bad Zwischenahn, Germany) located on a MTKH agar plate. This agar plate was incubated at 37°C and 5% CO2 for up to 3 days. Every day, one filter was removed and fixed in 4% paraformaldehyde at 4°C for 48 h. For scanning electron microcopy (SEM) visualization, some polyester filters were washed in 50 mM HEPES, dehydrated in 30, 50, 70, 90, 95, 100, 100% ethanol, dried in hexamethyldisilazane, mounted on aluminum stubs, sputter coated with a 12 nm layer of gold–palladium and finally examined in the SEM (ZEISS 1530 Gemini, Carl Zeiss Microscopy GmbH, Germany) operating at 3 kV using the in-lens electron detector. For confocal laser scanning microscopy (CLSM) imaging, some polyester filters were washed in bidest water, stained with DAPI (dsDNA), Sypro® Orange (proteins) and Nile Red (neutral lipids) for 30 min, and imaged with the CLSM (LSM 780, Carl Zeiss Microscopy, Oberkochen, Germany) to visualize biofilm formation at a liquid–solid interface.

In a second set of experiments, the biofilm was generated on Thermanox coverslips (Nunc™ Thermanox™ coverslips, Ø13mm). Fth strain A-271 grown on MTKH agar plates at 37°C and 5% CO2 for 2 days were used to start a culture (25 ml medium T in a 100 ml flask). After 7 h of incubation at 37°C and 250 rpm, the culture was adjusted to OD600 = 0.3. Each well of a 12-well plate containing a Thermanox coverslip was filled with 1 ml of the diluted bacterial suspension and incubated without shaking at 37°C and 5% CO2 for 2 days. From day three the plates were shaken at 100 rpm without additional CO2 for two weeks, each third day the coverslip was transferred to a new 12-well plate cotaining fresh medium T (1 ml each well). Then the coverslips were transferred into 6-well plates with 2 ml medium per well. During the next 2 weeks, every third day half of the medium T (1 ml) was replaced by fresh medium. This biofilm was then used either for scanning electron microscopy or for the survival experiments in natural water.




Survival of Fth (biofilm and planktonic) in natural water

The Thermanox coverslip with biofilm (see above, 3 days after last replacement with fresh medium T) was removed into a new well and the remaining supernatant was defined as the planktonic bacterial fraction. The coverslip was washed once and filled with 1 ml sterilized natural water (SNW). The supernatant was diluted 1:1000 in SNW. The biofilm as well as the planktonic bacteria were then incubated for a further 28 days at RT (approx. 22.5°C). At day 0, 2, 7, 15, 21 and 28 both bacterial cell types were treated as follows: The biofilm was removed from the coverslip using a cell culture scraper. The whole liquid was then transferred into a 1.5 ml tube and vortexed three times for 45 s. Planctonic cells were also transferred into 1.5 ml tubes and vortexed. Dilutions of all bacterial suspensions were used for viability testing (Live-Dead staining) or plated out onto MTKH agar plates to determine the number of CFU.

In order to gauge the biofilm’s viability, the Thermanox™ coverslips with Fth biofilm were stained with the LIVE/DEAD™ BacLight Bacterial Viability kit following the manufacturer’s instructions, and imaged in the CLSM (LSM 780, Carl Zeiss Microscopy, Oberkochen, Germany). Five representative spots of the Thermanox™ coverslips were chosen (center, 3, 6, 9 and 12 o’clock) and images of a standardized area were taken with the 20x NA0.8 objective. The bacteria in the individual green/red channels were counted using ImageJ2 (U. S. National Institutes of Health, Bethesda, MD, USA) and recalculated to the area of a Thermanox™ coverslip.

As for the viability of planktonic bacteria, 10 μl of the supernatant were placed in each slot after LIVE/DEAD™ staining of a disposable Neubauer counting chamber (C-Chip™, DigitalBio, NanoEnTek). For safety reasons, the slots were sealed with nail polish (Maybeline, express finish 40 s). Standardized imaging was done using the corner squares (DHC-F01 grid pattern) of each side of the counting chamber. The bacteria in the individual green/red channels were counted using ImageJ (U. S. National Institutes of Health, Bethesda, Maryland, USA, see Footnote 2) and recalculated to one milliliter.



Natural ex vivo biofilm model

In order to obtain natural ex vivo biofilms from an environmental aquatic habitat, 5–10 Thermanox™ coverslips were fixed with a distance of approx. 5 cm along a thread. These devices were placed 20–30 cm beneath the water plane of a ditch near Berlin, Germany (Coordinates: 52°, 25 min, 17,84 s north, 13°, 44 min, 58,64 s east) at different seasons (September, November, April and June). The devices were removed after 4 weeks when the coverslips showed a visible biofilm on the surface and transported to the laboratory in a waterfilled bottle. Single coverslips were rinsed with 5 ml SNW from the same water souce wherefrom the biofilm was obtained. The coverslips were placed in wells of a 24-well-plate and covered with 0.2 ml SNW. The cultures were infected with 0.2 ml 108 Fth A-271/pMP814GFP or as indicated in SNW on day 0. The cultures were kept at room temperature or at 4°C for the period of time as indicated. The number of colony-forming cells and of genome copies by multiplex real-time PCR targeting tul4 (lpnA gene) were determined after scraping the cells from the coverslips as previously described (Jacob et al., 2019). Suspensions were plated onto selective “Neisseria” agar plates (see strains and growth conditions). GFP-positive clones were counted under UV light and a subset of these bacteria were verified as Fth by qPCR analysis. For microscopic analyses, the coverslips were fixed in 4% paraformaldehyde at 4°C for 48 h and processed as described in the method section (biofilm formation).



Image processing

Images have been cropped and adjusted for optimal brightness and contrast (applied to the entire image) using Adobe Photoshop® (Adobe Systems, San Jose, CA, USA). The image D of Figure 5B was colorized with Adobe Photoshop®.




Results


Francisella strain A-271 is a virulent wild-type strain of the subspecies Fth


Intracellular replication and virulence

Here, we investigated the Fth wild-type (WT) strain A-271, isolated from the carcass of a beaver deceased from tularemia, and without subsequent serial passaging on agar plates (Schulze et al., 2016). The complete genome sequence of strain A-271 has been determined and displays genes for all classical virulence factors of Fth (Sundell et al., 2020). Phylogenetically, this isolate belongs to the B.12 subclade (biovar II, erythromycin resistant) of Ft. subsp. holarctica. Strains of biovar II are frequently isolated also from tularemia patients in Germany (Appelt et al., 2019). In addition, we investigated strain A-271 for intracellular replication in the macrophage-like U937 and J774.1 cells (Supplementary Figure S1), a key factor of Fth virulence mainly determined by the type six secretion system (T6SS).

Survival of Fth strain A-271 in buffer and in co-culture with amoebae at 25 and 4°C.

In aquatic habitats the cultiviabilty of Francisella is increased at lower temperatures and in the presence of amoebae. We investigated if our WT strain Fth A-271 exhibits a similar phenotype. As expected, when Fth A-271 was incubated in Ac buffer, CFU was stable over a period of 22 days at 4°C, whereas at 25°C, no further bacterial growth (CFU) could be detected on agar plates after ≥14 days of incubation (Supplementary Figure S2A).

Furthermore, we checked the survival of Fth WT strain in Ac buffer, incubated at 4°C or 25°C in the presence of the amoebae N. gruberi. At 4°C the CFU values of Fth A-271 were stable during the whole experiment, whereas at 25°C no CFU could be detected after 22 to 28 days of incubation (Supplementary Figure S2B). Thus, in the presence of N. gruberi the strain was culturable 1 to 2 weeks longer than without amoebae (Supplementary Figures S2A, B). The obtained results indicated that the culturability of our Fth WT strain A-271 was increased at lower temperatures and in co-culture with amoebae as previously described for other (virulent) Francisella strains (see above).

A number of questions arose, firstly if our Fth WT strain would be able to form its own biofilm, then whether biofilm formation might be related to enhanced survival in the environment, and finally if A-271 is able to colonize natural aquatic biofilms.




Biofilm formed by in vitro grown Fth A-271 WT strain


Biofilm structure

When Fth strain A-271 was grown in vitro for 72 h at 37°C with 5% CO2 on agar plates on a polyester filter, SEM analysis revealed the presence of a macrocolony biofilm, in which the bacteria were densely embedded in a luxurious extracellular matrix (Figure 1A). After incubation of Fth on coverslips (Thermanox™) in the presence of medium T for four weeks, a similar biofilm structure, although with less biofilm matrix was observed (Figure 1B). We could distinguish micro-and macro-colonies as well as complex 3D biofilm structures. CLSM analysis of this biofilm demonstrated that the matrix was composed of proteins, carbohydrates and lipids (Figure 1C) and also long strands of plaited eDNA, with which Francisella bacteria were associated (Figure 1D). Similar biofilm structures were also observed using Fth strain LVS or F. sp. strain W12-1067 (data not shown).
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FIGURE 1
 In vitro formation of F. tularensis biofilm. (A) (SEM image) Fth grown on collagen coated PE filter on MTK agar plates inoculated with 102 bacteria/filter. Plates were incubated at 37°C with 5% CO2. Fth formed biofilm with a dense, fibrous extracellular matrix. (B) (SEM image) Fth biofilm, grown on a Thermanox™ coverslip for 4 weeks showing the characteristic crumpled morphology (arrow). (C) (CLSM image) 3D projection of a Fth biofilm stained with DAPI (dsDNA), Sypro® Orange (proteins) and Nile Red (neutral lipids). (D) Fth biofilm with plaited strands of eDNA (yellow) and associated F. tularensis bacteria cells (DNA: blue).




Survival of planktonic or biofilm bacteria of Fth A-271 in natural water

Fth biofilm (grown on a Thermanox™ coverslip, see above) was then introduced into SNW and incubated at RT for several weeks. On day 0, 2, 7, 15, 21 and 28 the complete biofilm was scraped from the coverslip and planktonic and biofilm bacteria were analyzed for CFU and viability (see methods). Culturability of Fth A-271 was measured by CFU on agar plates and viability by Live/Dead staining. Up to 2 days after the release of the biofilm into natural water approx. 85% of the bacteria were alive and the majority was culturable on agar plates (Figure 2A). Whereas the number of living bacteria, as detected with Live/Dead™ staining, did not change significantly over the whole period of the experiment, the number of culturable bacteria (CFU) decreased between week two and three to zero. Similar results were obtained with the planktonic form of Fth WT, with the exception that the loss of culturability occurred already between week one to two (Figure 2B). This suggests that planktonic and biofilm forms of Fth A-271 survive to a similar amount on the way to a VBNC-like status, even though bacteria in the biofilm status showed a slightly increased culturability over time.

[image: Figure 2]

FIGURE 2
 Survival of Fth in natural water. (A) Survival of Fth biofilm in natural water. (B) Survival of planktonic Fth bacteria in natural water. Fth biofilm and respective planktonic cells were incubated in natural water and investigated if the bacteria are still cultivable (CFU) and viable (Live-Dead staining). The results represent the average of two experiments.


Next, we asked, if the Fth WT strain may be able to colonize an existing natural biofilm and survive within this natural habitat.




Fth wild-type is able to colonize a natural multi-species ex vivo biofilm (microcosm)

In order to test if Fth WT is able to colonize natural biofilms under aquatic habitat conditions, we established a natural biofilm on a Thermanox™ coverslip to use this biofilm in ex vivo experiments. For 4 weeks, we placed coverslips 20–30 cm beneath the water plane at different seasons in natural aquatic habitats near Berlin (see Materials and methods; Figure 3A). The coverslips were overgrown with biofilms visible with the naked eye (Figure 3B). CLSM imaging of the ex vivo biofilm was performed to visually characterize the microbial composition of this biofilm. Microscopy revealed the presence of a bacterial biofilm layer at the bottom (first colonizers), as well as different amoebae and protozoa (Figures 3C–I). For example, we found a wide variety of diatoms (Figures 3C, D) (September), amoebae (Figures 3E, F) (September), and Ciliophorae (Figures 3G–I) (September/November) with bacteria attached to the ciliae (Figures 3H, I) (November). Light microscopy also showed the presence of further protozoa, like Paramecium, Copepods, and further amoebae (data not shown). Altogether the results suggested that an aquatic biofilm was successfully established on the Thermanox™ coverslips during the incubation in the natural aquatic habitat.
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FIGURE 3
 An ex vivo biofilm from natural water. (A) Sampling location at the Bretter ditch in Brandenburg, Germany. (B) Sampled Thermanox™ coverslips (arrow) colonized with aquatic biofilm, transferred into a glass flask for the transport to the laboratory. (C) Overview of the biofilm. Readily visible are diatoms (arrow 1), bacteria, wrapped in a long, filamentous sheath (arrow 2), and hyphae of fungi (arrow 3). (D) The bottom layer of the biofilm is constituted by numerous bacteria, which are mostly embedded in a fibrous matrix. (E,F) Various amoebae were found on top of the bacterial bottom layer (circles 1–5). (G) Vorticella spp. were frequent constituents of the aquatic biofilm, (H,I) as were a great variety of other bacteria eating Ciliates.


Then these coverslips were infected with 107–8 GFP-labelled Fth A-271 bacteria and investigated the amount of culturable Fth cells in co-culture with this biofilm (in autoclaved natural water) for up to 63 days. Results are given in Figure 4. As in water, the time span of culturability of the bacteria was decreased at RT compared to 4°C (Figure 4A). The culturability of Fth at 4°C in the presence of the biofilm was slightly increased compared to Fth in water (Figure 4B) and the detectable genomic units were only reduced two to three log10 levels over the whole period of incubation (Figure 4B).

[image: Figure 4]

FIGURE 4
 Quantification of Fth’ survival in natural ex vivo biofilm. The number of colony forming units (CFU) of Fth and the genome equivalents (GE) were measured over time of the representative experiment conducted in November of the year. (A) Comparison of survival of planktonic Fth and Fth in the biofilm at room temperature and at 4°C; (B) Long term survival of planktonic Fth and Fth in the biofilm in natural water at 4°C; (C) The same experiment as shown in (B), but detection of Fth DNA in biofilm, in planktonic supernatant from the biofilm, and in natural water without previous biofilm formation (control). The Thermanox™ coverslips overgrown with or without biofilm in NSW were infected with 4×107 F. tularensis on day 0. At several time points as indicated, CFU and GE were determined from the NSW or the supernatant of the coverslips, and of the scraped biofilm (see Material and Methods).


When the same experiment – ex vivo biofilm, co-incubated with Fth A-271 at 4°C – was imaged with the CLSM, Fth bacteria after 10 days of incubation were most commonly visible as single bacteria, micro- and macrocolonies in the bacterial bottom layer of the ex vivo biofilm (Figure 5A, November-biofilm). On few occasions, Fth had even formed their own comprehensive, three-dimensional biofilm structure (Figure 5B, July-biofilm, 10th day of incubation). More frequently, Fth bacteria were found in amoebae (Figure 5C, November-biofilm, 5th day of incubation), or (presumably) about to be taken up by one (Figures 5D, E) (September, 5th day of incubation). Regularly, Fth was also spotted in a wide variety of ciliates (Figures 5E, F) (November, 5th day of incubation), in particular in Vorticella spp. (Figures 5G, H) (November, 10th day of incubation) as single bacteria or clustered in vacuoles (Figures 5F–H).
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FIGURE 5
 Visualization of Fth’ survival in natural ex vivo biofilm. (A) (CLSM image) GFP expressing Fth formed microcolonies (blue-greenish signal) within the natural biofilm (DAPI, dark blue) – diatom: yellowish autofluorescence). (B) (CLSM image) Fth formed a comprehensive, 3D biofilm (green) within the natural biofilm – diatoms: red autofluorescence. (C) (CLSM image) In the natural biofilm, Fth bacteria (red) were found ingested by amoebae (bright blue). (D) (SEM image) A bacterium, with the characteristic shape of Fth (arrow, compare with Figure 2B), is about to be ingested by an amoeba (bright blue). This scene enfolds between matrix (green) embedded bacteria (dark red) and various diatoms (ocker and orange). (E,F) (CLSM image) GFP expressing Fth bacteria within different types of ciliates (arrows). (G,H) Many Vorticella (red autofluorescence) in the natural biofilm showed accumulated Fth, which formed dense clusters (green).


Taken all together, the results clearly demonstrated that Fth is able to successfully colonize different niches of an existing natural biofilm by forming macro-colonies, but also complex biofilm structures of their own.




Discussion

Many studies about Francisella were performed with the Fth strain LVS, which is a virulence attenuated strain and its laboratory handling is much easier. Although strain LVS is used as a surrogate for F. tularensis, this strain is not fully virulent and may not behave as a Fth WT strain (Rohmer et al., 2006; Biot et al., 2020; Mlynek et al., 2021). Thus, we used the Fth WT strain A-271, isolated from a carcass of a beaver deceased from tularemia, in our experiments (Schulze et al., 2016; Sundell et al., 2020). Here we demonstrated that this strain is a virulent Fth WT strain and able to replicate in macrophage-like cell lines. In addition, in silico analysis of the genome of this strain confirms the presence of all common virulence factors of Fth (Sundell et al., 2020). Furthermore, using this isolate (Fth A-271), we corroborate earlier findings showing that the culturability of Francisella over time in water is improved at lower (4°C) temperatures rather than at higher ones (RT, 22.5°C). Furthermore, using the amoeba Naegleria gruberi we here can confirm prior publications, demonstrating that Francisella is not able to multiply in amoebae (Acanthamoeba castellanii, A. polyphaga, Vermamoeba vermiformis) (Buse et al., 2017; Hennebique et al., 2021). However, lower temperatures and the presence of amoeba increased the survival and the long-term culturability of the bacterium (Abd et al., 2003; El-Etr et al., 2009; Duodu and Colquhoun, 2010; Verhoeven et al., 2010; Gilbert and Rose, 2012; Ozanic et al., 2016; Buse et al., 2017; Golovliov et al., 2021; Hennebique et al., 2021).

Therefore, we chose Fth A-271 WT strain to investigate its ability to form biofilms and to colonize and survive in a natural aquatic multi-species biofilm.


Biofilm formation

Strain Fth A-271 grown on agar plates or in medium T on Thermanox™ coverslips was able to form micro- and macro-colonies, as well as a 3D biofilm structure with a large amount of matrix material, containing strands of eDNA, carbohydrates, proteins and lipids. These results demonstrate the ability of this strain to form its own biofilm (Figures 1A, C). Investigating the survival of bacteria in natural water, the experiments demonstrated that the survival of bacteria in biofilms and planktonic bacteria seem to be similar, but the time-span of culturability of biofilm bacteria was increased compared to their corresponding planktonic form (Figure 2). This indicates that bacteria within the biofilm stay culturable for a longer time as also shown for F. novicida and F. philomiragia or for Francisella in co-culture with amoebae (Verhoeven et al., 2010; Ozanic et al., 2016; Buse et al., 2017; Siebert et al., 2020; Hennebique et al., 2021; Mlynek et al., 2021). The results suggest that biofilm formation may also enhance Francisella persistence within an aquatic habitat.



Colonization of a natural aquatic biofilm (microcosm)

We mentioned above that Fth WT strain A-271 in our experiment slowly lost its culturability and that they formed cells in a VBNC-like state (Figure 4). VBNC has been described for Francisella, but to our knowledge, the ability to resuscitate these forms has not been published for Francisella so far (Forsman et al., 2000; Thelaus et al., 2009; Duodu and Colquhoun, 2010; Backman et al., 2015). For Legionella pneumophila in contrast, it has been shown that resuscitation of bacteria in the VBNC status is possible in amoebae (Steinert et al., 1997; Epalle et al., 2015). However, Francisella is able to survive and persist over long time periods in natural aquatic environments in a temperature-dependent manner (Parker et al., 1951; Forsman et al., 2000; Sinclair et al., 2008; Berrada and Telford Iii, 2011; Broman et al., 2011; Gilbert and Rose, 2012; Golovliov et al., 2021).

Furthermore, it was demonstrated that co-cultures of Francisella and amoebae increase the culturability but not the virulence of Francisella, as Francisella is not able to multiply within amoebae (Abd et al., 2003; El-Etr et al., 2009; Verhoeven et al., 2010; Ozanic et al., 2016; Buse et al., 2017; Hennebique et al., 2021). In addition, microcosm experiments revealed that Francisella did not survive the grazing of the ciliate Tetrahymena pyriformis, while a nanoflagellate was found to favor Fth survival (Thelaus et al., 2009). In addition, F. noatunensis survival was shown to be higher in sterile than in nonsterile microcosms (Duodu and Colquhoun, 2010) and survival seems to be dependent on the number and species of bacterial grazing protozoa (Mironchuk Iu and Mazepa, 2002; Thelaus et al., 2009; Duodu and Colquhoun, 2010); and own unpublished results). Thus, the survival of Francisella in the aquatic habitat is influenced by a high amount of different biotic and abiotic factors and therefore, we investigated the ability of Fth to colonize a multi-species biofilm.

It has been demonstrated that multi-species biofilms are more resistant against stress compared to single-species biofilms (Joshi et al., 2021; Wicaksono et al., 2022), but so far this has not been shown for Francisella. As mentioned above, the strain Fth A-271 was isolated from a dead beaver living in an aquatic habitat. Thus we analyzed the ability of this strain to survive and to colonize a natural aquatic multi-species biofilm, in a microcosm-like experiment. The coverslips were incubated for 4 weeks in a natural aquatic habitat at different seasons. We characterized these biofilms as a multi-species biofilm, exhibiting diatoms, Vorticellidae, Rotifera, as well as different amoebae and bacteria. Interestingly, these biofilms could be colonized by our Fth WT strain and we could observe micro- and macro-colonies, as well as mature biofilm-like structures of Fth within the natural biofilm. Furthermore, as demonstrated for the co-culture with amoebae, the presence of the natural biofilm increased the culturability of Fth; and the effect was found also to be temperature-dependent (4°C > RT). Recently, research started to investigate general interspecies interactions (e.g., an biofilm adapted metabolism) within multi-species biofilms (Joshi et al., 2021; Wicaksono et al., 2022) which may be also important for the persistence of Francisella in the environment.

In this study, we demonstrated that Fth strains are able to successfully colonize natural-like aquatic multi-species biofilms, a behavior which seems to be important for their observed long-term survival within aquatic habitats.

To our knowledge, we are the first to investigate if a Fth WT strain is able to colonize and survive within a natural aquatic multi-species biofilm. We can demonstrate that amoebae, biofilm formation and low temperatures increase the culturability (survival) of Fth in the aquatic environment and that Fth is, indeed, able to successfully colonize a multi-species biofilm. This may have impact on the long-term survival of Francisella in aquatic habitats and should be further investigated.
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Introduction: One of the major criticisms facing the research community during SARS-CoV2 pandemic was the lack of large-scale, longitudinal data on the efficacy of the SARS-CoV2 mRNA vaccines. Currently, even if COVID-19 antiviral treatments have been authorized by European Medicine Agency, prevention through approved specific vaccines is the best approach available in order to contain the ongoing pandemic.

Objectives: Here, we studied the antibody kinetic over a one-year period from vaccination with the Pfizer-BioNTech (Pfizer) vaccines and subsequent boosting with either the BioNTech or Moderna (Spikevax) vaccines in a large cohort of 8,071 healthcare workers (HCW). We also described the impact of SARS-CoV2 infection on antibody kinetic over the same period.

Methods: We assessed the anti SARS-CoV2 Spike IgG antibody kinetic by the high throughput dried blood spot (DBS) collection method and the GSP®/DELFIA® Anti-SARS-CoV2 IgG assay (PerkinElmer®).

Results: Our data support existing models showing that SARS-CoV2 vaccination elicits strong initial antibodies responses that decline with time but are transitorily increased by administering a vaccine booster. We also showed that using heterologous vaccine/booster combinations a stronger antibody response was elicited than utilizing a booster from the same vaccine manufacturer. Furthermore, by considering the impact of SARS-CoV2 infection occurrence in proximity to the scheduled booster administration, we confirmed that booster dose did not contribute significantly to elicit higher antibody responses.

Conclusion: DBS sampling in our large population of HCWs was fundamental to collect a large number of specimens and to clarify the effective mRNA vaccine-induced antibody kinetic and the role of both heterologous boosters and SARS-CoV2 infection in modulating antibody responses.
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Introduction

Coronavirus disease 2019 (COVID-19) is a new zoonotic respiratory disease caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV2), appeared at the end of 2019 and responsible for the actual global pandemic, that to date is accounting for 635.105.062 cases and 6.609.981deaths worldwide (data revised on 13/11/2022) (Johns Hopkins University and Medicine, n.d.; Polat and Ergunay, 2021). Since the beginning of the pandemic, the main aim was to achieve prevention through the development of specific vaccines, leading to host production of antibodies directed toward the Receptor Binding Domain (RBD) of SARS-CoV2 spike (S) protein, preventing attachment to the host cell and neutralizing the virus. To date, precise characterization of the human antibody response to SARS-CoV2 infection and vaccination is not clearly defined yet and it would be vitally important to better define vaccine’s protection durability, even if the contribution of both humoral and cellular response must be considered (Kalimuddin et al., 2021). Once defined, specific antibody kinetic will become increasingly important in planning eventual additional doses of vaccine and powering efficacy studies. Also, reports of waning vaccine efficacy, coupled with the emergence of variants of concern (VOCs) that are resistant to antibody neutralization, have raised concerns about the potential lack of durability of immunity to vaccination (Hoffmann et al., 2021). However, little is known about T-cell cross reactivity with VOCs (Alsobaie, 2021; Geers et al., 2021). So, even if humoral response alone is not enough to explain the whole different immune responses combinations, infection-or vaccine-induced antibody levels are a useful indicator of a vaccination campaign performance (Khoury et al., 2021), considering that different studies demonstrated a good correlation between established antibody levels and vaccine efficacy against several VOCs (Amanat et al., 2020; Tran et al., 2022). In this sense, establishing antibody titres and lifetime as a correlate of protection and defining a protective cut-off should be priorities to investigate protection provided by natural infection or vaccination (Khoury et al., 2021). Beside evaluating vaccine efficacy, monitoring immunoglobulin levels across a broader temporal spectrum is fundamental to understand their kinetics from the beginning of infection onwards, defining IgG persistence time (Alharbi et al., 2022).

Humoral immune responses to the SARS-CoV2 S protein are typically evaluated by Enzyme Linked Immunosorbent Assay (ELISA) and its many variants (CLIA, LFA, etc.) (Bagno et al., 2022). However, conventional laboratory testing on plasma or serum samples is not always readily available. Because of this, an alternative collection method has been introduced for serological testing, Dried Blood Spot (DBS) collection, where a sample of capillary blood is obtained from few blood drops taken from patient’s fingertip (Tuaillon et al., 2020). DBS samples are easily collected and stored, also at a distance, and transported by mail, facilitating more widespread testing by overcoming some relevant obstacles and facilitating collection in different settings. Also, follow up both in case of infection or to monitor antibodies’ kinetic after vaccination would be easier (Brinc et al., 2021). Indeed, the feasibility of DBS serology testing to detect specific antibodies can allow for widespread monitoring of vaccine responses (Montesinos et al., 2021).



Materials and methods


Study design and population

A total of 8,071 health care workers (HCWs), from the Great Romagna Area, Emilia-Romagna region, Italy, were enrolled in this study from February 2021 to March 2022 to evaluate the anti SARS-CoV2 IgG serological kinetic after primary anti SARS-CoV2 mRNA vaccination and vaccine booster. The study protocol was approved by the Local Ethics Committee (protocol number: 946/2021 SIEROVAC) and all the HCWs provided written informed consent. No significant comorbidities known to affect vaccine efficacy were reported. A total of 1,962 men (24%) and 6,109 women (76%), with a mean age of 47.2 (CI 46.5–47.7) and 46.32 (CI 46.1–48.6), respectively, were enrolled in this study. Detailed demographic characteristics are reported in Table 1.



TABLE 1 Demographic characteristics of the HCWs.
[image: Table1]

HCWs were recruited on a voluntary basis and all of them received the first cycle of vaccination (first and second doses scheduled at day 1 and 21) with Comirnaty vaccine (Pfizer/BioNTech) and homologous (64%) or heterologous (36%) boosters, Comirnaty and Spikevax (Moderna), respectively.

Then, HCWs were tested for anti-spike IgG antibodies at 5 time points (45, 90, 180, 270, and 365 days) after the first dose of vaccine, over a period of 1 year. A total of 7,757 HCWs (96%) received the booster, which in general was administered before the 5th determination of anti-spike IgG antibodies.

A total of 772 (9.6%) HCWs got the SARS-CoV2 infection before the 5th blood sampling (BS), more precisely, 423 (55%) got the infection before the 1st vaccine dose. No data are available about specific SARS-CoV2 variants among the population of SARS-CoV2 infected HCWs. According to local guidelines, since December 2020 and throughout all the study period, all the HCWs have been monitored every 3 weeks for SARS-CoV2 RNA by the Allplex 2019-nCoV Assay, Seegene, Seoul-South Corea, on nasopharyngeal swabs. We considered as infected, symptomatic or asymptomatic HCWs who tested positive for the molecular test.



Specimen collection and anti-SARS CoV2 Spike IgG testing

DBS collection may be a practical testing solution owing to this method’s simplicity. DBS testing was carried out onto a collection card (226 Spot Saver Card, PerkinElmer) with sterile lancets by puncturing fingertip skin. Upon collection, DBS were allowed to dry for approximately 3 to 4 h at room temperature and then delivered to the laboratory, where they were stored at −20°C and analyzed within 1 week. The day before the analysis, DBS were thawed at +4°C and then analyzed after reaching room temperature.

Analysis of DBS was performed at the Microbiology Unit, Great Romagna Area Hub Laboratory, Pievesestina (FC), Italy, by using GSP®/DELFIA® Anti-SARS-CoV2 IgG assay (PerkinElmer®). GSP/DELFIA system was previously assessed in comparison with other 10 commercial assay by using DBS collection method, leading to an almost perfect agreement with the reference method (EURIMMUN, Lübeck, Germany) (Morley et al., 2020; Cholette et al., 2021; Turgeon et al., 2021). Briefly, one blood disk for each card was automatically punched into an assay well of a 96 well microtitre plate, coated with SARS-CoV2 Spike protein S1 subunit. Human anti-SARS-CoV2 IgG were eluted from the blood disk in order to react with the immobilized S1-antigens and then with the europium labeled anti-human IgG antibodies. Finally, the Dissociation-Enhanced Lanthanide Fluorescence ImmunoAssay (DELFIA) Inducer was added to dissociate europium ions from the labeled antibody into solution where they form highly fluorescent chelates which are measured by the instrument (Genetic Screening Processor, PerkinElmer®). In each run were analyzed one calibrator, one positive and one negative controls in duplicate. The results are given as ratios by dividing the sample signal by the average signal of the calibrator (300 ng/ml) provided in the kit. The cut-off value for anti-SARS-CoV2 IgG in DBS is 1.4, as determined by the manufacturer. In each run one positive and one negative control were analyzed in duplicate (Cicalini et al., 2022).



Statistical analysis

Statistical analysis was performed with Stata version 17.0; StataCorp. Quantitative variables are expressed as mean and relative confidence interval (CI). When comparing mean values of two groups, we used t-test, while in comparisons between more groups we used ANOVA test, p value <0.001 was considered significant.




Results


Classification of HCWs in different groups based on SARS-CoV2 infection timing

A total of 8,071 HCWs were recruited for the study. Only 4,227 (52%) HCWs underwent all the five scheduled blood samplings (BS), while the remaining did at least one BS. The mean intervals between the first dose of vaccine and each of the five scheduled BS were as follow: 52 (SD = 5), 94 (SD = 5), 183 (SD = 4), 272 (SD = 5) and 368 (SD = 5) days, respectively.

Based on the fact that 771 (9.5%) HCWs got the SARS-CoV2 infection at different time points with respect to primary vaccination, we identified three different groups of HCWs: Group 1 (G1) included HCWs who never got the SARS-CoV2 infection (n = 7,299); Group 2 (G2) included HCWs who got the infection before the first dose of vaccine (n = 423), with a mean of (−)156 days (SD = 109); Group 3 (G3) included HCWs who got infected after the first dose of vaccine (n = 349), with a mean of (+) 209 days (SD = 149). Mean values and CI of anti-SARS-CoV2 IgG for each group and the five BSs are reported in Table 2.



TABLE 2 Mean values and CI of anti-SARS-CoV2 IgG for G1, G2, and G3 HCWs groups.
[image: Table2]

Stratifying data for age and sex in G1 group, we found significantly higher antibody level in people <40 years and in female vs. male for 1st and 2nd BSs. Furthermore, significant differences are present in people <40 years versus older for 3rd and 4th BSs and no significant differences in 5th BS (Supplementary Table S1).

To better describe G3 population, we further identified 5 different subgroups (SG) based on the timing of SARS-CoV2 infection with respect to the 5 scheduled BS (Table 3).



TABLE 3 G3 subgroups based on SARS-CoV2 timing of infection over a 1-year period after vaccination.
[image: Table3]

We further analyzed subgroups 4 (SG4) and 8 (SG8), due to the greater number of cases. Among SG4 (Table 4), we observed a lower titre of anti-SARS-CoV2 IgG (13.35, CI = 10.26–16.45) of the 1st BS with respect to G1 HCWs (34.69, CI = 34.26–35.14). A total of 87 HCWs received a delayed 2nd vaccine dose (247 days, SD = 35), because the SARS-CoV2 infection replaced the administration of the 2nd vaccine dose (Figure 1). Their 1st BS antibody titre was significantly lower (8.6; CI = 6.8–10.5) than the remaining 14 HCWs who received the 2nd dose soon after infection (42.6; CI = 33.3–52.0) (p < 0.001) (Figure 1).



TABLE 4 Mean values and C.I. of anti-SARS-CoV2 IgG for G4 group.
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FIGURE 1
 Schematic representation of SG4 subgroup. SG4: subgroup 4, SD: standard deviation.


Subgroup 8 (SG8) (Table 5) showed a mean interval of 340 days (SD = 30) and 35 days (SD = 27.5) from the 1st vaccine dose to SARS-CoV2 infection and from infection to 5th BS, respectively. In this subgroup, 119 subjects got the COVID-19 after the booster dose and about 20 days before the last scheduled BS, while 61 HCWs did not receive the booster dose because of the infection timing (59 days before the 5th BS) (Figure 2). We did not observe any significant difference in antibody titre among the two subpopulations (68.3 vs. 70.1; p = 0.514) despite the booster.



TABLE 5 Mean values and C.I. of anti-SARS-CoV2 IgG for G8 group.
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FIGURE 2
 Schematic representation of SG8 subgroup. SG8: subgroup 8, SD: standard deviation.




Antibody kinetics

Antibody kinetics of G1 (Figure 3A) showed a gradual decline in antibody titre from the 1st to the 4th BS and an increase in the 5th BS due to the booster dose (p < 0.001). Thirty-six percent of HCWs received the Spikevax vaccine as booster dose, while 64% received the Comirnaty. The antibody titre of the 5th BS (60.66 vs. 39.68) was significantly (p < 0.001) higher utilizing the Spikevax booster (Figure 3B).

[image: Figure 3]

FIGURE 3
 Group 1: box plot of anti-SARSCoV-2 antibody kinetics. *p < 0.001. Fluorescence index: sample signal by the average signal of the calibrator 5th BS: IgG anti-SARS-CoV-2 fluorescent index of the fifth blood sampling. <40: age <40 y.o., 40-55: age from 40 to 55 y.o. >55: age >50 y.o. Comirnaty: Comirnaty mRNA booster, Spikevax: Spikevax mRNA booster.


In G2 (Figure 4) we observed a significant increase (p < 0.001) of anti SARS-CoV2 antibody titres for the 1st, 2nd, 3rd, and 4th BSs vs. the corresponding BSs of G1 group, due to the contribution of natural immunity before the 1st dose of vaccine. While no significant difference was present between the two groups for the 5th BS, due to the booster dose.

[image: Figure 4]

FIGURE 4
 Group 1: box plot of BS values at different samplings. *p < 0.001, Fluorescence index: sample signal by the average signal of the calibrator, G1: group 1, G2: group 2.


Comparing SG4 antibody levels with G1 (Figure 5A), the 1st BS titre is significantly lower than that referred to G1 (p < 0.001). The reason was that the natural infection replaced the 2nd vaccine dose in the majority of the HCWs of SG4 leading to an incomplete primary vaccination cycle administration. In SG8 (Figure 5B), the antibody titre of the 5th BS is significantly higher than the one referred to G1 (68.90 vs. 47.26; p < 0.001) underpinning the role of natural infection in eliciting antibody response.

[image: Figure 5]

FIGURE 5
 Box plot of the antibody values of the 1st and 5th BSs in the SG4 (A) and SG8 (B) groups, respectively. *p < 0.001, BS: blood sampling, G1: group 1, SG4: subgroup 4, SG8: subgroup 8.





Discussion

In this study, we aimed to evaluate antibody kinetics of anti SARS-CoV2 IgG antibodies in one of the largest cohort of healthcare workers to date over a 1-year period after primary vaccination cycle with BioNTech mRNA vaccine. We also evaluate the impact of homologous (BioNTech) and heterologous (Spikevax) boosters and the role of SARS-CoV2 infection in the modulation of anti S1 SARS-CoV2 IgG response. DBS specimens were reliably used as an alternative to serum samples for SARS-CoV-2 antibody measurement. DBS sampling was crucial for the enrolment of a such large cohort of HCW, facilitating collection and storage of specimens.

This study was conducted during a period of high prevalence of the Delta variant (from March 2021), and shortly after the emergence of the Omicron one. The study was based on vaccine antibody response, without testing for IgG neutralization potential. Some possible limitations of the study are that only humoral immune responses is considered. As reported elsewhere, the effectiveness of memory B and T cells may be important for long-term protection (Gianfagna et al., 2022). Furthermore, we did not identify a protection cut-off.

Our data strengthen previous findings demonstrating that immunization to SARS-CoV2 through vaccination induces a peak in antibody response soon after vaccination, followed by a marked and progressive decline of anti-Spike IgG antibodies during a 9 months period after vaccination (Levin et al., 2021; Chivu-Economescu et al., 2022).

Also, we found that in naïve individuals, younger age (<40 years) and female sex are associated with higher antibody levels for the 1st and 2nd BS, with this age-related difference observed up to the 4th BS. The antibody response to the third dose was different in that a significant inverse relationship was not detected between age, sex and antibody levels, confirming literature data (Notarte et al., 2021; Tanaka et al., 2022).

The booster dose induced a transitory increase in humoral response, restoring antibody levels to the initial values yielded by primary vaccination (Chivu-Economescu et al., 2022; Desmecht et al., 2022), particularly in naïve individuals (never infected). Even more, heterologous vaccination (primary vaccination with Comirnaty vaccine followed by Spikevax booster) elicited higher anti-SARS-CoV2 antibodies response with respect to homologous (Comirnaty/Comirnaty) vaccination regimens, confirming literature data (Naito et al., 2022).

Also, we analyzed the role of natural infection in the modulation of anti-SARS-CoV2 antibody kinetics. In a recent study (Cholette et al., 2021), SARS-CoV2 infection before vaccination was significantly associated with higher antibody titres up to 6 months after infection. Accordingly, we confirmed a greater IgG anti SARS-CoV2 titre in HCWs who got the infection before full primary vaccination (G2 group), underlining the contribution of natural immunization in enhancing the antibody response in non-naïve patients versus the naïve ones (Costa et al., 2022). Furthermore, we observed higher anti SARS-CoV2 levels in naïve HCWs who underwent a complete primary vaccination cycle with respect to HCWs whose second dose was replaced by natural infections, underpinning the importance of accomplishing the primary vaccination course.

Our data highlight no significant difference in anti-SARS-CoV2 antibody levels in HCWs who received the booster before the 5th BS and those who got the infection soon after the booster (SG8), conversely to what is reported in other studies (Chivu-Economescu et al., 2022). Also, we observed higher antibody titres in individuals who additionally got the infection before the 5th BS compared to naïve HCWs (SG8 vs. G1), highlighting the greater impact of natural immunization on antibody titres after the complete primary vaccination cycle, with respect to the booster dose.

In conclusion, we confirmed a progressive decline in antibody levels until 9 months after Comirnaty vaccination and an increase titre after the booster administration. Heterologous boosters with Spikevax significantly enhanced the antibody titre when compared to homologous regimens. We also highlight the role of natural immunization in the modulation of antibody kinetics.
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Giardia duodenalis, an important flagellated noninvasive protozoan parasite, infects the upper small intestine and causes a disease termed giardiasis globally. Few members of the heat shock protein (HSP) family have been shown to function as potential defenders against microbial pathogens, while such information is lacking for Giardia. Here we initially screened and indicated that in vitro Giardia challenge induced a marked early upregulation of HSP70 in intestinal epithelial cells (IECs). As noted previously, apoptotic resistance, nitric oxide (NO)-dependent cytostatic effect and parasite clearance, and epithelial barrier integrity represent effective anti-Giardia host defense mechanisms. We then explored the function of HSP70 in modulating apoptosis, NO release, and tight junction (TJ) protein levels in Giardia-IEC interactions. HSP70 inhibition by quercetin promoted Giardia-induced IEC apoptosis, viability decrease, NO release reduction, and ZO-1 and occludin downregulation, while the agonist celastrol could reverse these Giardia-evoked effects. The results demonstrated that HSP70 played a previously unrecognized and important role in regulating anti-Giardia host defense via attenuating apoptosis, promoting cell survival, and maintaining NO and TJ levels. Owing to the significance of apoptotic resistance among those defense-related factors mentioned earlier, we then elucidated the anti-apoptotic mechanism of HSP70. It was evident that HSP70 could negatively regulate apoptosis in an intrinsic way via direct inhibition of Apaf-1 or ROS-Bax/Bcl-2-Apaf-1 axis, and in an extrinsic way via cIAP2-mediated inhibition of RIP1 activity. Most importantly, it was confirmed that HSP70 exerted its host defense function by downregulating apoptosis via Toll-like receptor 4 (TLR4) activation, upregulating NO release via TLR4/TLR2 activation, and upregulating TJ protein expression via TLR2 activation. HSP70 represented a checkpoint regulator providing the crucial link between specific TLR activation and anti-Giardia host defense responses. Strikingly, independent of the checkpoint role of HSP70, TLR4 activation was proven to downregulate TJ protein expression, and TLR2 activation to accelerate apoptosis. Altogether, this study identified HSP70 as a potentially vital defender against Giardia, and revealed its correlation with specific TLR activation. The clinical importance of HSP70 has been extensively demonstrated, while its role as an effective therapeutic target in human giardiasis remains elusive and thus needs to be further clarified.
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Introduction

Giardia duodenalis is a well-known zoonotic protozoan parasite responsible for over 280 million cases of gastrointestinal complaints annually across the world (Kraft et al., 2017). The life cycle of Giardia involves two stages: the noninvasive disease-causing vegetative form, trophozoite, and the environmentally resistant and infective form, cyst (Feng and Xiao, 2011; Vivancos et al., 2018). Cyst transmission occurs by the fecal-oral route, either by direct contact with Giardia-infected animals or by ingestion of cyst-contaminated soil, food, or water (Plutzer et al., 2010). Giardia infection impairs the integrity of the intestinal epithelial barrier and presents clinically as diarrhea, nausea, abdominal pain, vomiting, and weight loss (Vivancos et al., 2018). Up to now, little is known about the pathogenesis of giardiasis or the causes of post-giardiasis syndromes and treatment failures (Einarsson et al., 2016). It has been revealed that giardiasis development might be involved in the apoptotic outcome of intestinal epithelial cells (IECs), decreased nitric oxide (NO) production from IECs, and tight junction (TJ) disruption and barrier dysfunction (Eckmann, 2003; Lopez-Romero et al., 2015; Liu et al., 2018), whereas the underlying modulators remain to be illuminated.

Apoptosis operates as an important player in the pathogenesis of parasitic pathogens (Lüder et al., 2001; Benchimol and de Souza, 2022). Some parasites have evolved multiple strategies to trigger or block host cell apoptosis, so as to modulate host immune responses to facilitate dissemination within the host or maintain intracellular survival (Lüder et al., 2001). Leishmania-induced apoptosis is implicated in achievement of a prolonged parasite infection in macrophages (Real et al., 2014). Trypanosoma cruzi infection is causatively linked to high levels of host cell apoptosis, which dampens immune responses and favors parasite survival (Lopes et al., 2007). Extracellular Giardia infection can induce reactive oxygen species (ROS)-mediated mitochondrial and tumor necrosis factor receptor 1 (TNFR1)-mediated extrinsic pathways of apoptosis in IECs (Liu et al., 2020a,b). Giardia-induced IEC apoptosis can be one of the pathogenic mechanisms of giardiasis as described before (Troeger et al., 2007; Fisher et al., 2013). Cyclooxygenase-2 (COX-2)-mediated anti-IEC apoptosis represents a possible anti-Giardia host defense mechanism (Yang et al., 2022). NO is enzymatically produced from L-arginine and endogenously formed by three different NO synthase (NOS) isoforms: neuronal NOS (nNOS), inducible NOS (iNOS), and endothelial NOS (eNOS). iNOS is a major isoform induced in IECs by microbial products and cytokines and has a variety of biological functions (Eckmann, 2003; Muller and von Allmen, 2005). Trypanosoma infection can interfere with host immune responses by reducing the availability of arginine (Das et al., 2010; Chaturvedi et al., 2012). Toxoplasma gondii infection causes impaired defense-associated NO production by downregulating iNOS expression in macrophages (Cabral et al., 2018). NO derived from iNOS exerts an important function in limiting trophozoite growth and excystation process (Eckmann et al., 2000), but that derived from nNOS in promoting host clearance of Giardia (Li et al., 2006). However, the parasite has evolved strategies to evade this potential host defense by reducing epithelial NO production through competitive consumption of arginine as energy source (Eckmann et al., 2000; Ringqvist et al., 2008). In reality, downregulated iNOS expression is found in Giardia-infected IECs and paediatric patients (Mokrzycka et al., 2010; Stadelmann et al., 2013). Giardia-induced arginine depletion is responsible for the occurrence of IEC apoptosis (Ringqvist et al., 2008; Stadelmann et al., 2012). Strikingly, human giardiasis manifested as an increase in the apoptotic rate of IECs (Troeger et al., 2007; Fisher et al., 2013). Taken together, NO reduction induced by Giardia infection could be an indicator of giardiasis development. TJ is known as a major epithelial barrier maintained by TJ proteins like zonula occludens-1 (ZO-1), occludin, and claudins, which restricts paracellular permeability and balances the targeted transport and the exclusion of other unexpected pathogens (Buckley and Turner, 2018; Otani and Furuse, 2020). Although TJ serves as the front line of defense in impeding the entry of pathogenic microorganisms, some have evolved strategies that help reduce the entry barrier facilitating access to subepithelium and inner organs (Eichner et al., 2017). Cryptosporidium parvum infection leads to an enhancement of paracellular permeability across Caco-2 cell monolayers and a significant decrease in the levels of TJ proteins including ZO-1, occludin, and claudin-3/4 (Kumar et al., 2018). Noninvasive Giardia infection may lead to intestinal pathophysiology through disruption of tight junctional ZO-1 and increase of epithelial permeability (Buret et al., 2002). Giardia-expressed cysteine proteases are shown to disrupt IEC junctional complexes and barrier function (Liu et al., 2018). Therefore, to explore defense-related molecules and investigate their role in regulating giardiasis-involved factors is a crucial step to understand the complex regulatory network activated in Giardia-exposed IECs.

Heat shock proteins (HSPs) are constitutively expressed in all living organisms, some (HSP70, HSP90, HSP60/10, and sHSP) of which are induced as a response to diverse challenges and stresses and exhibit anti-apoptotic function, notably HSP70 (Zuo et al., 2016; Mayer, 2018; Abou-El-Naga, 2020). HSP70 is upregulated during T. gondii infection (Mitra et al., 2021). The elevated renal expressions of HSP70, iNOS, high mobility group protein B1, and nitrotyrosine appear in mice model of severe malaria (Fitri et al., 2017). HSP70 can bind directly to apoptotic protease activating factor-1 (Apaf-1) to block the recruitment of procaspase-9 to the apoptosome (Beere et al., 2000), and suppress bacterial toxin-induced mitochondrial ROS levels and preserve pulmonary microvascular endothelial barrier integrity (Li et al., 2018). HSP70 also has the capacity to block cell death process partially via stabilization of the E3 ubiquitin ligases of receptor-interacting protein 1 (RIP1) such as cellular inhibitor of apoptosis proteins (cIAPs) and X-linked inhibitor of apoptosis protein (XIAP; Srinivasan et al., 2018). HSP70 is required for iNOS induction in macrophages (Zhang et al., 2013), its externalization is able to upregulate NO production via Toll-like receptor 2 (TLR2) signaling (Song et al., 2013). HSP70 is also important in maintaining intestinal epithelial TJ barrier. HSP70-related heat preconditioning contributes vitally to the epithelial barrier recovery (Yang et al., 2007; Dokladny et al., 2008). This recovery can be accelerated in HSP70-overexpressing cells (Dokladny et al., 2006b; Yang et al., 2007), while impaired in cells expressing low levels of HSP70 (Musch et al., 1999; Dokladny et al., 2006a). Despite these advances, the role of HSP70 in defense-related apoptosis/NO/TJ regulation in the context of microbial pathogen infections remains largely unknown, notably Giardia. TLR functions as a critical linker between innate and adaptive immunity, and its activation is vital in host immune responses against microbial infections (Li et al., 2020). Our previous work has indicated that, during Giardia-IEC interactions, TLR4 activation gets involved in COX-2-mediated anti-apoptotic process and repression of NO downregulation (Yang et al., 2022). Escherichia coli MG1655 promotes TLR4/MyD88/p38 mitogen-activated protein kinase (MAPK) and endoplasmic reticulum stress (ERS) signaling-dependent intestinal epithelial injury and aggravates acute necrotizing pancreatitis in rats (Zheng et al., 2019). TLR2 has been indicated to be related to THP-1 cell apoptosis induced by Aggregatibacter actinomycetemcomitans (Kato et al., 2013). TLR2/6 signaling is specifically relevant to T. cruzi lipid-induced COX-2 expression and TNF-α and NO release in macrophages, as well as NF-κB activation and IL-8 release in HEK cells (Bott et al., 2018). Lactobacillus acidophilus leads to enhancement of intestinal epithelial TJ barrier and shows protection against intestinal inflammation in a strain-specific TLR2-dependent manner (Al-Sadi et al., 2021). TLR2 signaling on IECs involves enhancement of intestinal barrier function and prevention of deoxynivalenol-induced barrier dysfunction of epithelial cells (Gu et al., 2016). While it was noted above that TLR is responsible for various host responses, its involvement in HSP70 activation and HSP70-mediated defense responses against microbial infections remains to be elucidated. However, in certain circumstances, TLR4 has been shown to involve positive feedback regulation of HSP70 (Lee et al., 2013). It has been shown that HSP70 expression and extracellular release can be upregulated in macrophages by concurrent exposure to febrile range hyperthermia and agonists LPS for TLR4, Pam3Cys for TLR2, or Poly (I:C) for TLR3 (Gupta et al., 2013).

The aims of this study are to assess the functional relevance of HSP70 in defense responses against Giardia infection, majoring in anti-apoptosis and maintenance of NO levels and TJ barrier, as well as to investigate the role of HSP70 as a checkpoint regulator between specific TLR activation and defense initiation, for the purpose of fully understanding anti-Giardia host defense mechanism.



Results


Giardia challenge upregulated HSP70 expression in IECs

We performed qPCR, western blotting, and immunofluorescence staining to investigate if Giardia could induce HSP activation in Caco-2 and HT-29 human intestinal cell lines. IECs were exposed with Giardia trophozoites at a ratio of 10 parasites/cell as noted before (Yang et al., 2022; Zhao et al., 2022), and the same applies hereinafter, although other ratios (5 or 20 parasites/cell) have been previously applied (Stadelmann et al., 2012; Amat et al., 2017). Upon challenge, the levels of mRNA transcription and protein expression of HSP70 and HSP90 were markedly increased in both Caco-2 and HT-29 cells within hours, while this is not the case for HSP27 (Figures 1A,B). In both cell types, HSP70 expression showed a marked upregulation at early time points and peaked at 6 h after Giardia exposure (Figures 1A–C). In contrast, HSP90 expression gradually increased in a time-dependent manner (Figures 1A,B). Taken together, among the candidate HSPs, HSP70 expression exhibited a marked early upregulation in IECs in response to infection with Giardia. On the basis of these observations, here HSP70 was selected as a target for analysis of its defense function.
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FIGURE 1
 Giardia challenge upregulated HSP70 expression in IECs. Caco-2 and HT-29 cells were exposed to Giardia for 0, 3, 6, and 9 h. (A–C) The expression of HSPs was measured by qPCR and western blot analyses and immunofluorescence assay (scale bar = 100 μm). Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01.




HSP70 regulated anti-apoptosis, cell survival, and NO levels

Our previous studies have shown that Giardia can induce Caco-2 cell apoptosis (Liu et al., 2020a,b), here we also confirmed the occurrence of apoptosis in Giardia-exposed HT-29 cells. Exposure of HT-29 cells with Giardia induced apoptosis as reflected by the appearance of an increasing amount of apoptotic cells stained orange by acridine orange (AO)/ethidium bromide (EB) double staining and a remarkable increase in the levels of cleaved caspase (CASP)-3 and cleaved poly(ADP-ribose) polymerase (PARP) by western blotting (Supplementary Figures 1A,B). Giardia exposure could also dramatically reduce the viability of HT-29 cells in a time-dependent manner as assessed by the CCK-8 assay (Supplementary Figure 1C). Additionally, NO release from HT-29 cells decreased time-dependently following Giardia exposure (Supplementary Figure 1D).

We then explored the defense function of HSP70 in the context of Giardia-IEC interactions. While already recognized as an anti-apoptotic protein as introduced earlier, the role that HSP70 plays in Giardia-induced IEC apoptosis remains unclear. As reflected by the AO/EB assay, at 6 h after Giardia exposure, more obvious apoptosis-inducing effects were observed in Caco-2 and HT-29 cells when HSP70 inhibitor quercetin was applied (Figure 2A). In contrast, IEC apoptosis induced by a 6-h Giardia exposure could be blocked by preadministration of celastrol to overexpress HSP70 levels (Figure 2A). Moreover, in Caco-2 cells subjected to a 6-h exposure, HSP70 inhibition by quercetin could promote Giardia-induced upregulation of CASP-8 and CASP-9 at the mRNA levels (Figure 2B) and enhance the cleavage of CASP-8, CASP-9, CASP-3, and PARP (Figure 2C). By contrast, HSP70 overexpression by celastrol showed a notable inhibitory effect on Caco-2 cell apoptosis induced by a 6-h Giardia exposure (Figures 2B,C). The findings indicated that HSP70 impeded Caco-2 cell apoptosis probably via inhibition of Giardia-activated CASP-8/CASP-3-based extrinsic pathway (Liu et al., 2020b) and CASP-9/CASP-3-based intrinsic pathway (Liu et al., 2020a). HSP70 also exerted a function in promoting apoptotic resistance in HT-29 cells exposed with Giardia (Figure 2C). The anti-apoptotic function of HSP70 in IECs challenged with Giardia was further confirmed by immunofluorescence staining (Figure 2D). In the CCK-8 assays (Figure 2E), the use of HSP70 inhibitor quercetin reduced the viability of Caco-2 and HT-29 cells exposed to Giardia for 6 h, while the use of its agonist celastrol could rescue Giardia-decreased IEC viability. As shown in Figure 2F, Giardia-induced decrease of NO release in Caco-2 and HT-29 cells could be promoted by the application of quercetin and reversed by the application of celastrol. Collectively, our data revealed an essential role of HSP70 in protecting IECs against Giardia by regulating anti-apoptosis and cell survival and increasing NO release.
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FIGURE 2
 HSP70 regulated anti-apoptosis, cell survival, and NO levels. Prior to a 6-h exposure to Giardia, Caco-2 and HT-29 cells were treated with HSP70 antagonist, quercetin or agonist, celastrol. (A) HSP70 regulated anti-apoptosis as assessed by AO/EB staining (scale bar = 100 μm). (B) HSP70-mediated regulation of CASP-3/8/9 mRNA levels as measured by qPCR analysis. (C) HSP70-mediated regulation of protein levels of cleaved CASP-3/8/9 and PARP as measured by western blot analysis. (D) HSP70-mediated regulation of cleaved CASP-3 as examined using immunofluorescence assay (scale bar = 100 μm). (E) HSP70-mediated regulation of cell viability as measured by the CCK-8 assay. (F) HSP70-mediated NO regulation as examined by a microplate reader. Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01. Gl, Giardia.




HSP70 prevented Giardia-induced destruction of TJ proteins

As noted earlier, TJ proteins are important for epithelial barrier function related to anti-Giardia host defense mechanism. Following Giardia challenge, ZO-1 and occludin expressions were markedly decreased at both mRNA and protein levels in Caco-2 and HT-29 cells (Figures 3A,B). Moreover, such process induced by a 6-h Giardia exposure could be exacerbated by inhibition of HSP70 with quercetin and blocked by overexpression of HSP70 with celastrol (Figures 3C,D). In addition, interestingly, preincubation of IECs with a pan-caspase inhibitor, Q-VD-OPh could reverse Giardia-induced downregulation of ZO-1 and occludin expressions (Figures 3E,F). In light of the established role of HSP70 in apoptosis/TJ regulation, we could infer that HSP70 acted as a promoter for maintaining TJ barrier integrity via inhibiting apoptosis during Giardia-IEC interactions.
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FIGURE 3
 HSP70 prevented Giardia-induced destruction of TJ proteins. Unless otherwise specified, Caco-2 and HT-29 cells were exposed to Giardia for the indicated time periods. (A,B) Giardia downregulated ZO-1 and occludin following exposure as measured by qPCR and western blot. (C,D) In the case of application of quercetin or celastrol, HSP70 mediated reverse of decreased levels of ZO-1 and occludin induced by a 6-h Giardia exposure as measured by qPCR and western blot. (E,F) Prior to a 6-h exposure to Giardia, cells were incubated with a pan-caspase inhibitor Q-VD-OPh. Giardia-induced IEC apoptosis modulated the levels of ZO-1 and occludin as measured by qPCR and western blot. Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01. Gl, Giardia.




The anti-apoptotic mechanism of HSP70 via intrinsic and extrinsic pathways

Anti-apoptosis is outstanding among the HSP70-regulated defense-related factors since NO and TJ levels are tightly related to the apoptotic outcomes of IECs induced by Giardia. It was also shown earlier that HSP70 could operate as an effective player in preventing Caco-2 cell apoptosis via intrinsic and extrinsic pathways, while the underlying mechanism is not clear. Giardia is capable of inducing Caco-2 cell apoptosis via ROS-mediated intrinsic or mitochondrial pathway by modulating the ratio of Bcl-2-associated X (Bax) protein to B-cell lymphoma-2 (Bcl-2) protein and the levels of cleaved apoptotic initiator CASP-9 and effector CASP-3 as noted (Liu et al., 2020a). Here HSP70 inhibition by quercetin could promote Giardia-induced upregulation of Apaf-1 at both mRNA and protein levels in Caco-2 cells, while its overexpression by celastrol could reverse this process (Figures 4A,B), indicating an inhibitory effect of HSP70 on Giardia-activated proapoptotic factor Apaf-1. It has been proved that direct binding of HSP70 to Apaf-1 can inhibit the interaction between Apaf-1 and CASP-9 (Beere et al., 2000). Given the role of HSP70 in impeding CASP-9/3-dependent apoptosis demonstrated earlier, it seemed likely that HSP70 can inhibit Giardia-induced intrinsic apoptosis via interacting directly with Apaf-1 and thus blocking CASP-9 activation. In addition, yet, Bcl-2 can prevent Bax-activated release of cytochrome c (Cyt-c) from mitochondria and therefore block Cyt-c from promoting Apaf-1-mediated CASP-9 activation (Zou et al., 1999), leading to another hypothesis that HSP70 prevents Giardia-initiated Apaf-1 activation through regulating Bcl-2 and Bcl-2-associated X protein, Bax. As expected, here we confirmed that HSP70 participated in negatively regulating the Bax/Bcl-2 ratio (Figures 4C,D). We further identified the negative role of HSP70 in regulating ROS levels (Figure 4E) and the positive role of ROS in regulating the Bax/Bcl-2 ratio (Figures 4F,G). Taken together, it is not difficult to infer that HSP70 prevented Giardia-induced Caco-2 cell apoptosis in an intrinsic way via ROS-Bax/Bcl-2-Apaf-1 axis as well.
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FIGURE 4
 Anti-apoptotic mechanism of HSP70 in an intrinsic way. Prior to a 6-h exposure to Giardia, Caco-2 cells were treated with quercetin or celastrol. (A,B) HSP70-mediated regulation of Apaf-1 as measured by qPCR and western blot. (C,D) HSP70-mediated regulation of the Bax/Bcl-2 ratio as measured by qPCR and western blot. (E) HSP70-mediated ROS regulation as examined by immunofluorescence assay (scale bar = 100 μm). (F,G) ROS-mediated regulation of the Bax/Bcl-2 ratio as measured by qPCR and western blot. Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01. Gl, Giardia.


It has also been noted that Giardia can induce CASP-8/CASP-3-depedent extrinsic pathway of apoptosis in Caco-2 cells via TNFR1 activation and RIP1 deubiquitination (Liu et al., 2020b). The ubiquitination status of RIP1 mediated by its E3 ubiquitin ligases cIAP1/2 is critical for the transition of signaling complex I (activating NF-κB/MAPK signaling to promote cell survival) to complex IIa (activating CASP-8 to initiate apoptosis) (Zhang et al., 2019). In addition, the prevention of RIP1-dependent cell death may involve HSP70-mediated stabilization of cIAPs in cancer cells (Srinivasan et al., 2018). From those observations, we assumed here that HSP70 affects the ubiquitination status of RIP1 via stabilizing its regulator cIAP1/2 during Giardia-IEC interactions. There were no observed changes in the cIAP1 expression between Giardia-exposed and -unexposed groups at both mRNA and protein levels (Figures 5A,B). Nevertheless, Giardia challenge led to a remarkable decrease in the mRNA and protein levels of cIAP2, and this process could be accelerated by the use of quercetin and reversed by the use of celastrol (Figures 5A,B), indicative of involvement of HSP70 in the stability of cIAP2. In addition, a significant increase in the RIP1 expression was observed following Giardia challenge, while the elevation could not be affected by HSP70 inhibition or overexpression (Figures 5A,B). Collectively, it could be inferred that HSP70 prevented Giardia-induced CASP-8/CASP-3-dependent extrinsic apoptosis probably through maintaining native levels of cIAP2 that is important for RIP1 ubiquitination.
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FIGURE 5
 Anti-apoptotic mechanism of HSP70 in an extrinsic way. Prior to a 6-h exposure to Giardia, Caco-2 cells were treated with quercetin or celastrol. (A,B) HSP70-mediated regulation of cIAP1/2 and RIP1 as assessed by qPCR and western blot. Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01. Gl, Giardia; ns, not significant.




TLR4 involved HSP70-mediated defense-related apoptosis and NO regulation

We further evaluated the association between TLR4 signaling and HSP70-mediated anti-Giardia host defense responses. TLR4 inhibition by its antagonist TAK-242 suppressed upregulation of HSP70 in Caco-2 cells induced by a 6-h Giardia exposure (Figures 6A–C), suggesting a positive regulatory relationship between TLR4 and HSP70. TLR4 activation has been shown to protect Caco-2 cells against Giardia-induced apoptosis and NO reduction (Yang et al., 2022). Given the role of HSP70 in preventing Giardia-induced apoptosis and NO reduction in IECs established earlier here, it could be concluded that TLR4 activation correlated positively to HSP70-mediated anti-apoptosis and recovery of NO levels during Giardia-IEC interactions. However, this would not be the case for TJ proteins ZO-1 and occludin which could be positively regulated by HSP70 as we validated earlier, while negatively regulated by TLR4 as we observed currently (Figures 6D,E). In addition, like HSP70, TLR4 could also mediate inhibition of CASP-9 and CASP-8 activation (Figure 6E), expanding the HSP70-mediated anti-apoptotic signaling network during Giardia infections.
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FIGURE 6
 TLR4 involved HSP70-mediated defense-related apoptosis and NO regulation. Prior to a 6-h exposure with Giardia, Caco-2 cells were administrated with TLR4 antagonist TAK-242. (A–C) TLR4-mediated HSP70 regulation as measured by qPCR, western blot, and immunofluorescence analyses (scale bar = 100 μm). (D) TLR4-mediated regulation of ZO-1 and occludin at the mRNA levels as measured by qPCR analysis. (E) TLR4-mediated regulation of the levels of ZO-1, occludin, and cleaved CASP-8/9 as assayed by western blot. Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01. Gl, Giardia.




TLR2 involved HSP70-mediated defense-related TJ and NO regulation

TLR2 would function in HSP70-mediated anti-Giardia host defense responses in a manner different from TLR4. Like TLR4, during the interactions between Giardia and Caco-2 cells, there was a positive correlation between TLR2 and HSP70 as validated by application of TLR2 antagonist C-29 (Figures 7A–C). Unlike TLR4, TLR2 operated as a player in positive regulation of TJ proteins ZO-1 and occludin (Figures 7D,E). In addition, TLR2 activation impeded Giardia-induced NO reduction (Figure 7F). Given the known positive associations between HSP70 and TJ/NO, it can be concluded that TLR2 was positively related to HSP70-mediated maintenance of TJ barrier and NO levels. Yet, unlike TLR4, TLR2 served as an apoptosis promoter during Giardia infections (Figure 7F).
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FIGURE 7
 TLR2 involved HSP70-mediated defense-related TJ and NO regulation. Prior to a 6-h exposure to Giardia, Caco-2 cells were incubated with TLR2 inhibitor C-29. (A–C) TLR2-mediated HSP70 regulation as measured by qPCR, western blot, and immunofluorescence analyses (scale bar = 100 μm). (D) TLR2-mediated regulation of ZO-1 and occludin at the mRNA levels as measured by qPCR analysis. (E) TLR2-mediated regulation of the levels of ZO-1, occludin, and cleaved CASP-3 as assayed by western blot. (F) TLR2-mediated NO regulation as measured by a microplate reader. Data from triplicate wells from a representative of at least three independent experiments are presented as means ± SD. **p < 0.01. Gl, Giardia.





Discussion

Giardia is a zoonotic intestinal parasite and a leading cause of diarrheal disease worldwide (Ankarklev et al., 2010). Thus far, it remains largely unknown about the effective players in the complex defense-signaling network of IECs in response to Giardia infection. In the resent study, we initially acknowledged the role of HSP70 in defending against Giardia via preventing IEC apoptosis and maintaining the levels of NO and TJ proteins. The intrinsic and extrinsic anti-apoptotic mechanisms of HSP70 were subsequently explored. Specific TLR activation was then linked to HSP70-mediated anti-Giardia host defense responses (Figure 8).
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FIGURE 8
 Schematic diagram illustrating TLR-activated HSP70-mediated defense signaling network during Giardia-IEC interactions.


HSP70 is a highly evolutionarily conserved chaperone that is overexpressed in the cells in response to stress of various origins including infection (Tukaj, 2020). HSP70 expression is elevated following T. gondii infection (Mitra et al., 2021) and malaria infection (Fitri et al., 2017). In this study, noninvasive Giardia also evoked a rapid HSP70-mediated defense response similar to that caused by those invasive protozoan parasites. HSP70 is known as a robust anti-apoptotic protein involving a wide number of cell survival aspects (Abou-El-Naga, 2020), while the role it plays in microbial infections remains largely unexplored. Herein, HSP70 was identified as an effective anti-apoptotic operator in Giardia-infected IECs via regulating intrinsic (ROS, Bax, Bcl-2, Apaf-1, and CASP-9) and extrinsic (cIAP1, RIP1, and CASP-8) factors identified in our previous studies (Liu et al., 2020a,b), which could promote cell survival as measured by CCK-8 assay and hence contribute to host defense mechanism. Giardia has been documented to inhibit NO production in IECs by competitive consumption of local arginine and low arginine levels might exacerbate IEC apoptosis (Eckmann et al., 2000), meanwhile, NO of various origins represents an important Giardia-growth inhibitor as well as an inducer for intestinal peristalsis, helping discharge the parasite from the intestine (Eckmann et al., 2000; Li et al., 2006). Considering this situation, in this study, HSP70-regulated recovery of NO levels could be an important part of the host defense in Giardia elimination. It has been acknowledged that adhesion of Giardia trophozoites to IECs induces disturbances of intercellular junctions (tight, adherens, and desmosomal junctions) (Maia-Brigagao et al., 2012). Additionally, Giardia-induced IEC apoptosis contributes to the development of giardiasis via accelerating normal turnover of intestinal epithelium and disrupting epithelial barrier function (Panaro et al., 2007). Here we confirmed that HSP70 functioned as a positive regulator for TJ proteins, in part through inhibiting IEC apoptosis. Enhanced integrity of intestinal epithelial barrier mediated by HSP70 could favor anti-Giardia host defense. The collective data supported a crucial role of HSP70 in modulating anti-Giardia defense responses by augmenting anti-apoptosis of IECs and maintaining NO and TJ levels. HSP70 has gained increasing attention as a therapeutic target for many diseases such as stroke and other related neurological conditions (Kim et al., 2018). HSP70 blocking has clinical implications in cancer therapy partially via activating a specific anticancer immune response (Goloudina et al., 2012). Thus far, Giardia infection is still a worldwide public health problem that poses a serious threat to human health (Dixon, 2021; Mahdavi et al., 2022). Therefore, more efforts need to be devoted towards investigating the role of HSP70 as a therapeutic target for human giardiasis. In addition, it is of interest to note that HSP70 is also present in Giardia (Gupta et al., 1994; Arisue et al., 2002), which it is possibly involved in the increased levels of the HSP70 protein in the serum of Giardia-infected individuals (Al-Madani and Al-Khuzaie, 2021).

TLRs are a well-known family of pattern recognition receptors in innate immunity that recognize and defend invasive and noninvasive microbial pathogens (Liu et al., 2014). The various TLRs mediate different cellular responses to pathogens due to particular usage of intracellular adapter proteins (Kawai and Akira, 2007). TLR4 serves an important function in host responses to tissue injury, microbial infection, and inflammation (Kawai and Akira, 2007). Giardia-activated TLR4 signaling has been shown to involve COX-2-mediated blocking of apoptosis and NO reduction (Yang et al., 2022). Here TLR4 signaling was specifically linked to HSP70-initiated anti-Giardia defense responses through impeding apoptosis and NO reduction. TLR2 is another member of the TLR family that plays a fundamental role in pathogen recognition and activation of innate immunity (Kawai and Akira, 2007). TLR2 is reported to regulate the initial pro-inflammatory response during infection of macrophages with T. cruzi (Ropert and Gazzinelli, 2004). Mast cells can phagocyte Candida albicans and generate NO by the mechanisms related to TLR2 and Dectin-1 (Pinke et al., 2016). In the present study, we indicated that TLR2-dependent HSP70 activation was able to reverse Giardia-decreased NO levels, which agreed with what we observed in TLR4 regulation. In addition, TLR2 activation has been proven as an important part of the response to murine and human skin barrier repair through enhancing TJ barrier and expression of TJ proteins such as ZO-1, occludin, and claudin-1/23 (Kuo et al., 2013). Here Giardia-activated TLR2-HSP70 signaling was responsible for maintaining the levels of TJ proteins ZO-1 and occludin, potentially contributing to the integrity of intestinal epithelial barrier that is important for the host defense against the parasite. However, this finding was contrary to the negative role of TLR4 in TJ regulation established earlier in this study. In reality, TLR4 activation appears to involve LPS-induced increase in intestinal TJ permeability (Guo et al., 2013). It is also noteworthy that, unlike TLR4, TLR2 could mediate a proapoptotic response in Giardia-exposed IECs. Actually, TLR2 and neutrophils have been described to potentiate endothelial ER stress, apoptosis, and detachment (Quillard et al., 2015).



Conclusion

Here we demonstrated a potential role of HSP70 in mediating host defense responses against Giardia using in vitro culture models. The underlying regulatory network was complex and involves multiple factors. HSP70 function and Giardia evasion of this function may contribute significantly to the balance between host defense and giardiasis progression. Our study also indicated a close link between specific TLR activation and HSP70-mediated defense responses. Taken together, the results of this study provided further detailed insights into the interactions between Giardia and IECs in terms of host defense and pathogenesis. Although sound, substantial additional efforts are required to characterize more defense-related modulators and probe their correlations with giardiasis-associated dysregulations, which is central for introducing novel and effective therapeutics in the clinics. However, in any case, the in vitro interaction system used in this study could not present complexity of interactions from neighboring cells of different types and functions. It is therefore essential to use organoid-derived monolayers and/or an accessible laboratory animal model to fully elucidate the role of specific TLR-mediated HSP70 activation in anti-Giardia host defense responses.



Materials and methods


Study design

This study was designed to investigate the role of HSP70 and the related molecular and cellular mechanisms involved in host defense against noninvasive Giardia infection by the use of an in vitro model of the interaction between human-derived Giardia trophozoites and Caco-2/HT-29 cell lines as previously described (Kleiveland, 2015; Emery et al., 2016; Ma’ayeh et al., 2017; Dubourg et al., 2018; Liu et al., 2020a,b; Yang et al., 2022).



Cell culture

The human colon adenocarcinoma cell lines Caco-2 and HT-29 that closely resemble normal human small IECs (Martinez-Maqueda et al., 2015; Estermann et al., 2020), were purchased from the Cell Bank of the Chinese Academy of Sciences (Shanghai, China) and used to interact with Giardia trophozoites in vitro. Caco-2 cell line was grown in high-glucose DMEM (Hyclone, Logan, United States) supplemented with 10% FBS, 1% MEM NEAA, 1% GlutaMAX, and 1% penicillin/streptomycin. By contrast, HT-29 cells were grown in DMEM/F12 (Hyclone, Logan, United States) supplemented with 10% FBS and 1% penicillin/streptomycin. The two types of cell lines were incubated at 37°C and 5% CO2, and sub-cultured every three to 4 days at 80–90% confluence before being seeded. Culture medium was changed every second day. Cells were seeded in 6-well (1 × 106 cells/well), 12-well (5 × 105 cells/well), 24-well (2 × 105 cells/well), and 96-well (1 × 104 cells/well) plates depending on the needs of the experiments. All experiments were performed 2–3 days post-seeding at 80–90% confluence, except those regarding evaluation of TJ protein levels which were performed 2–3 days post-confluence on fully differentiated, confluent monolayers.



Parasite culture and exposure

The human-derived G. duodenalis WB isolate (genotyped as zoonotic assemblage A, ATCC 30957, Manassas, United States) was applied in this study. Trophozoites were propagated at 37°C in 15 ml conical bottomed tubes in modified TYI-S-33 medium containing 10% FBS and 0.1% bovine bile supplemented with 0.1% gentamicin and 1% penicillin/streptomycin (Keister, 1983). Cultures were harvested by chilling on ice for 15 min. Detached trophozoites were centrifuged, washed with PBS, resuspended in cell culture medium, counted using a hematocytometer, and used to challenge cells at a ratio of 10 parasites/cell. Prior to challenge, an endotoxin ELISA kit (Meimian Biotech, Yancheng, China) was applied to ensure that the washed parasites and resuspension medium were free of endotoxins that would be responsible for the observed TLR activation. In time-course experiments, trophozoites were added at different time points and cells harvested together. Prior to further analysis, cells were rinsed thrice with ice-cold PBS to remove parasites.



Protein inhibition and overexpression

We used HSP70 inhibitor quercetin (20 μM in use; AbMole, Houston, United States), ROS inhibitor NAC (10 μM; APEXBIO, Houston, United States), pan-caspase inhibitor Q-VD-OPh (50 μM; AbMole, Houston, United States), TLR4 inhibitor TAK-242 (10 μM; APEXBIO, Houston, United States), and TLR2 inhibitor C-29 (20 μM, APEXBIO, Houston, United States) in inhibition analyses. HSP70 inhibitor quercetin was applied 2 h before exposure, while other inhibitors were applied 1 h before Giardia exposure. A 0.1% DMSO solution was used as the solvent control. Overexpression of HSP70 was conducted using celastrol (AbMole, Houston, United States) at the concentration of 3 μM. The agonist was applied 30 min before Giardia exposure. A 0.1% DMSO solution was used as the solvent control as well. Before further analysis, cells were rinsed thrice with PBS for drug removal.



qPCR analysis

Cells cultured in 12-well plates were harvested for RNA extraction using Trizol reagent (Invitrogen, Carlsbad, United States). cDNA was synthesized from total RNA (1 μg) using a HiScript II 1st Strand cDNA Synthesis Kit (Vazyme, Nanjing, China). Amplification was conducted using a SYBR-Green qPCR Master Mix Kit (Vazyme, Nanjing, China) on a LC480 Lightcycler system (Roche, Indianapolis, United States). Primer pairs used in qPCR analysis were shown in Supplementary Table 1. The expression of target genes relative to the housekeeping gene, GAPDH, was analyzed using the 2−ΔΔCt method.



Western blot analysis

Cells cultured in 6-well plates were harvested for protein extraction using RIPA lysis buffer (Beyotime, Shanghai, China) containing 1% PMSF (Beyotime, Shanghai, China). Total protein concentration was measured by an enhanced BCA Protein Assay Kit (Beyotime, Shanghai, China). The extracted proteins were separated by 12% SDS-PAGE and transferred to PVDF membranes by electro blotting. Membranes were blocked with 5% skim milk in PBST at room temperature (RT) for 2 h and then incubated at 4°C for 12 h with the primary antibodies (1:1,000 dilution in PBST) against HSP70, HSP90, HSP27, pro-/cl-CASP-3, pro-/cl-PARP, pro-/cl-CASP-9, pro-/cl-CASP-8, Apaf-1, Bax, Bcl-2, RIP1, cIAP1/2, ZO-1, occludin, and β-actin. Primary antibodies were obtained from two commercial sources (ABclonal, Wuhan, China; Bioss, Beijing, China). Membranes were washed three times for about 1 h in PBST and then probed with HRP-conjugated secondary antibody (1:5,000 dilution in PBST; ABMART, Shanghai, China) at RT for 1 h. Images were obtained from a GeneGnome XRQ chemiluminescence imaging system (Syngene, Cambridge, United Kingdom), and the intensity of the detected bands was quantified with the NIH Image J software (NIH, Bethesda, United States).



Immunofluorescence assay

Cells grown on cover slips in 24-well plates were fixed with 4% paraformaldehyde at RT for 30 min, and permeabilized with 0.25% Triton-X 100 at RT for 10 min. Nonspecific binding sites were blocked by incubation in 1% BSA in PBS at RT for 1 h. Cells were incubated with the primary antibodies against HSP70 (dilution, 1:300) and cl-CASP-3 (dilution, 1:100) at 4°C overnight, and then FITC-AffiniPure Goat Anti-Rabbit IgG (H + L) (dilution, 1:200; Jackson, West Grove, United States) at 37°C for 1 h protected from the light. Cell nucleus was stained by 2 μg/ml DAPI (Alphabio, Tianjin, China). Images were captured by a Lionheart FX Automated Microscope (BioTek, Winooski, United States).



AO/EB staining

Cells grown on cover slips in 24-well plates were evaluated for Giardia-induced IEC apoptosis by dual staining with combined fluorescent dyes AO and EB (BestBio, Shanghai, China) and observed by using a Lionheart FX Automated Microscope. Normal cells were stained green and apoptotic cells were stained orange as previously described (Gherghi et al., 2003).



Cell viability assay

Prior to drug or Giardia exposure, an additional incubation of cells in FBS-free medium in 96-well plates for 3 h was needed in this part. Cell viability was measured by a CCK-8 assay (Apexbio, Houston, United States) as described (Cai et al., 2021), and negative control wells containing just DMEM and trophozoites in DMEM were included. The absorbance was measured at 450 nm wavelength.



ROS/NO measurement

The intracellular ROS levels of cultured cells in 24-well plates were assessed by the use of an oxidation-sensitive fluorescent probe DCFH-DA (Eruslanov and Kusmartsev, 2010), and Rosup was included as a positive control (Beyotime, Shanghai, China). The intensity of DCF fluorescence was assessed by the use of a Lionheart FX Automated Microscope. NO production represented by nitrite concentration in the supernatants of cultured cells was assayed with Griess reaction in 96-well plates (Schulz et al., 1999) by the use of a NO Assay Kit (Beyotime, Shanghai, China). The absorbance was measured at 540 nm wavelength.



Statistical analysis

Statistical analyses were conducted by the use of the GraphPad Prism 7.0 program (GraphPad Software).1 Data from triplicate wells (or more) from a representative of at least three independent experiments are presented as means ± SD. The statistical significance of the differences was assessed using Student’s t-test in comparison of two groups or one-way ANOVA in comparison of three or more groups. p-Values less than 0.05 were considered to be statistically significant (*p < 0.05, **p < 0.01).
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COVID-19 pandemic is a global public health emergency. Despite extensive research, there are still few effective treatment options available today. Neutralizing-antibody-based treatments offer a broad range of applications, including the prevention and treatment of acute infectious diseases. Hundreds of SARS-CoV-2 neutralizing antibody studies are currently underway around the world, with some already in clinical applications. The development of SARS-CoV-2 neutralizing antibody opens up a new therapeutic option for COVID-19. We intend to review our current knowledge about antibodies targeting various regions (i.e., RBD regions, non-RBD regions, host cell targets, and cross-neutralizing antibodies), as well as the current scientific evidence for neutralizing-antibody-based treatments based on convalescent plasma therapy, intravenous immunoglobulin, monoclonal antibodies, and recombinant drugs. The functional evaluation of antibodies (i.e., in vitro or in vivo assays) is also discussed. Finally, some current issues in the field of neutralizing-antibody-based therapies are highlighted.
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1. Introduction

The global pandemic of coronavirus disease 2019 (COVID-19), caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) wreaked economic and political havoc on the international community, posing grave hazards to human life (Cheng and Shan, 2020). The pathophysiology and therapy of SARS-CoV-2 have been the subject of research by scholars, government organizations, and private firms from all around the world. As a result of increased research, therapeutic antibodies and vaccines are emerging. At the time of writing, emerging immunotherapy primarily consists of interferon-based immunotherapy, antibody-based immunotherapy, management of the cytokine storm, and active immunotherapy – vaccine (Esmaeilzadeh and Elahi, 2021). Neutralizing antibody therapy is a mainstay among them. The term “neutralizing antibody therapy” refers to the competitive or non-competitive binding of antibodies to target cells in order to limit virus adhesion and infection. This review focuses on the mechanism of action of neutralizing antibodies directed against different sites. The various forms of immunological drugs have been outlined, along with their advantages and limitations. Additionally, the effectiveness of antibody verification is mentioned. Finally, we examine the difficulties inherent in neutralizing antibody therapy.



2. Neutralizing antibody therapy mechanism

After SARS-CoV-2 infects the human body, it triggers a cascade of immune responses in which B lymphocytes produce neutralizing antibodies that can bind competitively or non-competitively with the virus’s surface proteins, preventing the virus from recognizing the invasion of the hACE-2 receptor into the cell.

Human ACE2 protein (hACE2) is believed to be a critical target of the SARS-CoV S protein (Shirbhate et al., 2021). The virus initially attaches to gangliosides via the S protein, and subsequently to heparin sulfate (HS) and hACE2 via RBD recognition (Kombe Kombe et al., 2021). The virus then fuses with the host cell membrane via S2 and is internalized via endocytosis (Esmaeilzadeh and Elahi, 2021). Correspondingly, the potential mechanisms of action in SARS-CoV-2 neutralizing antibodies are shown in Figure 1.
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FIGURE 1
 Potential mechanisms of action in SARS-CoV-2 neutralizing antibodies. (i) In the absence of nAbs, SARS-CoV-2 binds to the viral ACE2 receptor via the RBD, mediating viral entry into target cells. (ii) In the presence of RBD-specific nAbs, the antibodies bind to the RBD and inhibit RBD binding to ACE2, resulting in the inhibition of membrane fusion and the entry of the virus into the host cell. Some non-RBD-targeting nAbs may bind to the NTD, the S trimer or the S2 subunit (thus preventing conformational changes of S or inhibiting membrane fusion and viral entry). (iii) In the presence of nAbs with suboptimal or negligible neutralizing activity, the antibody-bound virions may enter cells (such as monocytes or macrophages) through the FcγR, leading to enhanced viral entry, viral replication or inflammation. Image and description courtesy of Jiang et al. (2020).



2.1. Types of neutralizing antibody

Around 90% of individuals with mild to moderate SARS-CoV-2 infection develop anti-SARS-CoV-2 antibodies. The N and S proteins of SARS-CoV-2 are highly immunogenic, causing substantial amounts of IgA, IgM, and IgG to be produced by host cells. IgM and IgA are normally created after 7 days of infection, whereas IgG is produced between 10 and 18 days after infection. Titers of antibodies are stable for at least 5 months (Pisil et al., 2021). Although IgM is an early antibody that can contribute to and inhibit virus infection, its detection sensitivity may be lower than that of IgG and IgA, even during the early phases of virus infection (Long et al., 2020). IgA protects against viral infection by blocking the virus from attaching to the mucosa and is responsible for the majority of the early neutralizing antibody response to SARS-CoV-2 (Sterlin et al., 2021). The primary neutralizing antibody is IgG. They have high level of neutralizing activity and are involved in the humoral immunity process. Virus-specific IgG and IgM levels gradually increase during the course of a viral infection. In the third week following the onset of symptoms, IgM levels begin to fall, whereas IgG levels continue to climb to a stable state (Lagunas-Rangel and Chavez-Valencia, 2021). The generation type of SARS-CoV2 neutralizing antibodies was shown in Figure 2.
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FIGURE 2
 The generation type of SARS-CoV2 neutralizing antibodies. SARS-CoV-2 nAbs may be isolated from patients’ B cells, a library of human single-domain antibodies (sdAbs), or a library of nanobodies (Nbs). Different regions of the SARS-CoV-2 S protein are targeted by nAbs, including the RBD and NTD in the S1 subunit. SARS-CoV nAbs with cross-neutralization activity against SARS-CoV-2 may cross-react with the SARS-CoV-2 RBD or S2 subunit. Convalescent plasma from patients infected with SARS-CoV-2 could be used for the treatment of COVID-19. Image and description courtesy of Jiang et al. (2020).


Each Ig molecule has a fragment antigen-binding (Fab) region and a fragment crystallizable (Fc) region that serve to detect antigens and mediate the effector functions of natural killer cells, macrophages, and the complement system, respectively. While IgM and IgA with the identical Fab domain have much stronger neutralizing ability than IgG monoclonal antibody, only IgG monoclonal antibody is now in clinical usage (Pisil et al., 2021). Clinical studies have demonstrated a large increase in IgM, IgA, and IgG against RBD from the first to the third week of the disease, as well as a significant increase in IgG antibodies against S1. Specific IgA levels are significantly greater in inpatient and intensive care patients with severe symptoms than in outpatient patients, and SARS-CoV-2 specific antibodies class switch to IgA earlier and more rapidly than IgG (Brynjolfsson et al., 2021).

Cheng et al. studied the humoral immune response of 357 vaccines over time, and concluded that NAb is positively correlated with IgG (Cheng et al., 2022). Similarly, Baral et al. (2021) analyzed the RBD-specific mAbs of 8 infected patients, and concluded that NAb competing with ACE2 may be a better predictor for virus-neutralizing antibody potency rather than binding affinity.

The correlation between anti-RBD antibody levels and NAbs remains unclear as there are contradictory reports on their association. Billon-Denis et al. (Chapman et al., 2021) studied two patients—one who presented with a strong anti-RBD IgG immune response that correlated with a low and rapidly waning NAb titre, whereas the other had strong IgG anti-RBD immune response, but high NAb titres. Hence, they propose that other host factors (e.g., age, gender, clinical severity) may be more dominant drivers of the immune response as opposed to NAb titres. In contrast, hence, blocking the interaction between RBD and ACE2 may be a useful surrogate for neutralization. The hindrance of the crystal structure of RBD-bound antibody inhibits viral binding to ACE2, thus blocking viral entry—suggesting that anti-RBD antibodies are mainly viral species-specific inhibitors. Another study also noted the correlation of NAb titres to anti-RBD IgG levels (Ho, 2020).



2.2. The mechanism of action of NAb

Numerous studies have highlighted the fact that viruses recognize and interact with host cells via the S glycoprotein, and that the coronavirus S glycoprotein is the primary target of post-infection neutralizing antibodies. The majority of SARS-CoV-2 neutralizing antibodies hinder SARS-CoV-2 S protein from binding to ACE2 on host cells (Klasse, 2014; Walls et al., 2020). Although 90% of the neutralizing antibodies specifically target RBD of the SARS-CoV-2 S1 protein (Piccoli et al., 2020), a few neutralizing antibodies target the NTD of S1 (Liu et al., 2021). While the S2 subunit of SARS-CoV-2 is considered a potential neutralizing target, several studies have discovered that S2 has no effect on ACE2 binding. Antibodies against the SARS-CoV-2 N protein are also produced in the human body, but their half-life is brief, and they have not been proved to neutralize the virus (Lagunas-Rangel and Chavez-Valencia, 2021). In recovered patients, the binding antibody against the nucleocapsid protein N had a greater titer than in non-recovered individuals. Because the N protein is contained within the virus and is not exposed to the surface of the virion, antibodies to the N protein have no neutralizing activity at all (Klasse and Moore, 2020). The following table summarizes the processes through which neutralizing antibodies target distinct antigen-binding domains.

Not only neutralizing antibodies as a definite treatment for patients with COVID-19, but a potential therapeutic for those with long-haul symptoms and central nervous system (CNS) deficits. In some cases, individuals who have recovered from COVID-19 or have been vaccinated may develop long-term symptoms, referred to as “long-haul” infections, which may include central nervous system deficits such as brain fog, fatigue, and difficulty concentrating, have been reported by a significant proportion of individuals who have recovered from COVID-19 (Korompoki et al., 2021; Mehandru and Merad, 2022; Shimohata, 2022). While the exact mechanisms underlying these long-term symptoms are unknown, several researchers suggest that they may be related to the persistence of viral particles in the body, ongoing inflammation, and/or changes in the immune system (Azkur et al., 2020; Tay et al., 2020; Dispinseri et al., 2021). The role of neutralizing antibodies in these cases is also not yet clear, but some studies have suggested that patients with higher levels of neutralizing antibodies may be less likely to experience long-term symptoms (Augustin et al., 2021; Rank et al., 2021). One study reported by Huang found that the SARS-CoV-2 infection mostly often appears with CNS syndrome and even last for weeks and months (Huang and Fishell, 2022). Then Hirzel discovered that patients with COVID-19 who developed neurological symptoms had lower levels of neutralizing antibodies compared to patients without neurological symptoms, which may suggest that neutralizing antibodies may play a role in protecting against CNS involvement in COVID-19 (Hirzel et al., 2022). The implications of neutralizing antibodies in these cases are not fully understood at this time. Research is ongoing to determine the relationship between neutralizing antibodies and long-haul COVID-19 symptoms and how they may be used to prevent or treat them.


2.2.1. Neutralizing antibody against SARS-CoV-2 RBD

The RBD antigen domain of S1 is critical because it identifies and binds to the HACE-2 receptor, facilitating virus attachment to host cells. Neutralizing antibodies usually inhibit the virus in neutralizing antibody therapy by blocking RBD-ACE2 binding pathways. It has been demonstrated that the majority of neutralizing antibodies from the PMBC of convalescent patients compete with ACE2 for binding to RBD. At the moment, the most efficient antibodies are always directed against the ACE2-binding surface on the RBD of SARS-CoV-2 S protein (Zhou et al., 2021). Kim et al. showed that the neutralizing antibody CT-P59 causes complete steric hindrance by binding to the RBD of SARS-CoV-2 S protein, preventing the virus from binding to ACE2, and they found that CT-P59 can significantly inhibit the viral replication of clinical isolates, wild-type, and D614G variants by in vitro via the plaque reduction neutralization test (PRNT; Kim et al., 2021). Deyong et al. discovered that CA521FALA has three major advantages: direct competitive binding with ACE2, binding to all three RBDs of single spike simultaneously and bivalent binding of a single IgG. They speculated that CA521FALA IgG may use a mechanism similar to ACE2 to induce RBD transformation from a closed to an open configuration, allowing CA521FALA to bind more efficiently to RBD (Song et al., 2021).

The receptor-binding motif (RBM) is a small segment of the RBD structure, and the RBM overlaps the ACE2 binding site. Anti-RBM neutralizing antibodies can bind to the spike receptor binding domain RBM of SARS-CoV-2 competitively with ACE2, locking the RBD conformational state in the “down” conformational state. As a result, the virus is blocked from accessing the target receptor (Corti et al., 2021). This type of antibody comprises S2M11 antibody (Verkhivker and Di Paola, 2021), C144 (Corti et al., 2021), etc. P4A1 interacts directly with the bulk of the RBMs of the spike receptor binding domain, resulting in the steric hindrance of S protein binding to hACE2. This is a potent monoclonal antibody whose binding epitope almost entirely covers the majority of hACE2 binding sites. This wide coverage may allow the antibody efficiently attack spike mutants, making it a good treatment option for immunocompromised and susceptible populations (Guo et al., 2021). Additionally, the neutralizing antibody S230 against SARS-CoV RBM can function as a receptor mimicry prior to the virus interacting with host cells, causing conformational changes in the fused S protein that inactivate it and prevent viral infection (Walls et al., 2019). According to some researchers, the neutralizing antibody against SARS-CoV-2 RBM may function this mechanism (Corti et al., 2021). Some non-RBM monoclonal antibodies have been shown to block viral infection by blocking structural rearrangement of S protein and spatially interfering with ACE2 participation (Corti et al., 2021).



2.2.2. Neutralizing antibodies against SARS-CoV-2 NTD

Although most neutralizing antibodies target the RBD region of the S protein, some researchers have shown that several SARS-CoV-2 neutralizing antibodies target susceptible epitopes in non-RBD regions. The N-terminal domain NTD of the S1 subunit is considered as a substitute and/or complementary target for neutralizing antibodies. Lok detailed the mechanism of neutralization anti-NTD super antibodies, one of which was that anti-NTD super antibodies were unable to inhibit S protein from binding to the ACE2 receptor (Lok, 2021). Makdasi et al. discovered that none of the anti-NTD monoclonal antibodies they isolated was neutralizing activity (Makdasi et al., 2021). The therapeutic efficacy of anti-NTD monoclonal antibodies remains unknown, and proper clinical trials are required to prove their efficacy. Simultaneously, surprising evidence demonstrated that while the binding epitope region of the SARS-CoV-2 NTD neutralizing antibody did not overlap with or compete with ACE2 binding, certain antibodies, such as 4A8mAb (Imai et al., 2020), may also have substantial neutralizing activity. Certain neutralizing antibodies can selectively bind to S1-NTD, preventing it from interacting with the host cell. According to MD simulations, small molecules targeting S1-NTD (Di Gaetano et al., 2021) can disrupt RBD and ACE-2 interactions. Certain investigations hypothesized that some anti-NTD antibodies could neutralize SARS-CoV-2 by blocking the conformational change of S protein (Imai et al., 2020). Through crystal structural research, it was discovered that the NTD antibody binding S protein caused RBD to be in a “down” state, preventing RBD from binding to ACE2 (Jin et al., 2021). According to John et al., NTD of the S1 subunit reduces S protein binding to cell surface receptors via NTD-GBD-binding inhibition, and prevent the formation of the S-ACE2 complex (Kombe Kombe et al., 2021). Jin et al. found that by combining NTD neutralizing antibodies against SARS-CoV-2 S1 with RBD neutralizing antibodies against SARS-CoV-2 S1, antiviral efficacy could be enhanced (Jin et al., 2021).



2.2.3. Antiandrogen drugs inhibit SARS-CoV-2 entry

TMPRSS2 is a widely recognized androgen-regulated gene associated with prostate cancer (Afar et al., 2001). The infiltration of the coronavirus into the cell through the viral spike protein (S protein) binding precision to a host cell receptor and human angiotensin-converting enzyme 2 (ACE2), which is made possible through the calculated actions of the serine protease TMPRSS2, priming the way for the virus to gain entry and wreak its destructive path (Min and Sun, 2021). TMPRSS2 promotes SARS-CoV-2 entry by two separate mechanisms: ACE2 interaction/cleavage, which might promote viral uptake, and SARS-CoV-2-S cleavage, which activates the S protein for membrane fusion (Hoffmann et al., 2020). It implicated that male bias in COVID-19 severity and mortality, which provides a strong rationale for androgen deprivation or anti-androgen therapy in men with SARS-CoV-2 infection. Deng et al. demonstrated that the expression of SARS-CoV-2 host cell receptor ACE2 and co-receptor TMPRSS2 is regulated in part by the male sex hormone androgen, and the cell entry of SARS-CoV-2 spike pseudovirus can be blocked by androgen deprivation, anti-androgens, or clinically proven inhibitors of TMPRSS2 such as camostat (Deng et al., 2021). Hoffmann and his colleagues’ research also revealed that clinically-proven protease inhibitor camostat mesylate inhibits SARS-CoV-2 infection by blocking the virus-activating host cell protease TMPRSS2 (Hoffmann et al., 2021). In preclinical research, the TMPRSS2 inhibitor nafamostat also reduced SARS-CoV-2 pulmonary infection in a mouse model of COVID-19 (Li et al., 2021). Chen et al. identified FDA-approved small molecules that reduce surface expression of TMPRSS2 that can limit SARS-CoV-2 entry in both live and pseudoviral in vitro models (Chen et al., 2021a). McCoy and his colleagues demonstrated that antiandrogens drug proxalutamide treatment reduced the hospitalization rate by 91% compared to usual care (McCoy et al., 2021). However, the newly emerged variants Omicron inefficiently uses the cellular protease TMPRSS2 for cell entry, and deletion of TMPRSS2 affected Omicron entry to a less extent than wild-type SARS-CoV-2 (HKU-001a) and previous variants (Meng et al., 2022; Zhao et al., 2022). It indicates that antibodies generated against TMPRSS2 may be less effective in Omicron variant. In a randomized clinical trial of reduced expression of TMPRSS2 by antiandrogen therapies - degarelix did not result in amelioration of COVID-19 severity (Nickols et al., 2022). Therefore, more research is needed to confirm the effectiveness of antiandrogens drugs in treating COVID-19.



2.2.4. Neutralizing antibody treatments with endogenous ACE2 ligands

The emergence of SARS-CoV-2, the virus responsible for the ongoing COVID-19 pandemic, has brought with it a renewed sense of urgency to develop effective treatments and vaccines (Mistry et al., 2022). One promising approach is the use of neutralizing antibodies to target the spike protein of the virus, which allows it to enter human cells. However, as we strive to combat this virus, it is essential that we also consider the potential impact of these treatments on the human body (Pantaleo et al., 2022). One area of concern is the interaction of neutralizing antibodies with ACE2, an endogenous protein present on the surface of many human cells. ACE2 plays a crucial role in regulating blood pressure and other physiological processes, and the spike protein of SARS-CoV-2 has a similar structure to ACE2, making it a potential target for neutralizing antibodies (Alfaleh et al., 2022; Eslami et al., 2022; Suvarnapathaki et al., 2022). Nevertheless, several potential ramifications of this interaction are still unresolved. For example, binding of neutralizing antibodies to membrane-associated ACE2 may prevent the protein from performing its normal functions, leading to changes in blood pressure or other physiological processes (Pizzato et al., 2022). Additionally, neutralizing antibodies may bind to soluble ACE2 in the blood, leading to decreased levels of the protein and exacerbating the effects of ACE2 deficiency (Ning et al., 2022). While the development of neutralizing antibody treatments is a vital step in the fight against COVID-19, it is essential that we also consider the potential impact of these treatments on the human body. Clinical studies are ongoing, and early data suggest that neutralizing antibody therapies may be associated with an increased risk of thrombotic events. However, it is important to keep in mind that the benefits of these treatments, such as preventing severe illness and death from COVID-19, outweigh the potential risks (Iba and Levy, 2022; Levi and van Es, 2022; Silva-Beltrán et al., 2022). Thus, our scientific community must continue to monitor the safety of these treatments and conduct further research to fully understand their potential impact on ACE2 and other physiological processes.

To our knowledge, one of the ways SARS-CoV-2 invades human cells is through a process known as endocytosis. This intricate mechanism involves the virus binding to receptors on the surface of host cells, such as the ACE2 receptor, and then being engulfed by the cell, thus allowing it to evade the body’s immune system and replicate within the host (Matveeva et al., 2022). However, in the ongoing battle against COVID-19, neutralizing antibody (nAb) therapy has emerged as a promising strategy to combat the virus. The goal of this therapy is to prevent the virus from binding to the host cell’s receptors by providing antibodies that bind to the virus and prevent it from entering the host cell (Kumari et al., 2022). But this virus is not one to be underestimated. It has been observed that the virus can evade nAb therapy by entering the cell through alternative endocytic pathways (Sanna et al., 2022; Zolfaghari et al., 2022). This highlights the need for continued research and development of new and innovative therapies to combat this resilient virus.




2.3. Cross-neutralizing antibodies

Numerous reports have surfaced regarding antibodies that cross-neutralize SARS-CoV-2 and other coronaviruses. The following sections provide an overview of cross-neutralizing antibodies directed against SARS-CoV-2, SARS-CoV, and seasonal human coronaviruses (HCoV).

Wu et al. revealed that certain SARS-CoV-2-induced NAB could cross-bind but not cross-neutralize SARS-CoV, i.e., could not prevent SARS-CoV infection, due to epitope or immunogenicity discrepancies between SARS-CoV-2 and SARS-CoV. The plasma of SARS-CoV-2 patients binds to SARS-CoV S protein but not to SARS-CoV-2 S protein (Dispinseri et al., 2020). Other researches have produced results that contradict the aforementioned. Zhang et al. discovered that not only did the individual serum produce a robust neutralizing antibody response to SARS-CoV-2 during the recovery period, but that some antibodies in the serum may cross-bind to SARS-CoV and MERS-CoV, resulting in neutralizing activity. The study exploited the varying sequence homology of the spike proteins of the three coronaviruses to explain why SARS-CoV exhibited a higher level of cross-neutralization than MERS-CoV in the sera of patients (Zhang et al., 2021). Certain neutralizing monoclonal antibodies (mAbs) specific for SARS-CoV have been shown to efficiently cross-neutralize SARS-CoV-2 by targeting its conserved epitope (Kombe Kombe et al., 2021). At the same time, some studies have discovered that the large C-terminus residues variation between SARS-CoV-2 and SARS-CoV has a considerable effect on neutralizing antibody cross-reactivity (Tian et al., 2020).

SARS-CoV and SARS-CoV-2 viruses are both members of the Coronavirus family and belong to the same genus (Adenoviridae). SARS-CoV-2 shares 79.6% sequence identity to SARS-CoV (Zhou P. et al., 2020), the N protein shares 90.52% homology with SARS-CoV (Xu et al., 2020), the S1 subunit shares 64% homology with SARS-CoV, and the S2 subunit shares 90% homology with SARS-CoV (Jaimes et al., 2020). Both virus may utilize ACE2 as a receptor for their host cell (Zhou P. et al., 2020). There are antibodies that cross-react with SARS-CoV and SARS-CoV-2, although the majority of these antibodies target the S2 subunit (Ramasamy et al., 2021) and N protein (Okba et al., 2020) which are conserved on S protein and have not been demonstrated to have neutralizing activity. The few cross-reactive antibodies with neutralizing activity are primarily directed towards RBD epitopes, preventing the virus from binding to ACE2 and triggering S1 dissociation (Wec et al., 2020), although the majority of them have a low affinity for viral antigens. EY6A and CR3022, for example, can cross-react with SARS-CoV-2 S1, but their affinity is low (Zhou D. et al., 2020).

Prior to the COVID-19 pandemic, a large number of people were exposed to seasonal human coronavirus and developed antibodies against them (Anderson et al., 2021). Seasonal human coronavirus (HCoV) infections, including those caused by HCoV-229E, -OC43, -NL63, and -HKU1, typically elicit cold symptoms in immunocompetent individuals (Hasoksuz et al., 2020). Khalid et al. investigated the connection between antibodies against HCoV-NL63 and 229E (α-HCoV), HKU1 and OC43 (β-HCoV), and SARS-CoV-2 cross-reactions. The results demonstrated that anti-SARS-CoV-2 S1 and S1-RBD antibodies had a high degree of cross-reactivity with anti-HKU1 SRBD and OC43 S1 antibodies, indicating that HCoV-HUK1 and HCoV-OC43 antigens were similar to SARS-CoV-2 antigens. They have the ability to induce SARS-CoV-2 to produce antibodies against S protein and cross-react with it. The link between the NL63 antibody and the 229E antibody was poor. Cross-reactive antibodies with neutralizing activity have also been reported to be related with antibodies on SARS-CoV-2 S1 and S1-RBD in studies using SARS-CoV-2 pseudovirus neutralization testing (Shrwani et al., 2021). Furthermore, they discovered that the degree of antibodies against SARS-CoV-2 and seasonal human coronavirus cross-reaction was inversely associated to age, which may partly explain why children are better able to resist severe COVID-19 disease than the elderly. Brodin et al. have also indicated that children are less likely to experience severe symptoms of COVID-19 compared to the elderly (Brodin, 2021). According to the Centers for Disease Control and Prevention (CDC), children under the age of 18 account for a small proportion of COVID-19 cases and hospitalizations, while children are less likely to require hospitalization or die from the disease, which might attribute to a strong innate immunity and more resistant to serious disease outcomes (Adams et al., 2020; Dhochak et al., 2020; Steinman et al., 2020). Moreover, the World Health Organization (WHO) states that people aged 60 years and above are at greater risk of developing severe illness or dying from COVID-19 (Organization WH, 2021). This is due to a range of factors, including age-related changes in the immune system and underlying health conditions (Bartleson et al., 2021). However, it is also crucial to note that this does not mean children are immune to the virus, and it is still important to take necessary precautions to protect them, as well as the most vulnerable members of society.




3. Immune drugs

Apart from convalescent plasma (CP) and intravenous immunoglobulin (IVIG), it is now possible to obtain synthetic monoclonal antibodies (mAbs). At the moment, the most recent discovery is a technique for manufacturing recombinant nano antibodies, which offers up a new path for the creation of therapeutic antibodies. Table 1 compares different immune drugs.



TABLE 1 Comparison of different immune drugs.
[image: Table1]


3.1. Convalescent plasma

Convalescent plasma (CP), an antibody-rich plasma from diseased individuals, is the most readily accessible source of neutralizing antibodies against SARS-CoV-2 and a passive immunotherapy option for infected and susceptible populations. The 1918 influenza pandemic demonstrated the effectiveness use of CP. This therapy has been successfully used to treat emerging infectious diseases (EID) such as severe acute respiratory syndrome (SARS), Middle East respiratory syndrome (MERS), and Ebola virus disease (Yonemura et al., 2021).

Convalescent plasma can suppress viral replication by neutralizing antibodies and reverse the inflammatory response via additional immunomodulatory mechanisms such as the complement system, antibody-dependent cellular toxicity, and phagocytosis (Esmaeilzadeh and Elahi, 2021). Additionally, it contributes to the suppression of SARS-CoV-2 shedding and accelerates viral and infected cell clearance. Clinical trials by Haagmans et al. demonstrated in a hamster model that using monoclonal antibodies or convalescent plasma prevented severe COVID-19 infection, weight loss, decreased pulmonary viral replication, and restricted pulmonary pathology changes. Plasma therapy efficacy is dependent on a high level of neutralizing antibody titer, and a decrease in neutralizing antibody titer results in a loss of protective effect (Haagmans et al., 2021). Many studies have shown the safety and efficacy of convalescent plasma in clinical practice. De Giorgi et al. studied 228 blood donors, finding that 97% had anti-SARS-CoV-2 antibodies at initial presentation, and 63% of 116 donors in follow-up analyses had detectable neutralizing antibody titers 11 months after recovery (De Giorgi et al., 2021). In this study, 102 patients received COVID-19 Convalescent Plasma (CCP), and the infusions were well tolerated. By the fifth day, 19 (18.6%) patients had improved, and 45.1% of the patients had improved by the fourteenth day. Five (4.8%) patients experienced mild to moderate transfusion reactions (Yokoyama et al., 2021).

Convalescent plasma gained traction as a therapy for SARS-CoV-2 infections in the early days of the pandemic. The concept was that neutralizing antibodies in the plasma of individuals who have recovered from COVID-19 could be passively transferred to newly-infected individuals to reduce their viral load and alter the course of the infection towards clinical improvement and recovery. Initial retrospective cohort studies suggested benefit with the infusion of high-titer convalescent plasma particularly when given early in the hospital course. Subsequently, data from randomized controlled trials emerged as the pandemic progressed that muddled the support for its use as a therapy for those infected with SARS-CoV-2. Indeed, the meta-analysis by Jorda et al. finds that convalescent plasma had no benefit as a therapy in COVID-19. This conclusion was also reached by the NIH and IDSA (Infectious Disease Society of America) who do not recommend giving convalescent plasma to hospitalized COVID-19 patients. However, the US FDA currently continues to allow for the use of high titer convalescent plasma under emergency useauthorization (EUA) for immunocompromised patients early in the course for COVID-19, even in the outpatient setting. Wirzet al. provides insight to the benefits of early use of convalescent plasma into patients infected with SARS-CoV-2; Only patients transfused before seroconversion, which de facto equates to early in the disease course, had demonstratable increase in plasma anti-SARS-CoV-2 antibody levels. Additionally, Yue et al. found the neutralizing ability of convalescent plasma is attenuated if collected prior to the emergence of variants of concern and is another consideration when choosing this treatment modality (Razonable and Chen, 2022).



3.2. Intravenous immunoglobulin

Intravenous immunoglobulin (IVIG) preparations are polyvalent antibodies derived from human or animal plasma with an 18-32-day half-life. IVIG is composed of normal IgG immunoglobulins seen in healthy blood donors. The bulk of immunoglobulin preparations are IgG monomers (> 96%), whereas some may contain trace levels of IgG dimers, Ig M, and Ig A. While trace soluble molecules such as human leukocyte antigens (HLA) and cytokines may be present, they do not contain immune complexes or contaminants with a large molecular weight. IVIG is frequently used to treat inflammatory diseases, immunodeficiency, and severe infections. It is particularly effective for patients with immunodeficiency and a suboptimal immune system response. People with primary and secondary immunodeficiencies (PID/SID) may benefit IVIG therapy. The therapy has been successfully employed in SARS and MERS clinics with favorable curative results (Esmaeilzadeh et al., 2021; Farcet et al., 2021).

Anti-infection, anti-viral replication, anti-inflammation, regulation of the complement cascade of SARS-CoV-2 activation, and regulation of autoimmunity can all be achieved with IVIG therapy. Number of studies have shown that IVIG is more successful in treating SARS-CoV-2. Xiang et al. found that IVIG was clinical effective in critically ill patients with COVID-19 and that initiating IVIG within 48 h of ICU significantly decreases mortality, mechanical ventilation use, and duration stay. Its efficacy may be connected to the severity of COVID-19 disease, with early IVIG use being associated with a shorter hospital stay and later use being associated with a longer hospital stay (Xiang et al., 2021). Cao et al. discovered that larger IVIG dosages were associated with a more rapid resolution of inflammatory and improved clinical outcomes in patients. High doses of IVIG were associated with a decreased 28-day mortality rate in patients who developed severe symptoms within 14 days, and the impact was more pronounced in those who got treatment early or did not have comorbidities (Cao et al., 2021). Between March and August 2020, no SARS-CoV-2 neutralizing antibody was detected in the IVIG batch. As the month advanced, the number of batches positive for SARS-CoV-2 neutralizing antibodies increases. Future vaccine-induced antibodies and antibodies against novel viral types will aid in improving IVIG efficiency (Farcet et al., 2021).



3.3. Monoclonal antibody

Monoclonal antibodies are highly homogenous antibodies created by a single B cell that binds only to a specific antigen cluster. Monoclonal antibodies are more successful than plasma treatment in convalescent patients because they can be precisely designed and refined, conveniently manipulated, and quality-controlled. The Fab segment of the monoclonal antibody can recognize the binding target antigen and interfere with the antigen’s biological function. In addition, the Fc segment can also connect to immune cells that express Fc receptors, activate the complement in the blood, and subsequently mediate immunological responses such as ADCC, ADCP, and CDC, and others.

Many viral infections, such as HIV-1 (Astronomo et al., 2021), respiratory synchro virus (RSV; Andabaka et al., 2013), and Ebola virus (Levine, 2019), have been successfully treated with monoclonal antibodies. There is no monoclonal antibody vaccine against SARS-CoV-2 on the market at the moment, and the monoclonal vaccine is still in development and not in use for COVID-19. The monoclonal neutralizing antibodies are mostly directed against the RBD of SARS-CoV-2 S protein. Because the S protein RBD serve as host cell-binding site, and neutralizing monoclonal antibodies against RBD have been shown to prevent viral infection, it is a prime target for neutralizing antibody development (Ho, 2020).

Numerous research groups have isolated monoclonal neutralizing antibodies against SARS-CoV-2 over the last 2 years, the majority of which were prepared by isolating plasma from COVID-19 convalescent patients (Brouwer et al., 2020; Ju et al., 2020; Andreano et al., 2021), with a few obtained through animal testing (Dong et al., 2020; Chen et al., 2021b). Monoclonal antibodies derived from COVID-19 convalescent patients are relatively safe and effective therapies with few side effects and quick preparation. Tai et al. exhibited that SARS-CoV RBD-based mouse monoclonal antibodies (mAbs), such as 7B11, can prevent SARS-CoV-2 from binding to ACE2 (Tai et al., 2020; Min and Sun, 2021). Cao et al. isolated highly effective monoclonal neutralizing antibodies from antigen-enriched B cells in convalescent-stage plasma and investigated their high affinity for RBD and potent neutralizing effect against the virus (Cao et al., 2020). Rogers et al. demonstrated that monoclonal antibodies were effective in neutralizing SARS-CoV-2 in Syrian hamsters (Rogers et al., 2020). Van et al. found that monoclonal antibodies C135-LS and C-144-LS can ameliorate clinical symptoms, reduce respiratory viral replication, and inhibit the production of pulmonary inflammation in Rhesus monkeys infected with SARS CoV-2 (Bueno et al., 2021; Van Rompay et al., 2021). Kim et al. tested the therapeutic effect of CT-P59 in three animal models (Ferret, Hamster, and Rhesus Monkey), and discovered that it significantly decreased SARS CoV-2 virus titer and alleviated clinical symptoms (Kim et al., 2021). Simone et al. demonstrated that monoclonal antibody MAD0004J08 induces SARS-CoV-2 neutralizing antibody titers in healthy adults on a single intramuscular injection that exceed those elicited by infection and vaccination (Bueno et al., 2021). Most importantly, Min et al. also comprehensively summarized REGN10987, REGN10933 (NCT04519437), VIR-7831 (GSK 4182136), AZD7442 (COV2-2196 and COV2-2130), LY-CoV555, among which exhibits neutralizing activity against SARS-CoV-2 and improves the recovery procession of patients with COVID-19 (Min and Sun, 2021). These studies will contribute to the advancement of monoclonal neutralizing antibodies into the clinic. Many monoclonal antibodies against SARS-CoV-2 are currently in clinical trials. LY-COV555, REGN-COV2 (composed of REGN10987 and REGN10933 monoclonal antibodies), and CT-P59 have been granted Emergency Use Authorization (EUA). TY027, BRII-196, BRII-198, and SCTA01 are in phase III clinical trials (Baral et al., 2021).

Additionally, monoclonal antibodies against SARS-CoV-2 can be generated using the hybridoma approach (Chapman et al., 2021; Tabll et al., 2021). However, due to the numerous adverse reactions caused by monoclonal antibodies and the difficulty of the technique, the hybridoma antibodies have not been used to treat patients with COVID-19. The hybridoma technique is the traditional method for isolating monoclonal antibodies. Because the natural process of somatic hypermutation and affinity maturation occurring within the host, the full-length bivalent antibodies extracted using this approach exhibit excellent affinity and neutralizing capacity. However, protein drugs may be immunogenic and may result in the formation of the anti-drug antibodies (ADAs) in humans. ADAs can impair the effectiveness of medications, cause allergic reactions, and even put lives at risk. Furthermore, the primary prerequisite for hybridoma technique is that the host animal be immunized with the disease in order to induce specific monoclonal antibodies, which is not ethical in humans. Due to the lengthy process of screening, gene cloning, and humanization of antibodies following recombinant antibody preparation, the hybridoma pathway is mainly employed for diagnostic antibodies and has not been used for COVID-19 therapeutic antibodies.

To create specific monoclonal antibodies, the spleen cells of immunized mice are fused with myeloma cells. However, due to the rejection response induced by the animal antibodies, the resulting monoclonal antibodies are not acceptable for direct use in humans. Antibodies must therefore be humanized. Humanized antibodies are mouse monoclonal antibodies that have been partially (CH and CL area) or completely encoded by human antibody genes via gene cloning or DNA recombination technology. The majority of its amino acid sequence is replaced with human sequences, keeping the affinity and specificity of the parent mouse monoclonal antibody, but decreasing its heterogenicity, which is advantageous for human application. Chimeric antibodies, modified antibodies, and fully humanized antibodies are all examples of humanized antibodies.

Additionally, there are many important human monoclonal antibodies that were granted EUA in the US. REGN-COV2, an antibody cocktail containing two noncompeting, neutralizing human IgG1 antibodies that target the receptor-binding domain of the SARS-CoV-2 spike pro tein, thereby preventing viral entry into human cells through the angiotensin-converting enzyme 2 (ACE2) receptor (Baum et al., 2020; Hansen et al., 2020). In a phase 1–3 trial involving nonhospitalized patients with the original strain of COVID-19, it showed reduced viral load, with a greater effect in patients whose immune response had not yet been initiated or who had a high viral load at baseline with good safety (Weinreich et al., 2021). On Oct. 14, 2021, the REGEN-COV monoclonal antibody therapy was approved by FDA and EMA (European Medicines Agency) for post-exposure prophylaxis (prevention). After the approvement, Shigehisa Arikawa etc. reported that REGN-COV2 was effective for the hemodialysis patients in a case series of 20 patients (Copin et al., 2021).

Bamlanivimab/etesevimab was another neutralizing monoclonal antibody which isolated from convalescent plasma obtained from patients with Covid-19 in the United States and China, which could lead to a lower incidence of Covid-19–related hospitalization and death than did placebo and accelerated the decline in the SARS-CoV-2 viral load among high-risk ambulatory patients (Dougan et al., 2021). An observational prospective study showed that in patients infected by the SARS- CoV-2 Gamma variant, Bamlanivimab/etesevimab should be used with caution because of the high risk of disease progression (Falcone et al., 2021). However, because data show these treatments are highly unlikely to be active against the omicron variant, which is circulating at a very high frequency throughout the world (Epstein, 2022).

In fact, new drugs are always a matter of life and death. Sotrovimab is a newly developed monoclonal antibody-based medicine which stops the action of the virus that causes COVID-19. In a multinational, double-blind, randomized, placebo-controlled clinical trial, unfortunately neither sotrovimab nor BRII-196 plus BRII-198 showed efficacy for improving clinical outcomes among adults hospitalized with COVID-19 (Group AC-TfIwC-S, 2022).

Tixagevimab and Cilgavimab (Evusheld) were long-acting monoclonal antibodies to be administered concomitantly by IM injection for pre-exposure prophylaxis of COVID-19 in persons ≥12 years old who weigh ≥40 kg and have either a history of severe allergy that prevents their vaccination against COVID-19 or moderate or severe immune compromise (Abramowicz et al., 2022). They are the first drugs to be authorized by the FDA for pre-exposure prophylaxis of COVID-19. The U.S. Food and Drug Administration (FDA) has revised its emergency use authorization (EUA) for AstraZeneca’s Evusheld to a higher dose to be effective in the prevention of COVID-19. Evusheld earned the FDA’s approval in December 2021 following positive results from its PROVENT trial, which hit an 83% efficacy compared to placebo during a six-month study. AstraZeneca also conducted a Phase III TACKLE trial for outpatient participants, which delivered positive high-level results (Abramowicz et al., 2022). These drugs escape the neutralization activity against the Omicron SARS-CoV-2 variant (B.1.1.529), according to virus neutralization data from two vitro studies (VanBlargan et al., 2022).



3.4. Preparation of recombinant drugs

Historically, recombinant drugs have been produced primarily through cell hybridization (mAb), or molecular cloning, and genetic engineering (recombinant antibody). The development of mAbs and their remarkable properties (high specificity, natural protein products, and others), have resulted in their extensive usage in disease research, diagnosis, and treatment. Recombinant antibodies can be produced in as little as a few weeks, and their economics and efficiency make them ideal for high-throughput production. The platform for protein expression is stable and repetitive, with a large selection space, and it is capable of expressing proteins in fragments or multiple hosts. Additionally, it may be able to address the immunogenicity of monoclonal antibodies obtained from animals and animal ethics.

There are two main methods for producing recombinant antibodies. To obtain protein products, monoclonal B cells are extracted, sequenced, and screened for target antibodies. After creating specific antibodies by recombination, a humanization step is required to obtain the therapeutic antibodies. On the other hand, polyvalent nanobodies are obtained via genetic engineering and phage display screening from camels or other transgenic animals.

Moreover, transgenic hACE2 mice nowadays have been widely accepted as a reliable and valuable model for studying the pathology and pathogenesis of SARS-CoV-2 infection. These genetically modified mice express human ACE2, the receptor utilized by the virus to enter host cells, and thus, they are able to more accurately mimic the lower respiratory tract infection seen in humans (Veenhuis and Zeiss, 2021; Yang et al., 2022). On the other hand, wild-type mouse ACE2 has been found to be insufficient in replicating the same degree of respiratory tract infection as seen in human beings, thus highlighting the importance of using transgenic hACE2 mice as a model for studying the virus (Yang et al., 2007). In addition to mice, hamsters have also been identified as a potential animal model for SARS-CoV-2 infection (Pandey et al., 2021). Studies have shown that hamsters can be infected with the virus and develop symptoms similar to those seen in humans, including lung pathology and viral replication in the respiratory tract (Becker et al., 2021; Bednash et al., 2022).


3.4.1. Monoclonal B cell isolation and sequencing

After immunizing animals, plasmacytes will be isolated and sorted using flow cytometry. Cells isolated are screened for the target, amplified, and cloned into the expression vector. The gene with highest level of expression is identified and sequenced using enzyme-linked immunosorbent assay (ELISA). Finally, utilizing in vitro recombinant technology, recombinant antibodies will be created.



3.4.2. Nanobodies

Nanobodies are a type of antibody found exclusively in camelids and cartilaginous fish such as sharks (Voss, 2021), which has a single variable heavy chain region (VHH). It is naturally deficient in the light chain when compared to other antibodies (Jovcevska and Muyldermans, 2020). Due to the lack of a VL structure, they are hydrophilic. Nanobodies are tiny and stable at high temperatures or extreme pH. VHH preserves intact antigenic specificity at around 15 kDa, despite its molecular weight being only 1/10 that of conventional antibodies (Xue et al., 2016). This property enables nanobodies to bind to epitopes not normally accessible by conventional antibodies, such as conserved domains that are typically masked by glycan (Xu et al., 2021). Moreover, nanobodies are perfectly compatible with phage display.

Nanobodies do not contain the Fc segment seen in traditional antibodies. Hence there is no reason to be concerned about the complement reaction caused by the Fc segment, which results in some unusual features. Nanobodies can be used to construct multiple molecular structures that neutralize cytokines and soluble proteins. On the one hand, as an intracellular antibody, it is capable of recognizing and neutralizing the virus’s unique structure, so aiding the host’s immune defense. On the other hand, it can be built into bifunctional or bispecific antibodies for disease targeting. Nanobodies can be genetically modified to form polymers, significantly increasing the antibody’s ability to bind antigen (Atagenix, 2021).

Xu et al. inserted the camel VHH gene into the mouse genome. Three tandem nanobodies were generated and fused with the human antibody Fc domain using phage display technique and genetic engineering modification. The tests demonstrate that the polyvalent nanobody (recognizing different sites) not only neutralizes SARS-CoV-2 but also prevents it from escaping (Xu et al., 2021). The Fc domain is responsible for the antibody’s distribution throughout the body. It not only prolongs the antibody’s lifespan but also promotes its interaction with other immune components. As a result, using the Fc domain-bound form should aid in antigen binding (Voss, 2021).

Due to the nanobody’s size and solubility, it can be administered directly by inhalation to target key initial sites of viral replication in the respiratory. When concerning the size implications, the key advantages of nanobodies is their small size, which allows them to access anatomical regions that are otherwise inaccessible to larger, heterotetrameric antibodies (Muyldermans, 2013). This is particularly relevant when it comes to the brain, which is protected by the blood–brain barrier (BBB). The BBB is a highly selective barrier that prevents the majority of molecules, including antibodies, from crossing into the brain. However, because nanobodies are small enough to traverse the BBB, they have the potential to be used for the diagnosis and treatment of brain-related diseases (Jovcevska and Muyldermans, 2020). Furthermore, phage display technology can be used to screen nanobodies with non-overlapping or slightly overlapping action sites that can be used as adjuncts to monoclonal antibodies targeting RBD.



3.4.3. Phage display antibody library

Phage display technology offers the construction and manipulation of antibody library genes in ways that other antibody isolation technologies do not. This is a powerful tool for creating effective human antibodies. The procedure involves isolating antibodies from B cells and using PCR to amplify their heavy chain (VH) and light chain (VL) genes. After that, the phage carrier is constructed, replicated, translated, and assembled into infectious phages. Then, the serum would be analyzed to determine if it hand the necessary antibodies (Ali et al., 2020). The Escherichia coli expression system used for phage display makes this technique more cost-effective and scalable than other eukaryotic display methods.

The modified phage has the antibody gene and antibody molecules are expressed on its surface. The antigen–antibody specific combination can be used to rapidly screened for the target antibody, which can subsequently be cloned and amplified. If the antibody gene is expressed as secreted, soluble fragments of the antibody can be obtained. By combining VH and VL randomly, a combinatorial antibody library can be constructed. Perween et al. introduced the OCHRE (TAA) codon at the junction of single-chain variable fragment (scFv) and PIII gene, thereby speeding up the initial screening of scFv. They identified a scFv -- B8 that binds exclusively and with nanomolar affinity to SARS-CoV-2 RBD (Perween et al., 2021).





4. Functional evaluation

Antibody affinity, blocking activity, and virus-neutralizing activity are all evaluated In vitro for nAb. Various approaches, such as ELISA, surface plasm resonance, and high-throughput analysis using flow cytometry and recombinant cells expressing SARS-CoV-2 antigen, can be used to assess nAb affinity and blocking activity (Rogers et al., 2020; Shi J. et al., 2020). The infection inhibition test can be used to measure the neutralizing activity of antibodies. At present, the most frequently used procedures are PRNT with live virus and microcell neutralization tests using cytopathic effects detection. Cytopathic effects in cells can be noticed with the naked eyes or in the form of virus spots that can be recognized by immunofluorescence staining after SARS-CoV-2 infection (Ju et al., 2020). Another in vitro assay system based on a pseudovirus can be utilized to determine coronavirus antibody levels. For example, Chinese researchers compared and evaluated the neutralizing activity of different nAbs against SARS-CoV-2 using a VSV pseudovirus expressing S protein and the infected cell line Huh-7 (Shi J. et al., 2020). The pseudovirus incorporates SARS-CoV-2 spike into the lentiviral/retroviral backbones and contains reporter genes such as GFP or luciferase that can be used to indicate infection (Ju et al., 2020; Xiong et al., 2020). By contrast, such technology provides a number of advantages, including a high throughput and the absence of the requirement for experimental facilities. On pseudoviruses, the shape and quantity of S proteins may differ from those on the real virus. Generally speaking, the pseudovirus test is utilized initially to screen for lead antibodies at a high throughput, and then the live virus test is used to further verify the lead candidates.

In terms of in vivo evaluation, commonly used animal models to simulate SARS-CoV-2 infection are mice/rats, ferrets, and non-human primates. Sia et al. (2020) reported that SARS-CoV-2 can be effectively transmitted from infected hamsters to uninfected hamsters through direct contact and aerosol. Neutralization antibodies were detected in all recovered animals. Chandrashekar et al. (2020) demonstrated that infected rhesus monkeys did not revert to infection after a short period of time. Shi R. et al. (2020) found that the antibody CB6-LALA was effective at preventing and treating SARS-CoV-2 in rhesus monkeys, including virus titer reduction and alleviation of related lung pathology. Clinical research for this antibody CB6-LALA treatment is presently underway.

Further, the efficacy of antibodies is a crucial aspect in determining the effectiveness of a therapeutic treatment. In particular, the ability of these molecules to bind to and neutralize their intended target antigen is of paramount importance. However, it is not only the efficacy of the antibodies that is important, but also the patient’s tolerance to the treatment. Patient tolerance, in this context, refers to the ability of a patient to endure the treatment without experiencing severe side effects. While a treatment may have a high efficacy in binding to and neutralizing its intended target antigen, it may not be suitable for a given patient if they are unable to tolerate it. In the case of the study by Focosi, the use of cilgavimab plus tixagevimab monoclonal antibody cocktail may have a high efficacy in binding to and neutralizing its intended target antigen (Focosi and Casadevall, 2022). However, it may not be a suitable treatment option for certain patients as its utilization may lead to an immune response against the therapeutic, resulting in the formation of immune complexes that may exacerbate the disease. This highlights the importance of considering both efficacy and patient tolerance in the selection of an appropriate treatment.



5. Future challenges

Despite its established safety and efficacy, neutralizing antibody therapy continues to confront numerous obstacles. Human immunity to SARS-CoV-2 is a complicated process that cannot be effectively treated with neutralizing antibodies alone. It must be viewed in its entirety. SARS-CoV-2 immune escape, cytokine storm, the ADE, and other factors can all reduce the efficacy of neutralizing antibody therapy. Furthermore, some immune drugs, such as convalescence plasma, IVIG, and monoclonal antibodies, are not as widely used or as effective in clinical treatment as expected.

The long-term effects of therapeutics for SARS-CoV-2 are not yet fully understood, as the virus variants and the therapeutics are both relatively new and continually updated. However, some studies suggest that individuals who recover from SARS-CoV-2 infection may have some level of immunity to the virus, although it is not yet clear how long this immunity lasts (Pilz et al., 2022; Willyard, 2022; Zheng et al., 2022). It has been observed that some people who have recovered from COVID-19 may still be at risk of subsequent infections with the same or different strains of SARS-CoV-2 (Flacco et al., 2022; Liu et al., 2022). Liang et al. (2022) and Guo et al. (2022) have shown that some patients who have recovered from COVID-19 may have a reduced level of antibodies against the virus after several months. Additionally, some studies have suggested that the presence of antibodies does not guarantee protection against reinfection, as there have been reports of people testing positive for the virus again after recovering from an initial infection (Negi et al., 2022; Nguyen et al., 2022; Ruiz-Galiana et al., 2022). Overall, more research is needed to fully understand the long-term effects of therapeutics for SARS-CoV-2 and the level of immunity they provide. It is possible that individuals who recover from SARS-CoV-2 infection may be at risk of subsequent infections with the same or different strains of the virus, and that the immunity provided by therapeutics may not be long-lasting.

In terms of immunological drugs, the following sections will discuss the difficulties and prospects for neutralizing antibody therapy.


5.1. Challenges of convalescent plasma

Many scholars cast doubt on the safety and efficacy of CP, raising concerns about the suitability of plasma donors, differences in the levels of nAbs in convalescents, antibody immune maintenance levels, immune deficits, the effect of component and blood coagulation factor, and new virus variants. These factors influence the therapeutic effect of CP to some extent. Studies have noted that CP with a high titer of nAbs does not benefit marked inpatients 10 days after symptom onset, presumably because the inpatients already have a high titer. As a result, it is recommended that CP be used earlier in the course of disease (Gharbharan et al., 2021). Even if there is a significant nAbs titer in CP, it has no effect on the antiviral activity, i.e., virus clearance rate, of life-threatening SARS-CoV-2 patients. It is challenging to deliver CP to critically ill patients in the advanced stages of the disease in order to reverse the hyperinflammatory state and improve clinical status (Abuzakouk et al., 2021). Terpos et al. demonstrated that, while nAbs directed against S protein were more persistent than those directed against N protein, nAbs in CP lacked long-term persistence, requiring long-term donor follow-up (Terpos et al., 2021).

As a result, some studies have proposed solutions for CP and conducted exploratory experiments. Many researchers have advocated developing adequate detection methods to evaluate the quality of CP, and treating it technically to enhance its therapeutic impact (von Rhein et al., 2021). If CP is to be used effectively in clinical practice, its capacity for neutralization must be accurately evaluated. Bernd et al. evaluated the neutralization potential of 111 convalescent plasma donors 7 months after diagnosis using three neutralization platforms (wild-type virus, pseudovirus, and surrogate neutralization test platform). Within a range of options, the detection performance parameters of these three test systems were satisfactory. Patients benefit considerably from CP with high titers of nAbs, and these findings may aid in the development of a test strategy for rapid selection of high-titer convalescent plasma products (Jahrsdorfer et al., 2021). A number of CP technologies are being developed that, when utilized properly, might offer patients new hope. Riboflavin and ultraviolet pathogen reduction (R + UV PRT) have been shown in studies to reduce the risk of pathogen transmission during blood transfusions while also having therapeutic effects on blood coagulation factors. More critically, R + UV PRT had a little effect on immunoglobulin concentration (including the IgG subclass), preserving the neutralizing ability of CP (Yonemura et al., 2021). By undergoing immunoadsorption, several researchers have developed that collect concentrated immunoglobulins rather than whole plasma units. The immunoglobulin concentration is 10 times that of peripheral blood and may produce more than eight times the number of neutralizing antibodies produced by a single plasma unit, implying that this pattern contributes to higher nAb levels and effectiveness of CP (Rothenburg et al., 2021).



5.2. Challenges of intravenous immunoglobulin

Although IVIG has been used to treat severe viral, bacterial, or immunodeficiency diseases, its efficacy in clinical trials for SARS-CoV-2 is unknown, and there are few randomized controlled trials and observational studies with control groups. IVIG can result in ADE, transfusion-associated acute lung injury (TRALI), as well as thrombus formation. IVIG formulations are regularly marketed, and noted shortcomings include high cost, limited potency, impurity problems, insufficient supply batches, and batch variability. Furthermore, IVIG is mainly prepared through industrial manipulation, virus inactivation, and physical or chemical virus and bacterium eradication. As a result, different drug properties such as osmotic pressure and IgA content are altered, affecting both safety and efficacy. IVIG treatment still necessitates close monitoring (Perricone et al., 2021).

In addition to standard care, IVIG therapy did not significantly improve COVID-19 in patients who were not critically ill, but this finding has not been confirmed in controlled trials yet (Huang et al., 2021). Independent factors such as male gender, elderly age (60 years), hypertension, severe illness, and IVIG significantly prolong the duration of SARS-CoV-2 virus clearance (15 days), showing that IVIG may increase the risk of viral clearance, reduce treatment effectiveness, and prolong the course of disease in patients (Chen X. et al., 2021). Hou et al. demonstrated that adjuvant IVIG therapy had no effect on in-hospital mortality or the need for mechanical ventilation in patients with severe COVID-19, implying that immunoglobulin may not be useful in these patients (Hou et al., 2021).

According to research, anti-SARS-CoV-2 IgG detection in the serum of IVIG treatment patients is useful for assessing the nAbs level and therapeutic efficacy of IVIG preparations (Dalakas et al., 2021). A recent study developed hyperimmune intravenous immunoglobulin (C-IVIG), which is considerably superior for patients with no immediate and serious adverse drug reactions. C-IVIG may help suppress lung injury by the virus, complement activation, and cytokine storm, among other effects, hence improving survival rates in severely and critically ill patients (Ali et al., 2021).



5.3. Challenges of monoclonal antibodies


5.3.1. Virus mutation

Monoclonal antibodies are directed against a specific site on the virus, whereas SARS-CoV-2 is constantly mutating. The Alpha variant (UK variant), the Beta variant (SA variant), the Gamma variant found in Brazil, and particularly the Delta variant found in India. The variant has a significant impact on the efficacy of mAb and even escape from them (Corti et al., 2021). To address this issue, researchers are working on developing mAb directed against the conserved domain of SARS-CoV-2 and combining multiple mAbs that target different sites into a cocktail of antibodies against viral mutations.



5.3.2. Adverse drug reaction

In COVID-19 patients, mAbs have the potential to cause a wide range of serious adverse drug reactions. In patients who died from Sars-CoV, Liu et al. discovered a violent neutralizing response and accumulation of pulmonary inflammation, implying that nAb may cause fatal acute lung injury (Liu et al., 2019). It is postulated that mAb may contribute to adverse reactions such as lung injury in COVID-19 patients. Furthermore, mAbs may be immunogenic, leading in the production of anti-drug antibodies (ADAs), which reduce mAbs efficacy and elicit undesirable immunological reactions. Vaisman et al. discovered that monoclonal antibodies can be immunogenic regardless of their source (Vaisman-Mentesh et al., 2020). Additional study on the immunogenicity of mAbs is required to improve their safety and efficacy in people.



5.3.3. Antibody dependence effect

Monoclonal antibodies may also raise the likelihood of antibody dependency effect (ADE). ADE facilitates viral infection and impairs the immune system’s function. Due to frequent mutation and high infectivity of SARS-CoV-2, and the multiple reactions generated by mAbs in vivo and the fact that SARS-CoV-2 has not been confirmed to cauce ADE in vivo, it is unlikely that it will in the future. Wan et al. discovered that SARS-CoV and MERS-CoV cause ADE both in vivo and in vitro and that the mechanism of ADE was mediated by antibody Fc (Vaisman-Mentesh et al., 2020). Wang et al. confirmed that the MW05 and MW07 (both are mAbs) induce ADE effects in vitro via the Fc segment (Wang et al., 2020). These findings suggest that mAbs may cause ADE, which is most likely induced by Fc. To avoid the occurrence of ADE, mAb preparation should consider coating or modifying the Fc segment without affecting the antibody’s activity.



5.3.4. Individual differences and costs

Monoclonal antibodies exert a variety of effects depending on the individuals and stages of viremia. Pharmacokinetics discrepancy complicates determining mAb dosage (Johnson et al., 2021), whether monoclonal antibodies are suitable for all COVID-19 patients, and achieving precise treatment and customized medication. Furthermore, mAb preparation technology is complicated, requiring a great deal of time, labor, and money. Because the annual cost of treating cancer patients with mAb is around $35,000 per patient, it is challenging to reach low-income populations with these pricey medicines. Without external financial support, many low-income countries would struggle to handle the strain.



5.3.5. Impact on antibody treatment

The SARS-CoV-2 virus is composed of four structural proteins, of which the spike glycoprotein is critical for viral attachment, fusion, and entry and therefore is a key target for anti-bodies and vaccines. The RBD unit of the spike protein mediates viral entry by binding to the angiotensin-converting enzyme 2 on the host cell, which is a cell receptor expressed by lung, gastrointestinal tract, nasal mucosa cells, and in particular neurons, astrocytes and oligodendrocytes with intricate interactions and delicate balance making the brain an attractive target for viral infections. Recent research has highlighted the vulnerability of these cells to viral infections, particularly those caused by coronaviruses. Studies have shown that the spike protein of the virus binds to the ACE2 receptor, which is present on the surface of neurons, astrocytes, and oligodendrocytes (Conte, 2021; Mahalakshmi et al., 2021; Frank et al., 2022). This binding leads to the internalization of the virus, leading to its replication and spread within the brain and their damage can lead to a host of neurological and cognitive disorders, such as encephalitis, dementia, and neurodegeneration (Verkhratsky et al., 2020).

Naturally occurring variants in viruses are common with some mutations altering binding affinity and infectivity. The recently emerged Omicron (B.1.1.529) variant, a highly mutated SARS-CoV-2 variant, classified as VOC by World Health Organization (WHO) on November 26, 2021, has now spread to nearly 150 countries and territories, owing to its very high transmissibility and infectivity (Mohapatra et al., 2022). This variant exhibited more than 30 amino acid mutations in the spike protein. This mutation rate is exceeding the other variants by approximately 5–11 times in the receptor-binding motif of the spike protein. Omicron (B.1.1.529) variant might have enhanced transmissibility and immune evasion. This new variant can reinfect individuals previously infected with other SARS-CoV-2 variants. Some of the crucial mutations that are detected in the receptor-binding domain of the Omicron variant have been shared by previously evolved SARS-CoV-2 variants. Based on the Omicron mutation profile in the receptor-binding domain and motif, it might have collectively enhanced or intermediary infectivity relative to its previous variants. Due to extensive mutations in the spike protein, the Omicron variant might evade the immunity in the vaccinated individuals (Kannan et al., 2021). Omicron has shown immune escape from neutralizing antibodies generated through previous infection or vaccination.It could evade the protection provided by mAbs being used in clinics for treating coronavirus disease 2019 (COVID-19) patients.

Particularly, variants such as Omicronhave has high transmissibility and infectivity, and Omicron possessing higher immune evading properties, results in a reduction in vaccine-induced immunity with lowering efficacy of the available vaccines. Omicron can also overpower the protection rendered by antibodies-based immunotherapies through escaping the neutralization potential of therapeutic monoclonal antibodies (mABs), therefore some mAbs currently available for use in clinics may lose efficacy and will not be useful in treating Omicron-infected patients.

VanBlargan et al. have tested the anti-RBD mAbs which are in clinical use by AstraZeneca, Vir Biotechnology, Eli Lilly, Regeneron, and Celltrion for their ability to neutralize an infectious Omicron (B.1.1.529) isolate and in this per report, most of the monoclonal antibodies demonstrated a complete absence of neutralizing activity against Omicron in both the Vero-hACE2-TMPRSS2 and Vero-TMPRSS2 cell lines.

In such an adverse situation, newer strategies to develop next-generation mutation-proof SARS-CoV-2 vaccines and designing more effective and additional mAbs are required that would be more robust in countering highly mutated variants. Additionally, exploring more effective drugs and treatable options are the need of the hour (Mohapatra et al., 2022).

In spite of the anti-RBD mAbs tested were able to neutralize the Omicron strain to varying degrees, with some showing higher efficacy than others, omicron is able to evade most therapeutic monoclonal antibodies, and largely evade vaccine-elicited antibodies. Current treatments for omicron primarily use booster doses to increase the level of antibody protection in COVID-19 vaccinated individuals. In the future, it is hoped that through the research of scientists, better specific targeted drugs for the treatment of SARS-COV-2 will be found.





6. Conclusion

The COVID-19 pandemic has taken the world by storm causing widespread suffering and economic disruption. Despite this, the global effort to combat SARS-CoV-2 has seen remarkable progress in recent years. One of the most impressive affairs of the pandemic highlights the impressive advancements in clinical therapy, which has been the development of highly effective vaccines that have been instrumental in mitigating the severity of the disease and saving countless lives. Another important advance has been the development of antiviral drugs, such as remdesivir, which has been shown to reduce the length of hospital stays for patients with COVID-19. In addition, the use of monoclonal antibodies has been shown to be effective in preventing hospitalization for high-risk patients. However, several challenges in the fight against SARS-CoV-2 have also been faced by the researchers. The biggest one is the lack of comprehensive, accurate, up-to-date data on the SARS-CoV-2 shared by the global. This has made it difficult for researchers to fully rapidly understand the mechanisms of SARS-CoV-2 and develop effective treatments and preventions. In addition, such virus’s ability to swiftly mutate has presented challenges for developing long-term solutions. Nevertheless, with continued support and efforts in this realm, we can overcome these challenges and find effective solutions to the COVID-19 pandemic.
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Zoonotic viral infections that cause severe disease or even death in some people may be asymptomatic or mild in reservoir hosts. Comparison of the pathogenesis of these two host categories may potentially explain the difference in disease. However, infections in reservoir hosts are often neglected. Therefore, we compared the pathogenesis of rabies virus, macacine alphaherpesvirus, West Nile virus, Puumala orthohantavirus, monkeypox virus, Lassa mammarenavirus, H5N1 highly pathogenic avian influenza, Marburg virus, Nipah virus, Middle East respiratory syndrome, and simian/human immunodeficiency viruses in both humans and reservoir hosts. We showed that most aspects of the pathogeneses were remarkably similar. The remaining differences lead to the identification of tipping points in the pathogeneses that are important for explaining the disease outcome in severe human cases. Further elucidating these tipping points by studying zoonotic viral infections in their reservoir hosts may teach us how to reduce the severity of zoonotic viral diseases in humans.
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1. Introduction

Emerging infectious diseases cause severe disease in people and can disrupt societies, cost billions, and have the potential to become a pandemic (Taylor et al., 2001; Jones et al., 2008; Karesh et al., 2012; Gortazar et al., 2014; Carroll et al., 2018). This has been demonstrated by the COVID-19 outbreak. Reviews of past outbreaks have led to the assessment that the majority of emerging infectious diseases in humans come from animals, often from wildlife (Jones et al., 2008; Wang and Crameri, 2014), and that the majority are caused by viruses (Woolhouse et al., 2005). Mechanisms underlying (viral) emergence include human-induced changes in interspecies contacts through trade and habitat destruction (Gortazar et al., 2014; Plowright et al., 2017). Bats and rodents being frequent original hosts of zoonotic viruses could well be due to the species richness of these mammalian orders (Mollentze and Streicker, 2020).

A key question after a spillover of a virus from an animal reservoir is whether it is able to transmit between humans, thus leading to expanding outbreaks. A second key question is what the potential impact will be, which is related to the virus’s ability to cause disease in humans (Munster et al., 2020). The combined properties, transmissibility, and virulence define the eventual impact, and assessing them requires a combination of ecological, epidemiological, clinical, and pathological studies. Here, we focus on pathogenesis: understanding how the causative virus makes people ill. The study of pathogenesis is important for many aspects of disease control, including treatment, development of vaccines and antivirals, and prevention of virus transmission. The pathogenesis of viral infection can be studied in humans, reservoir hosts, and laboratory animals. However, the term “pathogenesis”, by itself, is a rather generic term that does not do justice to the differences between host species in the infection pathways and the mechanisms by which viruses can cause disease. When comparing the pathogenesis of a viral infection in two species groups, the generic term ‘pathogenesis’ becomes confusing. Therefore, we introduce new terminology here. Because the zoonotic viral infections studied here are “new” or spill-overs in the human host, we call their pathogenesis in humans “neopathogenesis”. We distinguish this from the original pathogenesis in the reservoir host to which the virus has adapted, which we term “orthopathogenesis”, derived from the word “ortho” meaning “correct”, and the pathogenesis observed in animals used to model the human disease in an experimental setup, which we term “parapathogenesis”, derived from the word ‘para’, meaning alongside.

In general, the pathogenesis of a viral infection can be split into different parts according to the pathway the virus follows in its host. From the perspective of a pathologist, using light microscopy, we can split them into (1) attachment to receptors on exposed host cells, (2) replication in host cells at the entry site, (3) release from host cells with subsequent dissemination within the host to other replication sites, (4) replication in host cells at sites that are important for virus amplification, and (5) excretion from the host to enable transmission to a new host. Together, these processes determine cellular, tissue, and immune responses, which in turn contribute to the clinical outcome of infection and the ability to spread viruses to the environment and new hosts. Because of ethical and practical reasons, we often cannot study the pathogenesis of an emerging viral disease directly in patients and instead use laboratory animal models. Researchers tend to focus on finding the best animal models, which are those in which the pathogenesis in the laboratory animal closely reflects that in the human host, i.e., in which parapathogenesis mirrors neopathogenesis.

Relative to neo- and parapathogenesis, orthopathogenesis is often ignored (with rare exceptions, e.g., Kuzmin et al., 2017). There are several potential reasons for this. Reservoir hosts are frequently in our blind spot: being shy or nocturnal, they generally live outside our vision; there is a relative lack of knowledge about their biology, at least among researchers that study human viruses, and frequently, the surveillance systems and the methods and materials to study them in the field and laboratory are not available. Furthermore, we tend to search for animal models that closely reflect the severe disease outcome in humans, while infection in reservoir hosts is often assumed to be asymptomatic. Nevertheless, we hypothesize that studying orthopathogenesis may be quite informative. It might be said that there is no better starting point for understanding virus pathogenesis than the reservoir host in which it has evolved. Examining pathogenesis in the reservoir host could eventually teach us at which stage the pathogenesis runs amok in people, leading to severe disease. This could provide us with the starting point for novel therapeutic targets to improve the outcome in severe human cases (Irving et al., 2021). This study aims to discover whether insights into the development of severe human disease can be derived from a comparison between the orthopathogenesis and neopathogenesis of some relatively well-studied zoonotic viral infections.



2. Materials and methods

To learn more about potential insights that could be derived from a comparison of orthopathogenesis and neopathogenesis, we examined a series of zoonotic viral infections. We selected from a broad list of emerging infections. Our selection was limited to viral infections for which information was available regarding lesions and cell type or tissue tropism for both host groups, and, therefore, do not comprise a random selection. Reservoir host species have not been identified for some high-impact zoonotic diseases like those caused by SARS-CoV-1, SARS-CoV-2, and Ebola virus infections, and there are no data on the pathogeneses in suspected reservoir host species. Because of this lack of knowledge, these diseases could not be included. Because medical research generally focuses on zoonotic infections causing severe human disease, this list is biased toward viruses that are virulent for humans. We also selected viral infections to include reservoir host species of the most important orders of birds and mammals that harbor zoonotic viruses (Olival et al., 2017a,b) and to include different levels of transmissibility among humans (Plowright et al., 2017; Figure 1). For each of these zoonotic viral infections, we compared the orthopathogenesis with the neopathogenesis or, in the absence of knowledge of the neopathogenesis, the parapathogenesis.

[image: Figure 1]

FIGURE 1
 Zoonotic viruses selected for comparison between orthopathogenesis and neopathogenesis. Viruses represent different groups of reservoir hosts (orders of rodents, bats, carnivores, primates or ungulates, or classes of birds) and different stages of transmissions to humans (level of human-to-human transmission adapted from Wolfe et al., 2007). Please see the Table 1 for common and scientific names and mammalian order or avian class of reservoir host species schematically represented here. The mosquito is used to indicate that West Nile virus is an arbovirus, but the pathogenesis of the viral infection in mosquitos was not reviewed.


For these selected zoonotic viral infections, we outlined some basic virus-host interactions at the tissue level, following the natural course of a viral infection (Figure 2). We focused on virus-host interactions that are relatively easily studied using a light microscope. Lesions can be visualized and characterized by staining tissues with hematoxylin and eosin. Viral proteins can be visualized within cells of those tissues using immunohistochemistry, while viral RNA can be visualized by in situ hybridization. These techniques allow for the co-localization of a virus with lesions and the identification of the cell tropism. Therefore, the five virus-host interactions we focused on were: (1) virus attachment site, (2) primary replication site or entry (cell types or tissue at the start of infection), (3) route of dissemination within the host, (4) virus amplification (cell types or tissues), and (5) cell types or tissues responsible for virus excretion. We also reviewed the outcome of infection, which can be seen as the end result of these virus-host interactions. Virus attachment site and entry were assessed separately because virus attachment is such a critical step, and they can be studied separately. For example, virus attachment sites can be studied on formalin-fixed paraffin-embedded tissue sections with virus histochemistry or receptor-specific immunohistochemistry of uninfected, healthy individuals, while entry can be studied by the examination of tissues from infected individuals.

[image: Figure 2]

FIGURE 2
 The virus-host interactions, compared for reservoir hosts and humans (Supplementary material), and the short terms for them used throughout the manuscript. Attachment site, the site on the outside of the host cell, where the cellular molecules (receptors) are located that the virus uses to attach to the host cells; Entry, the cell type or tissue that is used by the virus to enter a new host and is at the site of the start of the infection; Dissemination, the most important route of spread from the site of the start of the infection to the exit cell type, the route that is essential for further amplification and completion of the intra-host viral infection cycle, which can be blood, lymph (either within cells or free in the fluid), or interconnected neurons; Amplification, the main cell type in which amplification of virus takes place within the host; Exit, the cell type from which virus is excreted to infect a new host of the same species; The outcome of a viral infection for the health of the host is the overall result of virus-host interactions and the host immune responses.


The selected zoonotic viral infections belong to 11 different virus genera and 8 different virus orders: rabies virus (genus Lyssavirus, order Mononegavirales), macacine alphaherpesvirus 1 (genus Simplexvirus, order Herpesvirales), West Nile virus (genus Flavivirus, order Amarilloviralis), Puumula orthohantavirus (genus Orthohantavirus, order Bunyaviralis), Marburg virus (genus Marburgvirus, order Mononegaviralis), Lassa virus (genus Mammarenavirus, order Bunyaviralis), highly pathogenic avian influenza virus H5N1 (genus Alphainfluenzavirus, order Articulaviralis), monkeypox virus (genus Orthopoxvirus, order Chitovirales), Nipah virus (genus Henipavirus, order Mononegavirales), Middle East respiratory syndrome (MERS) coronavirus (genus Betacoronavirus, order Nidovirales), Simian/Human immunodeficiency virus-1 (genus Lentivirus, order Ortervirales) (Figure 1; Supplementary material). They are at five different levels of transmissibility amongst humans, ranging from not transmissible to endemic. This last category (endemic) includes a disease that was once a zoonosis, but during the time that it has been endemic in the human population, it has evolved into a virus that is not considered a zoonosis anymore. The majority of viruses, nine, are single-stranded RNA viruses, and the remaining two are double-stranded DNA viruses. Of the nine single-stranded RNA viruses, five are negative sense, three are positive sense, and one is ambisense. The reservoir hosts originate from five mammalian orders (Rodentia, Chiroptera [bats], Primates, Carnivora, and Artiodactyla) and two avian orders (Galliformes, Passeriformes) (Table 1).



TABLE 1 List of characteristics and selected reservoir hosts for the 11 selected viral infections included in the comparison.
[image: Table1]

The severity of disease can differ within subpopulations of a host species, e.g., obese male adults may have more severe disease than children. Thus, we needed to make a choice about which subpopulation we wanted to study. We chose differently for the reservoir host and the human host as we were interested in what the orthopathogenesis could teach us about how viruses and hosts have adapted to each other. Therefore, if known, for reservoir hosts, we chose the pathogenesis of the infections in the subpopulation within the reservoir host that is most important for the maintenance of the virus in the species (often mild disease) (Swinton et al., 2009). With regard to the neopathogenesis, we were interested, for medical reasons, to learn about people with severe illness; therefore, we chose the pathogenesis of the infection in hospitalized patients (often adults with comorbidities and always with severe disease).



3. Results

Several trends in similarities and differences could be identified from the comparison between orthopathogenesis and neopathogenesis for each of these 11 examples of zoonotic viral infections. Details on assigning rates of similarity are available in the Supplementary material, as are the specific references that provide the basis for this assessment. Overall, the level of similarity between orthopathogenesis and neopathogenesis decreased from left to right in the table, or in other words, from the start to the end of the infection (Table 2).



TABLE 2 Overview of the results of the comparison of zoonotic viral infections with those of the original hosts, based on the literature review in the Supplementary material.
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The first three virus-host interactions – virus attachment site, entry, and dissemination – were the most similar. First, the virus attachment site was generally the same for the reservoir host and humans. For example, the MERS virus attaches to dipeptidyl peptidase 4 (DPP4) and alpha-2,3-linked sialic acids in both dromedaries (Camelus dromedarius) and humans. Second, the entry was generally the same as well; this was assessed to be (likely) the same in 7 of the 10 examples for which we had information. Of note, even in two of the three examples in which entry was different (Middle East respiratory syndrome [MERS] and highly pathogenic avian influenza [HPAI] H5N1), the entry was still in the same organ system: the respiratory tract. However, the specific entry cell type was different: upper respiratory tract epithelial cells in reservoir hosts and lower respiratory tract epithelial cells in hospitalized humans. Third, dissemination of the virus was also well conserved, with 10 of the 11 examples being similar. When dissemination via blood or neurons was typical in the orthopathogenesis, this was also the case in the neopathogenesis. The exception was HPAI H5N1 in poultry, which can disseminate via blood abundantly because the virus can replicate well in galliform endothelial cells. In humans, however, endothelial cell infection and dissemination via blood occur less frequently, likely because of the lack of virus to replicate (well) in human endothelial cells in vivo. Thus, three of the five virus-host interactions were similar for the reservoir hosts and the human hosts for the majority (7 of 10 to 11 of 11) of our examples.

The two remaining interactions – amplification and exit – showed more differences between the reservoir host and human host: they were more frequently assessed to be (somewhat) different rather than (somewhat) similar. For amplification, 7 of the 11 infections were assessed as somewhat different. For four of those (macacine alphaherpesvirus 1, Puumula orthohantavirus, Marburgvirus, and Nipah virus infections), the differences arose not from the cell types themselves but rather from the number of infected cells, so it was a quantitative rather than a qualitative difference. The differences in the number of infected cells were inferred from reviewed literature in which quantities of cells were usually categorized, e.g., ‘few’ or ‘abundant’. In these four examples, humans showed infection in a larger proportion of cells than reservoir hosts. For the remaining three (monkeypox virus, HPAI H5N1, and MERS), the main cell type involved in the amplification phase in the reservoir host was also frequently important in the human host, but in the human host, the amplification also extended to other cell types. For exit, 5 of the 11 infections were assessed as (somewhat) different. For two of those (West Nile virus and Puumula orthohanta virus infections), the same cell types were likely involved in both reservoir hosts and humans, but this resulted in detectable excretion of infectious virus only in the reservoir hosts, suggesting, again, a quantitative rather than a qualitative difference. For the remaining three (monkeypox virus, HPAI H5N1, and MERS), the main cell type involved in virus exit was different, for instance, via infected nose epithelium in reservoirs but not humans, as this was not a (main) site of infection. In all three cases, this resulted in humans rarely or not excreting virus, and reservoir hosts excreting virus frequently via multiple routes.

Despite the many similarities in the selected characteristics of pathogenesis in reservoir hosts and human hosts, the outcomes of infection were different for 10 of the 11 infections. For 9 of these 10 infections, the outcome was more severe for the human host, as one would expect due to our selection bias (see Materials and Methods). The exception was HPAI H5N1, for which infection in chickens causes more severe disease and higher mortality than in humans. For 1 of the 11 infections, rabies virus infection, the disease outcome was similar for carnivores and humans.

Explanations for the differences in the outcome of infection appeared to have three patterns, based on quantitative and qualitative descriptions observed by microscopic examinations in the reviewed literature. First, differences could arise due to higher numbers of cells becoming infected during the amplification phase in the neopathogenesis, while the cell types were generally the same; here, the difference was quantitative. This was the case for infections with Marburg virus, macacine alphaherpesvirus 1, Nipah virus, HIV-1, and possibly also monkeypox virus and Lassa virus, in which the higher number of cells infected in humans compared to reservoir hosts was associated with more severe disease. Second, differences could arise from differences in cell type tropism during the start of the infection; here, the difference was qualitative. This was the case for the HPAI H5N1 virus, which infects endothelial cells in chickens, and, thus, enables the virus to spread systemically. Conversely, the lack of endothelial cell infection in humans enables the host to contain the viral infection mainly within the respiratory system. It was also the case for MERS coronavirus, which infects the upper airways and, thus, causes an upper respiratory tract infection in dromedaries. Conversely, MERS coronavirus in humans infects the deeper airways and, thus, causes a lung infection, which leads to more severe disease. Third, differences could arise due to an increased immune response associated with the same or even smaller numbers of cells infected in the neopathogenesis compared to the orthopathogenesis, e.g., in West Nile virus and Puumula hantavirus infections. In these infections, the higher number of infiltrated immune cells observed in humans compared to reservoir hosts was associated with more severe disease.

Though sufficient information was available for our comparison, significant knowledge gaps relating to basic parts of orthopathogenesis were revealed. When there were gaps, our comparison was based on assumptions and was, therefore, less confident (‘likely’). Most of the gaps (cells with white grit in Table 2) were due to a lack of knowledge about viral infection in the reservoir host rather than in the human host. In particular, there was a lack of knowledge of the cell types involved at different stages of the infection. This was because histological analyses were rarely performed in studies of naturally or experimentally infected reservoir hosts. Some knowledge gaps were quite consistent for our selected examples (Table 3): type of host cell receptor, distribution of host cell receptor, and type of viremia (cell-free or intracellular).



TABLE 3 Knowledge gaps (indicated by letter or *) in the orthopathogenesis.
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4. Discussion

From this comparison between the orthopathogenesis and neopathogenesis of the 11 arbitrarily selected zoonotic viral infections, three main insights can be derived. First, most aspects of pathogenesis in humans are remarkably similar to those in reservoir species. This is an important finding because it can help us to predict aspects of infections of potentially zoonotic pathogens. Second, the identified differences between ortho- and neopathogenesis can pinpoint specific aspects of the pathogeneses that can partly explain the severe outcome of infection in people (Table 2). Third, there are many gaps in our knowledge of very basic parts of pathogenesis in reservoir hosts (Table 3), which, if resolved, might improve our ability to explain severe disease in people.

Regarding severe outcomes of infection in humans, two of three explanations seem directly related to a difference in immune response. First, severe outcomes of infection due to Marburg virus, macacine alphaherpesvirus 1, and Nipah virus, for example, could be explained by more cells becoming infected in humans than in reservoir species. This might suggest that, in contrast to the reservoir host, the human host is incapable of containing the infection to a few cells; there seems to be a hyporeaction of the human immune system, including the intracellular anti-viral response. It would be interesting to learn whether this is indeed the case, and what the underlying mechanisms are. Second, severe outcome of infection due to West Nile virus and Puumula orthohantavirus, for example, could be explained by severe immunopathological changes associated with the same or even a smaller number of cells becoming infected in humans than in reservoir species (Medzhitov et al., 2012). This might suggest that the human host responds excessively as there is a hyperreaction of the human immune system. In other words, the problems in humans arise from mismatches between the pathogen’s immune evasive responses and the human’s immune response (Table 4). Studying the immune response in the reservoir hosts more closely could clarify what the underlying mechanisms are that influence the extent of the immune responses in both host groups. A similar conclusion has been drawn by others who have reviewed literature focused on differences in the immune responses of reservoir hosts and people (Bean et al., 2013).



TABLE 4 Mismatches between the pathogen’s immune evasive responses and the human’s immune response might underly differences in outcomes of zoonotic viral diseases.
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Aside from the aforementioned reasons, there are other reasons for studying orthopathogenesis. A better understanding of orthopathogenesis can lead to the recognition of specific virus characteristics and their selective advantages. For example, we concluded from a previous comparative study of lyssavirus infections that the start of infection after a bat bite, due to tooth length and biting force, was most likely the skin, while for carnivores, it was the skeletal muscle. Thus, we predicted adaptations of bat lyssaviruses to replicate in skin and adaptations of carnivore lyssaviruses to replicate in skeletal muscle. These predictions provided an explanation for the observation of differences in cell type tropism and clinical disease of bat-acquired human rabies as opposed to carnivore-acquired human rabies (Begeman et al., 2018). Furthermore, orthopathogenesis may inform us about how the virus will behave in humans. A virus that has a tropism for neuronal cells in its bat host, like Lagos bat virus, seems likely to remain neurotropic in the human host. To take this one step further, because a newly emerged zoonotic virus is at an early stage of adaptation in the human host, knowledge of the pathogenesis in its reservoir host, where it is at an advanced stage of co-evolution, will inform us about the possible future route of evolution that the virus will take in humans. An example is MERS coronavirus, which causes an upper respiratory tract infection in dromedaries and transmits easily from dromedary to dromedary (Adney et al., 2014). If MERS coronavirus, now infecting deeper airways in humans and poorly transmissible, adapts to the human upper respiratory tract, we would expect it to become as transmissible in humans as it is in dromedaries. Therefore, we predict that upper respiratory tract infection will be part of the future pathogenesis of MERS in humans. This could result in epidemiology in the human population similar to that observed for SARS-CoV-2 (Munster et al., 2020).

With two of the four authors being pathologists, we focused our review on those virus-host interactions that are relatively easily studied using a light microscope. It would be interesting to see what overall insights can be derived from comparisons performed by researchers from other disciplines, e.g., immunologists, virologists, and cell biologists, who focus on other aspects of virus-host interactions.

The literature review performed for this perspective showed a lack of detailed descriptions of natural infections in reservoir hosts. We think these knowledge gaps could be relatively easily filled. For example, virological studies to identify reservoir hosts of a newly emerged zoonotic virus could be complemented by sampling formalin-fixed paraffin-embedded tissues to allow for pathological studies to determine the orthopathogenesis of this viral infection, without the need for sacrificing additional animals.

Here, we have introduced new terminology relating to pathogenesis in order to make it easier to communicate our comparison. However, it might be appropriate to make further differentiations in the terminology, depending on the context. For example, although this was not taken into account here, neopathogenesis might differ when a zoonotic infection has been acquired directly from the reservoir host, or indirectly from another human host. If the two are compared, more detailed terminology might be appropriate, e.g., heterologous versus homologous neopathogenesis. Taking this further, it is a matter of future research at which point a zoonotic pathogen adapts to such a degree to its human host that we should no longer speak of neopathogenesis.

In conclusion, our comparison of zoonotic viral infections between reservoir hosts and humans suggests several common principles: orthopathogenesis is remarkably similar to neopathogenesis; there are more similarities at the early stages of the infection cycle than at later stages; and observed differences can partly explain the severe outcome of infection in people. Therefore, directing more attention toward reservoir hosts promises to be a potent tool in increasing our understanding of zoonotic viral infections in humans and should become common practice.
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Glossary


Introducing new terminology to aid in the discussion of differences between three different host groups in the pathogenesis of certain viral infections. For this paper we consider only humans as the novel host and only non-human vertebrate animals as reservoir hosts.


Neopathogenesis: pathogenesis of viral infection in novel host (host in which no or limited viral adaptation has occurred).

Orthopathogenesis: pathogenesis of viral infection in natural reservoir hosts[.]

Parapathogenesis: pathogenesis of viral infection in laboratory animal model used to model the disease of interest in an experimental set-up. For this paper we used the parapathogenesis when knowledge of neopathogenesis was not available.
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As many gastro-intestinal pathogens, the majority of Clostridioides difficile strains express flagella together with a complete chemotaxis system. The resulting swimming motility is likely contributing to the colonization success of this important pathogen. In contrast to the well investigated general energy metabolism of C. difficile, little is known about the metabolic requirements for maintaining the ion motive force across the membrane, which in turn powers the flagellar motor. We studied here systematically the effect of various amino acids and carbohydrates on the swimming velocity of C. difficile using video microscopy in conjunction with a software based quantification of the swimming speed. Removal of individual amino acids from the medium identified proline and cysteine as the most important amino acids that power swimming motility. Glycine, which is as proline one of the few amino acids that are reduced in Stickland reactions, was not critical for swimming motility. This suggests that the ion motive force that powers the flagellar motor, is critically depending on proline reduction. A maximal and stable swimming motility was achieved with only four compounds, including the amino acids proline, cysteine and isoleucine together with a single, but interchangeable carbohydrate source such as glucose, succinate, mannose, ribose, pyruvate, trehalose, or ethanolamine. We expect that the identified “minimal motility medium” will be useful in future investigations on the flagellar motility and chemotactic behavior in C. difficile, particularly for the unambiguous identification of chemoattractants.
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Clostridioides difficile, nutrients, motility, flagella, minimal medium optimization


Introduction

The obligate anaerobic intestinal pathogen Clostridioides (Clostridium) difficile is currently the most prevalent cause of nosocomial diarrhea, infectious enteritis and pseudomembranous colitis in the Western world (Leffler and Lamont, 2015). As for many gastro-intestinal pathogens, flagellar based motility appears to be an important pathogenicity factor that influences colonization success (Stevenson et al., 2015). This was demonstrated on non-motile C. difficile mutants with defects in flagellar genes, which displayed reduced colonization efficiency in mice (Baban et al., 2013; Batah et al., 2017).

Bacterial flagellar motility is usually linked to a sensory system to achieve chemotaxis (Wuichet and Zhulin, 2010; Porter et al., 2011). All C. difficile genomes, with the exception of the non-motile clade 5, predict a complete chemotaxis operon with a single chemoreceptor (mcp) and further eight chemosensory genes, namely, the core components cheA, cheY, cheR, cheB, two variants of cheW, and two genes encoding the auxiliary proteins cheC and cheD (Dannheim et al., 2017). Functional genetic studies on these elements were not described yet and biochemical evidence for ligand binding to the chemoreceptor is also lacking.

Only a few studies addressed the chemotactic behavior in C. difficile so far. Engevik et al. (2021) quantified chemotaxis with the aid of fluorescently tagged bacteria in capillar assays and identified several monosaccharides, which are released after mucin digestion, as chemoattractants. N-Acetyl-D-neuraminic acid, also a component of mucin, was described before as a chemoattractant in a study that analyzed chemotaxis with the aid of video microscopy, although data were not processed automatically, but manually on a relatively small number of bacteria (Courson et al., 2019).

Surprisingly little knowledge exists on the general swimming behavior of C. difficile on the single cell level. The vast majority of studies that compared the swimming motility of C. difficile strains and mutants used easy to perform soft-agar based assays, which measure motility on the population level (Stevenson et al., 2015). We recently investigated single cell motility and swimming behavior of C. difficile with the aid of a bacterial tracking program (YSMR), which generates quantitative data on motility parameter such as speed, turning points and run lengths, simultaneously from several hundred bacteria (Schwanbeck et al., 2020). We could demonstrate that every motile C. difficile clade requires specific visco-elastic properties of the medium in order to display flagellar driven swimming motility (Schwanbeck et al., 2021). A motility pattern with long run phases only occurred when the matrix elasticity was increased by high molecular weight molecules, as for example, polyvinylpyrrolidones (PVP) or mucins. The motility behavior of C. difficile appears thus to be well adapted to the mucin-rich mucosal layer of the gastrointestinal tract (Schwanbeck et al., 2021).

As in PBS without metabolites no swimming activity was observed, even when high molecular weight molecules, such as PVP, are present, it can be assumed that C. difficiles swimming motility depends on the presence of nutrients in the medium, presumably in order to drive the flagellum (Schwanbeck et al., 2021). In the current study, we systematically investigated the effect of various amino acids and carbohydrates on the swimming velocity of C. difficile. This allowed us to speculate on the metabolic pathways involved in maintaining the ion motive force (IMF), which powers the flagellar motor. Furthermore, our studies defined a minimal set of nutrients that is sufficient to provide the energy for a swimming speed at maximum level. We expect that the identified “minimal motility medium” will be useful for future investigations on flagellar motility and chemotaxis in C. difficile.



Materials and methods

For all experiments strain C. difficile 630 Δerm was used (DSM 28645, CP016318.1) (Dannheim et al., 2017).


Media and strain cultivation

Cultivation was always performed under anaerobic conditions using a COY anaerobic gas chamber (COY Laboratory Products, Grass Lake, MI, United States). The chamber was gas-flushed with 85% N2, 10% H2, and 5% CO2 and continuously surveilled for the presence of oxygen. C. difficile was grown at 37°C on Columbia agar with 5% sheep blood (COS, bioMérieux, Nürtingen, Germany). For experiments, single cultures were picked from plates and inoculated in 4 ml BHIS (37 g/l brain heart infusion broth supplemented with 5 g/l yeast extract, with 0.3 g/l cysteine added after autoclavation) shaking at 180 rpm over night.



Sample preparation for motility experiments

The experimental setup, video acquisition and evaluation was similar as described before (Schwanbeck et al., 2021). From an overnight culture 4 ml BHIS were inoculated to an OD600 of 0.05 and grown while shaking at 180 rpm to an OD600 of 0.4–0.6. The exact OD600 was determined and an equivalent volume to 0.5 ml of OD600 0.6 was centrifuged for 5 min at 1,500 × g. All centrifugation steps were performed at slow acceleration and slow brake ramps in order to preserve the flagella. The supernatant was discarded carefully without disturbing the pellet and the culture resuspended in 1 ml Dulbecco’s phosphate buffered saline (PBS; Merck, Darmstadt, Germany, order nr. D5652). For resuspension the reaction tubes were inverted and flicked in order to gently resuspend the pellet. The culture was centrifuged as before, then washed again in 1 ml PBS and centrifuged again. Subsequent steps were performed in the COY anaerobic gas chamber. After discarding the supernatant the pellet was resuspended in 0.5 ml PBS with 3.6% (w/v) polyvinylpyrrolidone (PVP K-90) (MW 360,000 g/mol, Carl Roth, Karlsruhe, Germany, order nr. CP15.1) and with a supplementation of amino acids and carbohydrates as described in the experiments. The components were used in the following concentrations: methionine (200 mg/L), cysteine (200 mg/L), isoleucine (300 mg/L), tryptophan (100 mg/L), proline (2,000 mg/L), leucine (400 mg/L), valine (300 mg/L), and 0.2 g/L of the indicated carbohydrate. No other concentrations were tested. Low molecular weight components, such as the added amino acids and carbohydrates do not affect matrix elasticity. From this mixture, 4 μl were applied to a microscopy slide, covered with a cover slip and sealed with nail polish. Subsequent video microscopy and single cell tracking were performed as previously described (Schwanbeck et al., 2021): 15 min after sealing, the slide samples were filmed for 3 min using a Nikon Eclipse TE2000-S microscope with a Nikon PlanFluor 10 × objective and a camera with an Aptina CMOS Sensor 18 MP 1/2.3 at 30 fps. Subsequently the video files were analyzed with YSMR v1.1 for median speed of the population.



Statistical analysis

Statistical analysis was performed using the Tukey HSD method from the SciPy python package v1.10.1.




Results

We recently demonstrated that C. difficle displays high motility in BHI medium supplemented with cysteine (BHIS), when viscoelasticity was increased by PVP addition (Schwanbeck et al., 2021). In the current study, we aimed to identify the essential nutrients in the medium that provide the energy for flagellar motility. BHI is a complex nutrient-rich, however, poorly defined medium in terms of exact composition of individual amino acids and carbohydrates and we thus searched the literature for a defined medium with a low number of nutrients that supports C. difficile growth. Neumann-Schaal et al. (2015) described a defined minimal medium that consists of seven amino acids, glucose, vitamins and salts. We tested a mixture of glucose and these seven amino acids, namely, methionine, cysteine, isoleucine, tryptophan, proline, leucine, valine in an YSMR-based motility assay and found that C. difficile motility, as measured by the median speed of the population, was identical to a BHIS control (Figure 1). However, the seven amino acids without glucose or glucose without amino acids resulted in strongly reduced motility, indicating that both components, amino acids plus a carbohydrate source, are required for motility (Figure 1). Representative videos are provided as Supplementary Files: Video 1 shows seven amino acids without glucose, Video 2 shows the control, and Video 3 shows glucose without amino acids.


[image: image]

FIGURE 1
Swimming speed in defined medium. The median swimming speed (μm/s) of Clostridioides difficile cells was determined in (i) BHIS based medium (10% BHIS in PBS); (ii) PBS supplemented with the seven amino acids methionine (200 mg/L), cysteine (200 mg/L), isoleucine (300 mg/L), tryptophan (100 mg/L), proline (2,000 mg/L), leucine (400 mg/L), valine (300 mg/L), and 0.2 g/L glucose; (iii) PBS supplemented with the seven amino acids as before, but without glucose; (iv) PBS supplemented with 0.2 g/L glucose. (A) For each experiment, the median swimming speed of at least 100 bacteria was determined using the YSMR software. Indicated values are the mean from at least three independent experiments (biological replicates) ± standard deviation. Samples with significantly reduced values using the Tukey HSD method (p < 0.05) in comparison to the BHIS control were labeled with asterisks (*). Swimming speed was strongly reduced without glucose (bar 3) and without amino acids (bar 4). (B) One representative experiment. Each dot represents the median speed of one tracked bacterium, with the number of tracked bacteria per experiment given at the bottom (n). Additionally for each condition a box-plot is shown, indicating the interquartile range (IQR) (lower and upper end of the gray box), the median (middle line), and the lower/upper whisker limit as given by 1.5 times the IQR.


We next determined which of the seven amino acids are most important for motility. We tested mixtures of six amino acids with one of the original amino acids lacking, respectively. Deprivation of proline and cysteine had the most severe effect on motility, while lack of methionine, isoleucine, tryptophan, leucine or valine only weakly effected C. difficile motility (Figure 2). In order to determine the minimal composition of amino acids required for maximum motility, we tested a combination of proline and cysteine with glucose. This combination resulted in a moderate average motility of 8 μm/s. However, the determined median speed values for the individual experiments (n = 10) showed a high degree of variability ranging from 2.5 to 13.3 μm/s (Figure 3). We found that addition of isoleucine resulted in a more stable motility of 12–13 μm/s, which is the maximal motility seen in samples with the seven amino acids plus glucose (Figure 2), as well as in previous experiments performed with BHIS (Schwanbeck et al., 2021). Thus, a combination of the three amino acids proline, cysteine and isoleucine is sufficient to obtain a maximum flagellar motility in C. difficile in the presence of glucose (Figure 3). This motility was stable for at least 1 h under continuous microscopic observation.
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FIGURE 2
The median swimming speed (μm/s) of C. difficile cells was determined for different combinations of six amino acids. The control (7AA + Gluc) consists of PBS supplemented with the seven amino acids as described in Figure 1. The other samples include six out of these seven amino acids, without the indicated amino acid. All samples include 0.2 g/L glucose. For each experiment, the median swimming speed of at least 100 bacteria was determined using the YSMR software. Indicated values are the mean from at least three independent experiments (biological replicates) ± standard deviation. Samples with significantly reduced values using the Tukey HSD method (p < 0.05) in comparison to the control sample (7AA + Gluc) were labeled with asterisks (*). Swimming speed was significantly reduced without cysteine and without proline.
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FIGURE 3
Identification of the “minimal motility medium.” The median swimming speed (μm/s) of C. difficile cells was determined for various combinations of proline (2,000 mg/L), cysteine (200 mg/L), isoleucine (300 mg/L), and glucose (0.2 g/L). For each experiment, the median swimming speed of at least 100 bacteria was determined using the YSMR software. Indicated values are the mean from at least three independent experiments (biological replicates) ± standard deviation. Samples with significantly reduced values using the Tukey HSD method (p < 0.05) in comparison to the sample containing proline, cysteine, isoleucine + glucose (PCI + Gluc) were labeled with asterisks (*). Swimming speed was strongly reduced in all samples, which lack either cysteine, or proline, or both.


Clostridioides difficile depends on the Stickland metabolism for energy production. In contrast to the oxidative branch of Stickland reactions, in which a variety of amino acids can be metabolized, only a few amino acids are used in the reductive pathway, among them proline and glycine. Glycine was not present in the initial mixture of seven amino acids. When these seven amino acids or samples consisting of proline, cysteine and isoleucine were supplemented with two different glycine concentrations, motility was almost unchanged. Only the sample with 3 g/L glycine added to the mixture of proline, cysteine, isoleucine and glucose (PCI + Gluc + 3 gL Gly) showed a marginal increase of 6.6% in comparison to the control sample without glycine (PCI + Gluc), which was statistically not significant (p = 0.83); (Figure 4). We also asked, whether proline can be replaced by glycine and tested a combination glycine, cysteine, isoleucine and glucose. This sample showed a strong reduction in the median speed (Figure 4), indicating that glycine is not able to replace proline to fuel motility.
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FIGURE 4
Influence of glycine on the swimming motility. The median swimming speed (μm/s) of C. difficile cells was determined (i) with additional glycine (bars 3–6), and (ii) by replacement of proline for glycine (bar 7). Concentration of glycine was as indicated either 0.3 g/l or 3 g/L. For each experiment, the median swimming speed of at least 100 bacteria was determined using the YSMR software. Indicated values are the mean from at least three independent experiments (biological replicates) ± standard deviation. Samples with significantly reduced values using the Tukey HSD method (p < 0.05) in comparison to the sample containing proline, cysteine, isoleucine + glucose (PCI + Gluc) were labeled with asterisks (*). Swimming speed was strongly reduced after replacement of proline for glycine.


Since samples without glucose display strongly reduced motility (Figure 1), we investigated whether glucose can be replaced by other carbohydrates. The minimal set of the three amino acids proline, cysteine and isoleucine were supplemented with either succinate, mannose, ribose, pyruvate, trehalose or ethanolamine. Motility was observed in all samples, however, median speed in samples with pyruvate and ribose were reduced to 57 and 71%, respectively (Figure 5). Motility in samples with succinate, mannose, trehalose and ethanolamine was similar to that of glucose. Together, these results indicate that various carbohydrate sources in combination with the three amino acids proline, cysteine and isoleucine can generate the metabolic energy that powers motility.
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FIGURE 5
Influence of different carbohydrates on the swimming motility. The median swimming speed (μm/s) of C. difficile cells was determined in samples containing the three amino acids proline (2,000 mg/L), cysteine (200 mg/L), isoleucine (300 mg/L) (abbreviated as “PCI”) plus one of the indicated carbohydrates at (0.2 g/L). For each experiment, the median swimming speed of at least 100 bacteria was determined using the YSMR software. Indicated values are the mean from at least three independent experiments (biological replicates) ± standard deviation. Samples with significantly reduced values using the Tukey HSD method (p < 0.05) in comparison to the sample containing proline, cysteine, isoleucine + glucose (PCI + Gluc) were labeled with asterisks (*). Swimming speed was significantly reduced in samples with ribose (p < 0,006) and with pyruvate (p < 0.002).




Discussion

Flagellar motility in C. difficile depends on the presence of nutrients and we describe here the minimal set of components that is required to achieve the maximal swimming speed. This defined “minimal motility medium,” composed of proline, cysteine, isoleucine and glucose, should be useful in further studies on fllagellar motility and particularly on chemotaxis in C. difficile. Interpretation of chemotaxis assays is difficult when the candidate substance is metabolized and the resulting additional energy is markedly increasing the activity of the flagellar motor. In this case a general increase in swimming motility might occur, which could lead to similar results as a directed movement toward a chemoattractant in commonly used assays that test the behavior on a population basis such as capillary assays and media plates with a low agarose concentration. In capillary assays the number of bacteria is quantified that swim out of, or into a capillary. As this is a stochastic behavior, an increase in speed in the test conditions can change this frequency and thereby change the result of the assay without interaction with the chemotaxis system (Adler, 1973; Elgamoudi and Korolik, 2022). This problem should not occur in chemotaxis assays that use the described “minimal motility medium,” since the included four metabolites already support the maximum swimming speed and additional chemotactic candidate components can be tested unambiguously in this setting.

Bacterial flagellar motility is powered by an IMF across the membrane (Armitage and Berry, 2020). Several studies have shown a linear relationship between the IMF and the speed of the flagellar motor for Gram-negative as well as Gram-positive bacteria (for review see Biquet-Bisquert et al., 2021). Quantification of the swimming speed as performed in our study here is in this context an alternative readout system to monitor the IMF. In fact, the analysis of the metabolic requirements for flagellar motility in C. difficile can be regarded as a search for metabolites that are sufficient to build-up and maintain the IMF across the membrane.

The IMF in bacteria can consist of a proton and/or a Na + gradient. Stator proteins of the flagellar motor are specific either for a proton motive force or for a sodium motive force (Chang et al., 2021; Guo and Liu, 2022). They translocate ions through a channel to the inner membrane site and convert the electrochemical gradient into torque, which ultimately leads to rotation of the rotor unit (Biquet-Bisquert et al., 2021). Activity of MotAB-type stators is coupled to H+ transport, while MotPS and PomAB-type stators are coupled to Na+ transport (Biquet-Bisquert et al., 2021). In most bacteria a single type of stator is expressed, however, some species express H+-dependent and Na+-dependent stators simultaneously (Thormann and Paulick, 2010). We inspected the genome of C. difficile 630Δerm (GenBank accession number CP016318.1) for the presence of genes encoding motA/B, motP/S, and pomA/B, but could identify only a single motA gene (locus_tag: CDIF630erm_00380) and a single motB gene (locus_tag: CDIF630erm_00381). This suggests that the flagellar motor in C. difficile appears to be exclusively driven by a proton motive force.

In contrast to the general energy metabolism, a surprisingly small number of metabolites is sufficient to power the flagellar motor, namely, the amino acids proline and cysteine together with a single, but interchangeable carbohydrate. The importance of proline and cysteine for maintenance of flagellar motility was further stressed in experiments with minimal growth medium consisting of seven amino acids and glucose. When either proline or cysteine were depleted, a strong reduction in the swimming speed was observed.

The particular importance of proline for motility comes with little surprise, since this amino acid is the preferred substrate for the reductive Stickland pathway (Neumann-Schaal et al., 2019). In Stickland reactions the reduction of one amino acid is coupled with the oxidation of a second subset of amino acids. Our experiments suggest that cysteine is the preferred amino acid for the oxidative branch to maintain the IMF. This is unexpected, since cysteine is not among the amino acids that were previously described to be the most efficient electron donors for the oxidative branch (Neumann-Schaal et al., 2019; Marshall et al., 2023). The most stable and highest motility was observed when a third amino acid, isoleucine, was added to the motility medium. This suggests that in addition to cysteine, isoleucine might also be contributing as an electron donor in the oxidative branch. When proline and cysteine were the sole amino acids in the motility medium, the individual experiments showed a high degree of variability in bacterial motility. This might be due to slight variations in intracellular amino acid concentrations at the time when bacteria were harvested.

The crucial enzyme responsible for the generation of the IMF in C. difficile is the membrane spanning Rnf complex, which uses reduced ferredoxins as substrates and couples the electron transfer from ferredoxin to NAD+ with the generation of an ion gradient across the membrane (Biegel and Muller, 2010; Chowdhury et al., 2016). The reduced ferredoxins themselves are derived from Stickland reactions. The oxidative Stickland branch reduces ferredoxin by the activity of ferredoxin-dependent oxidoreductases, while in the reductive Stickland pathway, the NADH-dependent reduction of substrates are connected to ferredoxin reduction via electron bifurcation (Bertsch et al., 2013).

It was demonstrated for Clostridium sporogenes that proline reduction is directly linked to the generation of a proton motive force (Lovitt et al., 1986). To our knowledge, experimental evidence for this coupling was not published for C. difficile yet, although it was proposed that the selenoenzyme D-proline reductase directly interacts with the Rnf complex (Berges et al., 2018). In contrast, a direct coupling to the Rnf complex was not described for the reduction of glycine, although this amino acid, as proline, is an efficient electron acceptor in Stickland reactions; (Jackson et al., 2006; Kim et al., 2006; Marshall et al., 2023). Our observation that glycine could not replace proline in assays with a minimal number of additional compounds (cysteine, isoleucine and glucose) suggests a fundamental difference in the manner of how these two amino acids contribute to the IMF. A plausible explanation is that the D-proline reductase is indeed coupled to the activity of the Rnf complex and is thus of particular importance for IMF maintenance.

Proline metabolism was also shown to be essential for colonization in experiments in mice. A C. difficile mutant with a defect in proline metabolism was shown to be unable to infect germ-free mice (Battaglioli et al., 2018). It was also demonstrated that intestinal proline concentration is low with an intact microbiota, but strongly increases after dysbiosis. In fact, proline was shown to be the amino acid with the greatest difference in a comparison between healthy and dysbiotic mice (Battaglioli et al., 2018). Human donor fecal samples from patients with dysbiosis also showed increased proline levels (Battaglioli et al., 2018). Together, these in vivo data indicate that increased proline levels are strongly associated with C. difficile colonization success. Our observation that flagellar motility is proline dependent let to the hypothesis that flagellar motility during the course of infection might be restricted to proline-rich microenvironments, in which the motile bacteria can colonize and spread in a short period of time.
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The anaerobic gut bacteria and opportunistic pathogen Bacteroides fragilis can cause life-threatening infections when leaving its niche and reaching body sites outside of the gut. The antimicrobial metronidazole is a mainstay in the treatment of anaerobic infections and also highly effective against Bacteroides spp. Although resistance rates have remained low in general, metronidazole resistance does occur in B. fragilis and can favor fatal disease outcomes. Most metronidazole-resistant Bacteroides isolates harbor nim genes, commonly believed to encode for nitroreductases which deactivate metronidazole. Recent research, however, suggests that the mode of resistance mediated by Nim proteins might be more complex than anticipated because they affect the cellular metabolism, e.g., by increasing the activity of pyruvate:ferredoxin oxidoreductase (PFOR). Moreover, although nim genes confer only low-level metronidazole resistance to Bacteroides, high-level resistance can be much easier induced in the laboratory in the presence of a nim gene than without. Due to these observations, we hypothesized that nim genes might induce changes in the B. fragilis proteome and performed comparative mass-spectrometric analyses with B. fragilis 638R, either with or without the nimA gene. Further, we compared protein expression profiles in both strains after induction of high-level metronidazole resistance. Interestingly, only few proteins were repeatedly found to be differentially expressed in strain 638R with the nimA gene, one of them being the flavodiiron protein FprA, an enzyme involved in oxygen scavenging. After induction of metronidazole resistance, a far higher number of proteins were found to be differentially expressed in 638R without nimA than in 638R with nimA. In the former, factors for the import of hemin were strongly downregulated, indicating impaired iron import, whereas in the latter, the observed changes were not only less numerous but also less specific. Both resistant strains, however, displayed a reduced capability of scavenging oxygen. Susceptibility to metronidazole could be widely restored in resistant 638R without nimA by supplementing growth media with ferrous iron sulfate, but not so in resistant 638R with the nimA gene. Finally, based on the results of this study, we present a novel hypothetic model of metronidazole resistance and NimA function.
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1. Introduction

The genus Bacteroides comprises several of the most common anaerobic bacteria in the human intestine and accounts for 30% of the human fecal isolates (Kuwahara et al., 2004). Their role is predominantly beneficial as they break down carbohydrates which would otherwise be inaccessible to the human host. Thereby they produce volatile short-chain fatty acids such as succinic acid which are absorbed in the gut (Wexler, 2007). Bacteroides spp., however can also cause severe disease when the integrity of the intestinal wall is compromised, e.g., through cancer or injuries, and they can leave their intestinal niche to cause abscesses in other body sites or bacteremia (Aldridge and Sanders, 2002; Wexler, 2007). This is especially true for Bacteroides fragilis which accounts only for 1% of the intestinal microbiome but for as much 30%–60% of all anaerobic clinical isolates in total (Wexler, 2007; Tan et al., 2017). Importantly, B. fragilis secretes fragilysin, a metalloprotease which digests E-cadherin and can disrupt the tight junctions of the intestinal epithelium (Remacle et al., 2014).

Bacteroides infections are commonly treated with carbapenems and metronidazole. Metronidazole is a 5-nitroimidazole drug specifically targeting anaerobic and microaerophilic microbes (reviewed in Leitsch, 2019). The specificity of metronidazole for anaerobes and microaerophiles is due to a requirement for the reduction of the nitro group, which only takes place quantitatively in low oxygen environments. The resulting reactive intermediates damage the cell through forming adducts with proteins, inducing DNA strand breaks and by depleting cellular redox buffers (Leitsch, 2019). Arguably, either the nitroimidazole anion, resulting from a single electron transfer to the nitro group, or the nitroso radical, resulting from a double electron transfer to the nitro group, are causing most of the damage. In contrast to many other antibiotics, metronidazole has retained usability due to overall low resistance rates, especially in true anaerobes such as Bacteroides spp. (Snydman et al., 2017). However, metronidazole resistance in Bacteroides spp. does occur and can be found in a sizeable proportion of isolates in certain areas (Vieira et al., 2006; Yehya et al., 2014; Sheikh et al., 2015).

Metronidazole resistance in the field is mainly but not exclusively observed in isolates carrying nim genes. To date, 12 different homologs of nim were detected in Bacteroidetes (nimA-nimL), all of which are believed to encode nitroreductases capable of transferring six electrons to the nitro group of metronidazole, resulting in a non-toxic amine (reviewed in Alauzet et al., 2019). Although there are data supporting this hypothesis (Carlier et al., 1997), a direct mode of Nim proteins as nitroreductases has been questioned by other findings (Leitsch et al., 2014; Paunkov et al., 2022a). Importantly, Nim expression levels are widely independent of the degree of metronidazole resistance (Leitsch et al., 2014; Paunkov et al., 2022a) although the proposed role of Nim proteins as nitroreductases would logically imply a positive correlation of expression levels and the degree of metronidazole resistance. Such positive correlation, however, could be only observed in the initial stage of resistance as conferred by nim genes (Kupc et al., 2022), but not after adaptation to higher, medically relevant, doses of the drug (4 μg mL−1 according to EUCAST, see https://www.eucast.org/clinical_breakpoints). Furthermore, nim genes are positively correlated to a greatly increased activity of pyruvate:ferredoxin oxidoreductase (PFOR; Paunkov et al., 2022a), a central metabolic enzyme in most anaerobes, including B. fragilis (Narikawa, 1986). This is surprising given that PFOR is commonly believed to be a major metronidazole-reducing enzyme (Narikawa, 1986) and therefore a source of reactive metronidazole intermediates. After induction of high-level metronidazole resistance in the laboratory, i.e., adaptation to high concentrations of metronidazole, PFOR activity is retained in B. fragilis 638R with the nimA gene, but lost without it (Paunkov et al., 2022a). Moreover, B. fragilis 638R carrying the nimA gene also retains good tolerance to oxygen after induction of high-level metronidazole resistance, whereas as metronidazole-resistant 638R without the nimA gene becomes highly sensitive to oxygen (Paunkov et al., 2022a).

These observations suggest that the development of high-level metronidazole resistance is strongly facilitated in the presence of the nimA gene and might be caused by a different mechanism than observed in strains without the nimA gene. In order to address this question and to identify differentially expressed proteins we analyzed and compared the proteomes of B. fragilis 638R without a nim gene and of B. fragilis 638R harboring nimA by quantitative mass spectrometry before and after induction of high-level metronidazole resistance.



2. Materials and methods


2.1. Chemicals and growth media components

Vitamin K1, brain-heart-infusion broth (BHI), and agar were purchased from Carl Roth (Karlsruhe, Germany). Wilkins-Chalgren anaerobe agar (WC) was purchased from Oxoid (Basingstoke, England). Hemin was purchased from Sigma-Aldrich (St. Luis, United States) and Anaerocult A was purchased from Merck (Darmstadt, Germany). Metronidazole was purchased from Sigma-Aldrich (St. Luis, United States), and Etests were purchased from bioMérieux (Marcy-l’Étoile, France).



2.2. Bacterial strains and culture

The experiments were performed with B. fragilis 638R (division I, cfiA-) and a transconjugant daughter strain with plasmid pI417 harboring the nimA gene (Breuil et al., 1989). The MICs for metronidazole according to Etests were: 638R, 0.25 μg mL−1 (Paunkov et al., 2022b); and 638R nimA, 1.5 μg μg mL−1 (Paunkov et al., 2022b). Importantly, the breakpoint concentration for metronidazole resistance amounts to 4 μg mL−1 according to EUCAST, 2023. The nimA gene is positioned behind insertion element IS1168 (Haggoud et al., 1994) whose sequence can be accessed via GenBank number X71444. Both strains were obtained from the strain repository of the Institute of Medical Microbiology in Szeged, Hungary. The genome sequence of 638R can be accessed in the NCBI database via accession number FQ312004. Induction of high-level resistance was performed as described previously (Paunkov et al., 2022a) by passaging 638R and 638R nimA with increasing metronidazole concentrations in the agar (factor 2 with every passage). The induction process was terminated after having achieved growth at a metronidazole concentration of 64 μg mL−1. The four strains, i.e., 638R and its three derivatives, are designated as 638R, 638RR, 638R nimA, and 638R nimAR, respectively, throughout the manuscript, “R” indicating “resistant.”

Cells were grown on either WC agar plates or BHI agar plates with hemin and vitamin K1 supplementation. When cultures were prepared for mass spectrometry, cells were grown anaerobically at 37°C in BHI broth (Carl Roth, Germany) supplemented with 1 μg mL−1 vitamin K1 and 5 μg mL−1 hemin (BHI-S) inside 2.5 L anaerobic jars (Merck, Darmstadt, Germany) conditioned with the Anaerocult A system (0% O2 and 18% CO2).



2.3. RT-qPCR

RT-qPCR was performed exactly as described recently (Paunkov et al., 2022a) with rpoD and gapdh mRNA as internal standards for normalization. The primers for the amplification of a 176 nt fragment within the flavodiiron protein A (fprA) cDNA were 5′-CAATGTCAGCAAAAGTAATCCC-3′ (forward) and 5′-GTGAACGAACCGAAATACCC-3′ (reverse).



2.4. Episomal expression of fprA in Bacteroides fragilis 638R

PCR amplification of fprA gene was performed using forward 5′-GAG GAT CCA TGG AAC AGA AAA CAA GAA TTA AAG G-3′ and reverse 5′-GAG GTA CCT TAT ACT CTG TCT TTT TTT AAA CGG C-3′ primers containing BamHI and KpnI restriction sites, respectively. The gene was inserted into the pFD340 vector with the same restriction sites. The resulting pFDfprA plasmid was introduced into E. coli 10-beta cells using the manufacturer’s instructions. Transformed cells were selected on LB plates with 100 μg ml−1 ampicillin. An established tri-parental filter mating protocol (Mays et al., 1982), using E. coli RK231 as a helper strain, was applied to transfer plasmids from E. coli 10-beta to B. fragilis 638R. Briefly, E. coli 10-beta and E. coli RK231 cells were grown on LB plates with 100 μg mL−1 ampicillin and 150 μg mL−1 streptomycin and spectinomycin, respectively. Bacteroides fragilis 638R cells were grown on BHI-S plates with 20 μg mL−1 rifampicin. A single colony of each strain was grown with antibiotics overnight at 37°C then diluted 1:100 (E. coli strains) or 1:40 (B. fragilis 638R) and further grown in antibiotic-free medium until an OD600 of 0.5 was reached. 1 mL of B. fragilis 638R and 0.25 mL of each E. coli culture were united in sterile centrifuge tubes, and centrifuged for 30 s at maximum speed. The resulting pellet was resuspended in 100 μL of BHIS medium and transferred onto sterile filters placed on mating plates which had been previously incubated overnight inside an anaerobic chamber at 37°C. Plates with filters carrying a mixture of all three strains were then incubated overnight at 37°C aerobically. Cells were resuspended by vortexing the filters for 1 min inside 15 mL falcon tubes in 1 ml of BHIS medium. Conjugants were grown and selected on BHIS plates with 10 μg mL−1 erythromycin, 20 μg mL−1 rifampicin, and 100 μg mL−1 gentamycin after 48 h of anaerobic incubation at 37°C.



2.5. Oxygen scavenging measurements

2 × 109 cells were harvested from an overnight culture (3,000 × g for 5 min) and suspended in 14 mL of BHI medium which had previously been saturated with oxygen through vigorous shaking. Cells were then transferred into a 15 ml glass tube and an oxygen microsensor (OX-500, Unisense, Denmark) of an oximeter (OXY-Meter, Unisense, Denmark) was inserted. In order to prevent inflow of air, the glass tube was sealed with Parafilm M. Oxygen concentrations were measured for 60 min with automatic recording of values every 30 s. Oxygen removal by the components of the medium was also measured in the same setup in the absence of cells. These background values were subtracted from the values obtained in the presence of cells.



2.6. Susceptibility testing

Susceptibility tests were performed by picking colonies with a sterile swab and resuspending them in 1× PBS before application on BHI agar plates (either with or without supplementation with ferrous iron sulfate). Plates were left for 15 min to dry and Etests were applied. Plates were transferred to anaerobic jars and incubated for 48 h at 37°C. The MICs were read at the intersection of the border of growth inhibition and the test strip. Etest images were obtained using BioRad GelDoc XR.



2.7. Sample preparation and protein analysis by nanoHPLC-MS/MS

For protein isolation, 4 × 109 cells from an overnight culture grown in BHI-S broth were harvested by centrifugation at 3,000 × g for 10 min. After centrifugation, the medium was removed and cells were washed with 1 ml ddH2O and centrifuged once again at 3,000 × g for 10 min. The supernatant was removed and cells were resuspended in 120 μL denaturing protein sample buffer [7 M urea, 2 M thiourea, 1% DTT, 1% Biolyte® ampholytes (BioRad), 4% CHAPS] and 1 μL of Turbonuclease® from Serratia marcescens (Sigma-Aldrich) was added for the removal of genomic DNA in the samples. Cells were then sonicated at 4°C (10 cycles 30 s pulse on, and 30 s pulse off) and centrifuged for 20 min at 4°C and 20,000 × g. The resulting supernatant was transferred into fresh tubes, and protein concentrations were determined using Bradford assay. For protein digestion, sample extracts were prepared with a filter-aided sample preparation protocol based on Wisniewski et al. (2009) and Wisniewski (2016). In brief, 30 μg protein solved in lysis buffer was filled up to 500 μL with 8 M Urea in 50 mM Tris buffer (both Roth, Karlsruhe, Germany) and loaded onto an Pall 10 kDa ultrafiltration device (Pall Corporation, Port Washington, NY, United States). After centrifugation (20 min at 10,000 × g), cysteine residues were reduced with 200 mM DTT (37°C, 30 min) and alkylated with 500 mM iodoacetamide (37°C, 30 min) on the filter (both Sigma-Aldrich, St. Louis, MO, United States). This was followed by two washes with 100 μL 50 mM Tris before digestion with trypsin/LysC Mix for 14 h (Promega Technical Manual, Madison, WI, United States). Digested peptides were recovered with 3 times 50 μL of 50 mM Tris buffer. Before LC-MS analysis, acidified peptide extracts were purified using C18 spin columns (Pierce, Thermo Fisher Scientific) according to the manufacturer’s protocol. Dried peptides were redissolved in 300 μL 0.1% trifluoroacetic acid (Thermo Fisher Scientific, Waltham, MA, United States) and 300 ng digested protein was injected into the nanoRSLC-nESI-QExactive-Orbitrap HF MS/MS system (Thermo Fisher Scientific). Mass spectrometry analysis was performed as described in Gutiérrez et al. (2019).



2.8. Statistical evaluation of nanoHPLC-MS/MS data

For the label-free quantitative shotgun proteomic approach, mass spectrometry analysis was done in two technical replicates per biological replicate, i.e., six replicates in total per isolate. Evaluation of raw data was accomplished with the software Proteome Discoverer version 2.4.1.15. (Thermo Fisher Scientific). A combination of the Bacteroides fragilis database downloaded from RefSeq (taxonomy 817, https://www.ncbi.nlm.nih.gov/refseq/, accessed on 24 October 2022) and a common contaminant database (https://www.thegpm.org/crap/, accessed on 25 June 2019) was used. Furthermore, the sequence of the nitroimidazole resistance protein NimA (WP_032488596.1 from Phocaeicola vulgatus) was added. Search parameters were applied as follows: trypsin as an enzyme; maximally 2 missed cleavages; 10 ppm precursor mass tolerance and 0.02 Da fragment mass tolerance; dynamic modifications allowed were oxidation/+15.995 Da (M)/deamidation/+0.984 Da (N, Q)/Gln->pyro-Glu/−17.027 Da (Q)/acetylation/+42.011 Da (N-Terminus)/methionine loss/−131.040 Da (M) and static modification carbamidomethylation/+57.021 Da (C).

For intensity-based label-free quantification (LFQ), protein abundance raw values were generated in Proteome Discoverer software including normalization to total area sums. Further ANOVA analysis was performed in R version 4.0.5 (R Core Team, 2021). Prior to data import into R, protein abundances of technical replicates were aggregated by the mean. Furthermore, proteins with at least one missing value per group were excluded from the quantification analysis, in order to keep so-called “ON/OFF” proteins, but maintain high data quality. Statistical analysis by ANOVA depending on the number of groups was performed in R Studio. Proteins recognized with more than two tryptic peptides and displaying a fold change higher/lower than +/−2-fold with an adjusted value of p for controlling the false discovery rate according to Benjamini-Hochberg lower than 0.05, were considered to be upregulated/downregulated.



2.9. Statistical analysis

Statistical tests were performed with GraphPad Prism 9 software. More details are given in the respective table and figure legends.




3. Results


3.1. Quantitative mass-spectrometric analysis of strain 638R without a nim gene and of 638R with the nimA gene, before and after induction of high-level metronidazole resistance

In a previous study, we had shown that strain B. fragilis 638R displayed elevated PFOR activity (Paunkov et al., 2022a) when the nimA gene was present. The nimA gene confers reduced susceptibility to metronidazole, with an MIC of approximately 1.5 μg mL−1 as compared to an MIC of 0.25 μg mL−1 in 638R wildtype (Paunkov et al., 2022b). We had also observed that the development of high-level metronidazole resistance (≥ 64 μg μg mL−1) proceeds much faster and does not entail grave physiological impairments such as the loss of PFOR activity or high sensitivity to oxygen when nimA was present (Paunkov et al., 2022a). Hence, we speculated that high-level metronidazole resistance was caused by different mechanisms in 638R wildtype (henceforth designated as 638R) and in 638R with a nimA gene (henceforth designated as 638R nimA), and that this would be mirrored by differential expression of relevant proteins. In order to address this hypothesis, we subjected cell extracts of strain 638R and of 638R nimA to proteomic analyses using mass spectrometry. The analysis was performed twice at two different time points in order to ensure reproducibility of the results. Further, also highly metronidazole-resistant derivatives of 638R (henceforth designated as 638RR) and of 638R nimA (henceforth designated as 638R nimAR), both resistant to at least 64 μg mL−1 of metronidazole, were analyzed by mass spectrometry and compared to the original strains. The highly metronidazole-resistant cell lines had been generated in a recent study (Paunkov et al., 2022a) by growing cells on increasing concentrations of metronidazole with each subculture. The mass spectrometric data obtained were deposited at the PRIDE database (Perez-Riverol et al., 2022).


3.1.1. Comparison of 638R vs. 638R nimA

First, it was assessed if the presence of nimA induces changes in the protein expression profile as compared to the 638R wildtype. Protein numbers in all samples (biological triplicates in technical duplicates) ranged from about 1,000 to 1,500. Only changes in expression of at least twofold and at a significance level of p < 0.01 were considered. Further, only proteins of which peptides were found in all samples were considered. The first analysis with 638R nimA gave 24 differentially expressed proteins as compared to 638R (Table 1; Supplementary Table 1), whereas the second analysis gave 46 differentially expressed proteins (Table 1; Supplementary Table 2). However, although the number of differentially expressed proteins was similar, only five proteins were shared in both data sets (Table 2). Of these, only one protein was downregulated, i.e., exo-alpha-sialidase (WP_005794995), the other four were upregulated. One of the upregulated proteins was galactokinase (8.6-fold upregulated in the first run, and 12.5-fold in the second) and another was type A flavoprotein (FprA; WP_005785280), a flavodiiron protein commonly found in bacteria (Wasserfallen et al., 1998) which reduces either molecular oxygen to water or nitric oxide (NO) to nitrous oxide (N2O; Martins et al., 2019). FprA was upregulated 3.7-fold in the first run, and 12.9-fold in the second.



TABLE 1 The mass-spectrometric analyses performed.
[image: Table1]



TABLE 2 Proteins consistently upregulated or downregulated in 638R nimA vs. 638R in two independent mass-spectrometric analyses.
[image: Table2]



3.1.2. Comparison of 638R vs. 638RR and of 638R nimA vs. 638R nimAR

Next, we analyzed the proteomes of 638RR and 638R nimAR and compared them with their respective non-resistant parent strains. Applying the same selection criteria as stated above, 41 proteins were found to be differentially expressed in 638R nimAR as compared to the non-resistant parent 638R nimA (Table 1; Supplementary Table 3). Only eight of the 41 proteins were upregulated in expression, seven of which are obviously organized in an operon for nucleotide sugar synthesis (WP_005801381, WP_032600526, WP_100766060, WP_005784923, WP_005784927, WP_005784941, and WP_014298264). Downregulated enzymes included aminotransferases, N-acetyl transferases, enzymes involved in capsule synthesis (Zhang et al., 2003; WP_005817136, WP_014298686), and numerous other factors whose correlation with metronidazole resistance remained unclear. None of the five proteins found to be differentially upregulated in 638R nimA as compared to 638R were further upregulated or downregulated, respectively, in 638R nimAR.

In 638RR, a comparably large number of proteins, i.e., 237, were found to be differentially expressed (Table 1; Supplementary Table 4) as compared to wildtype 638R. The levels of most differentially expressed proteins were increased (189) rather than decreased (48), and a very large proportion of the proteins, i.e., at least 84 of 237, are likely or known to be surface-associated, 41 being transporters or pores (Figure 1; Supplementary Table 5). When comparing 638RR to 638R nimA, three of the five proteins previously identified to be consistently differentially expressed in 638R nimA as compared to 638R were also found to be differentially expressed in 638RR (Supplementary Table 4). Two of these, however, exo-alpha-sialidase and 1-deoxy-D-xylulose-5-phosphate, were inversely expressed in the two strains, i.e., upregulated in one and downregulated in the other. Only FprA was upregulated in 638R nimA and 638RR alike. When comparing 638RR to 638R nimAR, 19 proteins were found differentially expressed in both strains (Supplementary Table 4). Eleven of these proteins, however, were upregulated in one strain but downregulated in the other, suggesting that they are not inherently related to metronidazole resistance. Of the other eight proteins, all were consistently downregulated in both strains. Five of these are putatively involved in carbohydrate metabolism (WP_005801178, WP_005795861, WP_008768174, WP_005794845, and WP_005817136), one is a hypothetical protein (WP_032542280), another an acetyl transferase (WP_032531450), and finally, HemY (WP_005791059) is a protoporphyrinogen oxidase which is tentatively involved in heme synthesis.

[image: Figure 1]

FIGURE 1
 Proteins identified to be differentially expressed in Bacteroides fragilis 638RR as compared to 638R. (A) Total number of proteins differentially expressed as compared to wildtype 638R and their cellular localization. (B) Pie chart indicating the functions of the proteins differentially expressed in 638RR.


Importantly, several proteins involved in the import or synthesis of heme were found differentially expressed in 638RR as compared to 638R (Table 3; Supplementary Tables 4, 5). Apart from HemY, two homologs of heme-binding protein HmuY (WP_032556399 and WP_010993105), their cognate TonB-dependent receptors (WP_032564333 and WP_005788361), and a ChaN-like lipoprotein, presumably involved in heme uptake (Chan et al., 2006), were all strongly downregulated. One of the HmuY homologs, WP_032556399, had also recently been found downregulated at the mRNA level in 638RR (Paunkov et al., 2022a). In contrast, several enzymes dependent on heme or iron were upregulated in 638RR (Table 3; Supplementary Tables 4, 5): catalase, cytochrome ubiquinol oxidase subunit I, and fumarate reductase cytochrome b subunit. Further, also NADH:ubiquinone reductase subunits B, C, and F were upregulated. NADH:ubiquinone reductase feeds electrons into the electron transport chain which are used downstream by fumarate reductase and cytochrome ubiquinol oxidase in the reduction of fumarate or oxygen, respectively (Baughn and Malamy, 2004; Franke and Deppenmeier, 2018; Butler et al., 2022). In addition to fumarate reductase, also three other metabolic enzymes, i.e., pyruvate phosphate dikinase (PPDK), acetyl-CoA hydrolase, and butyrate kinase, were upregulated (Table 3). Pyruvate formate-lyase (PFL), an important metabolic enzyme which breaks down pyruvate to acetyl-CoA and formate, however, was strongly downregulated (Table 3).



TABLE 3 Proteins involved in heme import, antioxidant defense, and energy metabolism differentially expressed in 638RR vs. 638R.
[image: Table3]

Thirty-five proteins involved in protein synthesis, i.e., 31 ribosomal proteins, translation initiation factor IF-3, RluA family pseudouridine synthase, elongation factor G, and pseudouridine synthase were upregulated (Supplementary Tables 4, 5), while none were downregulated in 638RR. Further, a subset of 11 surface-associated proteins which are assumed or known to be involved in antimicrobial resistance were upregulated (Table 4; Supplementary Tables 4, 5): an ABC transporter ATP-binding protein, an aminoglycoside phosphotransferase, an MBL fold metallo-hydrolase, a TolC protein, and nine components of RND (Resistance-Nodulation-Division) family transporters. The latter are of special significance as they had been reported before to be associated with metronidazole resistance (Pumbwe et al., 2006, 2007). Indeed, eight of the nine could be matched in the NCBI database to BmeA2 and BmeB2, BmeA5 and BmeB5, BmeA13 and BmeB13, and BmeA15 and BmeB15. Of these, especially BmeA5 and BmeB5 have been implied to be involved in metronidazole resistance as part of the BmeRABC5 multidrug efflux system (Pumbwe et al., 2007), but also BmeB2 had been found upregulated in B. fragilis strains after selection for metronidazole resistance (Pumbwe et al., 2006).



TABLE 4 Putative antibiotic resistance factors differentially expressed in 638RR vs. 638R.
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Finally, a large number of transporters, channels, peptidases, nucleases, transcriptional regulators, and enzymes involved in carbohydrate metabolism were differentially expressed in 638RR as compared to 638R (Supplementary Tables 4, 5).




3.2. Overexpression of fprA in Bacteroides fragilis 638R does not confer resistance to metronidazole

The flavodiiron protein FprA was found to be more strongly expressed in 638R nimA and in 638RR as compared to 638R (Supplementary Tables 1, 2, 4). Flavodiiron proteins are a class of enzymes often found in anaerobes (Martins et al., 2019) and are important factors in the antioxidant and/or antinitrosative defense by reducing oxygen to water and/or nitric oxide (NO) to nitrous oxide (N2O), respectively. In order to test if overexpression of FprA conferred enhanced tolerance to metronidazole, we cloned the fprA gene into the pFD340 shuttle vector (Smith et al., 1992) and introduced the resulting plasmid pFDfprA into 638R by tri-parental mating. Subsequent analysis by RT-qPCR showed that the level of fprA was approximately 3-fold higher in the pFDfprA transconjugant than in 638R wildtype (Figure 2). Despite this elevated level of fprA mRNA, however, 638R pFDfprA displayed an even lower MIC of metronidazole as determined by Etest (Supplementary Figure 1) than the 638R parent, i.e., 0.125 μg mL−1 as compared to 0.25 μg mL−1 (Paunkov et al., 2022b). We asked if a 3-fold overexpression of fprA mRNA would be insufficient to obtain a measurable effect on the MLC of metronidazole and if fprA mRNA levels would be even higher in 638R nimA and 638RR. The levels of fprA mRNA in both strains, however, proved to be unchanged as compared to 638R wildtype (Figure 2), indicating that regulation of FprA expression occurs at the translational rather than the transcriptional level.

[image: Figure 2]

FIGURE 2
 Levels of fprA mRNA as determined by RT-qPCR in 638R, 638RR, 638R nimA, 638R nimAR, and 638R pFDfprA which carries an additional copy of the fprA gene on shuttle plasmid pFD340 under transcriptional control of insertion element 4351 (IS4351). Measurements were performed in three independent experiments each. The asterisk indicates 638R pFDfprA > 638R with p < 0.001 according to Brown-Forsythe and Welch ANOVA tests with a post-hoc two stage linear step-up procedure of Benjamini, Krieger, and Yekutieli.




3.3. 638RR and 638R nimAR display impaired oxygen scavenging capacity

FprA had already been previously described in B. fragilis (Meehan et al., 2012) and in Bacteroides thetaiotaomicron (Mishra and Imlay, 2013), albeit under different names, i.e., Oxe and Roo, respectively. In B. thetaiotaomicron, the deletion of the roo gene strongly reduces oxygen scavenging capability (Lu and Imlay, 2017), suggesting that also B. fragilis FprA acts as an oxygen reducing enzyme. As such, it has the same function as cytochrome ubiquinol oxidase, also commonly termed cytochrome bd oxidase (Baughn and Malamy, 2004). The latter, however, is membrane-localized and harnesses electrons from the quinone pool, whereas flavodiiron proteins are cytoplasmic and derive electrons from reductants such as rubredoxin (Martins et al., 2019). Ultimately, both oxygen scavenging enzymes depend on NAD(P)H oxidation and have similar turnovers. In a previous study, we found that oxygen scavenging capacity in 638R nimA is slightly but significantly enhanced as compared to 638R (see Supplementary Figure 1 in Paunkov et al., 2022b) which is in accordance with the higher levels of FprA in the former (Table 2). We asked how oxygen scavenging rates would develop in the course of development of metronidazole resistance and measured oxygen scavenging rates in 638RR and 638R nimAR. These proved to be approximately halved in both strains and were not significantly different from each other (Table 5). At least for 638R nimAR, this result suggests that either less reductant, i.e., NADH or NADPH, is available for oxygen scavenging or that cytochrome ubiquinol oxidase is less active. An impairment of FprA-mediated oxygen scavenging can be ruled out because the FprA expression level is equal to that in 638R nimA and good supply with iron is indicated by the retention of high PFOR activity (Paunkov et al., 2022a). In the case of 638RR, the data do not allow a firm conclusion to be drawn because low intracellular iron levels brought about by reduced import of hemin, and therefore also of iron, can negatively affect both, FprA and cytochrome ubiquinol oxidase. It is important to note, however, that oxygen scavenging is totally abrogated when growth media are not supplemented with hemin (Paunkov et al., 2022b). Thus, oxygen scavenging is specifically retained in 638RR, albeit at a slower rate, whereas other enzyme activities such as PFOR are also lost as in hemin-deprived 638R (Paunkov et al., 2022a).



TABLE 5 Oxygen scavenging rates in Bacteroides fragilis strains.
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3.4. Metronidazole resistance can be widely abrogated in highly metronidazole-resistant 638R through addition of high concentrations of iron

Based on the results of the proteomic analysis of 638RR, we argued that metronidazole resistance could be caused by three different strategies: (1) inactivation of enzymes which depend on iron and/or heme for the reduction of metronidazole by depleting intracellular iron pools; (2) upregulation of RND transporters which pump metronidazole out of the cell; and (3) overexpression of ribosomal proteins and other proteins involved in protein synthesis which increases the tolerance to metronidazole by enabling the quick replacement of proteins damaged by reactive metronidazole intermediates (Leitsch, 2019). In order to assess the relative contribution of these three potential strategies, we exposed 638RR to an iron source alternative to hemin, i.e., 100 μM ferrous iron sulfate, for one subculture in order to replenish the cells with iron. Ferrous iron sulfate had been described before to abrogate metronidazole resistance in a feoAB mutant (Veeranagouda et al., 2014) which is defective in importing ferrous iron released from heme (Rocha et al., 2019). After exposure to ferrous iron sulfate for one subculture, MICs to metronidazole were determined by Etest, likewise on plates with added 100 μM ferrous sulfate. Importantly, 638RR did not show any inhibition by metronidazole according to Etest when plates were not supplemented with ferrous iron (Figure 3). However, when grown with ferrous iron sulfate, 638RR displayed an MIC of 4 μg mL−1 (Figure 3A). This result indicates that the depletion of intracellular iron levels is the major strategy to achieve high-level metronidazole resistance in 638R and that other changes observed in the proteome of 638RR confer protection against metronidazole to a smaller degree only. In contrast, the addition of 100 μM ferrous iron sulfate did only slightly if at all reduce the level of resistance in 638R nimAR (Figure 3B). Further, the addition of ferrous iron sulfate had practically no effect on the susceptibility to metronidazole in 638R (Figure 3A). In 638R nimA, the addition of 100 μM ferrous iron even enhanced protection against metronidazole (Figure 3B) about twofold.
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FIGURE 3
 Susceptibilities of (A) 638R and 638RR, and (B) 638R nimA and 638R nimAR as determined by Etest, either with or without supplementation of 100 μM ferrous iron sulfate. Due to the fainter appearance of 638RR as compared to 638R, the point of intersection with the Etest strip is indicated by a black arrow.





4. Discussion

Metronidazole resistance is a complex phenomenon in most anaerobes (reviewed in Leitsch, 2019), which is also underscored by the numerous changes in the proteome of B. fragilis 638RR in this study. Our data suggest that the impairment of hemin import, and therefore also of iron import in general, is mainly responsible for the development of metronidazole resistance in vitro in the absence of the nimA gene. Although a large subset of proteins is differentially expressed in 638RR, supplementation with high concentrations of ferrous iron widely abrogates metronidazole resistance. This result mirrors observations by others (Veeranagouda et al., 2014) that metronidazole resistance as caused by impeded iron uptake via heme can be widely abolished through the addition of ferrous iron. The low-level protection against metronidazole remaining after the addition of ferrous iron as seen herein might be due to other changes such as the upregulation of RND transporters and of ribosomal proteins.

The depletion of heme and iron has severe consequences for the activities of iron and heme-dependent enzymes which, consequently, cannot be equipped anymore with functional cofactors. We assume that the enzymes involved in energy metabolism which were found upregulated in this study, e.g., fumarate reductase or NADH:ubiquinone reductase are upregulated in the—probably futile—attempt to compensate for the loss of activity of iron and heme-dependent enzymes. This response, however, is not stereotypical because PFOR expression was not found altered in 638RR although PFOR activity is lost early during the development of resistance (Narikawa et al., 1991; Paunkov et al., 2022a). Moreover, PFOR levels are also unaltered in 638R nimA although this strain displays a more than twofold higher PFOR activity as compared to 638R (Paunkov et al., 2022a). These observations indicate that gene expression studies alone are insufficient to resolve the mechanism behind metronidazole resistance. However, when combining the findings of our present study, of our previous study (Paunkov et al., 2022a), and of earlier studies on the effect of heme deprivation on metabolic end products in B. fragilis (Macy et al., 1975; Chen and Wolin, 1981), a scenario of the energy metabolism in 638RR can be proposed (Figure 4). Three major end metabolites of the B. fragilis metabolism (Frantz and McCallum, 1979) are likely to be formed at much lower quantities or not at all: acetate, succinate, and propionate. Acetate is formed from acetyl-CoA, previously generated by PFOR and pyruvate formate-lyase (PFL), but PFOR is inactive due to the lack of iron–sulfur clusters which function as prosthetic groups, and PFL is downregulated approximately 11-fold (Table 4). Succinate is normally formed from fumarate by fumarate reductase and partly further processed to propionate, but fumarate reductase is dependent on the heme cofactor which is in short supply due to impaired heme import, resulting in strongly diminished activity (Paunkov et al., 2022a). Thus, the only major fermentative options remaining for the quantitative restoration of NAD+ are the reduction of pyruvate to lactate by lactate dehydrogenase (LDH) and the reduction of oxaloacetate to malate by malate dehydrogenase (MDH), resulting in far less ATP generated per mol of glucose (Figure 4). This is consistent with the impaired growth observed in 638RR (Paunkov et al., 2022a), indicating that these changes come at a very high cost and are probably only tolerable under the optimal growth conditions of in vitro cell culture. In return, the decreased activities of iron-dependent enzymes or factors can be expected to confer resistance to metronidazole, arguably by slowing down metronidazole reduction, i.e., activation.
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FIGURE 4
 Hypothetical scheme of the interdependence of Bacteroides fragilis metabolism, induced metronidazole resistance, and of NimA-mediated protection from metronidazole, respectively. The main metabolic end products are indicated in red, the enzymes involved in blue, ATP in green, and NADH in brown. In the left panel (i) the pathways in B. fragilis leading to the formation of the metabolic end products (Frantz and McCallum, 1979) are depicted. Glucose is broken down to phosphoenolpyruvate (PEP) which can be either converted to oxaloacetate by phosphoenolpyruvate carboxykinase (PEPCK) or to pyruvate by pyruvate kinase (PK). Oxaloacetate is reduced to malate by malate dehydrogenase (MDH). Fumarate hydratase (FH), alternatively termed fumarase, dehydrates malate to fumarate which is then converted by fumarate reductase (FR) to succinate. Finally, succinate is converted to propionate by as yet unknown enzymes. The conversion of fumarate to succinate depends on an electron chain (indicated by e− and a wavy arrow) which might be involved in metronidazole reduction (Mtz to Mtz−). Importantly, also cytochrome ubiquinol oxidase depends on this electron chain. Pyruvate is converted to acetyl-CoA by pyruvate:ferredoxin oxidoreductase (PFOR) and/or pyruvate formate-lyase (PFL). Ultimately, acetyl-CoA is converted to acetate by phosphotransacetylase (PTA) and acetate kinase (AK). Alternatively, pyruvate can be reduced to lactate by lactate dehydrogenase (LDH). Lactate, however, is not a major end product under normal conditions. In the middle panel (ii) the altered metabolism of 638RR is shown. Due to the lack of iron and/or heme, PFOR and FR are not functional. Further, PFL is strongly downregulated. Consequently, NAD+ must be recycled through the reduction of pyruvate and oxaloacetate, rendering lactate and malate the major metabolic end products. Pathways for the reduction of metronidazole are shut-down. The loss of cytochrome ubiquinol oxidase activity is compensated by upregulation of FprA. The presumptive metabolism of 638R nimA is shown in the right panel (iii). The formation of acetate is up due to increased activity of PFOR (indicated by enlarged letters). This is might be necessitated by a hypothetical interference of NimA (orange) with the electron chain which involved in the formation of succinate and could also lead to less metronidazole being reduced (inhibited pathway shown in gray). Importantly, this would also lead to a decreased activity of cytochrome ubiquinol oxidase, necessitating a compensatory upregulation of FprA. Finally, in order to ensure efficient regeneration of NAD+, more lactate could be formed in order to compensate for the decreased formation of succinate. Also malate might accumulate when formation of succinate is down.


In 638R nimA, only five changes in the proteome were consistently observed as compared to 638R, one of them being the upregulation of flavodiiron protein FprA. Interestingly, the higher expression of FprA is a trait shared with 638RR, although it cannot be ruled out at present that in the latter this change is an attempt to compensate for low iron levels and does not lead to more actual FprA activity. Further, the induction of high-level resistance resulted in fewer changes in 638R nimA than in 638R and the significance of these changes is presently unclear. For financial reasons, the comparative analysis of 638R nimA and its resistant daughter strain was not repeated so it cannot be ruled out that many of the changes found would prove irreproducible in a second analysis, as was the case after repeating the analysis of 638R nimA vs. 638R. Still, the comparable paucity of changes in 638R nimAR as compared to 638RR (41 vs. 237) could be interpreted as compatible with the notion of Nim proteins acting as nitroreductases in the sense that direct detoxification of metronidazole by Nim would render extensive changes in protein expression unnecessary for survival. However, Nim levels are not further enhanced after induction of high-level resistance as has been repeatedly shown (Leitsch et al., 2014; Paunkov et al., 2022a; this study). This is hard to reconcile with a potential role of Nim proteins as nitroreductases which implies that more drug requires more enzyme to be metabolized. Further, said role would also not explain elevated PFOR activity as observed in 638R nimA and 638R nimE (Paunkov et al., 2022a). A clue to the solution of this conundrum might be the function of FprA. In Bacteroides, oxygen is reduced to water by cytochrome ubiquinol oxidase (Baughn and Malamy, 2004) and by FprA (Lu and Imlay, 2017). However, cytochrome ubiquinol oxidase is a heme-dependent enzyme and its function must be compromised in 638RR which imports little to no hemin. A direct interaction of FprA with metronidazole is rather unlikely because overexpression of fprA in 638R did not confer any resistance to metronidazole, but upregulation of FprA might well be a strategy to compensate for impaired cytochrome ubiquinol oxidase activity. A potential interdependence of FprA overexpression and NimA is not obvious. However, the increased PFOR activity in 638R nimA (Paunkov et al., 2022a) indicates that metabolic flux might be redirected from succinate formation by fumarate reductase to acetate formation by the PFOR pathway (Figure 4). Fumarate reductase and cytochrome ubiquinol oxidase depend on electrons fueled into a quinone-based electron transport chain through the oxidation of NADH by NADH:ubiquinone reductase and NADH dehydrogenase (Ito et al., 2020). Any interference with this process would result in less reducing power being available for the formation of succinate by fumarate reductase and for the reduction of oxygen by cytochrome ubiquinol oxidase. An inhibition of cytochrome ubiquinol oxidase function, in turn, might necessitate the upregulation of FprA expression to ensure efficient oxygen scavenging. Importantly, this proposed interference might also have implications for metronidazole reduction. It is conceivable that leakage of electrons along the electron transport chain could lead to the formation of toxic metronidazole intermediates, and that less metronidazole would be reduced via this route if the flux of electrons was restricted. This might give other routes of reduction enough time to act, eventually resulting in the formation of less toxic products such as the corresponding aminoimidazole (Carlier et al., 1997). It is presently unclear how NimA could achieve this proposed interference mechanistically, but a metabolomic study targeting the metabolic end products in 638R with and without the nimA gene should provide an answer if our proposed model does indeed apply. If it applied, then 638R nimA should produce more acetate and malate and less succinate and propionate than 638R. This shift could even be more pronounced in 638R nimAR. Thus, further studies should focus on the concentrations of metabolic end products and of cofactors such as NAD+/NADH, NADP+/NADPH, FAD, FMN and quinones, in order to obtain a more complete picture of the effect of nimA or other nim genes on B. fragilis physiology. This would be a timely undertaking because metronidazole resistance in Bacteroides spp. is increasingly becoming a problem in clinical settings in certain countries (Vieira et al., 2006; Yehya et al., 2014; Sheikh et al., 2015).
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Diarrhea is the second leading cause of death mainly effecting young children. Often it is the result of fecal-oral pathogen transmission. We aimed to investigate whether monitoring the prevalence of Gram-negative bacteria on the hands of asymptomatic children is suitable as an indicator of fecal contamination of the environment in their playground. We compared the prevalence of Gram-negative bacteria on the hands of children, who live in the German city of Göttingen, an urban area in a high-income country, with the situation in Medan as an urban area and Siberut as a rural area both in the middle-income country Indonesia. A total of 511 children at the age of 3 months to 14 years were asked to put their thumb print on MacConkey agar, which was used to screen for the presence of Gram-negative bacteria. These were subsequently identified by using MALD-TOF mass spectrometry and classified into the order Enterobacterales, Pseudomonadales, and others. The highest burden of hand contamination was found in children from rural Siberut (66.7%) followed by children from urban Medan (53.9%), and from urban Göttingen (40.6%). In all three study sites, hand contamination was lower in the youngest (<1 year) and oldest age groups (10–14 years) and highest in the age group 5–9 years. Bacteria of the order Enterobacterales possibly indicating fecal contamination were most prevalent in Siberut (85.1%) followed by Medan (62.9%) and Göttingen (21.5%). Most facultative and obligate gastrointestinal pathogens such as Escherichia coli (n = 2) and Providencia rettgeri (n = 7), both being members of the order Enterobacterales, as well as Aeromonas caviae (n = 5), and Vibrio cholerae (n = 1) both belonging to other orders were nearly exclusively identified on the hands of children in Siberut. This result was not surprising, because hygienic conditions were lowest in Siberut. Only one isolate of A. caviae was found in Medan, and no facultative gastrointestinal pathogen was identified on the hands of children from Göttingen. Our pilot study therefore indicates that investigating hands of children for the prevalence of Gram-negative bacteria using selective media are a helpful method to monitor hygienic conditions, and thereby assess the risk for diarrhea-causing bacterial pathogens in the environment.
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Introduction

The World Health Organization (WHO) noted that diarrhea is the second leading cause of death, affecting more than 800,000 people each year (Liu et al., 2012). Although diarrhea can have many causes, the most common causes are food poisoning or, more generally, ingestion of bacterial gastrointestinal pathogens that contaminate food or drinking water. Human or animal feces or waste containing such pathogens might contaminate water. Polluted water used for soil irrigation and fisheries also can contain gastrointestinal bacterial pathogens (Prüss-Ustün et al., 2017). In addition, several viruses and parasites, food intolerances or intoxications as well as vegetative symptoms such as anxiety, drugs, irritability triggered by antibiotics or laxatives are among factors that may lead to diarrhea.

The fecal-oral route for which fecal contamination of hands often is an important pre-requisite mostly transmits pathogens causing diarrhea. A recent review reported that hands are more likely contaminated in low/lower-middle-income countries (Cantrell et al., 2023). Fecal indicator bacteria concentrations have been shown to be associated with adverse health outcomes in young children (Goddard et al., 2020). Indeed, children under the age of five are prone to diarrhea, especially in low-income countries (Cantrell et al., 2023). It is therefore particularly important for this age group to have a clean home and environment. Child feces management is complex but may have an impact on the levels of fecal bacteria in children’s household environments (Bauza et al., 2020). Good hygiene practices outside the home, such as at work, following hygiene-promoting behavior, such as washing hands regularly with soap and clean water, and drinking clean, filtered water to prevent the spread of fecal pathogens are important rules for all households (Badowski et al., 2011).

The vast majority of bacteria transiently colonizing human skin are Gram-positive and – with the exception of enterotoxin-producing Staphylococcus aureus or Bacillus cereus – they rarely cause diarrhea (Lambers et al., 2006). In contrast, several Gram-negative bacterial species are well-known gastrointestinal pathogens, such as members of the order Enterobacterales (e.g., Salmonella spp., Escherichia coli, Shigella spp., and Yersinia spp.) and other Gram-negative bacteria, such as, e.g., Vibrio cholerae or Aeromonas caviae. Infection with these bacteria often results in diarrhea. In addition to diarrhea, a negative correlation between E. coli in play spaces and on hands of children with development outcome scores has been demonstrated (George et al., 2022). As expected, higher levels of hand contamination with E. coli were found among mobile and less among very young and immobile children (Parvez et al., 2019). Likewise, toddlers who are more active and crawl on the floor a lot show a more exploratory behavior, so they end up putting most of the things they find in their mouths, such as soil or even feces (Ngure et al., 2013).

Since children are very often affected by diarrhea, we aimed to investigate the prevalence of Gram-negative bacteria on the hands of children in different geographic regions to prove the following two main hypotheses. First, Gram-negative bacteria from fecal contaminations of the environment are more common in rural areas with low hygiene conditions than in urban areas with conditions of better hygiene (Shakoor et al., 2012; Cantrell et al., 2023). Second, the prevalence of these bacteria on the hands of children differs based on age-dependent activities, such as play and sport, to help draw conclusions about the risks of developing diarrhea in these children.

In order to investigate the relationship between different environments and different educational and hygienic standards on bacterial contamination of hands, we investigated the situation in the German city of Göttingen and two Indonesian regions, the city of Medan and the island Siberut. Göttingen and Medan represent urban areas, while Siberut is a rural area. On one hand, we selected Göttingen and Medan as urban areas because of their higher population density, middle/upper class social structure and little agricultural activity. On the other hand, Siberut as an isolated island whose population subsists on agricultural activity and whose infrastructure is not so well developed represents all the characteristics of a rural area. In addition, child feces management practices may be different between the study sites.



Materials and methods


Study design and patients

The Ethical Committees of the University of North Sumatra (No. 229/KOMET/FK USU/2011), the Health Department of North Sumatra (No. 440.800/2040IX/2011), and the University Medical Center Göttingen (No. 29/3/11) approved this prospective, descriptive group-related multi-center study which differentiated according to gender and age. Sampling at the three study sites was performed from April to October 2011 from children who were met either at home, in the kindergarten, or at school, respectively. Since the first author was born in Indonesia, she easily explained the aim and design of the study to the parents and their children. The parents were of sound mind to give informed consent in accordance with the Declaration of Helsinki. The children up to 14 years of age were assigned to the following groups: I (children under 1 year), II (between 1 and 4 years), III (between 5 and 9 years), and IV (between 10 and 14 years). This classification was based on the assumption that children under the age of 1 are still under the control of their mothers/parents, while between the ages of 1 and 4 years a period begins when children begin to walk and explore their surroundings more closely. Children between the ages of 5 and 9 are then in a phase where they are increasingly mastering formal thought processes, and finally children between the ages of 10 and 14 begin to experience health and environmental socialization with increasing awareness. In this study, we have postulated that the bacterial flora on the children’s hands differs based on age-dependent activities and allows the assessment of risks for causing diarrheal diseases in children. Since no comparable studies have been described before this study has been performed, and since this study was intended as a pilot study, we were unable to execute a valid sample size calculation. Instead, we decided to investigate at least 500 children. However, we judge this sample size as adequate for investigating hand contamination of children, because similar studies that were performed later included sample sizes of 169–468 children (Otsuka et al., 2019; Pasaribu et al., 2019; Vishwanath et al., 2019).



Situation analysis of the three study sites

Göttingen is well known for its old university (founded in 1734) and is located approximately in the middle of Germany. In 2011, the census recorded 116,052 residents with a density of 992 people per km2 (source: State Office for Statistics Lower Saxony). The mild climate with yearly mean temperature of 8.4°C is continental with moderate humidity and yearly mean precipitation of 628 mm. The German health system, various forms of support for families with children, unemployment benefits and the pension system guarantee a high standard of living and health. The income of most people is based on their employment. Access to and usage of sanitation facilities such as toilets for child feces management are common and defecation in open places is a very rare event. Sufficient sewage treatment plants as well as controlled clean water are present (Table 1). In most cases, mothers care for their children under the age of one. Childminders or similar facilities often paid by the parents eventually supervise children up to 3 years. With the age of three, children usually attend state-subsidized day care centers. At the age of six, they enter free primary education. For leisure, the children spend their time playing games out- and inside and rest at home. The elementary school consists of four school years. Depending on their performance, students can subsequently choose between three different forms of schooling guaranteed by the governments of the federal states for up to nine additional years.


TABLE 1    Characteristics of typical households in the study areas.
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We selected two sites in Indonesia to capture both a densely populated urban area and an underdeveloped rural area in a middle-income country. Medan is the capital of North Sumatra province on the Indonesian island of Sumatra and covers 2,651 km2 with a population of 2,117,224 people (2011 census) at a population density of 7,986 per km2 (source: Badan Pusat Statistik Provinsi Sumatera Utara). Its tropical rainforest climate without a significant dry period has a yearly mean precipitation of 2,263 mm and an average temperature of 27°C. The city of Medan has a variety of neighborhoods that are dominated by different ethnic groups, such as by Deli, Malay, Batak, Javanese, Minang, Acehnese, Chinese, Indians, and other immigrant ethnic groups. There is a popular state university (University of Sumatera Utara, founded in 1956). Medan is also known for its culinary tradition. Several large rivers flow through the city and flow into the Straits of Malacca; one of which is the river Deli. Nearly 40 municipal health centers and 41 sub-centers (3–4 so-called puskesmas per district) support the healthcare system. These puskesmas are still the most common frequented health centers of the city. More than 1,405 additional smaller centers are responsible for basic medical services such as immunization, prevention/preventive measures against malnutrition in children, pregnancy assistance, family planning, and a variety of measures for the education and information of the population in the area of health. Medan also has a so-called type B hospital with free referral-based medical services specifically for the poorer population (the Pirngadi Hospital). Childcare takes place exclusively in the families: mothers and other family members nearly always take care for babies under the age of 1 year. Subsequently, most 4–6 years-olds visit facilities for early childhood education and development (ECD). From age 7–14, the children should then complete their primary and secondary education. Most children have access to toilets or use these regularly (Table 1).

The second Indonesian study site was the village of Policoman in the north of Siberut Island. This island belongs to the island world of Mentawai and is located in the Indian Ocean West of the Indonesian island of Sumatra. An overview map of the Indonesian study sites is shown in Figure 1. The total area of Mentawai covers 6,011 km2 with a population of 77,078 (2011 census) and a population density of 13 people per km2 (source: Badan Pusat Statistik Kabupaten Kepulauan Mentawai). The capital is Tua Pejat (in Sipora District). Siberut Island has a tropical rainforest climate with an average annual temperature of 29°C and 5,950 mm of precipitation. It has been declared as biosphere reserve by the UNESCO since 1981. As a region without industrialization, there is no modern infrastructure, factories or other industrial activities, and people live there in a simple, nature-centered way of life. Most people belong to the Sakuddei tribe and live in so-called uma (longhouses). In the center of the island, people grow rice for their personal use. Goods needed for consumption are bought once a week from Padang, the capital of West Sumatra. Mentawai has one hospital and seven community health centers. One of the centers with inpatient treatment options is located in Muara Sikabaluan and is in charge of the 7,774 residents of the North of Siberut island (source: Pusat Data dan Informasi Kesehatan Kabupaten Kepulauan Mentawai Provinsi Sumatera Barat). The village of Policoman in the north of Siberut Island consists of 106 families with typically two to six children per family. The government takes care of the health education of the local population through monthly activities. The island of Siberut can only be reached from the city of Padang by ferries that run once a week with an approximate driving time of 10 h. From the ferry terminal, it takes another two and a half hours by speedboat to reach Policoman. The diet and lifestyle of the population there is generally on established agriculture. Usually coconut and cocoa trees are planted on commercial fields far from the farmers’ homes that can only be reached by boat, which takes about half an hour. On the other hand, the fields that are used for their own needs are closer to the settlement and produce cassava (manioc) and bananas. Pig farming is another source of income for residents to purchase the goods and services (primarily schooling) they need on a daily basis. Additional sources of nutrition are protein-yielding fishing and keeping chickens, which are found in almost all families. In addition, dried cocoa beans for sale in Padang are another source of income for the villagers. A constant supply of electricity is not guaranteed. Therefore, about five families always share one private power generator. For cooking, they collect firewood from the area around the farm. Fresh water is hard to come by because the village lies along the swampy coast. The groundwater is not clear, but rather brownish, reddish or even black with a slightly sour taste. For cooking, water is drawn from wells, which is filtered using smaller boulders and sand. Unfiltered water from the wells is also used for personal hygiene (bathing and showering) as well as for washing dishes and laundry. Although toilets exist that, however, are used by more than one family, open defecation or throwing child feces into an open field is common (Table 1). The village of Policoman has a kindergarten for young children and an elementary school. After school, children usually play outdoors (Figure 2). The younger children aged around four to six usually follow the older ones. Children over the age of seven engage in local games such as tag, climb coconut trees, archery, and frolic in the swampy coastal area, often swimming in the river. After lunch and school, the older children (over 12 years old) help their parents with the work in the fields. In the kindergarten, most of the children do not wear shoes. Parents’ knowledge of sanitary necessities is still low. In elementary schools, wearing shoes was ordered by the government. There are three shops in the area that sell groceries (including packaged groceries). On school days, during breaks, some small retailers offer snacks and drinks on or in front of the school premises. What exactly is offered there is not controlled by local authorities. After school, the students usually romp around outside and practice climbing and canoeing, for example.
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FIGURE 1
Overview of the location of the two Indonesian study sites.
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FIGURE 2
Barefoot children play in the mud. A typical longhouse of Policoman (island of Siberut) is seen in the background.




Laboratory methods

The aim and procedures of the study were explained to the parents and children. Upon parental consent, each child slightly pressed a thumb on a MacConkey agar plate (bioMérieux, Nürtingen, Germany) without having washed the hand before. The agar plates were then immediately sealed and stored in a portable cooler. Subsequently, the samples were taken to the local laboratory to be incubated for 48 h at 37°C. Up to five microbial colonies growing on MacConkey agar were recultured on Columbia blood agar (bioMérieux, Nürtingen, Germany) for additional 24 h at 37°C for increasing bacterial biomass under high-nutrient conditions. Using a swab, the recultured colonies were then placed in an agar gel transport system (Oxoid, Basingstoke, UK) for later identification. Time for transportation was not critical because we increased bacterial biomass before and focused on Gram-negative environmentally stable bacteria. In addition, we had tested long-time viability of putative Gram-negative contaminants before starting this study. Subsequently, the bacteria were identified in the laboratories of the Institute of Medical Microbiology and Virology in Göttingen/Germany using MALDI-TOF mass spectrometry (MALDI Biotyper database V10.0, Bruker Daltonics, Bremen, Germany) as described (Noll et al., 2020).



Statistical analysis

Data were entered in two-way frequency tables and visualized by frequency interaction plots using Statistica version 13.5 (TIBCO Software Inc., Palo Alto, USA). Relationship between variables were analyzed by univariate Pearson Chi-square test. p-Values of less than 0.05 were considered statistically significant. To account for multiple significance tests on the same data set, p-values were Bonferroni-adjusted (padj.).




Results

In this prospective pilot study, Gram-negative bacteria contaminating the hands of 511 children were determined. From Göttingen, 160 children were examined, 180 children from Medan, and 171 children from the Island of Siberut, subdivided according to age and sex as shown in Table 2.


TABLE 2    Number of participating children (M, male; F, female).
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Bacterial classification

Gram-negative bacteria found on the hands of children were classified into the order Enterobacterales, Pseudomonadales, and other Gram-negative bacteria. The order Enterobacterales consisted mainly of bacteria belonging to the families Enterobacteriaceae (n = 104), Morganellaceae (n = 35), Yersiniaceae (n = 18), and Erwiniaceae (n = 15), whereas the order Pseudomonadales were mainly composed of bacteria belonging to the families Pseudomonadaceae (n = 174) and Moraxellaceae (n = 55). The group of other Gram-negative bacteria was very heterogeneous and consisted mainly of Stenotrophomonas spp. (n = 11), Comamonas spp. (n = 9), Aeromonas spp. (n = 6), and several other species including Vibrio cholerae.



Prevalence of Gram-negative bacteria that contaminate the hands of children

Overall, significant differences for hand contamination were identified between the three study sites and between the age groups (Table 3). No differences in hand contaminations were identified between female and male children. The highest burden of hand contamination with Gram-negative bacteria was found in children from rural Siberut followed by children from urban Medan and then from Göttingen. Chi-square tests indicated statistically different hand contaminations among children from Göttingen and Siberut (padj. < 0.0001), Göttingen and Medan (padj. = 0.0436), and also among children from Medan and Siberut (padj. = 0.0436). Thus, hand contamination with Gram-negative bacteria differed between children from rural Siberut and both urban study sites, reflecting the low standard of hygiene in rural Siberut. However, it also suggested differences in the hygienic conditions between the urban study sites in Indonesia and Germany. In all three study sites, hand contamination was lower in the youngest (<1 year) and highest in the age group 5–9 years with significant differences between the study sites in the oldest age group 10–14 years (Figure 3). In Göttingen, Gram-negative bacteria were found on the hands of 65 children out of 160 examined (40.6%; Table 3). Most affected children were in the age group 5–9 years of age (Figure 3). In comparison, in the urban Indonesian region of Medan, Gram-negative bacterial isolates were identified on the hands of 97 out of 180 examined children (53.9%; Table 3). Like in Göttingen, most affected children were in the age group 5–9 years, but also in the age group 1–4 years (Figure 3). In contrast, in the rural region of Siberut, Gram-negative bacteria were found on the hands of 114 out of 171 children (66.7%). With 70.0%, the highest burden of hand contamination was also identified in 5–9 years old children from Siberut (Figure 3).


TABLE 3    Association between hand contamination and sociodemographic factors.
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FIGURE 3
Age-related contamination of children’s hands with Gram-negative bacteria in the three study regions. Data were analyzed by Chi-square test, with Bonferroni-adjustment of p-values (ns, not significant).


We also compared hand contamination with certain age groups across the different study sites. Gram-negative bacteria were found on the hands of 16.7% of the children under the age of 1 year in Göttingen (Figure 3 and Supplementary Table 1). In contrast, the hands of nearly every second infant from Medan (45%) and from Siberut (50%) showed contamination with Gram-negative bacteria. This indicates that the child-related hygiene at this age is still too low in both Indonesian study sites. In children aged 1–9 years, there was no major difference between Göttingen, Medan, and Siberut with regard to the detection of Gram-negative bacteria (Figure 3). In contrast, when looking to schoolchildren between the ages of 10 and 14 years, Gram-negative bacteria were found in the minority of children in Göttingen (25.8%) as well as in Medan (32.5%), but in the majority of children from Siberut (67.5%; padj. = 0.0019; Figure 3).



Classification of bacteria

Gram-negative bacteria were found on the hands of 65 children (40.6%) from Göttingen (Table 3). Bacteria of the order Pseudomonadales predominated with 57 isolates (87.7% of hand-contaminated children identified in Göttingen; Table 4) consisting of 13 different Pseudomonas species, three different Acinetobacter species, and two different Moraxella species. Most prevalent was Pseudomonas putida. The order Enterobacterales followed with 14 isolates (21.5% of hand-contaminated children from Göttingen; Table 4) consisting of Enterobacter cloacae complex, Pantoea agglomerans and two different Serratia species. In fact, with 10 isolates, P. agglomerans was most prevalent in Göttingen. Other bacteria (n = 10, 15.4%; Table 4) were composed of a mixture of seven different bacterial species that usually are not associated with gastrointestinal infections.


TABLE 4    Association between hand-contaminating bacterial isolates and sociodemographic factors.
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In Medan, Gram-negative bacteria were identified on the hands of 97 children (53.9%; Table 3). Like in Göttingen, most prevalent was the order Pseudomonadales with 81 isolates (83.5% of hand-contaminated children from Medan; Table 4) and four different Acinetobacter species. From the three different Pseudomonas species identified, Pseudomonas stutzeri was most prevalent with 64 isolates. In contrast to Göttingen, much more bacteria from the order Enterobacterales were present on the hands of children from Medan (61 isolates, 62.9%; Table 4); most prevalent were bacteria belonging to the E. cloacae complex (n = 33). The other bacteria (n = 12, 12.4%) consisted of six different species including one case with Aeromonas caviae.

The situation was significantly different in the rural study site, the Island of Siberut. Here, two third of the examined children (n = 114, 66.7%; Table 3) presented with hand contaminations caused by Gram-negative bacteria. In contrast to the two urban study sites, it was the order Enterobacterales that was predominately found on the hands of children from Siberut (n = 97, 85.1% of all hand-contaminated children identified in Siberut; Table 4). However, like in Medan, with 37 isolates, E. cloacae complex was most dominant. We also identified seven isolates of Providencia rettgeri, four of them in the age group 10–14 years. In addition, E. coli could be found on the hands of two children, each in the age group 5–9 years. Since further typing was not performed, it remains unclear whether these bacteria belonged to a specific pathovar (e.g., EHEC, EPEC, or ETEC). Furthermore, 91 isolates (79.8% of hand-contaminated children from Siberut) of the order Pseudomonadales and seven different Acinetobacter spp. were found. Like in Medan, P. stutzeri was most prevalent with 43 isolates. In contrast to the two urban study sites, with 45 isolates (39.5%; Table 4), much more other Gram-negative bacteria were contaminating the hands of children, who live on the island of Siberut. Among those bacteria, Myroides odoratimimus (n = 9), Stenotrophomonas spp. (n = 7), and A. caviae (n = 5) were most prevalent.

For the prevalence of Enterobacterales, significant differences were calculated between Siberut and Göttingen (padj. < 0.0001), between Medan and Göttingen (padj. < 0.0001) but also between the two Indonesian study sites Siberut and Medan (padj. = 0.0006). Most prevalent within the order Enterobacterales was E. cloacae complex in Siberut (15.9%) as well as in Medan (21.4%). In contrast, in Göttingen the most prevalent species within this order was P. agglomerans (12.3%). With 45 isolates from 52 hand-contaminated children (86.5%) and 6 out of 7 positive children (85.7%), most contaminations with Enterobacterales have been found in 1–4 years old children from Siberut and in children under the age of 1 from Siberut, respectively (Supplementary Table 1). No significant differences between the three study sites were found for Pseudomonadales (Table 4, p = 0.3978), whereas other Gram-negative bacteria were significantly more often identified on the hands of children from Siberut in comparison to those from Göttingen (padj. = 0.0023) but also in comparison to the children from Medan (padj. < 0.0001). For Pseudomonadales and other Gram-negative bacteria, the highest burden of contamination were present in the age groups of 5–9 and 10–14 years old children from Siberut, respectively (Supplementary Table 1). Nevertheless, three 1-year-old children from Siberut presented themselves with A. caviae. This facultative gastrointestinal pathogen was also identified in a 3-years-old and a 6-years-old child from Siberut and in one child from the age group 1–4 years from Medan, respectively. In addition, other putative diarrhea-causing bacteria were also identified on the hands of children in Siberut; with seven isolates P. rettgeri was most prevalent. In addition, two isolates of E. coli, and one isolate of V. cholerae were found on the hands of 5-years-old children from Siberut. Since this was a pilot study, no further subtyping of bacterial isolates had been carried out.

In Siberut, 57.9% of bacteria-positive children had an average of two different Gram-negative bacterial species on their hands. In contrast, both the rate of affected children and the mean number of different bacterial species were lower in Medan and in Göttingen (p < 0.0001; Table 5). Furthermore, mixed bacterial populations also differed between different age groups (p = 0.0144; Table 5) with highest detection rates in children between 1 and 4 years.


TABLE 5    Prevalence of hand-contaminating mixed bacterial populations and their association with sociodemographic factors.
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Discussion

This study aimed in proving the hypotheses that Gram-negative bacteria from fecal contaminations of the environment are more common on the hands of children who live in rural areas with low hygiene conditions than in urban areas with conditions of better hygiene and that the prevalence of these bacteria on their hands differs based on age-dependent activities. For this, we investigated the hands of 511 children aged up to 14 years who either live in the German city of Göttingen, the Indonesian city of Medan, and the rural Indonesian island of Siberut for the presence of Gram-negative bacteria. Indeed, we found the highest burden of hand contamination in children from rural Siberut followed by children from urban Medan and from urban Göttingen. In all three study sites, hand contamination was lower in the youngest (<1 year) and oldest age groups (10–14 years) and highest in the age group 5–9 years. Enterobacterales possibly indicating fecal contamination were most prevalent in Siberut followed by Medan and Göttingen. As expected, we identified most facultative and obligate gastrointestinal pathogens nearly exclusively on the hands of children in Siberut as hygienic conditions were lower there than in the urban study areas.

We were interested to understand, whether unwashed hands of children might serve as vehicles for transmitting pathogens from the environment, especially under low hygienic conditions and different practices of child feces management (Bauza et al., 2020, 2023). When analyzing hands of children in an urban slum of Indonesia, Otsuka et al. (2019) noticed fecal contamination in most children. However, that study focused only on E. coli as an indicator for fecal contamination. In contrast, we included all Gram-negative bacteria as representatives for gastrointestinal pathogens and investigated their prevalence on the hands of children who live in one of three study areas that represent different living and hygiene conditions in Germany and Indonesia in order to identify potential risks for development of diarrhea. Apart from the four most common pathogens (rotavirus, Cryptosporidium, ETEC, and Shigella) Aeromonas, V. cholerae O1, and Campylobacter jejuni were important pathogens causing moderate to severe diarrhea in children (9,439 diarrhea sufferers and 13,129 controls) younger than 5 years of age in several countries in sub-Saharan Africa and South Asia (Kotloff et al., 2013).

Whereas Gram-negative bacteria were present in less than half of the children from Göttingen, every second child from Medan and even two out of three children from Siberut presented themselves with those bacteria. This main result suggests that children may be exposed to higher levels of fecal contamination in the environment in the two Indonesian study sites compared to the German site. The frequency of mixed contamination can also be an indicator of poor hygiene especially in Siberut. Indeed, both the highest rate of affected children and the highest average number of different Gram-negative bacterial species were found in Siberut.

Overall, the data compiled in this study suggest that knowledge, attitudes, and practices around hygiene behavior are one of many factors influencing children’s exposure to fecal bacteria (Mourad et al., 2019). Baker et al. (2011) confirm that the level of education and the degree of hygiene determine the degree of general health in the respective population. In addition, access to und usage of sanitation facilities, such as toilets are important pre-requisites for preventing diarrhea (Bauza et al., 2023). In Göttingen, as in Medan, the percentage of children in the age group 10–14 years with no evidence of Gram-negative bacterial hand contamination was higher than in the age groups 1–4 and 5–9 years. This result may indicate that children in these two urban cities have also been educated on basic hygiene measures and behaviors at school over time and that the children apparently behave quite well when it comes to hand hygiene. The most plausible reason for this seems to be the fact that they attend school and, as pre-adolescents, have already acquired a good understanding of cleanliness and hygiene. In contrast, the situation in Siberut turned out to be significantly worse: the percentage of children of the examined age groups without evidence of a Gram-negative bacterial contamination was only about 30% in the groups of 1–14 years old. This result was most likely due to the living conditions in Siberut; there is a lack of clean (let alone running) water and flush toilets.

The development of cognitive, emotional, and social skills and abilities of children depends on the psychosocial development they experience in their respective socio-cultural environment. Toddlers who are more active and crawl on the floor a lot show a more exploratory behavior, so they end up putting most of the things they find in their mouths. If the environmental conditions are of low hygiene standard developing diarrhea is therefore a constant threat. When they grow up and play outside their home, they have correspondingly more movement possibilities. During this period, especially the children’s imaginations develop in the form of games and they try out many things with increasing independence. Their curiosity about things in their immediate environment grows without them being aware of potential dangers. When children reach preschool age, they usually learn increasingly more (pre-) school activities. They cope with tasks and play in groups with peers. At this stage, children learn basic morals and the gradual control of their own impulsiveness. At about 6 years, the mindset or way of thinking of children is still holistic and quite easy. With progressive development, however, up to the 10th year of life, they learn to think more and more in a logical-analytical way (Mills, 2013).

The abstract and formal way of thinking increases with the age of puberty and becomes accompanied by emotional adjustments and alignments as well as the formation of introspective skills. Pellegrini (1992), who investigated differences in childhood activities outside the home, concluded that pre-adolescent children of younger ages generally prefer to play away from home longer than older pre-adolescent ones. Boys between the ages of 3 and 4 years prefer climbing frames and swings, while girls are much more likely to play in the sandbox (Holmes and Procaccino, 2009). When they start visiting school, a short period of socialization begins of students within their peer group without close parental supervision, and this has influence on their social, emotional and cognitive development (Kirylo et al., 2010). Blatchford et al. (2003) observed that children 7–8 years old use their break times very often for social interactions. Blatchford (1996) describes the changes in patterns in children’s play behavior during the transition from primary school to secondary school. At 11 years of age, interactive games such as soccer dominate the play behavior of boys. A significant change in the behavior of children occurs between 11 and 16 years: children who like to actively participate in games such as football, hunting, and catching in elementary school increasingly start to initiate conversation and contact-seeking and -keeping behavior with friends during and until the end the secondary levels.

The highest number of different Gram-negative bacterial isolates on the hands of children in all study sites (in Siberut also in 10–14-years olds) was found in the age groups 1–4 and 5–9. This result confirms those of Mills (2013), according to which 1–10-years-old children are in a behavioral phase of a more exploratory character: they constantly want to explore and try new things themselves and are very keen on discoveries. This behavior corresponds to their growing abilities of imagination and imagination in play as well as in the development of increasing autonomy and self-control in their motor skills, but also in feeding and excretion.

The large number of different Gram-negative bacteria on the children’s hands made it useful to classify them according to orders: 1. Enterobacterales, 2. Pseudomonadales, and 3. other Gram-negative bacteria. Within this classification, we wanted to determine whether environmentally stable diarrheal pathogens, especially E. coli and other obligate gastrointestinal pathogens such as Salmonella, Shigella, Yersinia, or V. cholerae would be more frequently detectable in tropical regions (Medan and Siberut) than in the non-tropical region (Göttingen).

Four Comamonas aquatica isolates and four Comamonas testosteroni isolates were found on the hands of children in Siberut, but only one C. testosteroni isolate in Medan. Comamonas lives in both aquatic environments, such as sewage sludge, and terrestrial (Liu et al., 2017). Myroides was not reported in either Göttingen or Medan, but nine Myroides isolates were found on hands of children in Siberut. These bacteria can also be found in water-rich areas, e.g., in freshwater fish (Maull et al., 2013). The finding of many species of Comamonas and Myroides in Siberut is apparently due to the behavior of the children: they usually play barefoot on the ground or in the mud and swim and play in the river, catch fish in the sea, paddle a canoe to save things to transport to the settlements, and the like.

Similar to our study, Pasaribu et al. (2019) investigated 468 school children between 6 and 12 years of age in a rural village of North Sumatra for soil-transmitted helminth infection (STH). In that study and similar to the situation in Siberut, playing with soil increased the risk, whereas hand washing habits and latrine usage decreased the risk of STH infection.

Potential diarrhea-causing bacterial pathogens have only been detected in Indonesia. The detection of E. coli in water samples is generally an indicator for fecal contamination. In fact, E. coli was only found on the hands of children in Siberut. Aeromonas are Gram-negative bacteria commonly found in water-rich tropical and subtropical areas (particularly in waters with dead fishes). Through contamination of the water, these bacteria can infect both animal and human intestines, but can also multiply extra-intestinally (Janda and Abbott, 2010; Pessoa et al., 2022). One isolate of A. caviae, which can cause watery diarrhea (Senderovich et al., 2012), was found on the hand of a child from Medan, while five of these isolates were found on hands of children in Siberut. In addition, one isolate of V. cholerae was found on the hand of a child in Siberut, although there was no outbreak of diarrhea in Siberut during the time of this investigation.

Vishwanath et al. (2019) used blood and MacConkey agar to examine the hands of 200 school children aged 7–15 in the rural area of Kelambakkam, India. More than 95% of the children had commensal bacteria such as coagulase-negative staphylococci (CNS) and aerobic spore-formers. Other bacteria isolated were Acinetobacter spp. (36.5%), Pseudomonas spp. (4%), Klebsiella spp. (3.5%), Enterococcus spp. (2%), E. coli (2%), Flavobacterium spp. (1.7%), and Enterobacter spp. (0.75%). Commensal bacteria such as aerobic spore formers and CNS were more frequent in female children (p = 0.32), while Acinetobacter, Pseudomonas, E. coli, and Flavobacterium were found comparatively more frequently in male children (p < 0.05). The most prevalent bacteria detected in India are similar to those of our study, however, the prevalence rates of Pseudomonas are higher in our study sites. Pseudomonas was mainly detected in Göttingen (45.6%) and Medan (47.4%) and less frequently in Siberut (27.5%). These bacteria can occur as opportunistic pathogens typically causing nosocomial infections. Obligate gastrointestinal pathogens such as Salmonella, Shigella, Yersinia, or Campylobacter were neither found in the study of Vishwanath et al. (2019) nor in our study. However, the comparison of the studies indicates that worse hand hygiene is practiced in the Indonesian study sites compared to the Indian study site.

It is estimated that approximately 20% or 51 million people of the Indonesian population defecate in open areas such as fields, bushes, and beaches (Hirai et al., 2016). The government of Indonesia promoted handwashing with soap through its national health care program with the goal of ending the practice of defecation in open spaces in 20,000 villages by 2019 (Hirai et al., 2016). The five pillars of this project include eliminating the practice of open defecation, increasing the practice of washing hands with soap, improving household water supplies, and improving dirty water and garbage management. The main benefits of handwashing with soap are the reduction of diarrhea (Bartram and Cairncross, 2010).

In November 2012, UNICEF and the Indonesian government launched a 4-years project to promote sanitation and hygiene conditions in the eastern provinces of Indonesia, to expand and strengthen the already initiated national sanitation and hygiene program (Hirai et al., 2016). The result of the WASH intervention (hand washing program) in 450 schools was that pupils who were taught hygiene knowledge and practices by their teachers defecated significantly less often in the open air, shared often their knowledge with their parents and were more willing to wash their hands (Karon et al., 2017).

Knee et al. (2018) examined stool samples of 759 children aged 1–48 months in Maputo, Mozambique, independent of diarrhea symptoms, for the detection of 15 common gastrointestinal pathogens using multiplex RT-PCR. Most children (86%) had ≥1 enteric pathogen in their stool sample. The prevalence of enteric infection was positively associated with age, ranging from 71% in children 1–11 months of age to 96% in children between 24 and 48 months. The authors found a high prevalence of enteric infections, especially in children without diarrhea, and weak associations between bacterial infections and environmental risk factors, including WASH (hand washing program) interventions. Certain hygienically positive latrine conditions, including drop hole covers and sturdy latrine walls, and the presence of a faucet on site were associated with a lower risk of bacterial infections. However, only few WASH implementation studies or behavioral change interventions seemed to be established in Indonesia, as has been shown in a very recent systematic review (Satriani et al., 2022). Most of these studies were performed in the Central and Eastern provinces of Indonesia, but neither in Medan nor Siberut (Satriani et al., 2022). As a result, open defecation and the lack of regularly hand-washing procedures are still present especially in Siberut.

It is therefore not surprising that the sanitary situation in Siberut is similar to that in Maputo as not every household could afford a clean toilet and access to clean water at the time. A 10th of the houses in Policoman village on the island of Siberut had to share the wells. Indeed, in agreement with our study was the result of the investigation performed by Knee et al. (2018) that children <1 year had the lowest percentage of Gram-negative bacteria compared to the children of the other age groups. Likewise, the prevalence of the age-dependent detection of Gram-negative bacteria in Göttingen, Medan, and Siberut was predominantly positively associated with age.

Shah et al. (2017) analyzed stool samples from 1,060 children in a suburban and a rural study site in western Kenya. Diarrhea-causing E. coli strains were detected most frequently (32.8/44.1%). We were also able to demonstrate a higher prevalence of Enterobacterales in Indonesia, especially in the rural region of Siberut (85.1% of hand-contaminated children), but less often in urban Göttingen (21.5%, Siberut versus Göttingen padj. < 0.0001). This finding could be explained by the fact that the standard hygiene in Siberut is still relatively low compared to Göttingen. Potential bacterial diarrhea-causing pathogens in Kenya were also identified in children examined in Siberut, namely P. rettgeri (n = 7), A. caviae (n = 5), E. coli (n = 2), and V. cholerae (n = 1). In contrast, only one isolate of A. caviae was found in urban Medan. In the Kenyian study, a higher hygiene discrepancy was described between the two study sites. The hygiene situation in the rural study site was similar to that of Siberut, which could be the most plausible reason for the similar bacterial findings in both locations. Over two-thirds of households in the suburban Kenyian study site had access to improved water sources, and 80% of households were connected to a sewer, septic tank or cesspool. In the rural Kenyian study site, only 27.8% of households had improved water supply and only 41.5% were connected to a sewer, septic tank, or cesspool. Therefore, open defecation in the rural study site was very common.

When analyzing 437 stool samples from children with diarrhea under the age of 5 in the capital of Sudan, Khartoum, using culture and PCR, most prevalent was E. coli (48%), followed by rotavirus (22%), Giardia intestinalis (11%), Entamoeba histolytica (5%), Salmonella (4%), Shigella, and Campylobacter (each 2%) (Saeed et al., 2015). The majority of positive samples (84%) was found in children over 2 years of age, particularly in the 4–5 years age group. The prevalence of diarrhea in children over 2 years of age was significantly higher (p < 0.010). In this study, EAEC was the most commonly detected type of E. coli in children and was present in 43% of the cases, suggesting that it is the main cause of diarrhea in Khartoum. Based on the design of our study, Campylobacter, viruses, and protozoan parasites were not included in monitoring hand contamination. Future studies should therefore include also PCR-based methods to detect a wider array of pathogens.

Iturriza-Gómara et al. (2019) had collected stool samples from 684 children with diarrhea aged <5 years and 527 age-matched asymptomatic controls in Malawi and tested them for 29 pathogens using PCR. At least three pathogens were detected in 71% of the cases and in 48% of the controls. The most prevalent bacterial pathogen associated with diarrhea was E. coli composed of the pathovars ETEC (21.2 and 8.5%), EPEC (18.0 and 8.3%), and Shigella/EIEC (in 15.8 and 5.7%). Aeromonas spp. could be detected in 3.9 and 1.9%, respectively. In contrast, V. cholerae (1.3 and 0%), Salmonella Typhi (1.2 and 0.4%), and Salmonella Typhimurium (2.3 and 0.4%) were only rarely detected. This is in contrast to our study, where A. caviae was more prevalent than E. coli in Siberut.

Differences in incidence rates of intestinal infection or diarrhea in children seem to support the results of our study whereby the lowest prevalence of hand contamination was found in the German study site, followed by the Indonesian city of Medan, and finally by Siberut with the highest prevalence rate (Figure 3). Indeed, the incidence of diarrhea in children <15 years for the study year was lowest in Germany (0.5% of all inhouse patients, Destatis, Germany) and higher in Medan (1.40%, Pirngadi Hospital, Medan). Unfortunately, no such data were available for Siberut, but there the age-dependent prevalence rates of hand contamination were in line with the observation that the highest incidence rate of diarrhea was observed in patients >5 years of age (49.0%, Sikabaluan Health Center). Routine bacteriological diagnosis revealed that C. jejuni is the most prevalent bacterial pathogen causing intestinal infection in Germany, whereas detailed data on intestinal pathogens in Indonesia are very limited due to the lack of sufficient laboratory diagnosis. Our test design might have missed to detect C. jejuni. However, this pathogen is mostly transmitted by improper kitchen hygiene during food processing and was therefore not in focus of our study.

Washing hands is an efficient way of protection against diarrhea (Ejemot-Nwadiaro et al., 2015). According to Bartram and Cairncross (2010), people with no or difficult access to clean water and poor general sanitary and hygienic conditions in resource-constrained regions of tropical and subtropical countries are at high risk of developing diarrhea or other digestive disorders. This has also recently been confirmed in a study that was performed in an Indonesian village in Timor (Agustina et al., 2021). In fact, especially in Siberut with its poor, difficult or non-existent access to clean water and low sanitary and hygienic situation, several diarrhea-causing pathogens could be identified on the hands of children, such as E. coli, A. caviae, P. rettgeri, and V. cholerae. The fact that bacteria of the order Enterobacterales were significantly more often found there in comparison to Göttingen and also in comparison to Medan, indicate that they might serve as a good indicator of the general hygienic status within a study area.

The strengths of our pilot study were the selection of a broad range of Gram-negative bacteria, rather than focusing on E. coli as the only fecal indicator bacterium and a comparison of pathogen distribution between different countries. A limitation of our study is its descriptive, comparative evaluation of three different contexts. Without enrollment into the comparison groups (“hygienic urban,” “unhygienic urban,” versus “unhygienic rural”) based on individual- or neighborhood-level information related to hygiene practices or environmental contamination levels, these findings cannot easily be generalized to other contexts. Another limitation is the lack of adjustment for confounding, such as socioeconomic status or investigation of specific risk factors for hand contamination. However, we aimed this study as a pilot survey in which we compared the levels of hand contamination between the different study sites. A future and extended study needs to be able to draw interferences about a causal link between specific hygienic conditions or practices and child hand contamination.



Conclusion

Taken together, investigating hands of children for the prevalence of Gram-negative bacteria using selective media might be a helpful method to roughly monitor (i) hygienic conditions, and (ii) the risk for diarrhea-causing bacterial pathogens in the environment. Future studies should include the investigation of environmental samples and should be carried out especially in Siberut Island because there the living and hygiene conditions have not substantially been improved since this study has been performed.
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Background: Carbapenem-resistant Enterobacteriaceae (CRE) are an emerging concern for global health and are associated with high morbidity and mortality in critically ill patients. Risk factors for CRE acquisition include broad-spectrum antibiotic use and microbiota dysbiosis in critically ill patients. Therefore, we evaluated the alteration of the intestinal microbiota associated with CRE colonization in critically ill patients.

Methods: Fecal samples of 41 patients who were diagnosed with septic shock or respiratory failure were collected after their admission to the intensive care unit (ICU). The gut microbiota profile determined using 16S rRNA gene sequencing and quantitative measurement of fecal short-chain fatty acids were evaluated in CRE-positive (n = 9) and CRE negative (n = 32) patients. The analysis of bacterial metabolic abundance to identify an association between CRE acquisition and metabolic pathway was performed.

Results: CRE carriers showed a significantly increased proportion of the phyla Proteobacteria and decreased numbers of the phyla Bacteroidetes as compared to the CRE non-carriers. Linear discriminant analysis (LDA) with linear discriminant effect size showed that the genera Erwinia, Citrobacter, Klebsiella, Cronobacter, Kluyvera, Dysgomonas, Pantoea, and Alistipes had an upper 2 LDA score in CRE carriers. The alpha-diversity indices were significantly decreased in CRE carriers, and beta-diversity analysis demonstrated that the two groups were clustered significantly apart. Among short-chain fatty acids, the levels of isobutyric acid and valeric acid were significantly decreased in CRE carriers. Furthermore, the PICRUSt-predicted metabolic pathways revealed significant differences in five features, including ATP-binding cassette transporters, phosphotransferase systems, sphingolipid metabolism, other glycan degradation, and microbial metabolism, in diverse environments between the two groups.

Conclusion: Critically ill patients with CRE have a distinctive gut microbiota composition and community structure, altered short-chain fatty acid production and changes in the metabolic pathways. Further studies are needed to determine whether amino acids supplementation improves microbiota dysbiosis in patients with CRE.
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carbapenem-resistant Enterobacteriaceae (CRE), microbiome, intestinal dysbiosis, short-chain fatty acid, metabolic networks and pathways


1. Introduction

Nosocomial multidrug-resistant organism (MDRO)-induced infections constitute a major problem in intensive care units (ICU) worldwide (Vincent et al., 2009). Methicillin-resistant Staphylococcus aureus (MRSA), vancomycin-resistant Enterococcus (VRE), multidrug resistant Acinetobacter baumannii (MRAB), and extended-spectrum β-lactamases producing Enterobacteriaceae (ESBL-E) are the organisms that commonly cause nosocomial infections (Zaragoza et al., 2020). However, carbapenem-resistant Enterobacteriaceae (CRE) has recently emerged as a global challenge because of the high CRE-associated morbidity and mortality rates (Falagas et al., 2014). CRE infections are difficult to treat because of extensive resistance patterns and the limited effective antimicrobial therapeutic options (Magiorakos et al., 2017). Several factors, including prior antimicrobial exposure, longer ICU stay, or residence in a long-term care facility, contribute to the occurrence of CRE (Yi and Kim, 2021). The presence of CRE colonization at ICU admission is associated with higher CRE infection-associated 30- and 90-day mortality risks (McConville et al., 2017). Furthermore, the prevention of CRE transmission incurs a substantial economic burden. In a surgical ICU, the financial costs accrued from CRE outbreaks in 3 years was approximately €1,300,000 (Atchade et al., 2022). Therefore, decreasing the risk for CRE acquisition and ensuring active surveillance for the detection of CRE carriers is essential in the ICU (Yi and Kim, 2021).

The identification of gut microbiota such as next-generation sequencing or 16S rRNA profiling has substantially improved the understanding and insight into the composition and function of the gut microbiota (Langille et al., 2013; Zeng et al., 2017; Szychowiak et al., 2022). In the gut microbiome, the abundant phyla are Firmicutes (60–75%), Bacteroidetes (30–40%), Actinobacteria, and Proteobacteria (Arumugam et al., 2011). The normal microbiota confers protection against the enteric pathogens, including MDROs, and decrease the colonization pressure (Buffie and Pamer, 2013). However, the use of antibiotics or ICU-specific therapies, such as selective digestive decontamination, can result in a state of disequilibrium of the microbiota (Szychowiak et al., 2022). This dysbiosis of microbiota in critically ill patients is associated with a poor prognosis and/or an increased risk for infection. Furthermore, short-chain fatty acids, which are produced by the bacterial fermentation of undigested carbohydrates (Cummings et al., 1987), play a crucial role as the major energy source, ensure the maintenance of the barrier function in the colonic epithelium, and help regulate the immune system (Maslowski and Mackay, 2011).

We hypothesized that the gut microbiota, the related short-chain fatty acids, or multiple metabolic pathways differed between CRE carriers and CRE non-carriers. In this study, we aimed to determine the differences in the intestinal microbiota according to the identification of the CRE status of critically ill patients.



2. Materials and methods


2.1. Study design and eligible patients

This retrospective study was conducted at Asan Medical Center, which is a tertiary hospital with 2,800 beds in the Republic of Korea. Between 1 October 2016, and 31 August 2021, adult critically ill patients (age >18 years) who were diagnosed with septic shock or respiratory failure were eligible for inclusion. Patients who were admitted to the ICU with the abovementioned diagnoses were requested to provide a stool sample after obtaining written informed consent for participation in the study. This study was approved by the Institutional Review Board (IRB) of Asan Medical Center (IRB 2011-0001), and was conducted in accordance with the Declaration of Helsinki as well as the local regulations governing clinical studies.



2.2. Data collection and definitions

The following data were retrospectively obtained from the electronic medical records of the participants: demographic data, including age, sex, body mass index, smoking status (current smoker, ex-smoker, and never smoker), comorbidities (hypertension, diabetes, chronic lung disease, chronic kidney disease, chronic liver disease, cardiovascular disease, neurologic disorder, solid tumor, and hematologic malignancy), and gastrointestinal symptoms. Additionally, clinical data at hospitalization, such as hospitalization history within 1 year, and medication history (chemotherapy or immunosuppressant use, antibiotic therapy, and digestive therapy) within the preceding 3 months were obtained. Furthermore, data pertaining to the ICU admission, including the interval between hospitalization to ICU admission, route of ICU admission (emergency department, ward, and other hospital), cause of ICU admission (septic shock or respiratory failure), severity scores [Acute Physiology and Chronic Health Evaluation (APACHE II) and Sequential Organ Dysfunction Assessment (SOFA) scores] at ICU admission, mechanical ventilation, renal replacement therapy, length of ICU stay, duration of mechanical ventilation, length of hospital stay, and the in-hospital mortality rate, were collected.

At the time of fecal sampling, the following variables were collected: interval from hospitalization to sampling, interval from ICU admission to sampling, diet (nil per os and enteral nutrition), and medications (e.g., opioid, sedatives, norepinephrine, vasopressin, probiotics, H2 blocker, proton-pump inhibitor, antibiotics, and antifungal agents) within the preceding 7 days. Moreover, infection-related variables, including bacteremia, Clostridium difficile infection (CDI), aspergillosis, and the MDROs (ESBL-E, MRAB, VRE, MRSA, and CRE) that were identified within 1 month, were collected.

Carbapenem-resistant Enterobacteriaceae are defined as Enterobacteriaceae that are resistant to any carbapenem antibiotics (i.e., ertapenem, meropenem, doripenem, or imipenem), and include both non-carbapenemase-producing Enterobacteriaceae (non-CP-CRE) and carbapenemase-producing Enterobacteriaceae (CP-CRE) (Magiorakos et al., 2017). We defined CRE carriers as participants in whom CRE was detected in any type of specimen, including blood, sputum, urine, stool, or rectal swab, regardless of the presence of CRE-related symptoms (Magiorakos et al., 2017). Based on the Sepsis-3 definition, septic shock was defined based on the requirement of vasopressors to maintain a mean arterial pressure of 65 mmHg or higher and lactic acid 2 mmol/L or higher in patients with sepsis (Singer et al., 2016). Respiratory failure included gas-exchange dysfunction due to a respiratory system failure, which was characterized as hypoxemic (PaO2 <60 mmHg) and/or hypercapnic (PaCO2 >45 mmHg) respiratory failure (Roussos and Koutsoukou, 2003). The diagnosis of CDI was established in patients with diarrhea based on a positive result of the stool test for toxigenic C. difficile or its toxins, or from colonoscopic/histopathologic findings of pseudomembranous colitis (Bagdasarian et al., 2015).



2.3. Microbiome analysis

Fecal samples of participants (n = 48) were collected, and we excluded fecal samples (n = 7) that did not meet the analytical quality. Stool samples were transported to the laboratory and stored at −80°C. Total DNA was extracted from the feces by using QIAamp Fast DNA stool mini kits (Qiagen) in accordance with the manufacturer’s instructions. Primers 341F and 805R that target bacterial 16S rRNA gene were used for bacterial PCR amplification, and the amplified products were purified and sequenced by Chunlab (Seoul, Republic of Korea) with an Illumina Miseq Sequencing System (Illumina). The processing of raw reads started with a quality check and the filtering of low-quality reads (<Q25) using Trimmomatic ver. 0.32 (Bolger et al., 2014). After a quality control pass, the paired-end sequence data were merged using the VSEARCH version 2.13.4 and default parameters. Non-specific amplicons that did not encode 16S rRNA were detected by the “nhmmer” program in the HMMER package ver. 3.2.1 (Wheeler and Eddy, 2013). We used the EzBioCloud 16S rRNA database for taxonomic assignment using precise pairwise alignment (Yoon et al., 2017). After chimeric filtering, reads that were not identified to the species level (with <97% similarity) in the EzBioCloud database were compiled. Operational taxonomic units with single reads (singletons) were omitted from further analysis. The alpha and beta diversities were estimated for ascertaining the difference in samples. A taxonomic cladogram was generated using linear discriminant effect size (LEfSe) with a threshold of 2 on the logarithmic linear discriminant analysis (LDA) score (Segata et al., 2011).



2.4. Quantitative measurement of short-chain fatty acids

All reagents and solvents for metabolite analysis were purchased from Sigma. Freeze-dried feces (10 mg) were homogenized vigorously with 400 μl internal standard solution [1 mM propionic acid (C3)-d6, 100 μM butyric acid (C4)-d7, 100 μM of valeric acid (C5)-d4, 100 μM of Hexanoic acid (C6)-d5 in water] and centrifuged with 13,200 rpm for 10 min (Song et al., 2019). After centrifugation, the supernatant was filtered out. Then, 20 μl 20 mM AABD-SH, 20 μl 20 mM TPP, and 20 μl DPDS in dichloromethane were added to the filtrate. The solution was incubated for 10 min at RT with vortexing and thereafter vacuum-dried. The sample was reconstituted with 80 μl methanol prior to the LC-MS/MS analysis in an LC-MS/MS system equipped with a 1290 HPLC (Agilent Technologies, Denmark) Qtrap 5500 (ABSciex) and a reverse-phase column (Pursuit 5 C18 150 × 2.0 mm; Agilent Technologies). The extracted ion chromatogram (EIC), which corresponded to the specific transition for each metabolite, was used for quantitation. The area under the curve of each EIC was normalized to the internal standard. The peak area ratio of each metabolite was normalized to the internal standard using the feces weight in a sample, and the value obtained was then used for the comparison.



2.5. Prediction of metabolic pathway

To predict bacterial metabolic abundance and functional gene profiles defined by the Kyoto Encyclopedia of Genes and Genome (KEGG) pathway, Phylogenetic Investigation of Communities by Reconstruction of Unobserved States (PICRUSt) with the bacterial 16S rRNA gene sequences dataset was used (Langille et al., 2013). The statistically significant KEGG pathway of each group was identified by the LEfSe (LDA scores >2).



2.6. Statistical analysis

Statistical analyses were performed by using Prism software (GraphPad, La Jolla, CA, USA) and R ver. 4.1.2 (R Project for Statistical Computing) with the Fisher’s exact test and Mann–Whitney U test. Categorical variables are expressed as the number (percentage) whereas continuous variables are expressed as the median [interquartile range (IQR)]. Data are presented as the mean ± SD; p < 0.05 was considered statistically significant.




3. Results


3.1. Characteristics of the study population

Between 1 October 2016, and 31 August 2021, data from 41 critically ill patients were included in the analysis. This cohort included 9 CRE carriers (22%) and 32 non-carriers (78%). This cohort included 9 CRE carriers (22%) and 32 non-carriers (78%). Among the CRE carriers, the pathogens identified were seven cases with Klebsiella pneumoniae, one with Escherichia coli, and one with Klebsiella oxytoca. The cohort included five non-CP-CRE and four CP-CRE cases. All CP-CRE cases had the KPC enzyme. Baseline characteristics, including demographic data, are summarized in Table 1. The mean age of the participants in this cohort was 64 years (IQR 54–68.5) and 70.7% (n = 29) was male. The proportions of patients with a history of hospitalization within 1 year and of antibiotic therapy within 3 months were 58.5% (n = 24) and 34.1% (n = 14), respectively. The causes of ICU admission were septic shock in 46.3% (n = 19) and respiratory failure in 53.7% (n = 22) of the cohort. The median SOFA score at ICU admission was 12 (7–15), and mechanical ventilation was used in 90.2% (n = 37) of the cohort. The ICU and in-hospital mortalities were 22.0% (n = 9) and 36.6% (n = 15), respectively. Gastrointestinal symptoms were not significantly different between CRE positive and CRE negative group (44.4 vs. 62.5%, p = 0.450). The hospital stay before ICU admission was significantly longer in the CRE positive than in the CRE negative group.


TABLE 1    Baseline characteristics of the participants.

[image: Table 1]

The details of medications and infection status at fecal sampling are presented in Table 2. The interval from hospitalization to fecal sampling date was longer in CRE carriers [26 days (IQR 22–43) vs. 8.5 days (IQR 3.5–20), p = 0.006]. At the time of fecal sampling, 68.3% (n = 28) were receiving enteral feeding, and H2 blockers or proton-pump inhibitors were administered in 92.7% (n = 38) of the cohort. Beta-lactam antibiotics were given in 97.6% of the participants. Carbapenem antimicrobials were administered in 53.7% of the participants, and there was no significant difference between CRE positive and negative groups (66.7 vs. 50.0%, p = 0.466). Bacteremia and CDI were noted in 43.9% (n = 18) and 12.2% (n = 5) of the cohort, respectively. The MDROs constituted 7.3% (n = 3) of MRSA and 12.2% (n = 5) of VRE infections.


TABLE 2    Medications and CRE carrier status at fecal sampling of the participants.
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3.2. CRE carriers showed gut microbiota composition and metabolic pathway alterations

We first addressed the changes of gut microbiota composition from CRE carriers (Figure 1A). Of note, the relative abundance of the phyla in CRE carriers comprised 52% Proteobacteria, 23% Firmicutes, and 12% Bacteroidetes. In CRE non-carriers, the relative abundance of the phyla comprised 48% Bacteroidetes, 31% Firmicutes, and 15% Proteobacteria. Compared to CRE non-carriers, the gut microbiota from CRE carriers showed an increased proportion of Proteobacteria and decreased proportion of Bacteroidetes (p < 0.001; Figure 1B). Additionally, LDA with LEfSe revealed that several bacterial genera were noticeably altered in the gut microbiota of CRE carriers compared with those in non-carriers (Figure 1C). In CRE carriers, the genera Erwinia, Citrobacter, Klebsiella, Cronobacter, Kluyvera, Dysgomonas, Pantoea, and Alistipes showed upper 2 LDA scores (Figure 1D) whereas the genera Barnesiella, Subdoligranulum, Eisenbergiella, Frisingicoccus, Longicatena, Roseburia, Oscillibacter, Parabacteroides, Romboutsia, and Bacteroides showed lower 2 LDA scores.


[image: image]

FIGURE 1
Carbapenem-resistant Enterobacteriaceae (CRE) influences gut microbiota composition and community structure. (A) Microbiota composition of feces from CRE non-carriers or carriers at the phylum level. (B) Relative abundance of the phyla, Proteobacteria, Bacteroidetes, and Firmicutes. (C) Taxonomic cladogram from linear discriminant effect size (LEfSe) analysis. Dot size is proportional to taxon abundance. (D) Linear discriminant analysis (LDA) scores obtained from LEfSe analysis of fecal microbiome. An LDA effect size of more than 2 was used as a threshold for the LEfSe analysis. Statistical analyses were performed using the Mann–Whitney U test. ***p < 0.001.


The alpha diversity index (Shannon, OTUs, and Chao1) significantly decreased in CRE carriers compared to the CRE non-carriers (Figure 2A). Furthermore, the beta diversity analysis (Bray–Curtis distances) demonstrated that the two groups were clustered significantly apart (p < 0.001; Figure 2B).


[image: image]

FIGURE 2
The community structure of the gut microbiome is associated with CRE colonization. (A) Alpha-diversity indices (Shannon, Observed OTUs, and Chao1). (B) Beta-diversity analysis based on the Bray–Curtis distance. Statistical analyses were performed using the Mann–Whitney U test. *p < 0.05, **p < 0.01, ***p < 0.001.


The short-chain fatty acid levels of fecal extracts were examined to identify which metabolites were associated with CRE carriers and non-carriers. Among the short-chain fatty acids, the levels of isobutyric acid and valeric acid were significantly decreased in CRE carriers (p < 0.05; Figure 3A). PICRUSt-predicted metabolic pathways showed five significant differences in the features between CRE carriers and non-carriers and these included: the KEGG pathway for ATP-binding cassette (ABC) transporters, phosphotransferase systems, sphingolipid metabolism, other glycan degradation, and microbial metabolism in diverse environments (Figure 3B). Among CRE carriers, patients with CP-CRE had significantly increased KEGG pathways for ABC transporters and phosphotransferase systems than those with non-CP-CRE (p < 0.05; Figure 3C).
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FIGURE 3
CRE changes associated with the levels of short-chain fatty acids and functional metabolic profile. (A) Quantification of acetic, propionic, butyric, isobutyric, valeric, and isovaleric acids derived from the fecal extract. (B) Predicted functional profiling of microbial communities based on 16S rRNA sequences. The relative abundances of level 3 KEGG pathway (LDA scores more than 2 are shown); ABC transporters (KO 02010), phosphotransferase system (KO 02060), sphingolipid metabolism (KO 00600), other glycan degradation (KO 00511), and microbial metabolism in diverse environments (KO 01120). (C) Predicted functional profiling of microbial communities between CP-CRE and non-CP-CRE. Statistical analyses were performed using the Mann–Whitney U test. *p < 0.05, **p < 0.01, ***p < 0.001.





4. Discussion

In this study, we compared the gut microbiome in critically ill patients according to the CRE carrier status and found that CRE carriers showed increased and decreased proportions of the Proteobacteria and Bacteroidetes phyla, respectively. The alpha-diversity indices were significantly decreased in CRE carriers as compared with those in CRE non-carriers. Of note, the two groups were clustered significantly in the beta-diversity analysis. Furthermore, we observed that levels of short-chain fatty acids, such as isobutyric acid and valeric acid, had significantly decreased in CRE carriers. In terms of metabolic pathways, CRE carriers showed distinctive features as compared with CRE non-carriers and these included increased ABC transporters and decreased sphingolipid metabolism.

Recent studies demonstrated that CRE carriers had significantly higher number of Proteobacteria and lower prevalence of Firmicutes and Bacteroidetes than CRE non-carriers and healthy controls (Korach-Rechtman et al., 2020; Sindi et al., 2022). The results of our study revealed findings that are aligned with those previous reports. Proteobacteria dominance is associated with increased inflammation (Frank et al., 2007; Shin et al., 2015), which can be attributed to CRE (Lee and Kim, 2011). Another notable finding is the change of the alpha- and beta-diversity indices in the two groups. The findings of this study are consistent with the results of a previous study (Korach-Rechtman et al., 2020), wherein the alpha-diversity indices of gut microbiota were significantly decreased in patients who were CRE carriers as compared to that in non-carriers. Lee et al. (2021) reported alterations of gut microbiota in CRE carriers during fecal microbiota transplantation (FMT): the Shannon diversity index of gut microbiota in recipients significantly increased (p < 0.05), and 90% of CRE carriers were decolonized after FMT. Therefore, the restoration of microbiota balance may reduce CRE colonization (Dong et al., 2020).

In critically ill patients, alterations of the gut microbiota can affect patient outcomes. Garcia et al. (2022) demonstrated that the abundance of the Enterococcaceae family was associated with an increased risk of infection and death in the ICU. We further evaluated the microbiome taxonomy abundance at the genus level. We observed that the genera Erwinia, Citrobacter, Klebsiella, Cronobacter, and Pantoea were significantly abundant in CRE carriers. These results resemble those in the report of Korach-Rechtman et al. (2020) and revealed an increased abundance of Enterobacter, Erwinia, Pantoea, and Klebsiella. Notably, although phylum Bacteroidetes is decreased, genus Alistipes is significantly increased in CRE carriers. Some strains of Alistipes have antimicrobial resistance to beta-lactam antibiotics (Parker et al., 2020), and these may be associated with the abundance in CRE positive patients. The abovementioned authors suggested that these potentially virulent resident species become a predisposing factor, and consequently lead to host infection. A previous animal study showed that intestinal Enterobacteriaceae colonization was promoted by antibiotic treatment (Ubeda et al., 2010). Therefore, antibiotic therapy may accelerate these alterations of microbiota composition or induce changes in colonization resistance due to the decreased diversity. Furthermore, we observed that the Barnesiella and Bacteroides genera decreased in critically ill patients with CRE carriers. A previous study demonstrated that oxygen-tolerant bacteria, such as VRE, were suppressed by commensal anaerobic bacteria (Ubeda et al., 2013). In particular, the genus Barnesiella, which belongs to the phylum Bacteroidetes, was associated with protection against VRE domination. Similar to the findings of Ubeda et al., the Barnesiella species was less abundant in CRE carriers than in non-carriers. Therefore, this species is expected to be involved in restriction of proliferation of CRE as well as VRE.

Short-chain fatty acids are involved in the colonization resistance of antibiotic-resistant pathogens such as VRE or CRE (Keith and Pamer, 2019). According to Sorbara et al. (2019) triggering short-chain fatty acid–mediated intracellular acidification is associated with in inhibiting the overgrowth of antibiotic-resistant Enterobacteriaceae. Furthermore, level of short-chain fatty acid was negatively correlated with E. coli within the microbiota in a patient with allogeneic hematopoietic stem cell transplantation. In line with this, previous studies showed that critically ill patients had a decrease in fecal short-chain fatty acids (Yamada et al., 2015; Valdés-Duque et al., 2020). Of note, our results revealed that the major three short-chain fatty acids did not differ significantly between the two groups. It is interesting to note, however, that valeric acid and branched short-chain fatty acid levels, including those of isobutyric acid and isovaleric acid, are reduced in CRE carriers compared with CRE non-carriers. The decreased levels of short-chain fatty acids are associated with infection as follows: isobutyric acid in patients diagnosed with infection upon ICU admission (Valdés-Duque et al., 2020) and valeric acid in patients with recurrent CDI (McDonald et al., 2018). These short-chain fatty acids are mainly produced by the phyla Firmicutes and Bacteroidetes (Rios-Covian et al., 2015). Therefore, low levels of short-chain fatty acids in CRE carriers might be attributable to the changes in the phyla. Furthermore, valeric acid, isobutyric acid, and isovaleric acid are produced by the amino acids proline and hydroxyproline and valine and leucine, respectively (Zarling and Ruchim, 1987; Rasmussen et al., 1988). Therefore, amino acid supplementation could affect the microbiome dysbiosis (Yang et al., 2016).

The KEGG pathway analysis revealed that CRE carriers have a distinctive metabolic pathway, with an abundance of ABC transporters, which are one of the superfamily of integral membrane proteins and are involved in the translocation of various ATP-using substrates (Davidson et al., 2008). Drug resistance against anticancer or antimicrobial agents can be caused by activation of transmembrane proteins that efflux substances from the cells (Choi, 2005). Although enzymatic production is the main mechanism of CP-CRE, efflux pumps constitute an important mechanism of non-CP-CRE (Suay-García and Pérez-Gracia, 2019). Furthermore, we identified that ABC transporters are more abundant in patients with CP-CRE than those with non-CP-CRE. Therefore, these results suggest that ABC transporters play a role in the efflux of carbapenem in the CRE. Another notable finding in the KEGG pathway analysis is that sphingolipid metabolism is significantly decreased in CRE carriers compared with non-carriers. Sphingolipids are structural membrane components, and dysregulated sphingolipid homeostasis is associated with various pathophysiologic conditions, such as inflammatory bowel disease, cancer, or neurodegenerative diseases (Quinville et al., 2021). Brown et al. (2019) reported that the levels of sphingolipids produced by Bacteroides spp. are decreased in the stool of the subjects with inflammatory bowel disease, and that sphingolipid-deficiency is associated with intestinal inflammation and barrier dysfunction. Therefore, the sphingolipid signaling pathways may play an essential role in the pathogenesis of inflammatory bowel disease. Furthermore, An et al. (2011) suggested that a sphingolipid-mediated mechanism is utilized by the Bacteroides spp. to survive in the stressful intestinal environment. Therefore, the decreased proportion of Bacteroides in CRE carriers could potentially result in decreased sphingolipid metabolism.

We extensively evaluated the gut microbiome and the related metabolic pathways of critically ill patients with CRE. Nonetheless, there are several limitations of this study that warrant mention. First, due to the retrospective study design, detailed data of the diet were limited and were not controlled for between two groups. The diet is closely associated with the gut microbiota (Turnbaugh et al., 2009; Maslowski and Mackay, 2011), however, the majority of the patients received commercial enteral nutrition and parenteral nutrition. Second, since no healthy controls were enrolled, we analyzed the microbiome in critically ill patients with or without CRE. The ICU environment and medications might be associated with the similar proportion of Firmicutes between two groups (Korpela et al., 2016; Oami et al., 2019). Third, the interval between hospitalization and fecal sampling date was significantly longer in CRE carriers than in CRE non-carriers. CRE colonization is associated with longer hospitalization, ICU stay, and antibiotic usage (Dong et al., 2020). Most participants were exposed to a broad spectrum of antibiotics, and the number of CRE positive groups was small, so there was no difference in carbapenem usage between the two groups. Fourth, we cannot rule out the possibility that co-infection or co-colonization may have affected the gut microbiota. In the ICU setting, patients with CRE acquisition have multiple co-colonizations with other MDROs (Kang et al., 2019). Therefore, it was difficult to recruit only CRE carriers who did not have other MDROs in our cohort. Fifth, given the relatively small number of study population, it is difficult to generalize the results of our study. However, our study showed the alterations of levels of short-chain fatty acids and metabolic pathways according to CRE carriage. We also showed the significant differences of KEGG pathways related to efflux systems between CP-CRE and non-CP-CRE though we need to validate on large samples. Our study may suggest the role of metabolites in the management of CRE colonization.



5. Conclusion

In critically ill patients, CRE carriers demonstrated distinctive features of the gut microbiota and diversity indices. Furthermore, the levels of branched short-chain fatty acids were decreased, and several changes in metabolic pathways, such as increased levels of ABC transporters and decreased sphingolipid metabolism, were observed in CRE carriers. Further research is needed to ascertain whether amino acid supplementation or FMT could suppress the pressure of CRE acquisition.
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Introduction: Although child morbidity and mortality could be reduced in Sub-Saharan Africa during the last years both remain high. Since neonatal infections play a major role, we conducted a cross-sectional pilot study in the lake region of Western Tanzania in order to analyze not only the prevalence of neonatal infection with its bacterial etiology including antimicrobial resistance pattern but also to detect potential maternal risk factors.

Methods: We screened 156 women for potential risk factors and examined their neonates for clinical signs of an infection including microbiological verification. All women were interviewed for medical history and their socio-economic background. High-vaginal swabs (HVS) of pregnant women and blood cultures of sick infants were investigated for bacterial pathogens using culture followed by matrix-assisted laser desorption ionization time-of-flight mass spectrometry (MALDI-TOF MS) or polymerase-chain-reaction (PCR)-based assays. Antimicrobial resistances were determined using a disk diffusion test and verified by VITEK 2. Maternal malaria, blood glucose, and hemoglobin levels were determined by rapid tests and helminth infections by stool microscopy.

Results and discussion: Our results showed a prevalence of 22% for neonatal infections. In total, 57% of them had culture-positive bloodstream infections with Gram-negative bacteria being the most prevalent. All these expressed resistance against ampicillin. The prevalence of maternal infection with helminths or Plasmodium was low, indicating that anti-worming strategies and intermittent preventive treatment of malaria for pregnant women (IPTp) are effective. The study identified maternal urinary tract infection (UTI) and an elevated blood glucose level as potential maternal risk factors for early neonatal infection, an elevated blood glucose level, and maternal anemia for a late-onset infection.

Conclusion: Our study, therefore, indicates that monitoring maternal UTI in the last trimester as well as levels of maternal hemoglobin and blood glucose might be important to predict and eventually manage neonatal infections. As Gram-negative bacteria with resistance to ampicillin were most prevalent in culture-proven neonatal sepsis, WHO recommendations for calculated antibiosis in the sick young infant should be discussed.

KEYWORDS
 neonatal infection, gram-negative bacteria, ampicillin, maternal risk factors Sub-Saharan Africa, Tanzania


Introduction

The reduction of infant mortality rate (IMR) was one of the Millennium Development Goals (MDG) set up by the United Nations (UN) in 2000 (World Health Organization, WHO, 2018). Although the infant mortality rate could be decreased from 9 million deaths of infants younger than 1 year in 1990 to 4.6 million in 2005 (Roser et al., 2019), it still fluctuates drastically throughout the globe with high rates in sub-Saharan Africa. In this study, the highest IMR with 68 deaths per 1,000 live births was reported (Alijanzadeh et al., 2016). Children are at the greatest risk for mortality within the neonatal period (Cortese et al., 2016). With 20.3%, the neonatal mortality rate (per 1,000 live births) in Tanzania is still high (WHO, 2021c). Numbers are still far away from the sustainable development goal (SDG) 3.2 set up by the UN to reduce the IMR of under 5-year-old infants to 25 per 1,000 live births and the neonatal mortality rate to 12 per 1,000 live births by 2030. According to the WHO, Tanzania was among the top 10 countries with the highest number of neonatal deaths (43 deaths at 1,000 live births) in 2019 (WHO, 2020). The neonatal mortality rate was high with 21 per 1,000 live births (World Bank, 2019). Referring to the Demographic and Health Survey Tanzania 2015/2016, most newborns (55%) did not receive any postnatal health check (Ministry of Health, 2016). This should urgently be improved as most neonatal deaths occur within the first 48 h of life and therefore contribute to a high mortality rate.

In addition to preterm-birth and intrapartum-related complications, infection remains an important cause of morbidity and mortality within the neonatal period. Commonly known maternal risk factors for neonatal infection in high-income countries are chorioamnionitis, intrapartum maternal temperature above 38°C, delivery below 37 weeks of gestation, membrane rupture beyond 18 h, and vaginal group B streptococcus (GBS) colonization (Herbst and Källén, 2007).

A distinction is often made between early-onset and late-onset sepsis (EOS and LOS) depending on the point in time since the route of infection and the spectrum of pathogens differ. EOS has been variably defined as occurring during the first 72 h after delivery in (preterm) infants hospitalized in the neonatal intensive care unit versus the first week after delivery in term infants (Simonsen et al., 2014). In our study, we followed the German guideline and defined EOS as sepsis within the first 72 h after birth and the onset of LOS at 72 h after birth (AWMF, 2021). Neonatal infection during delivery mainly causes EOS (Polin, 2012). In contrast, LOS mainly results from postnatal infection and is a typical complication of neonates with indwelling devices in intensive care units (ICU) in contrast to EOS, which is associated with maternal obstetrical complications (Nizet and Klein, 2010). As we saw cases in this study where we could not prove a bacterial bloodstream infection, we use the term neonatal infection instead of neonatal sepsis and classify it into an early-onset infection (EOI) and late-onset infection (LOI).

Potential risk factors for an early-onset infection (EOI) in low-income countries are HIV, maternal undernutrition, or placental malaria. These risk factors are associated with poor neonatal outcomes in sub-Saharan Africa; however, they have not been investigated in relation to the prevalence of neonatal infection. The purpose of our pilot study was to create a brief overview of various potential and less investigated risk factors such as maternal helminth infection, urinary tract infection, the maternal level of hemoglobin, the blood glucose level, and the socio-economic status. Moreover, we collected high-vaginal swabs (HVS) to evaluate the spectrum of pathogenic microorganisms in the study area and tested them for maternal malaria infection. We determined the prevalence of each risk factor and investigated the impact of a proven or probable neonatal early and late infection.



Materials and methods


Study design and patients

This hospital-based, single-center, cross-sectional pilot study was performed during the period of October to December 2015 at the Bugando Medical Center (BMC) and Sekou Toure Regional Hospital (ST) in the city of Mwanza/Tanzania. The Joint Catholic University of Health and Allied Sciences/Bugando Medical Center ethics and review committee approved the study on 30/7/15 (CREC/089/2015). Ethical clearance was granted by the Ethical Committee of the University Medical Center Göttingen (5/7/22). Inclusion criteria were pregnant women and mothers (age 18 to 45 years) of neonates (age less than 28 days) admitted to either BMC or ST or having attended antenatal care (ANC) visits, uncomplicated pregnancies, and informed consent. Inclusion criteria for neonates were age 0–28 days, signs of infection at delivery or within the neonatal period (retrospective arm of the study), and mothers of neonates, who were followed up by phone calls for the duration of the neonatal period (prospective arm of the study, see below). Exclusion criteria were neonates with congenital malformation, chronic diseases, gestational age < 32 weeks, VLBW (less than 1,500 g), and missing clinical information.

There were two study arms. The retrospective arm of the study (cases) consisted of mothers of a sick neonate in the prematurity unit (PREMU) or neonatal intensive care unit (NICU) at BMC who were traced back. The prospective arm of the study (controls) consisted of pregnant women attending medical care services at BMC or ST, who were examined and followed up after delivery for the duration of the neonatal period by phone calls. Thus, we investigated infants admitted to the hospital with suspected infections (cases) and created a control group of supposed healthy infants from the same region who were monitored by telephone interviews.



Investigations

A high-vaginal swab (HVS) was taken from pregnant women, and they were asked to provide a stool sample. In addition, quick blood tests were performed for the determination of hemoglobin value (HB), random blood glucose (RBG), and malaria (MRDT). Moreover, all women were interviewed using a standardized questionnaire about demographic data, socio-economic data (education, occupation, and residency), living environment, and state of health including medical and obstetric history. The questionnaire and the informed consent form were translated into Kiswahili by local residents of the Department of Obstetrics and Gynecology. Since the socio-economic aspect was only a minor part of the study, we refrained from using a complex model and focused on education as the main pivotal aspect. We defined a low socio-economic status as having no formal education or incomplete primary school of the mother. Newborns were either checked for clinical signs of neonatal sepsis (compare Table 1) on the wards or were monitored via calling their mothers three times throughout the neonatal period (days 3, 15, and 28) to differentiate between early (day 3) and late-onset complications (day 15 and day 28). Clinical aspects of all newborns with a suspected infection on the wards, i.e., temperature, respiratory rate, heart rate, and neurological symptoms were documented. As per hospital standards, blood cultures were taken if neonatal sepsis was clinically suspected. Clinical features were documented using a standardized protocol (Klein, 2001).



TABLE 1 Clinical aspects of sick neonates with proven and probable EOI and LOI.
[image: Table1]



Microbiological analysis

High-vaginal swabs (HVS) were collected using Stuart transport media (HiMedia, India). COS Columbia blood agar, enriched with 5% sheep blood (bioMérieux, Lyon, France) and MacConkey (Oxoid, United Kingdom) agar, were used to screen at 37°C for 18–24 h incubation time for common bacterial microorganisms causing neonatal sepsis, e.g., Escherichia coli, Streptococcus agalactiae (GBS), or Listeria monocytogenes. Basic microbiological investigations, such as microscopy, biochemical identification, and disk diffusion tests according to the European Committee on Antimicrobial Susceptibility Testing (EUCAST) were performed in the laboratory of BMC as per local standards. Blood cultures were analyzed with a commercial blood culturing system (BacT Alert, bioMérieux). They were incubated at 37°C for at least 72 h. Inoculum of bottles indicating bacterial growth within 72 h were cultivated on blood and MacConkey agar followed by biochemical identification and antimicrobial testing as mentioned above. In order to confirm results, randomly selected bacterial isolates (46.7% of isolates from HVS and 90% of isolates from blood cultures) were transferred to Germany to verify identification by matrix-assisted laser desorption ionization time-of-flight mass spectrometry MALDI-TOF MS (Bruker Daltonics, Bremen, Germany) in the laboratory of the Institute of Medical Microbiology and Virology in Göttingen (UMG). In case of inconclusive MALDI-TOF MS results, sequencing of the 16S rDNA locus was performed. For this, respective bacterial isolates were cultivated on blood agar at 37°C for 18–24 h. A 16S rDNA amplicon was produced using a small portion of the colony as the templates and primers 16s_FWD_27F (5’-GGAGTTTGATCCTGGCTCAG-3′) and 16s_REV_1495 (5’-CTACGGCTACCTTGTTACGA-3′) (Sigma-Aldrich, Germany). After initial denaturation for 4 min at 94°C, PCR conditions using a T3 thermocycler (Biometra, Göttingen, Germany) and 35 cycles were as follows: denaturation at 94°C for 30 s, annealing at 54°C for 30 s, and elongation at 72°C for 90 s. Amplified DNA was purified using nucleospin columns (Macherey Nagel, Düren, Germany). Subsequently, Sanger-based DNA sequencing was performed on the amplicon from both ends using each amplification primer (SeqLab, Göttingen, Germany) and the species were identified by searching against the NCBI Genebank (type strains only). Antimicrobial susceptibilities were confirmed by using the VITEK 2 system version 07.01 (bioMérieux, Nürtingen, Germany).



Detection of helminth infection

Kato-Katz thick smear is a semi-quantitative technique to detect helminthic infections, especially infections caused by Schistosoma spp. as well as soil-transmitted helminths (e.g., Ascaris lumbricoides).1 It is a diagnostic tool recommended by the WHO in regions with high transmission rates (WHO, 2012). The smear has to be systematically examined under a light microscope (Olympus Corporation, Tokyo, Japan, Model CX21FS1) within 30–60 min after proper preparation. Eventually, the number of eggs recorded per gram of feces is multiplied by 24.



Rapid tests

Rapid measurement systems were implemented in both in- and outpatient situations as a quick quantitative diagnostic tool, e.g., for the level of glucose and hemoglobin (HB) or to detect a Plasmodium infection if no other services are provided.

Under sterile conditions, capillary blood was taken from the fingertip of each woman in order to scale the level of blood glucose (One Touch® Select Glucose-Meter) and the level of hemoglobin (Haemocue ® Hb 201+ System) using rapid measurements. A drop of capillary whole blood was spread on a test stripe. The meters calculate the level of blood glucose in mmol/l, respectively, HB in mg/dl and display the result after a few seconds.2

Furthermore, a Malaria Antigen Rapid Diagnostic Test (MRDT) (SD Bioline Ag P.f/pan) was performed. The MRDT is a rapid qualitative and differential test. Histidine-rich protein II (HRP-II) antigen of Plasmodium species can be detected. The patient’s blood is mixed with a lysing agent on the test stripe. If a parasitic infection with Plasmodium spp. is present, a visible band on the stripe next to the control line will occur within 15 min (WHO, 2021b).



Statistical analysis

All data were entered into Excel sheets and imported to the statistics program STATISTIKA 13.2 (Statsoft GmbH, Hamburg, Germany) for analysis. Frequencies and cross tables were created to get a first statistical overview of all data. Categorial variables were tested using Pearson chi-squared tests. When the sample sizes were small (<5), Fisher’s exact test was used instead of Pearson chi-squared test. Non-parametric rational data were analyzed using Mann–Whitney U-tests. A value of p less than 0.05 was considered statistically significant. Al p-values were adjusted referring to Bonferroni correction for multiple comparisons. Multivariate logistic regression was not applicable due to complete separation.




Results


Study population

A total number of 194 women and their neonates were enrolled in the study. Due to relevant missing information and other criteria for exclusion, 38 women and their neonates were excluded from the study. Consequently, the study population consisted of 156 women and their neonates. All demographic, socio-economic, obstetrics, and medical variables were either captured in a standardized questionnaire or taken from admission books; laboratory records were taken from laboratory books.

The data were collected in two different ways: neonates of retrospective group A (Cases; N = 35) had clinical infectious signs and were seen at BMC within the first 4 weeks after delivery. Of those, 21 had an early-onset infection (EOI), and 14 had a late-onset infection (LOI). Neonates of prospective group B (N = 121) were considered healthy (controls). Information about the clinical symptoms of group B was collected by phoning their mothers; they were not seen by medical staff. In all 121 cases, the mothers could be reached on day 3 after delivery via telephone to rule out clinical infectious symptoms of an EOI. In total, 66 mothers could also be reached at days 15 and 28 after delivery to rule out an LOI.

We investigated two different but partially overlapping sets of data: the first set included all women and their infants with a proven or clinical EOI (N = 21) and the respective controls without an EOI (N = 121) with a total of N = 142. The second set included all women and their infants with a proven or clinical LOI (N = 14) and the respective controls without an LOI (N = 66) with a total of N = 80. Therefore, the 121 control mothers consisted also of the 66 controls (Figure 1). This division was done to differentiate between maternal risk factors for an early and a late-onset infection.
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FIGURE 1
 Algorithm of collecting data. NI, neonatal infection; EOI, early-onset infection; LOI, late-onset infection.




Neonatal infection

When combining the two sets of data, 35 out of 156 neonates (22%) showed clinical signs of infection. Out of these, 20 had a positive blood culture (= proven neonatal infection), indicating EOI in 12 and LOI in 8 children. Neonatal infections without positive blood cultures (= probable neonatal infection) were found in the remaining 15 cases with clinical signs of infection (Figure 2): 10 neonates had clinical signs of infection without bacterial growth in the bloodstream, whereas five neonates showed clinical signs of an infection; however, blood samples were not taken or got lost. In total, 11 neonates had received antibiotics before the blood culture was taken: in five of these cases, blood cultures were positive, and in the remaining six, blood cultures were negative.
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FIGURE 2
 Prevalence of neonatal infection (N = 156). NI, neonatal infection; EOI, early-onset infection; LOI, late-onset infection.


The mean birth weight was 3,225 g. No significant differences between infants with and without an EOI were shown for gender and birth weight. The mean gestational age was 38.6 weeks. Neonates who developed signs of an EOI had a lower gestational age (37.3 weeks). Although not significant, infants with EOI were more often delivered by cesarean section than infants without an EOI. Equal gender distribution was found for the infants with and without an LOI. Their mean gestational age was 38.8 weeks. The mean birth weight was 3,229 g. In total, 77% (N = 54) of newborns were born by spontaneous vaginal delivery (SVD). No significant differences between infants with and without an LOI were shown for gender, birth weight, gestational age, and mode of delivery.



Clinical aspects of newborn infants with suspected neonatal infection

All neonates in the prematurity unit (PREMU) and the neonatal intensive care unit (NICU) with proven or probable neonatal infection (NI) were further investigated. A probable neonatal infection was considered as neonates with negative blood cultures but typical clinical symptoms such as variation in temperature, circulatory disturbances, difficulties in breathing, and neurological abnormalities. All infants with an EOI (N = 21) and an LOI (N = 14) showed at least one symptom indicating a neonatal infection. In total, 17 neonates (81%) with an EOI and 9 (64%) with an LOI presented at least two typical symptoms. Most infants with probable NI had at least two symptoms. Of these 12 (57%) children with an EOI, 10 (71%) were admitted to the hospital because of a fever. Clinical presentations of all sick neonates are shown in Table 1. Bradypnea, convulsions, delayed capillary refill, and hypertonic muscles were only present in neonates with an EOI.



Microbiological results of bloodstream infections

Overall, with 14 different species, the spectrum of identified bacteria in the blood cultures taken from neonates aged 0–28 days was diverse. Among the 11 Gram-negative bacterial species, the most frequent species were Salmonella enterica and Acinetobacter spp., followed by Klebsiella pneumoniae. Among the Gram-positive ones, the most frequent species were Staphylococcus haemolyticus, followed by S. aureus and Enterococcus species. We only had a single EOI caused by Escherichia coli and no neonatal infection was caused by Streptococcus agalactiae or Listeria monocytogenes (Table 2). Mixed bacterial growth was found in three blood cultures. In three cases, the bacterial agent could not be identified because their differentiation in Tanzania was finally not conclusive and re-cultivation in Germany failed. One of them had received antibiotics before the blood culture was taken.



TABLE 2 Identified bacterial species in blood cultures using MALDI-TOF MS.
[image: Table2]

All bacterial isolates were tested for antimicrobial drug resistance by VITEK 2 system. All Staphylococcus aureus isolates were methicillin-susceptible. All Gram-negative bacteria were resistant to ampicillin, which is often recommended as a treatment for sick young infants age up to 2 months referring to WHO recommendations (WHO, 2019). In addition, resistance against third-generation cephalosporins was found in all Salmonella enterica and Acinetobacter spp. isolates (data not shown).



Mortality rate

Four neonates (11% of neonates with proven or probable infection) died most likely because of EOI (N = 2) or LOI (N = 2). Except for one (missing information), they were born on term by spontaneous vaginal delivery with a normal gestational weight. Blood culture was positive only in the two EOI cases (case 1: S. enterica/E. faecium unsuccessfully treated with ampicillin, gentamicin, and metronidazole; case 2: S. haemolyticus, no information about treatment).



Maternal risk factors


Personal data and medical history

The mean age of all mothers of infants with and without an EOI or LOI was 25.8 or 25.6 years, respectively. Control mothers tended to be younger than mothers of infants with EOI/LOI. We found significant differences in the number of live births (parity) between mothers of infants with an EOI and healthy control neonates (p = 0.005, adjusted p = 0.05). Significant differences between mothers of infants with an LOI and healthy control neonates were only found before the Bonferroni correction (p = 0.007, adjusted p = 0.07). All other characteristics were without significance: marital status, gravidity, occupation, residence, low socio-economic status (as defined by no formal education/incomplete primary school), antenatal care visits, and gravidity (data not shown).

According to the medical history, the majority of all women have received a test for HIV and other STDs during the previous pregnancy. However, there were no significant differences between mothers of infants with EOI and the controls for HIV or STDs. Although diabetes was more often reported from mothers of an infant with EOI (11%, N = 2 versus 7%, N = 7), this difference was not significant. Similarly, no significant differences between mothers of infants with LOI and the controls were found for HIV, STD, and diabetes.



Maternal infections

We determined the prevalence of each potential maternal risk factor for infants with an EOI and infants with an LOI, using Pearson’s chi-squared tests or–if sample sizes were small–with Fisher’s exact test: vaginal bacterial colonization, urinary tract infection, helminth infection, Plasmodium, and low socio-economic status. Nearly one-third of the study participants showed vaginal bacterial colonization; however, based on Pearson’s chi-square test, we found no statistically significant correlation between women with vaginal bacterial colonization and neonates with a proven or probable neonatal infection (Table 3).



TABLE 3 Prevalence of maternal risk factors for proven/probable EOI and LOI.
[image: Table3]

Among the Gram-negative bacterial species, the most frequent species were E. coli (n = 25), followed by Pseudomonas aeruginosa (n = 8), Acinetobacter spp. (n = 7), Klebsiella pneumoniae (n = 5), and Proteus mirabilis (n = 2). In total, six of eight mothers (75%) of an infant with proven or probable EOI were colonized with E. coli. In the two other cases, we identified P. mirabilis and Acinetobacter spp. as potential pathogens. A similar situation was found in mothers of an infant with proven or probable LOI: the vagina of four out of six mothers (67%) was also colonized with E. coli; the other two mothers with K. pneumoniae.

When focusing on the resistance pattern of all E. coli strains isolated from the vagina of those pregnant women who gave birth to a newborn with EOI (N = 6) or LOI (N = 4), the following results were obtained: two were ESBL-producing E. coli. Among mothers of infants with EOI, all tested strains (N = 5, 1 missing information) were resistant to ampicillin, the antibiotic aside from gentamicin used for the treatment of neonatal infection globally. All E. coli strains were sensitive to gentamicin, ciprofloxacin, and meropenem. All E. coli strains from mothers of infants with LOI were resistant to ampicillin (N = 4), and 50% (N = 2) were resistant to all cephalosporines and gentamicin (Figure 3). No antibiotics were given to mothers with bacterial colonization of the vagina because they were asymptomatic and had already delivered their children.
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FIGURE 3
 Rates of antibiotic-resistant E. coli colonizing the vagina of mothers who gave birth to infants with EOI (N = 6; blue) or LOI (N = 4; red).


Almost half of all mothers, 43% (N = 55) of infants with and without an EOI, and 44% (N = 33) of infants with and without an LOI reported to have had a urinary tract infection in the last trimester of pregnancy. Although findings were statistically significant for a proven or probable EOI before Bonferroni correction (73%, N = 11), the results do not indicate statistical significance for mothers of infants with a proven or probable LOI (Table 3). Neither maternal infection with helminths nor maternal Plasmodium parasitemia showed significant association with a proven or probable EOI or LOI, respectively.

The effects of helminth infection and Plasmodium parasitemia were adjusted for potential confounders. For example, we monitored the possible impact of helminth infection by the preventive treatment that was applied during pregnancy according to nationwide recommendations (WHO, 2017). The majority of women received helminthic prevention/therapy (mothers of infants with/without EOI: N = 76%, N = 105, 4 missing observations; mothers of infants with/without LOI 73%, N = 58, 1 missing observation). Hence, we investigated the incidence of helminth infections during pregnancy and compared women who received anthelminthics with those that did not receive deworming medicine. A high percentage of those that received preventive chemotherapy (mebendazole, 500 mg/day) were negative for a helminth infection (mothers of infants with/without EOI: 89%, N = 42; mothers of infants with/without LOI: 88%, N = 22). Only 11% (N = 5) of all mothers of infants with and without an EOI and 12% (N = 3) of mothers of infants with and without an LOI had a helminth infection despite chemoprophylaxis. Yet, the findings were not statistically significant.

Most of all women (mothers of infants with/without EOI: 84%, N = 116, 4 missing information; mothers of infants with/without LOI: 80%, N = 63, 1 missing observation) received intermittent preventive malaria treatment during pregnancy (IPTp) (sulfadoxine-pyrimethamine) according to nationwide recommendations (WHO, 2022). A Pearson’s chi-squared test showed no statistical significance for the association of IPTp and the presence of malaria parasitemia.



Maternal hemoglobin and blood glucose levels

To screen for anemia and blood glucose levels, we performed quick blood tests on all women. We defined a hemoglobin (Hb) level below 11 g/dl as anemic according to WHO recommendations (WHO, 2011). The mean hemoglobin level of all mothers of infants with and without a neonatal infection was 11.0 g/dl. Mothers of neonates with proven or probable infection were checked after delivery and were found to have a lower mean level of hemoglobin (9.6 g/dl and 9.8 g/dl for mothers of an infant with EOI and LOI, respectively) compared to those that were checked during a late point of pregnancy (11.2 g/dl and 11.3 g/dl, respectively). Out of 138 women, 124 (89.9%) mothers of infants with and without an EOI reported to have received hematinic supplementation (iron and folic acid) during pregnancy. In total, 83.5% (N = 66) of mothers of infants with and without an LOI received hematinic supplementation during pregnancy. Based on a Man–Whitney U-test, we found statistical significance for a low level of hemoglobin in mothers and the incidence of neonatal infection (Table 4).



TABLE 4 Maternal level of hemoglobin (g/dl) of mothers of infants with neonatal infection.
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Referring to the WHO, we considered random capillary glucose >11.1 mmol/l as the cut-off value (WHO, 2013). The mean level of blood glucose of all mothers of infants with and without an EOI or LOI was 5.3 mmol/l and 5.4 mmol/l, respectively. Mothers of neonates with EOI had a mean level of random blood glucose of 5.9 mmol/l at the time after delivery. Control mothers of healthy neonates had a mean level of 5.2 mmol/l during pregnancy. The maximum blood glucose level of mothers of neonates EOI was 8.2 mmol/l compared to 12.4 mmol/l in control mothers (Table 5). Mothers of infants with LOI had a higher mean level (6.2 mmol/l) compared to control mothers with healthy neonates (5.3 mmol/l). The maximum blood glucose level in mothers of infants with LOI was lower compared to mothers of infants without LOI (7.2 mmol/l versus 12.4 mmol/l; Table 5). The p-value showed a significant correlation between a maternal elevated level of blood glucose and the incidence of neonatal infection (Table 5).



TABLE 5 Maternal blood glucose levels [mmol(l)] of mothers of infants with neonatal infection.
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Discussion

The prevalence rate of neonatal infection in our study was 22% with an estimated incidence of 4%. Incidence rates of neonatal infections in low-income countries are reported to be 6.5–23 per 1,000 live births (reviewed by Vergnano et al., 2005) and 6–21 per 1,000 live births in sub-Saharan Africa as reviewed by Stoll (2001). Since most of these studies were hospital-based, numbers most likely are underestimated because EOI of infants born at home or LOI with manifestations after discharge from the hospital might be missed.

Among all neonates with clinically suspected infections, we determined a prevalence rate of 57% for culture-proven sepsis. Two other studies from BMC presented conflicting results: Kayange et al. (2010) determined a rate of 47% for blood culture-positive neonatal infections. Coagulase-negative staphylococci (CoNS) were considered pathogens but repetition of blood cultures in case of potential contamination was not reported. In contrast, Chacha et al. (2014) reported a rate of 20% for blood culture-proven neonatal infections. In this study, CoNS were considered as pathogens when they could be re-isolated. However, in both studies, only cases of EOI were included. The high variability of results for neonatal infection in low-income countries has also been reviewed by Zaidi et al. (2009) who described a positive blood culture rate between 15 and 62% in infants younger than 60 days. Reasons for the wide range can be different clinical diagnosis criteria, different laboratory methods, and different handling in case of unclear identification or suspected contamination. A repeated blood culture can reduce positive rates if results were not confirmed on the other hand counting potential contaminants as pathogens can increase numbers. The high prevalence of seven CNS in our study could be explained, e.g., by including contaminants as potential pathogens without repeating those blood cultures in respective patients.

Unfortunately, there is no clear internationally standardized definition of EOI (Wynn, 2016). Only a few studies agree with the German guidelines (Kayange et al., 2010; Chacha et al., 2014; Akindolire et al., 2016), whereas others extend the definition of EOI to less than 7 days after delivery (Seale et al., 2009; Zaidi et al., 2009; Kohli-Kochhar et al., 2011). Sometimes, the onset of infection might even not be clear as symptoms of neonatal infection are very unspecific. Particularly, in low-income countries, infants are often born outside of health facilities (Mrisho et al., 2007), making a clear differentiation between EOI and LOI even more difficult.

Although the sample size was small, our results on bacterial species identified in neonates are in good agreement with other investigations. A review by Williams et al. (2018) showed that among neonates, Gram-negative bacteria were the predominant cause of EOI. Thaver and Zaidi (2009) also reported non-typhoid Salmonella spp. to be the most frequent Gram-negative agents of EOI in low-resource countries. However, especially prevalence rates of neonatal GBS infections vary from 0% (Seale et al., 2009; Mkony et al., 2014; Akindolire et al., 2016) to a higher rate of 17% in Malawi (Milledge et al., 2005). As we could not detect maternal GBS carriers in our study, the lack of GBS as the cause of neonatal infection was not surprising.

Antibiotic resistance is globally increasing (WHO, 2021a). Our result that all Gram-negative bacteria isolated from blood cultures of neonates were resistant to ampicillin is alarming. Data from two different studies from Muhimbili National Hospital in Dar es Salaam revealed similar findings: Mhada et al. (2012) performed a cross-sectional study with 330 neonates with clinical infection for 4 months and reported high resistance rates among all isolates to ampicillin (88%) and to gentamicin (59%). Mkony et al. (2014) presented a resistance rate of 92% to ampicillin and 42% to gentamicin after performing a cross-sectional study on 208 neonates with clinical infection. Based on these data and in light of WHO recommendations (WHO, 2019), first-line calculated treatment with ampicillin should be discussed. Inappropriate usage of antibiotics might become a bigger challenge as antibiotic availabilities in resource-poor settings are limited and there are only a few alternatives. Carbapenems that were highly sensitive in our study are not recommended for infants younger than 3 months (meropenem) or even 1 year (imipenem).


Maternal risk factors

As expected, statistical analysis showed no correlation between maternal vaginal bacterial colonization and the incidence of EOI or LOI. However, maternal vaginal bacterial colonization would have rather influenced EOI than LOI. As we performed HVS not only in pregnant women but also in post-delivery women, it remains unclear whether the pattern of pathogens has changed after delivery. This might have influenced our findings.

In our study, E. coli was the most frequently identified bacterial species colonizing the vagina of pregnant women. All of these isolates were resistant to ampicillin. In one case, ampicillin-resistant E. coli were found in both the vaginal swab of the mother and the blood culture of her child. We detected five ESBL-producing E. coli isolates. Two of the women with ESBL-producing E. coli colonization gave birth to a child with probable neonatal infection (one EOI and one LOI). We found two isolates among all Enterobacterales with a pattern of multidrug resistances (multi-resistant Gram-negatives). It is difficult to find comparative literature as most studies concentrate either on vaginal GBS colonization only or on bacterial vaginosis. Mulu et al. (2015) found a rate of 13% among pregnant women in Ethiopia that have had a bacterial infection including E. coli, Pseudomonas spp., and candidiasis. None of the pregnant women was found to be colonized by GBS. Indeed, the prevalence rates of maternal GBS colonization throughout countries of sub-Saharan Africa seem to differ: Gizachew et al. (2019) presented a recto-vaginal carriage rate from 3.0 to 29% throughout East African countries after reviewing studies from 1989 to 2019. There might be different reasons why we were unable to isolate any GBS in our study. Since we collected HVS and no recto-vaginal swabs, we might have missed some GBS. Furthermore, we did not use a specific culture medium with a higher sensitivity for GBS detection. Similar reasons might apply to the lack of finding Listeria monocytogenes in our study population. However, for Europe, the rate of vaginal colonization with L. monocytogenes has been described to be either 0% (Lamont and Postlethwaite, 1986) or very low (0.2%; Stepanović et al., 2007). Data for listeriosis in pregnancy in Sub-Saharan Africa hardly exist.

Antimicrobial resistance is increasingly becoming a global health challenge. Our findings on high resistance rates among Gram-negative bacteria especially against ampicillin and ESBL-producing E. coli are supported by other studies from Africa: When analyzing 350 pregnant women in Mwanza/Tanzania, Kamgobe et al. (2020) found E. coli nearly three times more often in women with premature rupture of the membranes (PROM) (74%) than without PROM (27%). In addition, a high resistance rate to ampicillin was observed. Similarly, Mulu et al. (2015) found more than 80% of all Gram-negative vaginal isolates of women of reproductive age to be resistant to ampicillin. A review by Bulabula et al. (2017) described a prevalence rate of 17% of colonization with ESBL-producing Enterobacteriaceae among African pregnant and post-partum women. Using a less sensitive method for susceptibility testing, a lower rate of ampicillin resistance of E. coli was found in pregnant women from Mozambique and Morocco (Sáez-López et al., 2016).

Based on medical history, nearly half of all women in our study reported to have had a UTI during pregnancy, indicating a scarce significant correlation between a maternal UTI and the incidence of an EOI. Using actual laboratory diagnosis, another study conducted at BMC and ST in Mwanza presented a prevalence rate of 28% UTI among pregnant women in their second or third trimester (Kaduma et al., 2019). Also at BMC, Masinde et al. (2009) reported a prevalence rate of 32% of symptomatic UTI in pregnant women, although only 18% of them presented with significant bacteriuria. A study from Ghana found also a significant association between a history of UTI during pregnancy and neonatal infection (Siakwa et al., 2014).

We identified only eight pregnant women, who had a helminth infection despite preventive chemotherapy with mebendazole. There was no association between helminth infection during pregnancy and neonatal infection. However, Tanzania is one of several countries where preventive deworming chemoprophylaxis with albendazole or mebendazole after the first trimester is recommended (WHO, 2002). In contrast, in Kenya, a prevalence rate of 32% for schistosomiasis and 33% for hookworm infection was described in pregnant women (Malhotra et al., 2015). Similarly, the prevalence of Plasmodium parasitemia was far lower in our study compared to other studies from sub-Saharan Africa (Van Eijk et al., 2008, 2009; Kitron et al., 2013; Malhorta et al., 2015). A reason for this discrepancy could be that the peak of infection throughout pregnancy is in the second trimester (Takem and D’Alessandro, 2013); women we tested were in their last trimester or even post-partum. In addition, we used a rapid diagnostic test with a lower sensitivity than microscopy (Takem and D’Alessandro, 2013). Similar to our result, Willilo et al. (2016) found a low malaria prevalence rate of 13% among pregnant women in Western Tanzania. An explanation for the low prevalence in our study population was the fact that nearly 80% of all women had received anti-malaria medication as is recommended in Tanzania (Ministry of Health, 2016). IPTp seems to be very effective and has been shown to reduce Plasmodium infection by 28 to 47% (Takem and D’Alessandro, 2013). We identified significant differences in hemoglobin levels only between mothers of infants with LOI and their controls. A prospective study from the Republic of Benin with a prevalence rate of 40% for anemia in 617 pregnant women confirms our results (Koura et al., 2012). Ouma et al. (2007) indicated malaria as an important risk factor for anemia. We know that the prevalence of HIV, malaria, and helminth infection that can aggravate anemia was low among our study participants. Other reasons for the rather low prevalence of anemia in our study members may be that the majority of them had received folic acid and iron, anthelmintic prophylaxis, and IPTp. There is evidence that maternal anemia contributes to poor pregnancy outcomes: A three times higher mortality rate of infants born to severely anemic women was presented in another Tanzanian study (Marchant et al., 2004). When comparing blood glucose levels between mothers of infants with neonatal infections and the respective controls, we found significant differences for both, mothers of children with EOI and those with LOI. However, we only know the post-delivery blood glucose levels of mothers with sick neonates, whereas screening is usually recommended between weeks 24 and 28 of pregnancy using an oral glucose tolerance test (ACOG, 2017).

Although a low socio-economic status has been described as a risk factor for neonatal health (Thaver and Zaidi, 2009), there was no significant correlation between socio-economic data (as defined by maternal education) and neonatal infection. Similarly, we were not able to identify a significant correlation between antenatal care visits and neonatal infection. However, we only collected data about the mother and did not implicate information about the father as also suggested by Lampert et al. (2014). In addition, our study focused on hospital deliveries. Thaver and Zaidi (2009) reviewed community-based studies with much more heterogeneous study collectives. A cross-sectional survey in southern Tanzania showed that women with at least primary education are more likely to choose health facilities for childbirth (Mrisho et al., 2007). It is conceivable that families with no formal or incomplete education may have a lower income. Consequently, they may avoid antenatal care visits due to transport spending or have a lack of knowledge that might also contribute to a higher rate of home deliveries. Among other factors, home deliveries have been shown to be predictors of neonatal death (Yeshaneh et al., 2021). Future studies should include monitoring infants born at home by medical staff to make sure that the most vulnerable infants are not underrepresented.

During the time of the study, there was a sudden and unpredictable drop in birth rates at BMC due to increased fees. This made it a lot more difficult to recruit women in labor and was one limitation of our study. There were difficulties in collecting information such as APGAR-score and other problems in previous pregnancies by interviewing mothers. Delivery and labor surveillance was often incomplete by medical staff. Stool samples could not be provided promptly. These reasons contribute to missing information in our study.




Conclusion

The results of our study indicate that anti-worming strategies and IPTp are effective. Monitoring maternal UTI in the last trimester as well as levels of maternal hemoglobin and blood glucose might be important to predict and eventually manage neonatal infections. As Gram-negative bacteria with resistance to ampicillin were most prevalent in culture-proven neonatal sepsis, WHO recommendations for calculated antibiosis in the sick young infant need to be revised.
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Introduction: Streptococcus agalactiae (Group B Streptococcus, GBS), a Gram-positive commensal in healthy adults, remains a major cause of neonatal infections, usually manifesting as sepsis, meningitis, or pneumonia. Intrapartum antibiotic prophylaxis has greatly reduced the incidence of early-onset disease. However, given the lack of effective measures to prevent the risk of late-onset disease and invasive infections in immunocompromised individuals, more studies investigating the GBS-associated pathogenesis and the interplay between bacteria and host immune system are needed.

Methods: Here, we examined the impact of 12 previously genotyped GBS isolates belonging to different serotypes and sequence types on the immune response of THP-1 macrophages.

Results: Flow cytometry analysis showed isolate-specific differences in phagocytic uptake, ranging from 10% for isolates of serotype Ib, which possess the virulence factor protein β, to over 70% for isolates of serotype III. Different isolates also induced differential expression of co-stimulatory molecules and scavenger receptors with colonizing isolates inducing higher expression levels of CD80 and CD86 compared to invasive isolates. In addition, real-time measurements of metabolism revealed that macrophages enhanced both glycolysis and mitochondrial respiration after GBS infection, with isolates of serotype III being the most potent activators of glycolysis and glycolytic ATP production. Macrophages also showed differential resistance to GBS-mediated cell cytotoxicity as measured by LDH release and real-time microscopy. The differences were evident both between serotypes and between isolates obtained from different specimens (colonizing or invasive isolates) demonstrating the higher cytotoxicity of vaginal compared with blood isolates.

Conclusions: Thus, the data suggest that GBS isolates differ in their potential to become invasive or remain colonizing. In addition, colonizing isolates appear to be more cytotoxic, whereas invasive isolates appear to exploit macrophages to their advantage, avoiding the immune recognition and antibiotics.

KEYWORDS
 macrophages, Streptococcus agalactiae, immunometabolism, immunophenotyping, phagocytosis, cytotoxicity


1. Introduction

Streptococcus agalactiae (Group B Streptococcus, GBS) is a Gram positive, encapsulated, β-hemolytic commensal of the lower genital and gastrointestinal tracts in 15–30% of healthy adults (Armistead et al., 2019), but it also remains a leading cause of neonatal sepsis, pneumonia and meningitis (Landwehr-Kenzel and Henneke, 2014). It is usually transmitted from colonized mother to the fetus in utero (so called ascending infection) or to a neonate during birth. In addition to the vertical transmission, horizontal transmission later in life is also possible (Sagar et al., 2013), making GBS a serious cause of invasive disease in pregnant women and in elderly or immunocompromised people (Pietrocola et al., 2018). GBS causes two types of neonatal diseases: (a) early-onset disease (EOD), which occurs within the first week of life and typically presents as a sepsis or pneumonia, and (b) late-onset disease (LOD), which develops between day 7 and 3 months of age and usually presents as a bloodstream infection leading to meningitis (Korir et al., 2017b). During delivery, colonized women are given intrapartum antibiotic prophylaxis (IAP) which has greatly decreased the incidence of EOD but not LOD (Landwehr-Kenzel and Henneke, 2014). Because IAP is also ineffective for ascending infections, new therapies are needed to effectively prevent and treat GBS infections. To develop such therapies, it is imperative to gain a better insight into the interactions of GBS with the host immune system.

Based on capsular polysaccharides GBS can be classified into 10 different serotypes: Ia, Ib, II – IX, with serotypes Ia, Ib, III, and V most often causing the disease (Pietrocola et al., 2018). Using multi-locus sequence typing (MLST) which analyses allelic variation in 7 housekeeping genes, isolates are further classified into sequence types (ST) and clustered into clonal complexes (CC) based on sequence similarities (Perme et al., 2020). MLST technique revealed that GBS isolates with the same STs may belong to different serotypes (Shabayek and Spellerberg, 2018). GBS isolates therefore vary at both genotypic and phenotypic levels and this diversity is thought to play a key role in the severity of GBS disease (Flaherty et al., 2021).

Although in most cases GBS persists as a part of the microbiota and does not cause infections, its virulence factors allow it to switch from commensal to invasive pathogen. However, the trigger for the switch into invasive phenotype is not yet fully understood (Shabayek and Spellerberg, 2018). The following steps are required for the development of invasive disease: (1) intestinal colonization, (2) translocation across the intestinal barriers, and (3) evasion of the immune system (Landwehr-Kenzel and Henneke, 2014).

GBS contains several virulence factors crucial for adhesion to the extracellular matrix (ECM) or host cell (Pietrocola et al., 2018). Some of these (the GBS hypervirulent adhesin HvgA) also allow the crossing of both the intestinal and the blood–brain barrier (Landwehr-Kenzel and Henneke, 2014). Another important virulence factor for GBS adhesion are the pili – extensions of the bacterial cell surface that are anchored to the cell wall (Shabayek and Spellerberg, 2018). In GBS, three pilus islands were identified: PI-1, PI-2A and PI-2B (Landwehr-Kenzel and Henneke, 2014).

GBS activates phagocytes through interactions of bacterial lipoproteins with Toll-like receptors (TLR) 2 and 6 and elicits the production of pro-inflammatory cytokines. Beside lipoproteins, GBS nucleic acids also strongly activate inflammatory genes in phagocytes (Landwehr-Kenzel and Henneke, 2014). In addition to producing inflammatory cytokines, ROS and NO (Korir et al., 2017b), macrophages (such as neutrophils) secrete macrophage extracellular traps (METs), which play a role in capturing and killing bacteria (Doster et al., 2018). However, GBS successfully evades immune recognition by expressing the polysaccharide capsule, which contains a terminal sialic acid that is also present on the surface of vertebrate cells and allows GBS to mimic host cells (Wessels et al., 1989). Moreover, some GBS isolates express β-protein, a surface protein that binds to the complement inhibitor FH (Pietrocola et al., 2018), thereby preventing the deposition of the C3b component of complement and opsonophagocytosis via the alternative pathway of complement activation (Korir et al., 2017b). It also binds to the Fc fragment of IgA antibodies and to Siglec-5, which is an inhibitory receptor for phagocytosis thereby attenuating innate immunity and promoting bacterial survival (Dobrut and Brzychczy-Wloch, 2021). In addition to the β-protein, complement activation is also influenced by other virulence factors, such as the GBS immunogenic bacterial adhesion protein (BibA) and streptococcal C5a peptidase (ScpB) (Pietrocola et al., 2018). However, studies have shown that GBS, once phagocytosed, can survive in macrophages due to their ability to inactivate the production of ROS and NO synthesis (Poyart et al., 2001) and resist host antimicrobial proteins (Hamilton et al., 2006). One of the major virulence factors produced by GBS is also β-hemolysin/cytolysin toxin, an ornithine rhamnolipid that promotes invasion across host cell barriers and pro-inflammatory cytokine response. Moreover, it also causes lysis of erythrocytes and macrophage pyroptosis (Whidbey et al., 2015) as activation of the NLRP3 inflammasome by GBS is dependent on the expression of β-hemolysin/cytolysin (Costa et al., 2012).

Neonates are highly susceptible to invasive pathogens due to their very underdeveloped and immunologically inexperienced adaptive immune system, raising the relative importance of innate immunity for protection against microbes (Kumar and Bhat, 2016). As phagocytes, macrophages are the first line of defense involved in pathogen recognition, phagocytosis and destruction, recruitment of other immune cells to the site of infection, maintenance of tissue homeostasis and immunosuppression (Zhang and Wang, 2014; Geeraerts et al., 2017; Galli and Saleh, 2020). Stimuli and signals from the microenvironment dictate the so-called macrophage polarization determining their phenotype and functional response (Shapouri-Moghaddam et al., 2018). Roughly, they can be divided into classically activated M1 and alternatively activated M2 macrophages (Benoit et al., 2008). Upon stimulation with Th1 cytokines IFN-γ and TNF-α or bacterial LPS, macrophages polarize toward M1 phenotype, producing high levels of pro-inflammatory cytokines and generating reactive oxygen species (ROS) through activation of the NADPH system (Geeraerts et al., 2017; Shapouri-Moghaddam et al., 2018). They produce ATP mainly by enhanced glycolysis and the pentose phosphate pathway (PPP) (Nonnenmacher and Hiller, 2018), express high levels of co-stimulatory molecules CD80 and CD86 and possess bactericidal and anti-tumor activity (Geeraerts et al., 2017; Takiguchi et al., 2021). On the other hand, upon stimulation with Th2 cytokines IL-4 and IL-13, macrophages obtain an anti-inflammatory M2 phenotype. They have a potent phagocytosis capacity and are involved in immunosuppression, tissue remodeling and tumor progression (Shapouri-Moghaddam et al., 2018). M2 macrophages generate ATP mainly through oxidative phosphorylation (OxPhos) (Geeraerts et al., 2017), produce anti-inflammatory cytokines, and express high levels of scavenger receptors such as CD163 and CD206 (Shapouri-Moghaddam et al., 2018; Takiguchi et al., 2021). However, the M1/M2 classification does not reflect the heterogeneity of macrophages in vivo and several studies have shown that these categories represent the extremes of the whole spectrum of phenotypes in vivo (Diskin and Palsson-McDermott, 2018). Importantly, as the M1/M2 classification applies mainly to macrophages stimulated with the aforementioned stimuli, it therefore does not adequately describe macrophages stimulated with live bacteria (Traven and Naderer, 2019). In addition, gram positive bacteria lack LPS, which makes stimulations with live bacteria even more crucial to better understand the impact of infection on physiologically relevant immune response of macrophages.

Since the disease severity depends on both the GBS isolate and the immune status of the individual, we explored possible isolate-specific differences in the immune response to identify patterns that would enable us to determine which isolates are more invasive. To this end, we investigated the influence of 12 different GBS isolates varying in capsular serotype, ST, CC, virulence factors and the severity of the disease on phagocytosis and expression of macrophage phenotype markers. In addition, we determined GBS mediated cell cytotoxicity and the macrophage metabolic profile (rate of glycolysis and mitochondrial respiration) after infection with live GBS isolates.

Since there is still much unknown about the GBS-associated pathogenesis, the aim of the study is to provide better insight into the immune response of macrophages to various GBS isolates, especially since innate immune system is of particular importance for neonates.



2. Materials and methods


2.1. Bacterial isolates

GBS isolates were obtained from infected newborns with invasive disease or colonized pregnant women between 2001 and 2018, were kindly provided by Samo Jeverica and are kept at the Institute of Microbiology and Immunology, Faculty of Medicine, University of Ljubljana. All isolates were previously genotyped by Perme et al. (2020). Twelve different isolates, belonging to 6 different serotypes (Ia, Ib, II – V), 10 different STs and 5 different CCs were selected. Isolates also differ in virulence factors, Clinical presentation (invasive or colonizing) and the specimen from which they were obtained (blood, cerebrospinal fluid, or vagina/vagina-rectum). (Table 1). All the selected isolates contain the following virulence factors: ScpB, Lmb, BibA, FbsA, FbsB. However, they differ by pilus type, Srr and Alp proteins, and the presence or absence of HvgA or β-proteins. These characteristics are summarized in Table 1.



TABLE 1 Characteristics of Streptococcus agalactiae isolates used in the study.
[image: Table1]

Isolates were grown from frozen stocks on blood agar plates at 37°C in ambient air overnight. The following day, a single bacterial colony was subcultured from blood agar plates in Todd-Hewitt broth (THB) and incubated overnight under aerobic shaking conditions at 37°C in ambient air.

The purity of the bacterial cultures was regularly tested by inoculating the overnight cultures from THB onto blood agar plates and examining the colonies the next day.



2.2. Cell line and macrophage differentiation

The acute monocytic human leukemia cell line THP-1 cells (ATCC® TIB-202™) were cultured in RPMI 1640 medium supplemented with 10 mM HEPES, 2 mM L-glutamine, 25 mM D-glucose, 1 mM sodium pyruvate (Gibco, Thermo Fisher Scientific) and 10% fetal bovine serum (Sigma-Aldrich) at 37°C with 5% CO2 and were passaged every 3–4 days. Cells were differentiated into macrophages by incubation with 100 nM phorbol 12-myristate 13-acetate (PMA; Sigma-Aldrich) for 3 days, followed by 5-day rest in a medium without PMA. The differentiation protocol was selected based on preliminary results in which THP-1 monocytes were differentiated into macrophages with different PMA concentrations (30, 100, and 162 nM) and for different periods of time (24 h and 1 day rest, 72 h and 1 day rest and 24 or 72 h and 5 day rest), and then the expression of CD11c (CD11c PE, BD Pharmigen), CD14 (CD14 PerCP-Cy5.5, BD Pharmigen), CD16 (CD16 APC, BD Pharmigen), CD68 (CD68 FITC, BioLegend), CD163 (CD163 PE, Invitrogen) and viability (7-AAD, BD) were measured by flow cytometry and confocal microscopy.



2.3. Opsonization and FITC labeling of GBS

Prior to bacterial infection, GBS isolates were harvested by centrifugation, washed in sterile phosphate-buffered saline (PBS), and opsonized in human serum for 30 min at 37°C, with shaking. For the phagocytosis assay, GBS isolates were labeled with 0.1 mg/ml FITC in 0.1 M NaHCO3 for 1 h at room temperature, washed 4 times in PBS and resuspended in antibiotic-free cell culture medium.



2.4. Infection of THP-1 macrophages with GBS isolates

Differentiated THP-1 macrophages were washed in PBS. GBS cultures were harvested as described in 2.3 and resuspended in antibiotic-free cell culture medium. Bacterial density was measured using the DensiCHEK Plus Instrument (BioMerieux) optical densitometer. The optical density of the bacterial suspension was set to OD580 = 0.5, which corresponds to a concentration of 1.5 × 108 CFU/ml. The accuracy of the densitometer was also regularly checked by appropriate serial dilutions and CFU quantification.

THP-1 macrophages were stimulated with live GBS at a multiplicity of infection (MOI) of 10 bacteria per host cell for 3 h at 37°C with 5% CO2 unless otherwise noted. The calculation of MOI was verified using CFU quantification.



2.5. Flow cytometry analysis


2.5.1. Phagocytosis assay

To determine bacterial phagocytosis, THP-1 cells were seeded in a 24-well plate at a density of 4 × 105 cells/ml, differentiated into macrophages and stimulated with FITC-labeled GBS isolates for 3 h at 37°C as described in 2.3 and 2.4. A negative control was stimulated with live bacteria on ice. The phagocytosis assay was performed with optimized PHAGOTEST kit (Glycotope Biotechnology GmbH). Briefly, phagocytosis was stopped by placing the plate on ice. Stimulated macrophages were washed with PBS, detached, and then a quenching solution was added to suppress the fluorescence of extracellular bacteria. Cells were fixed and DNA staining solution was added just before the measurement. Cells were analyzed on FACSCanto II flow cytometer (Becton Dickinson), using BD FACSDiva v8.0.1 software (Becton Dickinson). The percentage of cells that phagocytosed the FITC labeled GBS isolates was determined based on the gate of the negative control sample in the FITC fluorescence histogram.



2.5.2. Expression of M1 and M2 macrophage polarization markers

Expression of M1 and M2 macrophage phenotype markers was analyzed using a BD FACSCanto II flow cytometer with BD FACSDiva software. Briefly, THP-1 cells were seeded in a 12-well plate at a density of 4 × 105 cells/ml, differentiated into macrophages and stimulated with GBS isolates as described in 2.3 and 2.4. Non-stimulated cells were used as a negative control. After 3 h, extracellular bacteria were killed by washing the unattached bacteria and adding fresh RPMI 1640 supplemented with 2% FBS, 100 μg/ml gentamicin (Krka), and 5 μg/ml penicillin G (Sandoz). Cells were then incubated for an additional 72 h at 37°C and 5% CO2 to achieve maximal phenotype markers expression. Following incubation, cells were washed, detached, and stained extracellularly with monoclonal antibodies (mAbs). A combination of mAbs conjugated with fluorochromes against the following cell surface molecules was used: CD64-FITC (BioLegend), CD80-APC (MACS), CD86-Viol700 (Becton Dickinson), CD163-PE (eBioscience) and CD206-APC (MACS). Labeled macrophages were washed and BD Cytofix™ was added for subsequent intracellular staining of CD68, labeled with FITC (BioLegend). Normalized median fluorescence intensities (nMFIs) were determined after dividing the data by the fluorescence values of the negative control.




2.6. Cytotoxicity assay

Bacterial cell-mediated cytotoxicity was detected by measuring the amount of lactate dehydrogenase (LDH) in the culture supernatant. The CytoTox 96 Non-Radioactive Cytotoxicity Assay Kit (Promega) was used according to the manufacturer’s instructions. THP-1 cells were seeded in a 96-well plate at a density of 4 × 105 cells/ml, differentiated into macrophages as described in 2.2 and stimulated with 100 μl aliquots of bacterial suspensions at a MOI of 10:1 and 20:1 for 3 h at 37°C. The plate was then centrifuged, and supernatants were collected in a new plate. Macrophages to which lysis solution was added served as a positive, high control (100% cytotoxicity), whereas non-infected macrophages served as a negative, low control. LDH release was determined by measuring absorbance at 490 nm using the Cytation 5 Multi-Mode Reader (BioTek). The percentage of LDH release was calculated by using the supernatant of lysed cells as 100% LDH release and the supernatant of untreated cells as a negative control.



2.7. Seahorse extracellular flux analysis


2.7.1. Real-time bioenergetics assay

THP-1 cells were seeded in a 24-well Seahorse cell culture plate at a density of 1.5 × 105 cells per well and differentiated into macrophages as described in 2.2. Differentiated THP-1 macrophages were stimulated with GBS isolates at a MOI of 10:1 for 3 h at 37°C. Non-stimulated macrophages were used as a negative control. After 3 h, macrophages were washed with PBS and fresh RPMI 1640 supplemented with 2% FBS, 100 μg/ml gentamicin, and 5 μg/ml penicillin G was added for another hour to kill extracellular bacteria. RPMI with antibiotics was then replaced with RPMI 1640 based Seahorse XF assay medium (Agilent) supplemented with 5.6 mM glucose and 2 mM glutamine, and the plate was incubated for an additional 45–55 min in a CO2-free incubator at 37°C. Basal oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) were measured in real-time, for 10 sequential measurements to capture any dynamic changes of metabolism following bacterial stimulation. The eleventh basal measurement was considered the basal metabolic phenotype and was selected based on previous pilot experiments. After this, 1.5 μM oligomycin (an ATP synthase (complex V) inhibitor that allows calculation of mitochondrial O2 consumption coupled to ATP production during OxPhos) and 0.5 μM antimycin-A plus 0.5 μM rotenone (complex III and complex I inhibitors that allow calculation of non-mitochondrial respiration driven by processes outside the mitochondria) (Van Den Bossche et al., 2015) were injected at designated time-points (Supplementary Figure S8) in the timing and sequence standard for the Seahorse Real-Time ATP Rate assay (Agilent, USA).

Non-mitochondrial oxygen consumption was measured after injection of rotenone and antimycin-A and normalized to control. To exclude the influence of bacterial metabolism, the metabolism of each isolate was measured at the beginning of the experiments and found to be minimal due to previous antibiotic treatment.



2.7.2. Calculation of ATP production by seahorse real-time ATP rate assay

Seahorse Real-Time ATP Rate Assay was performed according to the manufacturer’s specifications (Agilent). ATP production through glycolysis (glycoATP) was calculated as glycolytic proton efflux rate according to equation: glycoATP (pmol ATP/min) = glycoPER (pmol H+/min) = basalPER (pmol H+/min) – MitoPER (pmol H+/min) = basalPER – (basal OCR – OCR after rotenone/antimycin A) * 0.6. The ATP production rate from oxidative phosphorylation (mitoATP) was calculated according to formula: mitoATP Production Rate (pmol ATP/min) = (basal OCR – OCR after oligomycin) (pmol O2/min) * 2 (pmol O/pmol O2) * P/O (pmol ATP/pmol O2) assuming a P/O ratio of 2.75 (Mookerjee et al., 2017).




2.8. Microscopy


2.8.1. Fluorescence microscopy of macrophage morphology

Cells were seeded in Ibidi 2-well μ-slide (Ibidi GmbH), differentiated into macrophages and GBS isolates (isolates 203, 211, 231) were added for 3 h as described in 2.3 and 2.4. Non-infected macrophages were used as a control. Following infection, cells were washed and fresh RPMI 1640 supplemented with 2% FBS, 100 μg/ml gentamicin and 5 μg/ml penicillin G was added to kill extracellular bacteria. Cells were then incubated at 37°C and 5% CO2 for an additional 3 days to achieve maximal morphological changes. After incubation, cells were washed with RPMI and CellMask Green Plasma Membrane Stain (Invitrogen) was added at a dilution of 1:500 for 15 min to stain the membranes. Cells were visualized using a Nikon Eclipse TE2000-E confocal microscope with 60x objective. In addition, morphological changes were quantified in a blinded fashion and number of cells with altered morphology was enumerated.



2.8.2. Real-time microscopy of macrophage-bacteria interactions

Cells were seeded in Delta T culture dish (Bioptechs) at a density of 4 × 105 cells/ml and differentiated into macrophages by incubation with 100 nM PMA. Based on the results of previous experiments, three different GBS isolates were selected: isolate 231 (serotype III, ST-17), isolate 9427 (serotype Ia, ST-144) and isolate 203 (serotype Ib, ST-8). Bacteria were prepared as described in 2.3 and 2.4 and added to macrophages at a MOI of 10. The Delta T culture dish was placed in a confocal microscope (Nikon eclipse TE2000-E) and heated to 37°C throughout the experiment. In 3 h, 360 images were acquired, i.e., 1 image per 30 s with 600x magnification.




2.9. Statistical analysis

All data were tested for normal distribution with the Shapiro–Wilk or Kolmogorov–Smirnov test. Un-paired t-test, Mann–Whitney test, one-way ANOVA with post-hoc Tukey’s or Šidák’s multiple comparisons test or Kruskal-Wallis with post-hoc Dunn’s multiple comparisons test were used to analyze the statistical significance of the data. p ≤ 0.05 were considered statistically significant. Statistical analysis was performed using GraphPad Prism Software (Version 9.0, GraphPad Software Inc.). All graphs were drawn using GraphPad Prism Software or FlowJo Software (Version 10, Becton Dickinson).




3. Results


3.1. Phagocytosis of GBS is dependent on capsular serotype and certain virulence factors

Phagocytic uptake of 12 different live GBS isolates was determined using an optimized flow cytometry protocol. As illustrated, macrophages stimulated with all isolates showed a statistically significant increase in uptake compared with non-stimulated control macrophages (Figure 1A). However, the results showed considerable variation between isolates belonging to different serotypes, STs and CCs. The level of phagocytosis ranged from 10% for serotype Ib to over 70% for serotype III, with significantly lower phagocytic uptake of serotype Ib isolates compared to all other serotypes. Significant differences between other isolates were also observed and are shown in supplemental material (Supplementary Table S1). Stratification of data by STs demonstrated that ST-17 isolates induced the highest phagocytosis, whereas phagocytosis of ST-8 and ST-9 isolates (serotype Ib) was the lowest (Figure 1A). A high level of phagocytosis was also observed in ST-498 (serotype V) and ST-28 (serotype II) isolates, while phagocytosis of other isolates ranged from 40 to 50%. As shown in Figure 1B, the ability to phagocytose also depends on the presence of the virulence factor protein β, which is present in isolates of serotype Ib and in colonizing isolate of serotype II. However, phagocytic uptake was 20–30% higher in latter than in serotype Ib isolates. In addition, the extent of phagocytosis is also dependent on the virulence factor HvgA (Figure 1C), type of Alp proteins (Figure 1D) and pilus type (Figure 1E). Phagocytosis was the highest in isolates of serotype III, ST-17, which have the protein HvgA together with the pilus type PI-1-2B and Rib proteins. Overall, phagocytosis was significantly lower in isolates with pilus type PI-1-2A compared to pilus type PI-1-2B. However, phagocytosis capacity is independent of whether the isolate is colonizing or invasive (Supplementary Figure S5A) or of the site of infection (Supplementary Figure S5B). Phagocytosis appears to be more dependent on serotype, ST, and certain virulence factors. These data therefore suggest that different GBS isolates vary in their ability to be phagocytosed by THP-1 macrophages and that phagocytic uptake is isolate-specific. Comparison of phagocytosis of different GBS isolates is also illustrated by histograms (Figure 1F) showing differences in fluorescence intensity of phagocytosed bacteria for macrophages.
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FIGURE 1
 Phagocytic uptake of 12 various GBS isolates by THP-1 macrophages. Level of phagocytosis (%) after a 3h infection time at a MOI of 10:1 was measured by flow cytometry. The percentage of cells that phagocytosed the FITC-labeled GBS was determined based on the negative control histogram. (A) The level of phagocytic uptake (%) of GBS isolates according to serotypes and STs. The mean ± standard error (SEM) is shown for three independent biological replicates (n  = 3). **p  ≤ 0.01 versus non-stimulated control macrophages as determined by ANOVA with Šidák’s post-hoc test. Statistical differences between individual isolates are shown in Supplementary Table S1. CTRL – negative control. (B–E) GBS phagocytosis after stratification of data according to virulence factors (B) protein β, (C) protein HvgA, (D) Alp proteins and (E) pilus type. (F) Left: overlay histograms comparing phagocytosis of isolates with (green – serotype Ib) and without protein β (pink –serotype III), and negative control (blue). Right: overlay histograms of phagocytosis according to pilus type (orange – serotype Ia, pilus type PI-2A; green – serotype Ib, pilus type PI-1-2A; pink – serotype III, pilus type PI-1-2B; blue – negative control). For the boxplots, the bottom and top borders represent the 25th and 75th percentile, the middle line represents the median and the whiskers indicate variability outside the upper and lower quartiles. The Gaussian distribution of the data was determined with the Shapiro–Wilk test. **p  ≤ 0.01 as determined by un-paired t-test or one-way ANOVA, followed by post-hoc Tukey’s multiple-comparison tests.




3.2. Colonizing isolates in particular induce high expression of co-stimulatory molecules

In addition to other functions, macrophages express specific surface molecules through which they stimulate other immune cells (Forrester et al., 2018). Therefore, the normalized median fluorescence intensity (nMFI) of six surface molecules, CD64, CD80 and CD86, characteristic of M1 phenotype and CD68, CD163 and CD206, characteristic of M2 phenotype was assessed by flow cytometry (Figures 2 3). Interestingly, stimulation with all isolates resulted in a significant decrease in the expression of the Fcγ receptor for IgG, CD64, compared with non-stimulated control cells, with little difference between the individual isolates (Figure 2A, left). Stratification of data by clinical presentation, pilus type, specimen type, or presence or absence of the virulence factors HvgA and protein β revealed no differences between isolates (Supplementary Figure S6). On the other hand, infection with all GBS isolates significantly increased the expression of macrophage co-stimulatory molecules, CD80 and CD86 (Figure 2A, middle and right). Stratification of data by clinical presentation revealed that colonizing isolates induced higher expression of co-stimulatory molecules than invasive isolates (Figure 2B and Supplementary Figure S6A). CD86 expression was most strongly induced by colonizing isolate of serotype III (ST-17), followed by colonizing isolates of serotype II (ST-12), IV (ST-291), Ia (ST-144), and Ib (ST-9) (Figure 2A, right). Conversely, CD80 expression was highest in macrophages stimulated with a colonizing isolate of serotype II (ST-12), followed by isolates of serotype III (ST-17) and IV (ST-291) (Figure 2A, middle). Consistent with phagocytic uptake, isolates of serotype Ib (ST-8 and ST-9) induced the lowest expression of CD80, whereas the expression of CD86 was the lowest in macrophages stimulated with isolates of ST-1 (serotype V). Increased expression of CD80 and CD86 was observed with isolates containing virulence factor protein HvgA (Figure 2C and Supplementary Figure S6B), pilus type PI-1-2B (Figure 2D and Supplementary Figure S6C), and Rib proteins (Figure 2E and Supplementary Figure S6D). These isolates belong to serotypes III and IV. After stratification of data by specimen, the highest CD80 and CD86 expression was observed with colonizing isolates from vagina/vagina-rectum (V/V-R), followed by isolates from blood and cerebrospinal fluid (CSF) (Figure 2F and Supplementary Figure S6E). Statistical differences between isolates are shown in Supplementary Tables S2A–C.
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FIGURE 2
 Expression of M1 macrophage phenotype markers after stimulation with 12 different GBS isolates. THP-1 macrophages were infected with GBS for 3 h (MOI 10:1). Extracellular bacteria were then removed and fresh medium with antibiotics was added. Three days later, macrophages were collected for staining and analyzed with a flow cytometer. (A) Plots of normalized median fluorescence intensity (nMFI) of CD64 (left), CD80 (middle) and CD86 (right). (B–F) Plots of nMFI of CD80 according to (B) clinical presentation (INV – invasive, COL – colonizing), (C) virulence factor HvgA, (D) pilus type, (E) Alp proteins and (F) specimen (CSF – cerebrospinal fluid, V/V-R – vagina/vagina-rectum, CTRL – negative control). Data from three independent biological replicates, each with three technical replicates (n  = 9), were normalized to negative control values. *p ≤  0.05 and **p ≤ 0.01 versus non-stimulated control macrophages (unless otherwise noted) as determined by one-way ANOVA, followed by post-hoc Šidák’s multiple comparisons test. Statistical differences between individual isolates are shown in Supplementary Tables S2A–C.
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FIGURE 3
 Expression of M2 macrophage phenotype markers after stimulation with 12 different GBS isolates. (A) Plots of normalized median fluorescence intensity (nMFI) of CD68 (left), CD163 (middle) and CD206 (right) on THP-1 macrophages, stimulated with GBS isolates of different serotypes and STs. (B,C) Plots of nMFI of CD163 and CD206 expression after stratification of data according to clinical presentation (INV – invasive, COL – colonizing) and specimen (CSF – cerebrospinal fluid, V/V-R – vagina/vagina-rectum, CTRL – negative control). Data from three independent biological replicates, each with three technical replicates, are shown (n  = 9). *p  ≤ 0.05 and **p  ≤  0.01 versus non-stimulated control macrophages (unless otherwise noted) as determined by Kruskal-Wallis test with Dunn’s post-hoc test. Statistical differences between individual isolates are shown in Supplementary Tables S2D–F.




3.3. M2 markers are most highly expressed in macrophages infected with isolates from CSF

CD68, CD163, and CD206 expression was less variable between isolates (Figure 3A). While there were no statistically significant differences in CD68 expression between colonizing and invasive isolates or non-stimulated control (Supplementary Figure S6A), the data showed higher CD68 expression for isolates with the virulence factor HvgA compared with both isolates without HvgA and control macrophages (Supplementary Figure S6B). Interestingly, the lowest CD68 expression was observed for isolate 6 (serotype V, ST-1) obtained from CSF (Figure 3A, left). In addition, the data showed slightly higher expression of CD163 for colonizing isolates (Figure 3B) from V/V-R (Figure 3C). The expression of CD163 and CD206 was also statistically higher for isolates from V/V-R and CSF compared with control, as well as for isolates from CSF compared with isolates from blood. A statistical difference was also observed in CD163 expression between isolates from V/V-R and isolates from blood (Figure 3C). Comparisons of other virulence factors for M2 phenotype markers were statistically insignificant. Differences between individual isolates are shown in Supplementary Tables S2D–F.



3.4. Colonizing isolates are significantly more cytotoxic compared to invasive isolates

Since several studies have reported that GBS isolates damage various eukaryotic cell types, including macrophages, we quantified the cytotoxic effect of different GBS isolates on macrophages by measuring the amount of LDH released in the culture supernatants. Consistent with phagocytosis and macrophage markers expression, we hypothesized that there would also be statistically significant differences in GBS cytotoxicity between isolates. This hypothesis was confirmed by colonizing isolate of serotype Ia (ST-144) inducing the highest (70%) macrophage lysis, followed by the colonizing isolate of serotype IV (ST-291, 50%), isolates of serotype Ib (ST-8 and ST-9, 40%) and invasive isolate of serotype Ia (ST-23, 35%) (Figure 4A). Statistical differences between isolates are shown in Supplementary Table S3A. When the data were pooled according to clinical presentation, colonizing isolates caused significantly higher macrophage lysis compared with invasive isolates (Figure 4B). The highest lysis was caused by isolates from V/V-R, followed by isolates from CSF and finally isolates from blood (Figure 4E). Stratification of data by pilus type revealed statistically significant differences between pilus type PI-2A compared with pilus type PI-1-2A and PI-1-2B, respectively (Figure 4C), whereas stratification by Alp proteins showed the highest cytotoxicity for isolates, possessing Alp1 and α-protein (Figure 4D). Similar results were obtained when macrophages were stimulated with GBS at a MOI of 20:1 (Supplementary Figure S7 and Supplementary Table S3B).
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FIGURE 4
 Various GBS isolates are differentially cytotoxic to THP-1 monocyte-derived macrophages. THP-1 macrophages were stimulated with 12 different GBS isolates at a MOI of 10 for 3 h, after which supernatants were collected and cytotoxicity was measured by LDH release. (A) Cytotoxicity of GBS isolates according to serotypes and STs. Data from three independent biological replicates, each with three technical replicates, are shown as mean ± SEM (n = 9). **p ≤ 0.01 versus low control as determined by one-way ANOVA and post-hoc Šidák’s test. All isolates were statistically significant with the high control. Statistical differences between individual isolates are shown in Supplementary Table S3A. (B–E) GBS-mediated cell cytotoxicity according to (B) clinical presentation (COL – colonizing, INV – invasive), (C) pilus type, and (D) Alp proteins and (E) specimen (CSF – cerebrospinal fluid, V/V-R – vagina/vagina-rectum). **p  ≤ 0.01, as determined by un-paired t-test or Kruskal-Wallis test, followed by post hoc Dunn’s multiple-comparison test, respectively.




3.5. GBS infection enhances both glycolytic and oxidative metabolism in an isolate specific manner

Because macrophage functions depend on their activation, we next examined how infection with different GBS isolates modulates the metabolic profile of THP-1 macrophages by measuring oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) as indicators of cellular respiration and glycolysis, respectively. Stimulation with GBS isolates increased both glycolysis and cellular respiration compared with non-stimulated control macrophages (Figure 5A). Six of 12 isolates significantly increased OCR, whereas eight of 12 isolates significantly increased ECAR compared with control, with a more pronounced increase in ECAR. Statistical differences were also observed between individual isolates, especially in OCR (Supplementary Table S4). The lowest OCR (about 150% of control) was observed with serotype III (ST-17), followed by serotype Ia (ST-144, ST-23) and II (ST-12, ST-28). On the other hand, isolates of serotype III (ST-17) caused the highest increase in ECAR (250 to over 300% of control). For other isolates, the differences were not as clear, but they increased both ECAR and OCR compared with control. Stratification of data by clinical presentation (Figure 5C) revealed no difference between colonizing and invasive isolates, although both showed significant differences from control cells in OCR and ECAR, with more pronounced changes in the latter. Comparison of other virulence factors also revealed no statistically significant differences.
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FIGURE 5
 GBS isolates enhance overall metabolism of stimulated THP-1 macrophages. Basal oxygen consumption rate (OCR) and extracellular acidification rate (ECAR) were analyzed in real-time 4 h post-infection using a Seahorse XFe24 Extracellular Flux analyzer and a modified Real-Time ATP Production Rate Assay. Ten consecutive measurements cycles were performed to detect any changes in metabolism, with measurement number 11 considered the basal OCR and ECAR. Two independent experiments, each with three technical replicates, were performed (n = 6). (A) OCR (left) and ECAR (right) of THP-1 macrophages stimulated with GBS isolates of different serotypes and STs. (B) Non-mitochondrial oxygen consumption (non-mth OCR) was measured after injection of rotenone and antimycin-A and normalized to control. (C) Metabolic phenotype (basal OCR and ECAR) induced by isolates according to their clinical presentation. *p  ≤ 0.05 and **p  ≤ 0.01 versus non-stimulated control macrophages as determined by ANOVA with Šidák’s post-hoc test or Kruskal-Wallis with Dunn’s post-hoc test. Statistical differences between individual isolates for basal and non-mitochondrial OCR are shown in Supplementary Tables S4, S8.


To further assess the metabolic shift induced by GBS stimulation, the ratios of ECAR to OCR were compared for individual isolates (Supplementary Figures S9A, S10 and Supplementary Table S7). The ECAR/OCR ratio was significantly increased compared with control only by colonizing isolate of serotype Ib and isolates of serotype III, which had the highest ECAR/OCR ratio. On the other hand, the ECAR/OCR ratio was the lowest in isolates of ST-291, ST-1, and ST-498 and was practically unchanged compared with control (Supplementary Figures S9A, S10A,E,F). ECAR/OCR ratios for all isolates within each serotype and compared with control are also shown in Supplementary Figure S9C (for isolates of serotype III, ST-17) and S10. Overall, the results showed considerable variability in the ability of each isolate to induce either oxidative or glycolytic metabolism or both in THP-1 macrophages, with no clear difference between colonizing and invasive isolates.



3.6. Following infection, ATP is produced mainly by aerobic glycolysis

To quantify more precisely the effect of GBS stimulation on glycolysis and oxidative phosphorylation (OxPhos), we also measured OCR and ECAR in response to olygomycin and antimycin + rotenone-A injections and calculated ATP production from both processes according to the Seahorse Real-Time ATP Rate Assay. GBS infection increased ATP production rate in THP-1 macrophages, particularly glycolytic ATP production rate, compared with non-stimulated control macrophages (Figure 6A and Supplementary Table S5). Except for isolates of ST-144 and ST-8, all GBS isolates significantly increased glycolytic ATP production compared with control, whereas OxPhos ATP production was significantly increased only in isolates of serotype Ib. This is consistent with the above observation that GBS infection significantly increases ECAR in particular. After stratification of data according to clinical presentation (Figure 6B), both colonizing and invasive isolates induced significantly increased ATP production from glycolysis and OxPhos compared with control macrophages, with colonizing isolates showing a statistically non-significant trend toward higher ATP production compared with invasive isolates. However, pooling of data according to the presence or absence of the virulence factor protein HvgA in isolates of serotype III (ST-17) and serotype IV (ST-291) revealed that stimulation with HvgA isolates induced statistically higher glycolytic (but not OxPhos) ATP production compared with isolates lacking protein HvgA (Figure 6C). However, comparisons of other virulence factors were insignificant. Comparison of the ratio between the glycolytic and OxPhos ATP production rates revealed that the ratio was the highest for isolates of serotype III, indicating the largest relative shift of ATP production toward glycolysis (Supplementary Figures S9B,D and Supplementary Table S6). On the other hand, the ratio was the lowest in isolates of serotype Ib and practically unchanged compared with the control, reflecting the high rate of OxPhos ATP production observed for this serotype. For isolates of serotype III (ST-17), both colonizing and invasive isolates significantly increased the ratio of glycolytic to OxPhos ATP production compared to control, whereas no significance was observed between individual isolates of serotype III (Supplementary Figure S9D). However, the trend showed a higher ratio of glycolytic to OxPhos ATP production for invasive isolates, in contrast to the ECAR/OCR ratio (Supplementary Figures S9C,D). The ratios of glycolysis to OxPhos ATP production for other isolates within each serotype are shown in Supplementary Figure S10.
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FIGURE 6
 ATP-production in THP-1 macrophages after stimulation with 12 different GBS isolates. ATP production was determined 4 h after infection with live bacteria using a modified Seahorse Real Time ATP Production Rate Assay. Baseline OCR and ECAR were obtained from the 11th measurement cycle under basal conditions. OCRs after injections of oligomycin and rotenone plus antimycin-A were used to calculate ATP production from OxPhos and glycolysis according to manufacturer’s instructions. Data from two independent experiments, each with three technical replicates, were obtained (n  = 6). (A) Boxplots show ATP production rate (% total ATP production in control) from OxPhos (left) or glycolysis (right) after stimulation with GBS isolates belonging to different serotypes and STs. (B,C) ATP production rate (% total ATP production in control) in THP-1 macrophages according to (B) clinical presentation (colonizing/invasive) and (C) presence of virulence factor HvgA. *p  ≤ 0.05 and **p  ≤ 0.01 versus non-stimulated control macrophages as determined by ANOVA with Šidák’s post-hoc test or Kruskal-Wallis with Dunn’s post-hoc test. Statistical differences between individual isolates are shown in Supplementary Table S5.




3.7. Non-mitochondrial oxygen consumption

The discrepancy between the ratios of ECAR/OCR and glycolytic/OxPhos ATP production for serotype III mentioned above and the smaller magnitude of changes in OxPhos ATP production compared with changes in basal OCR prompted us to also examine the non-mitochondrial oxygen consumption rate, i.e., OCR insensitive to rotenone and antimycin-A (Figure 5B and Supplementary Table S8). We found that non-mitochondrial OCR was substantially and significantly increased for all GBS isolates except the colonizing isolates of serotype Ia and the invasive isolates of serotype Ib and III and one of the invasive isolates of serotype V (Figure 5B). This increase largely paralleled the increase in basal OCR (Figure 5A), suggesting that the latter was caused in large part by increased non-mitochondrial oxygen consumption, possibly by NADPH oxidase. Overall, the data indicates that most of the studied GBS isolates induce a substantial upregulation of glycolytic ATP production, while the increase in oxygen consumption is predominately from non-mitochondrial sources such as NADPH oxidase. Although no significant overall difference between colonizing and invasive isolates could be observed, important differences exist in the metabolic response of macrophages to different GBS isolates.



3.8. Macrophages stimulated with different GBS isolates show different morphology

To determine whether stimulated macrophages also differ morphologically, the membranes of macrophages stimulated with three different isolates were stained with CellMask dye and observed under a fluorescence microscope. Based on previous results, we chose one isolate that elicits a weak immune response (isolate 203, serotype Ib, ST-8) and two isolates that elicit a stronger response (isolate 211, serotype II, ST-28 and isolate 231, serotype III, ST-17). Non-stimulated control macrophages showed a relatively round shape, whereas macrophages stimulated with GBS isolates became flatter, more elongated, and branched (Figure 7). It can also be seen that macrophages stimulated with isolate of serotype Ib, ST-8 (Figure 7B) were significantly less morphologically branched than macrophages stimulated with isolates of serotype II, ST-28 (Figure 7C) and serotype III, ST-17 (Figure 7D). During the 3-day incubation period, the latter developed a number of pseudopodia with which they sense and engulf bacteria. Quantification of morphological changes, in which morphological changes were divided into three categories (MC1 – unbranched, round; MC2 – elongated, but without pseudopodia; MC3 – highly differentiated, numerous pseudopodia), also showed that isolates of serotype Ib induced significantly less extensive morphological changes than isolates of serotypes II and III (Supplementary Figure S11). These observations are consistent with results obtained by other methods, suggesting that different GBS isolates differ in the strength of the induced immune response.
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FIGURE 7
 The morphology of THP-1 macrophages after stimulation with different GBS isolates. Macrophages were stimulated with GBS isolates belonging to 3 different serotypes and STs. After incubation, the bacteria were removed and fresh medium with antibiotics was added for another 3 days. Macrophages were then stained with CellMask Green Plasma Membrane Stain and visualized with a confocal microscope. Representative images of three technical replicates for each isolate are shown. (A) Non-stimulated THP-1 macrophages as a negative control. Morphology of THP-1 macrophages stimulated with (B) invasive isolate of serotype Ib, ST-8, with the virulence factor protein β, (C) invasive isolate of serotype II, ST-28, and (D) invasive isolate of serotype III, ST-17. Cell membranes are stained green, 600x magnification. Scale bar: 10 μm.




3.9. Real-time microscopy of macrophage interaction with GBS isolates

To capture real-time changes in macrophage interactions with GBS isolates, three different GBS isolates were selected: isolate 231 (serotype III, ST-17), which showed the highest phagocytic uptake and a macrophage shift toward glycolysis, isolate 9427 (serotype Ia, ST-144), which showed the highest cytotoxicity, and isolate 203 (serotype Ib, ST-8), which showed the lowest macrophage response. During a 3 h incubation with bacteria, macrophages stimulated with all three isolates became strongly activated compared with non-stimulated, control macrophages (Supplementary Videos S1–S4). While real-time microscopy showed no visible differences between isolates of serotype Ib (Supplementary Video S3) and III (Supplementary Video S4), a higher number of swollen and ruptured, probably dead macrophages was observed with isolates of serotype Ia (Supplementary Video S2). In addition, macrophages stimulated with all isolates differentiated significantly more than non-stimulated control macrophages. They also began to migrate around the surface, branching, sensing and engulfing both bacteria and other infected macrophages.




4. Discussion

Invasive GBS infections pose a serious threat not only to newborns but also to elderly and immunocompromised individuals. Due to increasing antibiotic resistance or therapy ineffectiveness, the development of new, alternative therapies is needed. Within 10 serotypes, GBS isolates are further classified into a number of ST and CC types, which differ in capsular polysaccharides and possess various virulence factors, thus triggering a different immune response (Flaherty et al., 2021).

In the present study, a THP-1 cell line was used to study the innate immune response of macrophages to 12 distinct GBS isolates. Monocytes were differentiated into macrophages by incubation with 100 nM PMA for 72 h, followed by a 5-day rest in medium without PMA. The differentiation protocol was chosen based on preliminary results where duration of PMA incubation, concentration and rest period were varied (Supplementary Figures S1–S4). The selected protocol yielded the highest viability of macrophages with adequate expression of differentiation markers. Additionally, the 3-day PMA and 5-day rest protocol was also validated in a study by Daigneault et al. (2010).

Using an optimized phagocytosis protocol on a flow cytometer, we demonstrated that diverse GBS isolates are phagocytosed differently. Differences were observed both between individual serotypes and between isolates of the same serotype but of a different ST type. However, isolates within the same serotype were mostly phagocytosed similarly, as statistical differences within individual serotypes were only obtained for isolates of serotype V, belonging to different STs. While Rogers et al. (2018) first reported that serotype, ST type and invasiveness of isolates did not affect phagocytosis, our data suggest otherwise. This could likely be because they used heat inactivated GBS isolates whereas we examined the influence of live, opsonized bacteria. Our results are also in agreement with previous studies demonstrating isolate-specific differences in phagocytic uptake of GBS (Korir et al., 2017a; Flaherty et al., 2021).

The phagocytic uptake was the highest for ST-17 isolates (serotype III) (70%), consistent with the observations by other studies (Cornacchione et al., 1998; Korir et al., 2017a), whereas for ST-8 and ST-9 isolates (serotype Ib) the uptake was only around 10–20%. Previous genotyping of GBS isolates used in our study (Perme et al., 2020) has shown that isolates of serotype Ib (ST-8 and ST-9) possess the virulence factor protein β, which prevents the deposition of C3b component of the complement on the bacterial surface, thereby reducing opsonophagocytosis (Korir et al., 2017b). In addition, it also binds to the Siglec-5 surface receptor, further inhibiting phagocytosis (Patras and Nizet, 2018). Since bacteria were opsonized in human serum as a source of complement prior to stimulations, the presence of protein β could explain the low phagocytic uptake for isolates of serotype Ib. The protein β is also expressed by a colonization isolate of ST-12. However, the latter belongs to serotype II and has different capsular polysaccharides and different amount of sialic acid, which are two factors directly involved in immune system. Nevertheless, both our and other studies demonstrate that hypervirulent isolates of ST-17 (serotype III) have the highest ability to be phagocytosed by macrophages, regardless of whether the isolates were pre-opsonized, whereas differences between the other isolates confirm that serotype indeed affects the ability of GBS to be phagocytosed.

Our data further demonstrate that phagocytosis is also affected by the pilus type. The importance of pili in the virulence of GBS has been investigated and three types of pili (PI-2A, PI-1-2A, and PI-1-2B) have been described (Landwehr-Kenzel and Henneke, 2014). Isolates contain at least one or a combination of two types of pili. PI-1 pili are important for evading phagocytosis by macrophages but are not involved in adhesion to the host cell (Jiang et al., 2012). PI-2A pili are important for biofilm formation, whereas PI-2B pili increase intracellular survival in macrophages (Chattopadhyay et al., 2011) and contribute to the invasiveness of GBS (Lazzarin et al., 2017).

Studies have also shown that isolates possessing PI-1-2B pilus type are phagocytosed to a higher extent compared to the isolates possessing other type of pili (Lazzarin et al., 2017). The latter express the protein Spb1, which increases the adhesiveness, enhances phagocytosis and at the same time enables intracellular survival of GBS, contributing to higher virulence of GBS (Chattopadhyay et al., 2011). Of the isolates used in our study, the above pilus type is present in hypervirulent isolates of ST-17 (serotype III) and a colonizing isolate of serotype IV, which were phagocytosed more efficiently than isolates possessing other types of pili. The aforementioned isolates of serotype III and IV also possess the adhesin HvgA, which facilitates binding of the bacterium to the host cell, which may be another reason for the enhanced phagocytosis of these isolates.

Moreover, surface immunogenic adhesins Rib, R28, Alp1 and α-proteins, belonging to the Alpha like protein family, are important for GBS virulence (Pietrocola et al., 2018). The most immunogenic proteins are the Rib proteins (Bianchi-Jassir et al., 2020) expressed by isolates of serotype III and IV, for which we observed the highest phagocytic uptake. Our results suggest that in addition to the antibody response, the Rib proteins as reported so far, also contribute to the increased phagocytosis and are importantly involved in immunogenicity (Pawlowski et al., 2022).

Further, colonizing isolates from V/V-R showed significantly higher lysis of macrophages compared to invasive isolates from blood with the highest percentage (70%) of lysis with a colonizing isolate of serotype Ia (ST-144), followed by the colonizing isolate of serotype IV (ST-291). Studies have shown that the GBS toxin β-hemolysin/cytolysin is capable of inducing pyroptosis in macrophages (Whidbey et al., 2015). It was demonstrated that in addition to pyroptosis, GBS is also capable of inducing macrophage apoptosis (Fettucciari et al., 2000). Real-time microscopy also showed that macrophages swelled and ruptured after stimulation with colonizing isolates of serotype Ia (ST-144), whereas this was not observed with isolates of serotype Ib (ST-8) and especially serotype III (ST-17). However, further studies are needed to clarify which type of cell death occurs.

We also observed that more cytotoxic isolates induced a larger hemolytic zone on blood agar and multiplied faster in co-culture than others, which is in agreement with a study by Sendi et al. (2009) showing that highly hemolytic isolates grew markedly faster compared to the less hemolytic ones. Our cytotoxicity results indicate that colonizing isolates are more cytotoxic but less invasive due to macrophage lysis, which releases them into the environment where they are exposed to further immune response or antibiotics. In contrast, less cytotoxic isolates seem to be more invasive as they do not kill host macrophages but rather use them to survive by evading other immune cells and/or antibiotics, and also facilitate dissemination throughout the body. A similar, Trojan horse phenomenon (Mittal et al., 2010; Sagar et al., 2013; Gendrin et al., 2018) has been already described for other pathogen bacteria, suggesting that bacteria can survive within macrophages and even use them to travel intracellularly in the circulation (Segura et al., 1998; Laskay et al., 2003; Thwaites and Gant, 2011). In line with these observations, our data show that invasive isolates of serotype III, II and V are the least cytotoxic but at the same time are more invasive as they were obtained from blood or CSF, confirming our hypothesis that invasive isolates, at least in the initial stages of infection, exploit macrophages to evade the immune system and survive in the host. Our results also showed the highest cytotoxicity for isolates possessing PI -2A-type of pili and Alp1 and α-proteins, but further investigation is needed to understand the correlation between the above factors and cytotoxicity.

Macrophages are extremely plastic cells, capable of switching the phenotype depending on the stimuli and signals from the microenvironment (Shapouri-Moghaddam et al., 2018). In response to pathogens, they express specific surface molecules through which they regulate and dictate further immune responses (Forrester et al., 2018). While inflammatory macrophages are defined by higher expression of co-stimulatory molecules CD80 and CD86, immunosuppressive macrophages express higher levels of scavenger receptor CD163 and mannose receptor CD206 (Takiguchi et al., 2021). Surprisingly, our data demonstrate that 3-day stimulation with all GBS isolates statistically decreased the expression of Fcγ receptor, CD64. The latter recognizes the Fc region of IgG and therefore plays a central role in linking the cellular and humoral arms of the immune response (Mittal et al., 2010). On the contrary, studies on neutrophils and monocytes have shown that CD64 expression is increased during septicemia and even proposed it as a diagnostic marker for early-onset neonatal infections (Ng et al., 2004; Groselj-Grenc et al., 2008). A possible explanation could be that GBS non-specifically interacts with CD64 and uses it to invade macrophages, while simultaneously internalizing the receptor, thereby decreasing its surface expression. Namely, a study in E. coli showed that OmpA protein interacts with the FcγRIa receptor, allowing the bacteria to bind to and invade macrophages (Mittal et al., 2010). Nonetheless, more studies investigating the interaction of GBS with CD64 are needed to confirm this hypothesis.

Furthermore, all GBS isolates significantly increased the expression of CD80 and CD86. The latter are expressed on the surface of antigen presenting cells (APC) in response to pathogens (Sansom et al., 2003). While CD80 expression was similar among isolates within the same serotype, CD86 expression varied widely depending on whether the isolate was colonizing or invasive. Interestingly, particularly CD86 was significantly increased, especially for colonizing isolates. Since CD80 and CD86 are required for further T cell activation (Sansom et al., 2003), increased expression would also likely result in enhanced T cell activation and more rapid clearance of infection in vivo. Invasive isolates, on the other hand, limit further immune responses by inducing less co-stimulatory molecules, thereby increasing their survival in the host. Moreover, in vitro and in vivo studies have shown that increased expression of CD80 and concomitant decreased expression of CD86 are associated with a more severe infection and inflammation, whereas increased expression of CD86 in septic patients is thought to have a protective function (Nolan et al., 2009). Although in vitro conditions differ from those in vivo, our data appear to be consistent with aforementioned studies, as invasive isolates obtained from blood (serotypes II, III) strongly induced CD80 but only weakly induced CD86 expression, while the opposite was observed in colonizing isolates. Consistent with the phagocytosis results, CD80 was least induced by isolates of serotype Ib which also induced low expression of CD86.

Interestingly, invasive isolates obtained from CSF appear to elicit the lowest immune response according to surface molecules expression. The latter (isolate 229, serotype Ia, ST-23 and especially isolate 6, serotype V, ST-1) only weakly induced CD80 and CD86 expression but, surprisingly, statistically higher expression of CD163 and CD206 compared with isolates obtained from blood. Recently, CD163 was found to function not only as a scavenger receptor for hemoglobin-haptoglobin complexes (Tippett et al., 2011) but also as an innate immune sensor for both Gram positive and Gram negative bacteria (Fabriek et al., 2009). Therefore, possible explanation could be that isolates from CSF bind less to the CD163, resulting in its apparent higher expression, as more CD163 is available to bind monoclonal antibodies, whereas invasive isolates from blood may bind more strongly to the CD163 leading to a septic state due to the more severe inflammation. Moreover, CD163 sheds from the cell membrane during severe bacterial infection (Hintz et al., 2002; Sulahian et al., 2004), which would explain lower CD163 expression by isolates from blood but not isolates from V/V-R and, interestingly, CSF. It is possible that CD163 sheds from the cell membrane at different times, depending on the bacterial isolate, which would explain its higher expression upon stimulation with isolate 6 (serotype V, ST-1).

Interestingly, macrophages stimulated with isolate 6 had the lowest expression of co-stimulatory molecules CD80 and CD86, along with CD68, i.e., a myeloid-specific surface marker, routinely used as a histochemical/cytochemical marker of inflammation (Chistiakov et al., 2017). Thus, the low expression of inflammatory markers with concomitant high expression of immunosuppressive markers could explain the ability of the mentioned isolate to progress to CSF.

Finally, as recent findings point to the importance of metabolism in shaping the functional phenotype of macrophages in response to various microbial stimuli, the metabolic assay was performed on macrophages exposed to 12 different GBS isolates. Numerous studies have already confirmed that stimulations with bacterial LPS or Th1 cytokines and Gram negative bacteria, Mycobacterium tuberculosis, or intracellular bacteria such as Listeria monocytogenes, shift macrophage metabolism toward increased glycolysis while simultaneously reducing mitochondrial respiration (so-called M1 or classically activated pro-inflammatory macrophages) (Gleeson et al., 2016; Fleetwood et al., 2017; Cumming et al., 2018; Escoll and Buchrieser, 2018; Russell et al., 2019; Wang et al., 2019). However, in vitro stimulations of macrophages with dead and live bacteria (both Gram negative and especially Gram positive) have shown that bacterial infection enhances both glycolysis and mitochondrial respiration (Lachmandas et al., 2016). Since no study has been conducted with S. agalactiae, ECAR and OCR were measured as readouts for glycolysis and cellular respiration using the Seahorse Extracellular Flux Analyzer. Our data showed an increase in both glycolysis and mitochondrial respiration in stimulated macrophages, with the increase in glycolysis being more pronounced. Correspondingly, ATP production, particularly from glycolysis, also increased significantly compared with the control macrophages. Similar observations were obtained by Lachmandas et al. (2016) after stimulations with whole bacterial lysates of S. aureus, M. tuberculosis, and E. coli and with the TLR2 ligand Pam3CysSK4 (P3C). In contrast to the LPS stimulations, increase in overall metabolic activity was observed. These data therefore suggest that different stimuli that elicit an M1-like phenotype are not necessarily equivalent, necessitating individual assessment of the metabolic responses they induce.

While most studies have only examined the effects of a single bacterium on immune cell metabolism, to our knowledge we were the first to examine the effect of 12 different GBS isolates on THP-1 macrophage metabolism. As expected, the differences between individual isolates were significant in terms of mitochondrial respiration, glycolysis and the total rate of ATP production. The differences were most pronounced with hypervirulent isolates of serotype III, ST-17, which generally activated glycolysis most strongly in stimulated macrophages.

On the other hand, isolates of ST-291 (serotype IV) and ST-498 (serotype V) induced a substantial increase in total metabolism, with high levels of glycolytic and OxPhos ATP production, suggesting that macrophages stimulated with these isolates appear to activate both major pathways of energy metabolism at approximately the same rate. In macrophages stimulated with isolates of serotype Ib, the ratio of glycolytic to OxPhos ATP production was practically unchanged compared with control due to the highest level of OxPhos ATP production observed. All of this underscores both the continued importance of OxPhos as the predominant source of ATP in GBS stimulated macrophages despite increased glycolysis and the considerable variability in metabolic response to individual serotypes. On the other hand, clinical presentation did not significantly affect any of the metabolic parameters. However, we observed a trend of higher glycolytic and OxPhos ATP production in colonizing isolates.

Interestingly, macrophages stimulated with isolates of serotype Ib had a high ratio of ECAR to OCR, although their ratio of glycolytic to OxPhos ATP production was low. This discrepancy highlights the need to quantify glycolysis rates more precisely by accounting for extracellular acidification of the medium due to CO2 secretion during cellular respiration by injecting rotenone and antimycin-A to block mitochondrial respiration (Mookerjee et al., 2015). This strategy also allows the quantification of oxygen consumption outside the respiratory chain. One such source of oxygen consumption in macrophages is the NADPH oxidase, which is involved in the generation of reactive oxygen species in the oxidative burst. Indeed, stimulation with most GBS isolates resulted in a significant increase in non-mitochondrial OCR, indicating a potential oxidative burst. In general, non-mitochondrial OCR correlated to some extent with cytotoxicity, as the more cytotoxic colonizing isolates (serotype IV and ST-498 of serotype V) caused the highest increase, whereas the less cytotoxic isolates (serotype III and ST-1 of serotype V) caused much smaller increase in non-mitochondrial OCR, with serotype Ia isolates being the exception. Nevertheless, the data seem to suggest that a strong, potentially excessive oxidative burst induced by some isolates may play a role in their cytotoxicity to macrophages, but further studies are needed to confirm this. Our observations confirm the important influence of metabolism on both the phenotype and macrophage effector functions, as stimulation with different isolates also resulted in different phagocytic capabilities and phenotype markers expressions. The metabolic shift toward aerobic glycolysis, characteristic of cancer cells, is also thought to be critical for the activation and exertion of pro-inflammatory functions of immune cells (Escoll and Buchrieser, 2018). Immune functions directly dependent on the switch to a Warburg-like metabolism are phagocytosis and IL-1β production, but also the acquisition of co-stimulatory capacity by dendritic cells (O'Neill and Pearce, 2016). The latter may also apply to macrophages, as our results suggest that more glycolytic macrophages also express more co-stimulatory molecules. Nevertheless, studies suggest that both glycolysis and OxPhos are critical for the exertion of immune functions and that the induction of specific metabolic programs is highly specific (both cell type and bacterial specific) (Lachmandas et al., 2016). Most importantly, our data confirm that macrophage polarization to the M1 and M2 phenotype is not so unidirectional but involves a range of macrophage activation states depending on the stimulus.



5. Conclusions

Overall, our data suggest that different GBS isolates affect the immune response of macrophages differently. The differences between the various isolates are evident at the level of phagocytic uptake and expression of surface markers, as well as at the level of morphology, cytotoxicity, and metabolism of infected macrophages. This suggests that the occurrence of infection is influenced not only by the immune status or susceptibility of the individual, but also by the isolate itself, as different isolates appear to have different potential to become invasive or remain colonizing. Macrophage activation and response is influenced by capsular polysaccharides and thus by bacterial serotype as well as by individual virulence factors. The results also suggest that the execution of macrophage effector functions is also influenced by the bacteria in terms of metabolic reprogramming, as macrophage functions are strongly dependent on metabolic phenotype. While colonizing isolates appear to elicit a more cytotoxic effect, invasive isolates appear to use macrophages to their advantage, making them invasive in the first place. Although differences were noted between all isolates, our data also show that hypervirulent isolates of serotype III, ST-17, which possess PI-1-2B type of pili and the protein HvgA, elicit the strongest immune response. In addition to the highest phagocytic uptake, they also induced high expression of inflammatory markers. This was also confirmed by a marked shift in energy metabolism toward glycolysis and glycolytic ATP production in macrophages stimulated with these isolates, suggesting a Warburg-like metabolism. On the other hand, serotype Ib isolates activated macrophages the least, as these macrophages had the lowest ratio of glycolytic to OxPhos ATP production, phagocytic uptake, and expression of co-stimulatory molecules.

Thus, our data confirm the existing paradigm that differences in host immune responses to GBS are due to genotype-specific differences in GBS isolates. These and similar studies could aid in the development of new prognostic strategies or improved diagnosis of GBS infections. Since targeting the host immune system could be an alternative treatment approach to combat bacteria, it is of utmost importance to better understand immune responses and their interplay with bacteria. In addition, the data obtained could prove useful for diagnostic purposes in the future, as the bacterial isolate itself could be used to infer the prognosis of the disease. Further studies both in vitro and in vivo are needed to draw more precise conclusions. Nevertheless, our results complement previous studies on the immune response to group B Streptococci and demonstrate for the first time the importance of the metabolic phenotype of macrophages in Streptococcus agalactiae infections.
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Brucella abortus is a zoonotic pathogen whose virulence depends on its ability to survive intracellularly at the endoplasmic reticulum derived compartment. The two-component system BvrR/BvrS (BvrRS) is essential for intracellular survival due to the transcriptional control of the type IV secretion system VirB and its transcriptional regulator VjbR. It is a master regulator of several traits including membrane homeostasis by controlling gene expression of membrane components, such as Omp25. BvrR phosphorylation is related to DNA binding at target regions, thereby repressing or activating gene transcription. To understand the role of BvrR phosphorylation we generated dominant positive and negative versions of this response regulator, mimicking phosphorylated and non-phosphorylated BvrR states and, in addition to the wild-type version, these variants were introduced in a BvrR negative background. We then characterized BvrRS-controlled phenotypes and assessed the expression of proteins regulated by the system. We found two regulatory patterns exerted by BvrR. The first pattern was represented by resistance to polymyxin and expression of Omp25 (membrane conformation) which were restored to normal levels by the dominant positive and the wild-type version, but not the dominant negative BvrR. The second pattern was represented by intracellular survival and expression of VjbR and VirB (virulence) which were, again, complemented by the wild-type and the dominant positive variants of BvrR but were also significantly restored by complementation with the dominant negative BvrR. These results indicate a differential transcriptional response of the genes controlled to the phosphorylation status of BvrR and suggest that unphosphorylated BvrR binds and impacts the expression of a subset of genes. We confirmed this hypothesis by showing that the dominant negative BvrR did not interact with the omp25 promoter whereas it could interact with vjbR promoter. Furthermore, a global transcriptional analysis revealed that a subset of genes responds to the presence of the dominant negative BvrR. Thus, BvrR possesses diverse strategies to exert transcriptional control on the genes it regulates and, consequently, impacting on the phenotypes controlled by this response regulator.
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 two-component system, phosphorylation, response regulator, virulence, pattern, Brucella, intracellular survival


1. Introduction

Brucella abortus is an Alphaproteobacteria facultative extracellular-intracellular pathogen responsible for brucellosis, one of the most distributed bacterial zoonoses in the world (Moreno, 2014). This bacterium causes economic losses due to abortion in cattle and is of public health concern since it produces a debilitating febrile disease in humans by ingestion of unpasteurized products or occupational exposure (Moreno and Moriyon, 2006; McDermott et al., 2013). The pathogenesis of brucellosis is intimately linked to the ability of B. abortus to enter eukaryotic cells modulating the intracellular trafficking to reach the endoplasmic reticulum (ER). Within this organelle, the bacterium enters a multiplication phase essential for disseminating throughout the infected host (Celli, 2015, 2019).

Several molecular determinants are essential for the intracellular lifestyle of B. abortus. Among those stands the two-component system (TCS) BvrR/BvrS (BvrRS) which has been consistently identified in independent unbiased approaches designed to understand the virulence mechanisms exerted by B. abortus (López-Goñi et al., 2002; Viadas et al., 2010; Altamirano-Silva et al., 2018). BvrRS is part of an operon encompassing 16 genes, with orthologs in the phylogenetically related endosymbiont Sinorhizobium meliloti, and the plant pathogen Agrobacterium tumefaciens (Rivas-Solano et al., 2022). It is composed of the sensor protein BvrS, which, upon activation, is auto-phosphorylated and then transfers the phosphate moiety to aspartate 58 of the response regulator, BvrR (Altamirano-Silva et al., 2018). BvrR phosphorylation induces a conformational change that increases the protein’s affinity to promoter regions, impacting gene expression (Sola-Landa et al., 1998; Altamirano-Silva et al., 2018; Rivas-Solano et al., 2022).

The TCS BvrR/BvrS controls several phenotypes related to the intracellular life cycle of B. abortus. B. abortus activates small Rho GTPases during the entry process to nonprofessional phagocytic cells. BvrRS-defective mutants lack this ability indicating that this TCS controls the expression of yet unknown, molecules that participate in this process (Sola-Landa et al., 1998; Guzmán-Verri et al., 2001). Once inside cell, the BvrR phosphorylation is triggered by low pH and nutrient limitation, inducing the expression of the transcriptional regulator VjbR and the Type IV Secretion System VirB (Altamirano-Silva et al., 2018). Assembly of the latter is crucial to inject protein effectors that allow B. abortus to evade the lysosomal route, reaching the ER (Celli et al., 2003; Myeni et al., 2013). At late stages of infection, BvrRS activates again the expression of both VjbR and VirB to allow bacterial egress and interaction with new host cells (Altamirano-Silva et al., 2021).

BvrRS activity also has a profound impact on membrane homeostasis. BvrRS exerts transcriptional control on membrane proteins such as Omp3a (Omp25) and Omp3b and enzymes related to LPS synthesis (Guzman-Verri et al., 2002; Rivas-Solano et al., 2022). BvrRS-defective mutants show abnormal LPS acylation patterns and are susceptible to cationic peptides such as polymyxin B (Manterola et al., 2005, 2007). Direct binding of phosphorylated BvrR to regulatory regions of tamA, pckA, omp25, virB1 and its own regulatory region has been shown (Rivas-Solano et al., 2022). Overall, BvrRS influences the expression of more than 100 genes (Viadas et al., 2010). Some of these genes encode enzymes at the metabolic crossroads of carbon and nitrogen pathways, reinforcing the role that BvrRS has in the coordination of gene expression, required for a successful B. abortus infection (Rivas-Solano et al., 2022), a phenomenon also reflected in the proteome of the bvrR and bvrS mutants compared to wild-type Brucella (Lamontagne et al., 2007).

Despite the profound transcriptional impact of BvrRS and its role in controlling several crucial phenotypes, little is known about the molecular mechanisms used by this system to regulate such a diverse variety of genes. In this work, we generated transcriptional regulator BvrR dominant positive and negative mutants mimicking phosphorylated and non-phosphorylated BvrR states, that were introduced, in addition to the wild-type version, in a BvrR-negative bacterial background. Analysis of the phenotypes and transcriptional responses in the panel of strains generated indicates the existence of diverse strategies used by BvrR to control transcriptional responses and phenotypes.



2. Materials and methods


2.1. Bacterial strains and growth conditions

The bacterial strains listed in Table 1 were grown in vitro at 37°C in tryptic soy broth (TSB) for 24 h to stationary phase, and aliquots were frozen at −70°C in TSB-glycerol 20%. A frozen stock of brucellae was thawed 48 h before the assays. Then, bacteria were grown in 20 mL of TSB in glass flasks at 200 rpm and 37°C for 18 h. The optical density was measured at 420 nm (OD420). The bacterial population was estimated by plotting the OD420 on a standard curve, and 5 × 109 bacteria were inoculated in 20 mL of TSB and incubated with agitation at 200 rpm and 37°C. When needed, B. abortus strains were supplemented with antibiotics to maintain plasmid selection. Aliquots were taken at the indicated times for bacterial growth determination, by optical density measurement at OD420. For the assays where bacteria were used at the mid-exponential growth phase (OD420 = 0.3–0.5), 5 × 109 bacteria were inoculated in 20 mL of TSB and incubated with agitation at 200 rpm and 37°C for 16 h.



TABLE 1 Strains used in this study.
[image: Table1]



2.2. Polymyxin B susceptibility assays

Stock solutions of polymyxin B were prepared in sterile 1 mM 4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) pH 8.0. Serial dilutions of polymyxin were made in 96-well microtiter-type plates. 2 × 104 CFUmL-1 of Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A grown to exponential growth phase were centrifuged and resuspended in TSB. Then, 100 μL of bacterial suspension were dispensed into the wells. Bacteria incubated without polymyxin were used as growth control. Plates were incubated for 1 h at 37°C, and 10 μL of serial dilutions of each well were inoculated onto tryptic soy agar (TSA) plates. The results were expressed as the percentage of survival.



2.3. Intracellular replication experiments

HeLa epithelial cells (ATCC clone CCL-2) were cultivated and infected with Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A as previously described (Altamirano-Silva et al., 2021). The cells were seeded in 24-well tissue culture plates 2 days before infection to obtain a final concentration of 5 × 105 cells per well, and multiplicities of infection (MOI) of 500 were used. MOIs were adjusted based on the OD420 of the inoculum by diluting bacteria in Dulbecco’s Modified Eagle Medium (DMEM). Cells were infected with B. abortus strains, centrifuged for 5 min at 330× g at 4°C, incubated for 45 min at 37°C under 5% CO2, and washed with phosphate-buffered saline (PBS). Extracellular bacteria were eliminated by treatment with gentamicin at 100 μg/mL for 1 h, and cells were incubated for the indicated times in the presence of gentamicin at 5 μg/mL.



2.4. Intracellular replication quantitation

The number of intracellular viable B. abortus strains was determined at different h post- infection. Cells were washed twice with PBS and treated for 10 min with Triton X-100 (0.1%). Lysates were serially diluted, plated on tryptic soy agar dishes, and incubated at 37°C for 3 days under 5% CO2 to quantify colony-forming units (CFU).



2.5. Immunofluorescence microscopy

HeLa epithelial cells were seeded in 24-well tissue culture plates on 12-mm-diameter glass coverslips 2 days before infection to obtain a final concentration of 5 × 105 cells per well and infected with Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A at a MOI of 500 as described above. At 48 h post-infection, coverslips were washed three times in 1X PBS and fixed using 3% paraformaldehyde in PBS (pH 7.4) at 37°C for 10 min. Rabbit anti-calnexin polyclonal antibody ab75801 (Abcam) was used to localize intracellular compartments. As reported elsewhere, in house polyclonal mouse antibodies to B. abortus were used to detect Brucella (Altamirano-Silva et al., 2021). An Alexa Fluor 488-conjugated goat anti-mouse antibody and an Alexa Fluor 594-conjugated anti-rabbit antibody (Life Technologies) were used as developing antibodies. Confocal analysis was performed with an Olympus U-TB190 (100X) under oil immersion. Confocal images of 1,024 by 1,024 pixels were acquired with the FV10-AV ver.03.01 software (Olympus) and assembled with Adobe Photoshop CS3 (Adobe Systems, San Jose, CA).



2.6. Electrophoretic and immunochemical analysis

Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A were grown in TSB at 37°C. At the mid-exponential growth phase, an aliquot of bacteria was taken and concentrated by centrifugation at 10,000× g for 10 min, resuspended in Laemmli sample buffer, and heated at 100°C for 20 min. According to the manufacturer’s instructions, the protein concentration was determined by the Bio-Rad DC method, and equal amounts of protein (20 μg) were loaded onto a 12.5% gel for SDS-PAGE. Separated proteins were transferred to a polyvinylidene difluoride (PVDF) membrane and probed with the indicated antibodies. Rabbit-anti VirB8 antibodies, anti-VjbR and anti-BvrR were produced by immunization with recombinant proteins followed by affinity chromatography purification as previously described (Martínez-Núñez et al., 2010). Mouse monoclonal anti-Omp25 and anti-Omp19 antibodies were kindly provided by Dr. Axel Cloeckaert. Membranes were further incubated with peroxidase-conjugated anti-mouse (Invitrogen cat#G21040) or anti-rabbit antibodies (Invitrogen cat#G21234), and a chemiluminescence reaction visualized the detected bands.



2.7. Chromatin immunoprecipitation assay

Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A were grown in TSB at 37°C to mid-exponential growth phase. Bacteria were fixed with 1% formaldehyde and incubated at room temperature for 10 min. Then, the reaction was quenched with 125 mM glycine for 5 min. Bacteria were washed with cold phosphate-buffered saline twice and the cells were lysed in 0.6 mL of lysis solution (10 mM Tris pH 8.0, 50 mM NaCl, 10 mM EDTA, 20% sucrose, 20 mg mL-1 lysozyme) and 0.6 mL of 2X RIPA solution (100 mM Tris pH 8.0, 300 mM NaCl, 2% Igepal, 1% sodium deoxycholate, 0.2% SDS). To fragment DNA in an average size of 500 bp, the cell extracts were sonicated and centrifuged for 30 min at 10,000× g. Supernatants were stored at −80°C. An aliquot of the extract was taken as a control of total DNA before immunoprecipitation and referred to as total DNA.

For immunoprecipitation, 100 μL of 10 mg/mL SureBeads™ Protein A Magnetic Beads were incubated with 2 μg of BvrR antibodies for 1 h at room temperature. Then, bacterial lysates were incubated with the preloaded beads for 1 h at room temperature. The beads were washed three times with 1X RIPA solution. The immunoprecipitated material was eluted with 30 μL of 20 mM glycine pH 2.0 for 5 min at room temperature and neutralized with 80 μL of elution buffer (25 mM Tris pH 8.0, 5 mM EDTA, 0.5% SDS). Cross-linking of the immunoprecipitated was reversed by incubation at 65°C overnight. The immunoprecipitated and the total DNA were purified using the DNeasy® Blood & Tissue Kit (Qiagen) according to the manufacturer’s instructions. Pomp25, and PvjbR, were amplified by quantitative real-time PCR an Applied Biosystems StepOnePlus™ Real-Time PCR instrument using primers Pomp25F (5′-CCGCAATTACCCTCGATATGT-3′) and Pomp25R (5′-ATGGCATTCTCCTTACACAAATTAC-3′) and PvjbRF (5′- TAAGCGATTGAAGGCCTC-3′) and PvjbRR (5′- CTCATTGGAAATATCCTTGGTGAT-3′), respectively. The standard curve method was used for relative quantification. Data were presented as a percentage of precipitated DNA (IP)/total DNA (IN) (Uzureau et al., 2010).



2.8. RNA isolation and sequencing

Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A were grown in TSB to exponential growth phase and centrifuged at 5,000× g for 5 min at 4°C. Samples were resuspended in 250 μL of TE buffer, pH 8.0 with 1 mg/mL lysozyme, and incubated for 5 min at room temperature. RNA was then isolated using the RNeasy Midi Kit (Qiagen) with a DNase treatment. RNA was eluted from the column using RNase-free water. Total RNA concentration was calculated by Quant-IT RiboGreen (Invitrogen). To assess the integrity of the total RNA, samples were run on the TapeStation RNA screen tape (Agilent). High-quality RNA preparations with RIN higher than 7.0 were used for RNA library construction. The library was prepared with 1 μg of total RNA for each sample by Illumina TruSeq mRNA Sample Prep kit (Illumina, Inc., San Diego, CA, United States). Briefly, bacterial rRNA was depleted using the NEBNext rRNA Depletion Kit (Bacteria) (NEB). After depleting the rRNA, the remaining RNA was fragmented using divalent cations under elevated temperature. Synthesis of cDNA from the cleaved RNA fragments was performed using SuperScript II reverse transcriptase (Invitrogen) and random primers. This was followed by double-strand cDNA synthesis using DNA Polymerase I and RNase H. These cDNA fragments then went through an end repair process, the addition of a single ‘A’ base, and the ligation of the indexing adapters. The products were then purified and enriched with PCR to create the final cDNA library. The libraries were quantified using KAPA Library Quantification Kits for Illumina Sequencing platforms according to the qPCR Quantification Protocol Guide (KAPA) and qualified using the TapeStation D1000 ScreenTape (Agilent). Indexed libraries were then submitted to an Illumina NovaSeq (Illumina, Inc., San Diego, CA, United States), and the paired-end (2 × 151 bp) (~40 M reads per sample ~6G/sample) sequencing was performed by Macrogen Incorporated (South Korea).



2.9. RNA-seq mapping and quantification

After trimming the adaptors (cutadapt, v. 2.4) (Martin, 2011), high-quality reads averaging 28.4 million reads per sample were obtained. The resulting count matrix of raw data and the experimental design are available at:10.5281/zenodo.7548947. Sequencing quality was assessed for each sample (before and after mapping) using MultiQC (v. 1.6) (Ewels et al., 2016). Reads were aligned on the B. abortus genome (Brucella abortus strain Wisconsin) (Suárez-Esquivel et al., 2016) from GenBank (Clark et al., 2016) using bowtie2 (v. 2.3.4.1) (Langmead and Salzberg, 2012). The reference genome annotation was complemented with NCBI Reference Sequence GenBank: LT671512.1 (Chormosome 1) and NZ_LT671513.1 (Chromosome 2). Read summarization and annotations were done with the featureCounts (v 1.6.14), requiring both read ends to map. This tool was run twice to identify genes and pseudo-genes features on the genome. Functional annotation of the genes/pseudogenes gene ontologies was obtained using the annotations provided by PATRIC (Davis et al., 2020). The resulting genome annotation was manually curated using an in-house annotation.



2.10. RNA-seq statistical analysis

Gene expression profiles were analyzed using the R software (R: A Language and Environment for Statistical Computing, 2017) and several Bioconductor (Gentleman et al., 2004) packages, including DESeq2 (Love et al., 2014) (v 1.26.0) and SARTools (v 1.7.0) (Varet et al., 2016). The statistical analysis included (i) data description, (ii) data normalization and exploration (iii) testing for differential expression for each gene/pseudogene between the strains.

- Dataset description: The dataset included 24 samples from 5 different strains, each having the number of replicates indicated in parenthesis BaR-R (5), Ba2308, (5), BaR-RD58A (5), BaR-RD58E (5), and BaR-(4). For this dataset, 3,301 genes/pseudogenes were identified for each condition.

- Data normalization and exploration: Data normalization was performed according to the DESeq2 model and package. Normalized read counts were obtained by dividing raw read counts by the scaling factor associated with the sample they belong to (locfunc = “median”). The data variability was explored by performing hierarchical clustering and principal component analysis (PCA) of the whole sample set after the counts were transformed using a variance stabilizing transformation. Hierarchical clustering was calculated using Euclidian distance and the Ward criterion for agglomeration. PCA was performed using DESeq2 (Love et al., 2014) (v 1.26.0).

- Differential analysis was performed to identify genes/pseudogenes having a significantly different expression between each pair of the different strains Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A using the R software (v. 1.2.5033), R packages DESeq2 (v 1.26.0) and SARTools (v 1.7.0) (Varet et al., 2016). The strategy was to fit one linear model per gene/pseudogene using a design of one factor (strain) to estimate the coefficients (log2FC) and corresponding value of p. Raw p-values were corrected for multiple testing using Benjamini and Hochberg’s method (Benjamini and Hochberg, 1995). Genes /pseudogenes having an adjusted p value <0.05 were considered differentially expressed for the given pairwise comparison. Heatmaps were generated with R (package pheatmap v 1.0.12), using genes with differential expression (|log2FC| > = 3.5) for at least one pairwise comparison.




3. Results


3.1. The phenotypes controlled by BvrRS are differentially impacted by the phosphorylation of BvrR

To analyze the impact of BvrR phosphorylation on the phenotypes controlled by the BvrRS, we took advantage of previously described mutations in the phosphorylated aspartate of response regulators that confer either dominant-negative (D58A) or dominant-positive phenotypes (D58E) (Klose et al., 1993). Plasmids containing the BvrR variations, and the wild-type isoform were introduced in a bvrR- B. abortus strain (BaR-) to generate strains BaR-RD58A, BaR-RD58E and BaR-R, respectively. Wild type B. abortus 2308 (Ba2308) and the derivative bvrR- strain complemented with an empty vector BaR- were used as positive and negative controls in all the phenotypic analyses.

To determine the effect of the BvrR phosphorylation on in vitro growth, strains were grown in tryptic soy broth (TSB) and the absorbance was measured at different times. All the strains followed a similar dynamic reaching the stages of the growth curve at approximately the same times but with minor delays of some strains, for instance BaR-RD58A (Figure 1). Thus, the differences in phenotypes and gene expression reported below are not due to major differences in the ability to grow in vitro.
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FIGURE 1
 Effect of BvrR phosphorylation on growth kinetics of B. abortus. Ba2308 (white circles), BaR- (black circles), BaR-RD58E (red circles), BaR-R (green circles), and BaR-RD58A (blue circles) were inoculated in TSB at 5 × 109 CFU, and the optical density was measured at 420 nm over time. Each point represents the mean value of triplicates samples. Standard deviation in all cases was less than 1%. Representative curves from three independent experiments are shown.


To determine the effect of the BvrR phosphorylation on B. abortus resistance to cationic peptides we incubated the strains with different concentrations of polymyxin and determined their survival. As expected, BaR- was highly susceptible to polymyxin at 25, 50, and 75 μg/mL compared to Ba2308 (Figure 2). BaR-RD58A was also highly susceptible to polymyxin B at 25, 50 and 75 μg/mL. In contrast, BaR-R and BaR-RD58E were as resistant to polymyxin B as Ba2308 (Figure 2).
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FIGURE 2
 Effect of BvrR phosphorylation on polymyxin resistance of B. abortus. Ba2308 (white circles), BaR- (black circles), BaR-RD58E (red circles), BaR-R (green circles), and BaR-RD58A (blue circles) grown to mid-exponential growth phase were exposed to increasing concentrations of polymyxin B for 60 min at 37°C. Then, bacterial viability was determined by plating on TSA plates. Means and standard deviations are shown; n = 3 independent experiments. Statistical significance was calculated by ANOVA and Tukey’s multiple-comparison test (**p < 0.005 compared to BaR-).


To determine the impact of the BvrR phosphorylation on B. abortus intracellular survival, we infected HeLa cells and estimated the intracellular replication of the different B. abortus strains. BaR-R and BaR-RD58E showed similar replication to Ba2308. These strains showed significantly higher bacterial counts than the BaR- with more than a 2-log difference in CFU counts at 24 and 48 h post-infection (Figure 3A). BaR-RD58A showed an impaired ability to multiply intracellularly. However, this strain was recovered at significantly higher levels than BaR- at 48 h indicating partial rescue of the replication defect by the dominant negative version of BvrR (Figure 3A). We then evaluated the multiplication of bacteria within their replicative compartment at 48 h post-infection by colocalization with the ER-marker calnexin. Immunolabeled Ba2308, BaR-R, and BaR-RD58E reached high intracellular numbers (250 ± 86, 250 ± 38 and 187 ± 48 bacteria/infected cell respectively) in approximately 1% of cells. In contrast, cells infected with BaR- showed no replication, with 1 bacterium per infected cell in less than 0.01% of cells, indicative of a substantial replication defect. BaR-RD58A showed an intermediate phenotype with an average of 5 ± 3 bacteria/cell in approximately 0.1% of cells that colocalized with calnexin, reinforcing the conclusion of a partial rescue exerted by the dominant negative version of BvrR (Figure 3B).
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FIGURE 3
 BvrR activation promotes B. abortus intracellular replication ex vivo at the endoplasmic reticulum. (A) HeLa epithelial cells were infected with Ba2308 (white circles), BaR- (black circles), BaR-RD58E (red circles), BaR-R (green circles), and BaR-RD58A (blue circles) grown to mid-exponential growth phase using a MOI of 500. At the indicated times, cells were lysed, and intracellular bacteria were determined by plate counting. Means and standard deviations are shown; n = 3 independent experiments. Statistical significance was calculated by ANOVA and Tukey’s multiple-comparison test (*p < 0.05, **p < 0.005 represents Ba2308 compared to BaR-*p < 0.05, **p < 0.005 represents BaR-R compared to BaR-, *p < 0.05, **p < 0.005 represents BaR-RD58E compared to BaR-, and *p < 0.05, **p < 0.005 represents BaR-RD58A compared to BaR-). (B) HeLa cells were infected using MOI of 500 with the indicated B. abortus strains as in (A). At 48 h post-infection, cells were extensively washed, fixed, permeabilized, and intracellular bacteria detected with a mouse-anti Brucella antibody and a goat anti-mouse IgG Alexa Fluor Plus 488 conjugate (green). The ER was stained using rabbit anti-calnexin antibodies and a goat anti-Rabbit IgG Alexa Fluor Plus 594 (red). Cells were visualized by confocal microscopy. Scale bars, 10 μm. Data are representative of three independent experiments.




3.2. Differential impact of BvrR phosphorylation on the expression of genes regulated by BvrRS

Direct transcriptional control of BvrRS on the virB operon, omp25, and vjbR has previously been reported (Manterola et al., 2007; Martínez-Núñez et al., 2010; Viadas et al., 2010). Here, we sought to determine how the different BvrR activation states affected the abundance of the corresponding proteins by Western blot. BvrR was detectable in Ba2308 and BvrR variants but not in the BaR- strain (Figure 4). The Omp25 levels have a robust signal in Ba2308, BaR-R and BaR-RD58E and negligible detection in BaR- and BaR- RD58A (Figure 4). In contrast, the levels of VjbR and VirB8 followed a different dynamic. Both proteins were nearly absent in BaR- as expected for a molecule dependent on BvrRS for its expression (Martínez-Núñez et al., 2010; Viadas et al., 2010; Figure 4). However, the expression of both VjbR and VirB8 was at least partially reconstituted in the three strains harboring the BvrR variants. The level of VjbR was increased three times in BaR-R and BaR-RD58E and BaR-RD58A whereas the level of VirB8 was increased by a factor of 3, 7 and 2, respectively, when compared to BaR- (Figure 4). Despite of this partial complementation, the levels of these proteins did not achieve the expression seen in the wild type strain as was the case for Omp25. This indicates that even the dominant negative version positively impacts vjbR and virB expression.
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FIGURE 4
 Effect of BvrR phosphorylation on expression of proteins controlled by the TCS BvrRS. Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A were grown to mid-exponential growth phase in TSB, and aliquots were collected. Equal amounts (20 μg) of whole-bacterium lysates were then separated by 12.5% SDS-PAGE, transferred to PVDF membranes, and probed with anti-BvrR, anti-Omp25, anti VirB8, and anti-VjbR. Data are representative of three independent experiments.


We then assessed the binding of the different BvrR protein variants to the promoters of omp25 (Pomp25) and vjbR (PvjbR) using a chromatin immunoprecipitation assay on the different strains grown to mid-exponential phase. The interaction with Pomp25 followed an expected pattern for a gene positively regulated by phosphorylation of the response regulator, with BvrR and BvrRD58E, but not BvrRD58A, binding significantly to the promoter. The interaction of the different variants with PvjbR showed a different pattern with the three protein versions, BvrR, BvrRD58E and BvrRD58A showing a significant binding to this promoter (Figure 5).
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FIGURE 5
 Effect of BvrR phosphorylation on binding to promoters of genes controlled by the TCS BvrRS. Ba2308 (white bars), BaR- (black bars), BaR-RD58E (red bars), BaR-R (green bars), and BaR-RD58A (blue bars) were grown in TSB at 37°C to mid-exponential growth phase. Then, bacteria were fixed with formaldehyde (1%), lysed by sonication, and centrifuged. For each sample, an aliquot was taken as a control of total DNA before immunoprecipitation and referred to as total DNA. Then, magnetic beads preloaded with BvrR-antibodies were incubated with the bacteria extracts for 1 h at room temperature. The reaction mixture was extensively washed, and the immunoprecipitated was eluted and neutralized. The cross-linking of the immunoprecipitated was reversed by incubating at 65°C overnight. Then, the DNA was purified, and POmp25 (A), and PvjbR (B) were amplified by quantitative real-time PCR. Relative quantification by a standard curve is shown. Data were presented as a percentage of precipitated DNA (IP)/total DNA (IN) relative to precipitated DNA in BaR-. Means and standard deviations are shown; n = 3 independent experiments. Statistical significance was calculated by ANOVA and Tukey’s multiple-comparison test (*p < 0.05 and **p < 0.005 compared to BaR-).




3.3. A global transcriptomics analysis reveals that a subset of the BvrR regulon is controlled by unphosphorylated BvrR

To determine the impact of the BvrR activation on global gene expression, we performed a transcriptomic analysis by RNA-seq of the strains described above grown in TSB to mid-exponential growth phase. Genes with a differential expression higher than log2 = 3.5 between the strains were selected to generate a heatmap. The strains clustered according to the activation state of BvrR, with BaR- and BaR-RD58A appearing on one side of the heatmap while Ba2308, BaR-R and BaR-RD58E clustering on the other side (Figure 6). In depth analysis of the expression level of different groups of genes defined several transcription patterns. Group I genes showed an expression pattern intimately linked to the activation state of BvrR with low levels in BaR- and BaR-D58A and high levels in Ba2308, BaR-R and BaR-D58E (Figure 6). This group included genes previously shown to be positively regulated by BvrRS such as omp25 and exoR (Manterola et al., 2007; Viadas et al., 2010; Rivas-Solano et al., 2022). There is also presence of genes encoding for membrane proteins such as ABC-transporters and lipoproteins confirming the relevance of BvrRS in the homeostasis of the membrane. Group II genes showed an increased expression dependent on BvrR expression in trans regardless of the activation state (Figure 6). This group included bvrR itself for obvious reasons. Group III genes seem to be down regulated by BvrR expression regardless of the activation state of the response regulator (Figure 6). Among these, stands the presence of genes encoding for membrane and periplasmic proteins dedicated to oxidoreductase reactions, solute binding and transport including the ABC-transport family previously reported to be increased in BvrRS-deficient mutants (Lamontagne et al., 2007; Viadas et al., 2010). In the transcriptomic analysis a significant difference was found in the level of vjbR and virB8 between Ba2308 and BaR- in agreement with previous studies (Martínez-Núñez et al., 2010; Viadas et al., 2010). This difference was, however, below the threshold selected for the generation of the heatmap.
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FIGURE 6
 Effect of BvrR phosphorylation on the gene expression of B. abortus Ba2308, BaR-, BaR-RD58E, BaR-R, and BaR-RD58A were grown in TSB to mid-exponential growth phase. Samples were lysed with TE buffer, pH 8.0 with 1 mg/mL lysozyme, and RNA was then isolated. RNA library was prepared by Illumina TruSeq mRNA Sample Prep kit. Indexed libraries were then submitted to an Illumina NovaSeq and the paired-end (2 × 151 bp) (~40 M reads per sample ~6G/sample) sequencing was performed by the Macrogen Incorporated. Reads were aligned on the B. abortus genome (Brucella abortus strain Winsconsin from GenBank using bowtie2). Gene expression profiles were analyzed using the R software and several Bioconductor packages. Heatmaps were generated with R, using genes with differential expression (|log2FC| > = 3.5) for at least one pairwise comparison. Each column represents a bacterial sample, and each row represents a gene. The list of genes corresponds to those 54 significantly differentially expressed among at least two bacterial strains (|log2FC| > = 3.5). Genes with high expression (many RNA reads) are shown in red, while genes with low expression are shown in blue. Hierarchical clustering using the Ward.2 method was applied to both bacterial samples and genes so that samples having similar gene expression profiles are clustered together, and so are genes having similar expression profiles.





4. Discussion

To get an insight on the regulatory strategies followed by BvrRS, we complemented a bvrR- mutant in trans with the wild type bvrR gene and with two mutated variants of bvrR. The first mutation (BvrRD58A) conferred a dominant-negative phenotype that mimics the unphosphorylated BvrR protein. On the other hand, the BvrRD58E mutation behaves as a dominant positive phenotype, mimicking a state of activation by phosphorylation. Even if maximal BvrR phosphorylation is achieved intracellularly, we used strains grown in vitro to mid exponential phase due to yield limitations of ex vivo recovery of bacteria prohibiting phenotype determination under these conditions.

The TCS BvrRS plays a role as master regulator in diverse processes ranging from metabolism to virulence control and as consequence mutants defective in this system present defects in several phenotypes (Sola-Landa et al., 1998; Guzmán-Verri et al., 2001; Manterola et al., 2005, 2007). In this work we determined that complementation of a bvrR- mutant with bvrR, bvrRD58E or bvrRD58A restored several of those phenotypes to different extents, defining two patterns of regulation mediated by BvrRS (Figure 7). The first pattern, related to membrane integrity, is represented by polymyxin resistance at the phenotypic level and at the transcriptional level by the membrane protein Omp25. In this pattern, both the phenotype and the expression level are fully restored on the wild-type and the dominant positive versions of BvrR whereas the strain complemented with the dominant negative version behaves identical to the bvrR- mutant (Figure 7A). The second pattern, related to virulence, is represented at the phenotype level by intracellular replication and at the transcriptional level by VjbR and VirB expression. In this case, not only the wild type and the dominant positive versions of BvrR restore the defective phenotypes but also the dominant negative version confers at least partial complementation. In regard of intracellular replication, the strain harboring the dominant negative mutant achieves significantly higher numbers of intracellular bacteria than the bvrR- strain which, furthermore, can reach the ER. Consistent with this behavior, the expression of VjbR and VirB, essential for intracellular survival, are also partially restored in the dominant negative mutant (Figure 7B).
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FIGURE 7
 Model of the two types of regulation exerted by BvrR. BvrR/BvrS exerts two types of transcriptional regulation, one fully dependent on BvrR phosphorylation (A) and the other allowing participation of un phosphorylated BvrR and with probable participation of additional molecules (B).


The existence of two different patterns of regulation exerted by BvrR are likely related to the affinity of the phosphorylated and unphosphorylated variants of the response regulator to the corresponding promoters. One would speculate that only phosphorylated BvrR would have sufficient affinity to interact with promoters of genes whose prototype is omp25. On the other hand, promoters of genes, represented by vjbR and virB, would present some affinity for the unphosphorylated isoform of BvrR. This hypothesis received experimental support from our results since (i) BvrRD58A interacted significantly higher than bvrR- strain with the vjbR promoter, but not with the omp25 promoter, in the ChiP experiments and (ii) some genes responded to the presence of BvrRD58A in the transcriptomics experiments. The fact that Omp25 is reconstituted to wild type Ba2308 levels by the positive variants of BvrR while VjbR and VirB expression is only partially complemented, despite proper binding to the vjbR promoter indicated by the ChiP assay, suggest the participation of additional factors in the transcriptional control of the latter proteins and further highlights the existence of different regulatory patterns exerted by BvrR.

Other research groups have also substituted the aspartate residue for alanine or glutamic acid in regulatory proteins belonging to other TCSs and observed various effects of regulatory proteins on different genes (Klose et al., 1993; Mainiero et al., 2010; Little et al., 2018). For example, in Salmonella typhimurium, by substituting the aspartate residue of the Nitrogen Regulator Protein (NTR) for alanine, the protein was unable to be activated and induce gene transcription, while substituting glutamate for the aspartate residue the protein achieved a constitutively activated state, which gives it the ability to activate gene transcription (Klose et al., 1993). In S. aureus there was a differential expression effect according to the degree of phosphorylation of the regulatory protein SaeR. SaeR phosphorylation was shown to increase the affinity to specific binding sites. Some genes required a high degree of phosphorylation for their regulation, while others were regulated with a low level of phosphorylation of SaeR (Mainiero et al., 2010). In Pseudomonas aeruginosa, it was shown that the phosphorylation state of the AlgR regulator differentially regulated the production of pyocyanin and pyoverdin. The AlgR D54A mutant produced low levels of pyoverdin and high levels of pyocyanin compared to the wild-type strain. On the other hand, AlgR D54E produced higher levels of pyoverdin and lower levels of pyocyanin compared to the wild-type strain. Additionally, the AlgR D54A strain showed an attenuation in its replication in vivo in mice models (Little et al., 2018). Comparison of the global transcriptional profile of AlgR D54E, AlgR D54A, and the wild-type strain revealed that: (i) gene expression was similar in the wild-type and the AlgR D54E strains, except for five genes, (ii) eight genes belonging to the AlgR regulon were similarly controlled in the algRD54E and algRD54A strains (iii) and 25 genes involved in iron metabolism or its acquisition were differentially expressed between the strains AlgR D54E, AlgR D54A. These data agree with a differential regulation of genes according to the state of phosphorylation of the response regulator. Finally, in Salmonella enterica, phosphorylation of the response regulator SsrB is not required to promote biofilm formation. Furthermore, a phosphoablative version of SsrB still binds to the promoter region of csgD encoding the master regulator of biofilm formation (Desai et al., 2016).

Our results validate these mutants as a tool to study how BvrR activation affects its regulatory function and gave us a landscape of two regulatory patterns defined by BvrR. These findings serve as a working model for understanding how the response regulators of two-component systems control gene expression.
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Introduction: Pulmonary and extrapulmonary manifestations have been described after infection with SARS-CoV-2, the causative agent of coronavirus disease 2019 (COVID-19). The virus is known to persist in multiple organs due to its tropism for several tissues. However, previous reports were unable to provide definitive information about whether the virus is viable and transmissible. It has been hypothesized that the persisting reservoirs of SARS-CoV-2 in tissues could be one of the multiple potentially overlapping causes of long COVID.

Methods: In the present study, we investigated autopsy materials obtained from 21 cadaveric donors with documented first infection or reinfection at the time of death. The cases studied included recipients of different formulations of COVID-19 vaccines. The aim was to find the presence of SARS-CoV-2 in the lungs, heart, liver, kidneys, and intestines. We used two technical approaches: the detection and quantification of viral genomic RNA using RT-qPCR, and virus infectivity using permissive in vitro Vero E6 culture.

Results: All tissues analyzed showed the presence of SARS-CoV-2 genomic RNA but at dissimilar levels ranging from 1.01 × 102 copies/mL to 1.14 × 108 copies/mL, even among those cases who had been COVID-19 vaccinated. Importantly, different amounts of replication-competent virus were detected in the culture media from the studied tissues. The highest viral load were measured in the lung (≈1.4 × 106 copies/mL) and heart (≈1.9 × 106 copies/mL) samples. Additionally, based on partial Spike gene sequences, SARS-CoV-2 characterization revealed the presence of multiple Omicron sub-variants exhibiting a high level of nucleotide and amino acid identity among them.

Discussion: These findings highlight that SARS-CoV-2 can spread to multiple tissue locations such as the lungs, heart, liver, kidneys, and intestines, both after primary infection and after reinfections with the Omicron variant, contributing to extending knowledge about the pathogenesis of acute infection and understanding the sequelae of clinical manifestations that are observed during post-acute COVID-19.
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1. Introduction

SARS-CoV-2 has caused millions of deaths worldwide. Pulmonary and extrapulmonary manifestations have been described after infection with SARS-CoV-2, the causative agent of COVID-19 (Elrobaa and New, 2021). Until now, most efforts have been made to understand acute COVID-19 in the early stages. Most COVID-19 patients recover within a few days to a few weeks after infection. However, people who have been exposed to SARS-CoV-2 may have a variety of new, recurring, or ongoing health sequelae. These disorders are known as post-acute COVID-19, also known as long-COVID, that cannot be explained by other diagnoses and take at least 4 weeks after infection to appear. Post-acute COVID-19 symptoms can affect anyone who contracted the infection, but some groups might be more at risk than others for developing such sequelae, such as those who have experienced more severe COVID-19 illness, especially those who were hospitalized or needed intensive care (Nalbandian et al., 2021; Sanyaolu et al., 2022; Soriano et al., 2022). Nevertheless, post-acute COVID-19 has been observed even among young and middle-aged adults after six to 12 months after mild infection (Peter et al., 2022). Some studies have reported that COVID-19 vaccines had a protective effect against long-COVID even among patients vaccinated before or after SARS-CoV-2 infection/COVID-19 (Al-Aly et al., 2022; Gao et al., 2022; Nascimento et al., 2023). Additionally, the evidence shows that a SARS-CoV-2 reinfection further increases risks of death, hospitalization, and sequelae in multiple organ systems in the acute and post-acute phase, particularly in those who were unvaccinated and had one vaccination or two or more vaccinations before reinfection (Bowe et al., 2022). The underlying mechanisms of post-acute COVID-19 pathogenesis are not well understood, but an association with SARS-CoV-2 persistence in some tissues has been proposed, particularly those with high expression of the viral receptor ACE2, thus acting as a viral reservoir for SARS-CoV-2 (Neurath et al., 2021; Chen et al., 2022). Several reports have described the persistence of viral RNA and/or antigens in gastrointestinal tissues, cardiovascular system, reproductive tissues, brain, muscles, breast tissue, lymph nodes, stool, and urine (Lamers et al., 2020; Trypsteen et al., 2020; Martin-Cardona et al., 2021; Neurath et al., 2021; Chen et al., 2022; Cheung et al., 2022; Goh et al., 2022; Stein et al., 2022; Tejerina et al., 2022). Fundamentally, the underlying significance of established risk factors, including age, obesity, and diabetes, as well as why some people advance to severe forms of COVID-19 after a two- to three-week period, is still unknown. Only autopsy investigations can provide an answer to disease pathophysiology and death queries (Layne et al., 2022). These autopsy studies have provided evidence of the ability of SARS-CoV-2 to infect multiple organs (Edler et al., 2020; Deinhardt-Emmer et al., 2021; Fitzek et al., 2021; Maiese et al., 2021). Moreover, autopsy material from different tissues revealed the persistence of SARS-CoV-2 genomic RNA for a time ranging from 22 to 27 days between death and autopsy (Stein et al., 2022). Although SARS-CoV-2 genomic RNA and even subgenomic mRNA have been found in several organs, this does not necessarily indicate that the virus can replicate and be infectious (Casagrande et al., 2020; Wolfel et al., 2020; Aquila et al., 2021; Beltempo et al., 2021; Sablone et al., 2021). Currently, host (infection time, SARSCoV-2 infection-induced and/or vaccine-induced immunity) and virus-related (variant, viral load) factors can modify the course of COVID-19 and even the probability of post-COVID occurrence. Understanding the mechanism of acute COVID-19 as well as its long-term consequences is crucial because it causes multi-organ damage (including the lungs, heart, liver, kidney, and intestine). However, comparative research between the many implicated organs is still scarce. The objectives of this study are to describe the involvement of the aforementioned organs after viral spreading, assess the SARS-CoV-2 viral load and genomic characterization, and elucidate the SARS-CoV-2 infectivity between decedents with first infection and those with SARS-CoV-2 reinfection and clinical records of COVID sequelae.



2. Materials and methods


2.1. Patients and specimen collection

This study involved 21 decedents with antemortem SARS-CoV-2 infection (named from “A” to “U”). They were subjected to minimally invasive forensic autopsy between 5 January and 6 August 2022 at the Judicial Morgue of Argentina (Table 1). Image-guided tissue sampling was performed in the right lung, right kidney, small intestine, right lobe of the liver, and left heart ventricle in regions with edema, congestive hemorrhage, and organ consolidation in the case of the right lung.



TABLE 1 Clinicopathological data from cadaveric donors.
[image: Table1]

Samples were collected by forensic medical personnel when a cadaver was admitted, following international recommendations for sample collection in the context of the COVID-19 pandemic regarding the use of personal protective equipment (Centers for Disease Control and Prevention, 2020). This involved wearing a surgical jacket and trousers, goggles, an N95/FFP3 face mask, and high rubber boots, along with disposable equipment such as an impermeable surgical gown, a surgical cap, and gloves. To prevent contamination, samples were taken from cadavers in suspicious cases in an isolated environment that included restricted access to the facilities, closed rooms with negative air pressure, and appropriate decontamination and waste inactivation (Centers for Disease Control and Prevention, 2020).

The decedents ranged in age from 3 months to 94 years (mean: 61; median: 67). Eleven cadavers were female and nine were male. Small tissue samples were obtained from the lung, heart, liver, and kidney of each cadaver, as well as 16 from the small intestine, and stored in RNAlater® (Sigma-Aldrich) at −80°C until use. On average, tissue samples were collected 1.9 days postmortem while the corpses were maintained at 4°C.

SARS-CoV-2 RNA was posthumously confirmed in all cases by routinely performing real-time reverse transcription-polymerase chain reaction (RT-qPCR) on nasopharyngeal swab samples. Ten of the deaths occurred after hospitalization (H) while the remaining 11 were non-hospitalized (NH). COVID-19 vaccine varied among the 13 cases representing different formulations available. Seven cases had not been vaccinated and no records were obtained for the remaining one. As a rule, nasopharyngeal swabs and radiological examinations were performed on all suspected cases to distinguish between cases where SARS-CoV-2 infection was the sole cause of death and those where COVID-19 was merely a contributing factor. However, the specific chain of events leading to their deaths is only available in clinical records that we were unable to access due to Argentine legal regulations, limiting the scope of this study.

Pre-autopsy nasopharyngeal swabs can reveal whether a corpse is infected or not. In the initial hours following death, thoracic radiological examinations (RE) and macroscopic autopsy records can provide insights into the extent and severity of the illness.

Five cases (E, F, K, T, U) were categorized as SARS-CoV-2 reinfections because SARS-CoV-2 was diagnosed for them in the past 6–12 months. This time frame reduces the probability that the positive post-mortem test was related to the first infection (Table 1). A wide range of symptoms, including fever, exhaustion, headache, shortness of breath, coughing, chest discomfort, heart palpitation, digestive issues (diarrhea, stomach pain), or neurological issues (anxiety, disturbed sleep, ageusia, anosmia), was recorded from such diagnoses until death. These symptoms lasted several weeks or even months after infection, while some disappeared or recurred. This study was approved by the Cuerpo Médico Forense (Corte Suprema de Justicia de la Nación Argentina).



2.2. Tissue homogenates

Frozen tissues (0.5 cm3) were mechanically disaggregated using fine-point scissors and scalpels in 0.6 mL of Dulbecco’s Modified Eagle Medium (DMEM). Homogenates were centrifuged at 12,000 × g for 10 min at 4°C, and supernatants were stored at −70°C until use.



2.3. Detection and quantification of SARS-CoV-2 genomic RNA

RNA was extracted using chemagic™ Viral DNA/RNA kit special H96 (PerkinElmer, Germany) on the automated chemagic™ 360 instrument (PerkinElmer, Germany). The efficiency of RNA extraction was independent of organ origin. RNA was quantified using a NanoDrop™ (Thermo Scientific™) and its load was normalized before SARS-CoV-2 RNA detection was performed using RT-qPCR (DisCoVery SARS-CoV-2 RT-PCR Detection Kit Rox) amplifying ORF1ab and N viral genes following the manufacturer’s instructions. The internal control was successfully amplified in all samples with a mean cycle threshold (Ct) value of 24.74 ± 3.19. Samples were defined as positive when Ct values were below 36 for both ORF1ab and N genes. The limit of detection (LOD) of this qualitative assay is 10 viral genomic RNA copies/mL.

Viral ORF1ab and N genomic RNA quantification were performed using a standard curve performed with quantified SARS-CoV-2 positive RNA control (GISAID EPI_ISL_420600) isolated from local viral strain cultured in Vero E6 cells and quantified against a WHO SARS-CoV-2 standard.

The viral load in samples was calculated by interpolation of the corresponding Ct value with a standard curve, which had been built with the Ct values obtained following PCR amplification of samples containing serial dilutions of quantified SARS-CoV-2 positive RNA control. The LOD for the quantitative assay is 100 SARS-CoV-2 genomic RNA copies/mL.



2.4. Amplification and sequencing of SARS-CoV-2 Spike gene

RT-PCR was done using a SuperScript III One-Step RT-PCR System with Platinum Taq High Fidelity DNA (Invitrogen). The pairs of primers used were the following: S-RBD Fw: 5´-CTTGTGCCCTTTTGGTGAAGT-3′ and Rv: 5´-GTGGATCACGGACAGCATCA-3′. The amplification cycle was 52°C for 30 min, 94°C for 2 min followed by 40 cycles: 94°C for 15 s, 58°C for 30s, 68°C for 90 s. Primer sets yielded a single product of the correct size.

The purified template DNA was bidirectionally sequenced using a BigDye Terminator Ready Reaction Cycle Sequencing Kit (Applied Biosystems) using the same primers pairs on an ABI Prism 3,130 Genetic Analyzer (Applied Biosystems). The obtained overlapping SARS-CoV-2 Spike sequences (nucleotide position 22,614 to 23,215 numbered according to GenBank accession number NC_045512) were then assembled using BLAST multiple sequences software by comparison with SARS-CoV-2 reference sequences. The sample information and corresponding GenBank accession number for each sample are listed in Table 1.



2.5. Sequence analysis

A distance-based phylogenetic tree based on S protein consensus sequences was constructed to infer the phylogenetic relationships between SARS-CoV-2 isolates obtained from each/tissue. Individual S gene nucleotide consensus sequences were first constructed using multiple sequence alignment via the ClustalW approach implemented in MEGA11. All ambiguous positions were removed for each sequence pair (pairwise deletion option). The evolutionary history among SARS-CoV-2 isolates from autopsy tissues and reference sequences from viral variants and sub-variants was inferred using the Neighbor-Joining method (Saitou and Nei, 1987). The distance-based neighbor-joining (NJ) phylogenetic tree was then constructed based on nucleotide sequences in MEGA 11 using bootstrap values of 1,000 replicates and a 70% threshold score (Tamura et al., 2021).

The tree is drawn to scale involving 69 nucleotide sequences, with branch lengths in the same units as those of the evolutionary distances used to infer the phylogenetic tree. The evolutionary distances were computed using the p-distance method (Nei, 2000) and are in the units of the number of base differences per site. The rate variation among sites was modeled with a gamma distribution (shape parameter = 1). Codon positions included were 1st + 2nd + 3rd + Noncoding. All ambiguous positions were removed for each sequence pair (pairwise deletion option). There were a total of 602 positions in the final dataset. Evolutionary analyses were conducted in MEGA11 (Tamura et al., 2021).



2.6. Cell culture and viral isolation from postmortem tissues

The African green monkey kidney cell line Vero E6 (ATCC, Rockville, MD) was cultured as monolayers in a 5% CO2 atmosphere at 37°C in DMEM (Sigma-Aldrich, Argentina) supplemented with 2 mM L-glutamine, 10% heat-inactivated fetal bovine serum (FBS) (Sigma-Aldrich, Argentina), 100 U/mL penicillin and 100 μg/mL streptomycin.

Vero E6 cells were seeded at a concentration of 8 × 104 cells/well in 24-well plates and incubated with supernatants from frozen tissues that were mechanically disaggregated as described in point 2.2. The supernatants were diluted 1/4 in DMEM and incubated with the cells for 4 h at 37°C under a 5% CO2 atmosphere. The cells were then washed six times with DMEM, and the last wash was stored at −70°C to detect any remaining SARS-CoV-2 genomic RNA. The cells were incubated in DMEM supplemented with 2 mM L-glutamine, 2% heat-inactivated FBS, 100 U/mL penicillin, and 100 μg/mL streptomycin. Cytopathic effect, evidenced by the destruction of the cell monolayer observed under a light microscope at 20× magnification, was monitored every 24 h. After 7 days, the supernatants were inspected for the presence of SARS-CoV-2 RNA using RT-qPCR, as described in point 2.3.

Live SARS-CoV-2 manipulation was performed in biosafety level 3 facilities at the INBIRS.




3. Results


3.1. Detection and quantification of SARS-CoV-2 genomic RNA in tissues using RT-qPCR

Twenty-one cadavers referred to the Judicial Morgue of Argentina between January and August 2022 were studied. They involved 100 small tissue samples collected from five different organs (lung, heart, liver, kidney, and small intestine).

Twenty-one corpses sent to the Argentine Judicial Morgue between January and August 2022 were studied. From them, 100 small tissue samples were collected from five different organs: lung, heart, liver, kidney, and small intestine. The most frequent causes of death included adult respiratory distress syndrome with bilateral lung compromise during COVID-19 as well as exacerbations of preexisting comorbidities and COVID-19.

Qualitatively, SARS-CoV-2 RNA was found in all tissues analyzed for both viral target genes studied (ORF1ab, N), in 47 out of 100 tissue samples collected but showing dissimilar frequencies as follows: 13/21 in the lung, 7/21 in the heart, 9/21 in the liver, 8/21 in the kidney, as well as 10/16 in small intestine tissue.

Among the studied cases, the presence of SARS-CoV-2 RNA was verified in at least one tissue sample in all cases.

Quantitatively, the highest viral load (expressed as median values in SARS-CoV-2 RNA copies/mL, for ORF1ab and N gene) was measured in lung samples (4.4 × 103 and 6.2 × 103). In this tissue, viral loads ranged from 1.01 × 102 copies/mL to 1.14 × 108 copies/mL. Comparatively, such median viral loads were lower in the liver (5.2 × 102 and 2.9 × 102), heart (6.1 × 103 and 8.3 × 102), kidney (4.7 × 102 and 6.0 × 102), and small intestine (9.8 × 102 and 3.2 × 102) (Figures 1A,B).
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FIGURE 1
 (A) Heat map representing the SARS-CoV-2 viral load recorded for each autopsy case from different tissues (including its homogenate and infectivity measurement in cell culture). A grid of colored squares ranging from green (minimum) to red (maximum) is used to represent the values of the viral load (expressed as copies/mL). The gray cells indicate an undetectable viral load, while “NA” indicates that the sample was not available. (B) The SARS-CoV-2 viral load (RNA copies/mL) was measured directly from tissue extracts (TE) and after 7-day-cell culture virus isolation (VI). The ORF1ab and N viral genes were detected in different tissues (lung, heart, liver, kidney, and small intestine) extract and culture supernatants from cell culture virus isolation.


Overall, the median viral load measured in the tissue samples from non-hospitalized cases was lower than those hospitalized (1.4 × 103 vs. 1.2 × 102 copies/mL, respectively). The correlation was observed between the viral load and the levels of damage observed in the heart and lungs at the time of death.



3.2. SARS-CoV-2 Spike-based characterization and amino acid comparison according to tissue origin

Specimens (tissue samples) with a cycle-threshold (Ct) value of ≤25 in the SARS-CoV-2 RNA detection were considered appropriate for obtaining good-quality viral genome sequences (World Health Organization, 2022). Following this criterion and based on Spike-gene sequences, we were able to characterize 27 SARS-CoV-2 genomic RNA from 17 cases (excluding F, N, P, and U cases). The phylogenetic relatedness after NJ analysis showed that all S-gene nucleotide sequences clustered into the Omicron variant clade and were distributed into three distinguishable sub-variants, including 20 closely related to BA.1.1, two related to BA.5.2, and five sequences segregated in the BA.2 clade (Figure 2).

[image: Figure 2]

FIGURE 2
 Phylogenetic analysis was performed on 602-base-pair-long nucleotide sequences of the SARS-CoV-2 Spike gene using the Neighbor Joining method with 1,000 bootstrap replicates. The lateral branches displayed the Omicron variant (as well as its sub-variants and recombinants represented by dashed lines), while the initially black branches represented the remaining non-Omicron variants. Each SARS-CoV-2 variant was accompanied by its reference sequence. The nucleotide sequences of SARS-CoV-2 isolates identified from autopsy materials were named according to the code provided in Table 1. Viral isolates from different tissues/cases were identified with a particular diamond color, while white diamonds represented unique viral isolates/cases. The numbers marked along the branches represented the bootstrap values higher than 0.7 out of 1,000 bootstrap resamplings. The tree scale depicted the number of substitutions/site.


At the intra-host level, we characterized viral isolates from different tissues in six cases (B, G, I, J, M, R) at the genomic level. For each case, the viral isolates were closely related even when depicting minor Spike-gene nucleotide differences when comparing genomic RNA obtained from different tissues. The sequence analysis revealed that viral isolation from different tissues from one donor was highly related, revealing only minor Spike-gene nucleotide differences.

At the inter-host level, there was no clustering among S-gene sequences according to any particular tissue of origin (Figure 2). Similarly, when comparing the Spike amino acid sequences (particularly in the Receptor Binding Domain or RBD) obtained from pulmonary tissues (n = 9), heart (n = 8), and other organs including kidney, liver, and intestine (n = 10), minor contributions in the frequency of amino acids were observed (Figure 3).

[image: Figure 3]

FIGURE 3
 WebLogo profiles of SARS-CoV-2 receptor binding domain partial amino acid sequences (aa 359–558) characterized in viral isolates from different tissues are shown above. The upper profile represents sequences from the pulmonary tissue, the center profile represents sequences from the heart tissue, and the lower profile represents sequences from other tissues, including kidney, liver, and intestine. The size of the letter (bits; Y axis) indicates the frequency of the amino acid substitutions at a certain residue position (X axis). Different residues at the same position are scaled according to their frequency and colored based on their amino acid characteristics. An arrow is used to indicate RBD amino acid positions with a distinctive but infrequent residue.




3.3. Recovery of infectious SARS-CoV-2 using cell culture isolation

Virus isolation from the five tissue samples that were studied (lung, heart, liver, kidney, and small intestine) was performed using supernatants from disaggregated tissues. After 7 days, the presence of infectious SARS-CoV-2 was evidenced by the cytopathic effect on Vero E6 monolayers.

Thus, infectious SARS-CoV-2 was confirmed after supernatants from tissue extract added on Vero E6 cells in 9 out of 21 lung samples (2 from reinfection cases), as well as in extrapulmonary organs, including 14 out of 21 hearts (4 from reinfection cases), 6 out of 21 livers (3 from reinfection cases), 6 out of 21 kidneys (1 from reinfection cases), and 3 out of 16 small intestine samples (1 from reinfection cases) (Figures 1A,B).

After 7 days, to determine the presence of infectious (that is, replication-competent) SARS-CoV-2 in tissue specimens, we carried out its recovery in a Vero cell monolayer. We have assessed the plaque formation as the lytic cytopathic effect. Thus, infectious SARS-CoV-2 was confirmed after supernatants from tissue extract added on Vero E6 cells identified in 9 out of 21 lung extracts samples (3 from reinfection cases), as well as in extrapulmonary organs, including 14 out of 21 hearts (5 from reinfection cases), 6 out of 21 livers (2 from reinfection cases), 6 out of 21 kidneys (2 from reinfection cases), and 3 out of 16 small intestine samples (2 from reinfection cases) (Figures 1A,B).

Tissue samples from 6 out of the 8 COVID-19 vaccine recipients were included among those with confirmed viral infectivity. Moreover, infectious virus was detected in tissue samples from 5 out of 9 lungs, 6 out of 14 hearts, 2 out of 6 livers, and 3 out of 6 kidneys, in which genomic RNA was undetectable upon direct analysis. Because no viable virus or viral RNA was detected in the cell culture media used for the last wash, it can be concluded that the isolated virus came from viral replication.

The highest viral load measured by RT-qPCR in 7-day/cell culture supernatants (expressed as median values in copies/mL, for ORF1ab and N gene) were found in the lung (1.4 × 106 and 1.06 × 106) and heart (1.9 × 106 and 1.6 × 106) samples. Such viral load decreased slightly in the liver (3.3 × 106 and 2 × 106), small intestine (3.4 × 102 and 1.4 × 103), and kidney (3.2 × 106 and 2 × 106) samples.




4. Discussion

Autopsy material originating from those with an antemortem COVID-19 diagnosis is contagious thanks to the presence of SARS-CoV-2. Based on previous autopsy series (Desai et al., 2020; Trypsteen et al., 2020; Vincent and Taccone, 2020; Wolfel et al., 2020; Damiani et al., 2021), SARS-CoV-2 primarily infects the lungs and then disseminates through the blood, infecting cells of the different permissive organs and tissues. Several studies report the persistence of viral RNA shedding for an extended period after the onset of acute symptoms, as well as the presence of viral RNA and/or antigen in the gastrointestinal tissues of convalescent patients (Lamers et al., 2020; Trypsteen et al., 2020; Martin-Cardona et al., 2021; Cheung et al., 2022; Zollner et al., 2022).

The presence of replicating SARS-CoV-2 in samples from cadavers has been previously suggested by the detection of subgenomic SARS-CoV-2 RNA in post-mortem nasopharyngeal swabs (Schroder et al., 2021; Grassi et al., 2022). However, this finding is limited by the fact that the detection of SARS-CoV-2 subgenomic RNAs is not a definitive indicator of active replication (Alexandersen et al., 2020). The presence of viable SARS-CoV-2 in different autopsy tissues was recently reported (Plenzig et al., 2021a; Stein et al., 2022) but it was not possible to observe the same in samples obtained from two exhumed corpses (Plenzig et al., 2021b).

This study includes 21 cases (10 of them with previous hospitalization) with post-mortem nasopharyngeal swabs that tested positive for the presence of SARS-CoV-2 RNA. The autopsies were carried out from which 100 tissue samples were collected including lung, heart, liver, kidney, and small intestine.

We have demonstrated the presence of SARS-CoV-2 genomic RNA, as well as the presence of the replication-competent virus, providing certain proof of the viability of the virus regardless of COVID-19 vaccination status. However, we do not have data available on the presence of neutralizing antibodies against the virus. Five cases of SARS-CoV-2 reinfection were found, and considering the clinical records they presented several clinical signs and symptoms compatible with post-acute COVID. Importantly, viral particles were isolated from tissue samples from these cases, and the genomic characterization of SARS-CoV-2 did not offer any evidence of prevalent viral variants, such as Delta when their first infection diagnosis was carried out, thus offering additional support for the reinfection event.

Because SARS-CoV-2 has numerous distinctive mutations, it can be recognized from partial S-gene direct sequences, including the RBD (European Centre for Disease Prevention and Control, 2021; World Health Organization, 2021). Therefore, we used this approach to detect the presence of three different Omicron sub-variants, including BA.1.1 (20 out of 27 isolates), BA.2 (5 out of 27), and BA.5.2 (2 out of 27). Such distribution matches the Argentinean epidemiology map during the sampling time (Torres et al., 2023). However, further research is warranted, as whole-genome sequencing (WGS) of SARS-CoV-2 using next-generation sequencing (NGS) technology remains the gold standard for tracking and identifying new variants, especially for characterizing minority variants, including preexistent ones (Berno et al., 2022).

Among the studied cases, there were COVID-19 vaccine recipients with completed or unscheduled vaccinations, and even with hybrid immunity. Breakthrough infections with Omicron sub-variants are frequent, despite the strong protection provided by COVID-19 mRNA vaccines and even hybrid immunity against SARS-CoV-2 variants of concern (Van Zelm, 2022; Pradenas et al., 2023).

Interestingly, the tissues studied revealed the presence of SARS-CoV-2 by detecting its genomic RNA and/or its infectivity in cell culture. Thus, autopsies of people who have died from COVID-19 are associated with a reliable biological risk because the virus remains viable in several organs. Although the quantities were widely varied in most cases, viral loads in lung tissue samples appeared higher than in other organs, which probably implies host-related undetermined factors, such as increased affinity to the receptor of human cells and less efficient viral clearance between different tissues (Beyer and Forero, 2022). Likewise, the antemortem clinical condition was diverse among the cases studied, suggesting that the SARS-CoV-2 viral load in lung may vary greatly according to the proliferative and exudative phases of diffuse alveolar damage, which itself drives the multiple organ dissemination of SARS-CoV-2 (Delorey et al., 2021; Odilov et al., 2021). Because tissue samples were collected within a short postmortem interval (a mean of 1.9 days), even between hospitalized and non-hospitalized cases, we have minimized the bias due to cellular autolysis, associated with postmortem changes that alter the extracellular space by releasing intracellular content and influencing the postmortem viral load. Nevertheless, other tissue and cell-related factors may be involved such as their differential cellular permissiveness and the relative abundance of super-permissive cells (Lee et al., 2022). Furthermore, the absence of SARS-CoV-2 RNA tested in tissue homogenate did not necessarily correlate with the absence of viable SARS-CoV-2. Additionally, the presence of viral RNA did not necessarily implicate the presence of infective viral particles.

It could reflect the persistence of RNA in tissues even when the infectious virus has been eliminated (Griffin, 2022). Lung, heart, and kidney samples revealed their infectiousness only when SARS-CoV-2 was isolated in cell culture.

The infectivity time for the SARS-CoV-2 in fresh cadaveric tissue and exhumed corpses even after months in an earth grave warrants further investigation. Furthermore, as the number of individuals recovered from COVID-19 is increasing, it is mandatory to define whether and when organs from these potential donors can be safely used. Few available reports among donors with prior COVID-19 infection indicate low rates of transmission to the recipient and transplanted organ dysfunction, depending on the infection status (Kute et al., 2021; Saharia et al., 2023). However, few studies have been conducted until now, indicating that viral transmission by organ donation could not be completely ruled out.

In conclusion, this study reinforces that autopsies of COVID-19 cases are associated with a consistent biological risk because the virus remains viable and with a high load, necessitating utmost caution in the handling of all corpses.

Thus, the studies involving potentially infected corpses should be performed in adequate biosafety facilities only by expert professionals and technical operators wearing the correct protective equipment following the international biosafety normative (Centers for Disease Control and Prevention, 2020).

Negative clinical records of SARS-CoV-2 do not guarantee microbiologically negative yields, highlighting the importance of carrying out additional clinical tests and examinations in organ donors who have recovered from SARS-CoV-2 infection. In the end, this research makes a strong argument for continuing research of this kind in the future to characterize the mechanisms underlying post-acute COVID-19 sequelae in the pulmonary and wide range of extrapulmonary organ systems. It also adds to our understanding of the virus’s multiple tissue tropisms even after reinfection and plausible persistence of SARS-CoV-2.
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The aquatic bacterium Vibrio cholerae is the etiological agent of the diarrheal disease cholera, which has plagued the world for centuries. This pathogen has been the subject of studies in a vast array of fields, from molecular biology to animal models for virulence activity to epidemiological disease transmission modeling. V. cholerae genetics and the activity of virulence genes determine the pathogenic potential of different strains, as well as provide a model for genomic evolution in the natural environment. While animal models for V. cholerae infection have been used for decades, recent advances in this area provide a well-rounded picture of nearly all aspects of V. cholerae interaction with both mammalian and non-mammalian hosts, encompassing colonization dynamics, pathogenesis, immunological responses, and transmission to naïve populations. Microbiome studies have become increasingly common as access and affordability of sequencing has improved, and these studies have revealed key factors in V. cholerae communication and competition with members of the gut microbiota. Despite a wealth of knowledge surrounding V. cholerae, the pathogen remains endemic in numerous countries and causes sporadic outbreaks elsewhere. Public health initiatives aim to prevent cholera outbreaks and provide prompt, effective relief in cases where prevention is not feasible. In this review, we describe recent advancements in cholera research in these areas to provide a more complete illustration of V. cholerae evolution as a microbe and significant global health threat, as well as how researchers are working to improve understanding and minimize impact of this pathogen on vulnerable populations.
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GRAPHICAL ABSTRACT
 Overview of the Vibrio cholerae life cycle and the topics covered in this review. Figure prepared using BioRender.
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Introduction

Cholera is an acute diarrheal disease with 2.9 million cases and 95,000 deaths estimated to occur each year in at least 47 countries across the world (Ali et al., 2015). The majority of severe cases occur in children under 5 years old. Cholera is often described as a disease of inequity, disproportionately affecting the poorest populations of a country or community (GTFCC, 2017). This longstanding disease has been thoroughly studied in a wide range of research fields from basic science to therapeutics. Mechanisms for prevention, intervention, and possible elimination of cholera have been clearly described and continue to be investigated but lack practical implementation in many vulnerable populations. The etiological agent of cholera is the gram-negative bacterium Vibrio cholerae, specifically those strains belonging to serogroups O1 and O139. Strains belonging to other serogroups may cause less severe non-cholera diarrhea or no disease symptoms at all and are collectively referred to as non-O1/non-O139 strains. V. cholerae is highly motile in aquatic environments, using a single, polar flagellum to propel itself (Echazarreta and Klose, 2019). This bacterium is also readily found in biofilms that form on hard surfaces, i.e., rocks or pipes, as well as in association with shellfish and vertebrate fish (Baine et al., 1974; Silva and Benitez, 2016). Humans can become infected with V. cholerae O1/O139 by consuming contaminated food or water, granting the bacteria access to the small intestine. Here, the bacteria aggregate using the toxin co-regulated pilus (TCP) and other colonization factors to colonize the intestine in a non-invasive manner (Almagro-Moreno et al., 2015; Silva and Benitez, 2016). Once established in the small intestine, the pathogen induces production of cholera toxin (CT), which results in an ion imbalance in the host intestine, leading to the rapid loss of fluids and electrolytes and potentially deadly dehydration via profuse, watery diarrhea (Thiagarajah and Verkman, 2005). Bacteria are disseminated from the intestine with the diarrhea, known as “rice water stool,” of an infected patient and exhibit hypervirulence for a limited time period (Butler et al., 2006). In many cases, cholera-containing fecal matter then contaminates a shared drinking water source, enabling infection with V. cholerae O1/O139 to spread rapidly through an entire community in the form of localized outbreaks (GTFCC, 2017). This massive fluid loss can lead to hypovolemia and can be up to 50% lethal if untreated (Sack et al., 2004). Fortunately, fatality rates drop significantly, to just 1%–2%, with standard treatment using an oral rehydration solution (ORS) (Desjeux et al., 1997). Prompt implementation of ORS therapy counteracts the fluid and electrolyte loss caused by V. cholerae infection and keeps the patient alive while the body naturally clears the infection over a period of several days.

Over the past 200 years, seven pandemics of cholera have been recorded, though instances of cholera-like illness have been described for millennia (Blake, 1994). The long-established nature of this disease has enabled evolutionary differentiation of the pathogen into thousands of strains ranging from environmental strains to those capable of causing endemic and pandemic cholera.

Cholera is estimated to cost $2 billion each year in global healthcare costs and loss of productivity (GTFCC, 2017). As global society becomes increasingly interconnected, cholera is perpetuated by human travel and transmission to naïve populations, lack of adequate infrastructure or disruption of existing infrastructure due to poverty, war, or natural disaster, and shifting weather patterns resulting from climate change. Fortunately, an abundance of research continues to emerge to better describe this pathogen and the disease it causes. This review aims to describe recent advancements in cornerstone cholera research related to genetic evolution of V. cholerae strains, molecular mechanisms of pathogenesis, improvements in animal models, pathogen interactions with the host microbiome and immune response, and disease epidemiology, presentation, and mitigation initiatives.



Vibrio cholerae evolutionary genomics

The Vibrio cholerae genome is approximately 4.0 MB in size and organized into two, distinct circular chromosomes (Trucksis et al., 1998; Heidelberg et al., 2000). Nearly 75% of the genome is contained on chromosome 1 with the remainder on chromosome 2, though a few isolates have been identified that contain a single, fused chromosome and are termed Natural Single Chromosome Vibrio (Chapman et al., 2015; Johnson et al., 2015; Yamamoto et al., 2018; Sozhamannan and Waldminghaus, 2020). While strain-specific differences exist, the entire V. cholerae genome generally contains between 3,600 and 3,900 coding sequences (Heidelberg et al., 2000; Thompson et al., 2011). Chromosome 1 serves as the core genome, encoding most of the essential housekeeping genes and conserved virulence genes. In contrast, chromosome 2 encodes many hypothetical proteins and open reading frames that appear to have been obtained from external sources through horizontal gene transfer events (Heidelberg et al., 2000). While many chromosome 2 genes serve redundant or unknown functions, at least a dozen essential genes have been identified on this chromosome and encode ribosomal proteins L35 and L20 as well as an NAD synthetase and ParA family protein involved in chromosome partitioning (Cameron et al., 2008; Hui et al., 2010; Chao et al., 2013; Kamp et al., 2013). Strains of V. cholerae are classified into serogroups according to the unique structure of the O-antigen associated with the strain’s outer membrane lipopolysaccharide (LPS) molecule. In a recent study, Murase et al. (2022) explored the genetic relatedness of all 210 reported serogroups and identified critical distinctions in structural biosynthesis gene clusters on both chromosomes. While only the O1 and O139 serogroups have been known to cause pandemic cholera, members of the remaining serogroups have had significant impacts as environmental strains. While not typically life-threatening, non-O1/non-O139 serogroups can cause sporadic cases of non-cholera diarrhea, sometimes closely resembling cholera, and some have been shown to act as evolutionary intermediaries in virulence gene acquisition via homologous recombination and horizontal gene transfer (Li et al., 2014, 2019a).

In the environment, V. cholerae is often associated with chitinous surfaces, such as those found on mollusks and other shellfish, and with phytoplankton (Baine et al., 1974; Tamplin et al., 1990; Hounmanou et al., 2019). Vertebrate fish have more recently been proposed as potential V. cholerae reservoirs, as both environmental and toxigenic strains have been isolated from numerous fish species, including tilapia (Oreochromis niloticus) (Senderovich et al., 2010; Halpern and Izhaki, 2017). Zebrafish (Danio rerio) have been shown to be naturally susceptible to infection and colonization by V. cholerae and have been developed as a V. cholerae model (Runft et al., 2014; Mitchell et al., 2017; Mitchell and Withey, 2018; Nag et al., 2018b, 2020). Aquatic reservoirs harboring both environmental and pandemic V. cholerae strains provide rich conditions for genetic evolution, and many non-O1/non-O139 have been found to contain partial pathogenicity islands and fully intact virulence genes, including the Vibrio seventh pandemic islands 1 and 2 (VSP-1, VSP-2), toxin co-regulated pilin (tcpA), hemolysin A (hlyA), and the Type 6 secretion system (T6SS) (Li et al., 2014, 2019a; Yan et al., 2022; Santoriello et al., 2023).

A mixed-transmission dynamic model of V. cholerae developed by Mavian et al. (2020) made use of spatiotemporal V. cholerae distribution following the single-source introduction in Haiti to model the establishment of aquatic reservoirs and the potential for evolutionary gene transfer events. These reservoirs are particularly relevant in cholera-endemic countries where seasonal cholera blooms result in multiple, periodic outbreaks with strains of varying virulence. Ongoing susceptibility to infection despite previous exposure to V. cholerae has been associated with serotype switching—a phenomenon in which V. cholerae O1 serogroup strains can express alternative surface antigens to present as either Ogawa, Inaba, or very rarely Hikojima serotypes—and is likely enabled by gene transfer under selective conditions in environmental reservoirs during off-peak cholera seasons (Baddam et al., 2020; Ramamurthy et al., 2020). Non-O1/non-O139 strains that primarily exist in the environment may use the same virulence genes in a different manner. For example, the recently identified T6SS gene cluster known as Aux3 has been shown to readily excise from the genome and recombine in a new location. However, this activity is typically only observed in environmental strains, while pandemic strains have integrated the feature into the chromosome (Santoriello et al., 2020).

From 1817 until the 1960s, pandemic cholera was caused by the V. cholerae O1 Classical biotype, characterized by the presence of a distinctive CT, TCP, and Vibrio pathogenicity island (VPI). Cholera in the current, ongoing seventh pandemic has been caused by a new O1 biotype, El Tor. El Tor biotype emerged as the primary causative agent of pandemic cholera beginning in 1961 and is defined by its resistance to polymyxin B, production of hemolysin A, and presence of two unique pathogenicity islands, VSP-1 and VSP-2, all of which Classical biotype lacks (Chart, 2012). Several diagnostic methods have been developed to distinguish between Classical and El Tor biotypes in recent years. PCR-based genotypic assays typically screen for specific sequence variations in virulence genes including tcpA, ctxA, ctxB, and toxR, while another genome-based method targets unique small RNA genes (Crumfield et al., 2018; Greig et al., 2018; Ahmed et al., 2019). Biotype can be distinguished phenotypically by evaluating antibiotic and phage susceptibility, capability for hemolysis and proteolysis, and variations in metabolism of citrate and glucose (Crumfield et al., 2018; Lee et al., 2020). One simple diagnostic measure for distinguishing between Classical and El Tor biotype strains in clinical settings has been the susceptibility of Classical strains to polymyxin B while El Tor strains have demonstrated resistance to this antibiotic, though this may not always be a reliable metric as El Tor strains continue to evolve (Crumfield et al., 2018).

When V. cholerae was first introduced to Haiti, it had devastating effects on the population which, initially, was largely attributed to the naivety of the previously unexposed region. While this certainly played a role in the rapid transmission and severe disease observed during this outbreak, Haitian variants of El Tor have been identified as more virulent than their southeastern Asian predecessors inducing elevated levels of inflammation and damage to the intestinal mucosa (Ghosh et al., 2019). These variants have also demonstrated greater production of CT, increased motility, and enhanced colonization dynamics in both human disease and animal host models (Satchell et al., 2016; Ghosh et al., 2019). Interestingly, recent epidemics in India and West Bengal have been caused by El Tor strains that more closely resemble Haitian variant strains in their genetic profile but also exhibit polymyxin B-sensitivity (Samanta et al., 2018; Shaw et al., 2022). These polymyxin B-sensitive strains have also exhibited hypervirulent traits compared to El Tor strains previously isolated in the same regions of southeast Asia (Samanta et al., 2018). These Classical-like features of more recently evolved El Tor isolates will likely require the development of new measures for phenotypic identification of biotype, particularly in resource-limited settings. Additionally, five clinical isolates from Kolkata, India revealed the inability to replicate the cholera toxin phage (CTXΦ) for the secretion of infectious particles by some El Tor variants, a feature that was commonly observed in El Tor strains between the 1970s and early 2010s (Ochi et al., 2021).

With the rapid development and decreasing cost of genome sequencing and analysis in the early 2000s, extensive genomic comparison analyses have described the evolution of the El Tor biotype and its evolutionary successors in detail. Whole-genome studies have revealed the similarities and differences in key virulence factors, including the CTXΦ, and have used these data to characterize the evolution and spread of El Tor variants into three waves (Kim et al., 2014). Hu et al. (2016) detailed key genomic events between the early 1900s and the 1960s that enabled El Tor’s maturation from a relatively benign form of V. cholerae to the virulent pathogen credited with causing the ongoing 7th pandemic of cholera. These events included the acquisition of an El Tor-specific tcpA gene that enabled human colonization, pathogenicity islands VSP-1 and VSP-2, and an El Tor-specific CTXΦ. Since this initial characterization of the lineage leading to the 7th pandemic by El Tor, others have explored genetic variation within El Tor strains to assess virulence trait acquisition. Large genomic fragments carrying genes for antimicrobial resistance, including the integrative and conjugative element (ICE) known as the SXT element, have been acquired by some El Tor strains isolated from the natural environment, and afford resistance to tetracycline, streptomycin, and even chloramphenicol (Ahmed et al., 2005; Sarkar et al., 2019).

An analysis of over 300 V. cholerae O1 strains revealed El Tor strains typically contained more virulence-related genes than Classical strains, as well as the presence of many redundant genes across the El Tor genome (Li et al., 2019b). While V. cholerae readily takes up DNA from the environment, defense mechanisms have also been developed to prevent the acquisition of unwanted or detrimental features. Both small, multicopy- and large, low copy number plasmids can be degraded by defense mechanisms identified as DdmABC and DdmDE should they prove to be detrimental to overall fitness of the V. cholerae host cell (Jaskólska et al., 2022). Phage defense in El Tor strains has been attributed in part to activity of genes on the VSP-1 and VSP-2 pathogenicity islands, including an antiviral cytidine deaminase which disrupts normal availability of nucleotides to deprive infecting phage of necessary components to replicate (Hsueh et al., 2022; O’Hara et al., 2022).

The natural habitat of V. cholerae in biofilms is often composed of richly diverse communities of Vibrio species and other aquatic bacteria. Some of the species present in these biofilms are capable of natural competence and can release significant amounts of DNA (>100 μg/ml) into the environment. Biofilms readily form on chitinous surfaces, a biopolymer that has been shown to induce natural competence in some V. cholerae strains (Baur et al., 1996; Meibom et al., 2005). Additionally, V. cholerae killing of non-kin bacterial competitors mediated by the type six secretion system (T6SS) enables the uptake of large DNA fragments (>150 Kbp) following lysis of the target cell (Joshi et al., 2017; Matthey et al., 2019). Exposure to high concentrations of free DNA in these chitin-rich conditions enables the rapid genomic diversification of V. cholerae which is modeled in the evolution of El Tor strains.



Control of Vibrio cholerae virulence by human gut signals

In the aquatic environment, V. cholerae does not produce the human-specific virulence factors that are required to cause cholera. After ingestion by a human, the bacteria sense signals in the gut that initiate a complex cascade of transcription factors that ultimately induce production of the major virulence factors, CT and TCP, together with a collection of other accessory virulence factors (Matson et al., 2007). At the top of the cascade are transcription factors AphA and AphB (Kovacikova and Skorupski, 1999; Skorupski and Taylor, 1999; Kovacikova and Skorupski, 2001; Kovacikova et al., 2004). AphA is translated at low cell density, and its genomic targets were recently described using CHiP-Seq (Haycocks et al., 2019). AphB senses low oxygen and low pH and becomes active as V. cholerae passes through the stomach and into the upper small intestine (Kovacikova et al., 2010). AphA and AphB work together to activate transcription of the next level of the cascade, which is composed of the TcpPH and ToxRS pairs of integral membrane proteins. While ToxRS is thought to be constitutively produced, TcpPH production requires the activity of AphA and AphB. When produced, TcpPH senses the bile salt taurocholate (Yang et al., 2013; Xue et al., 2016), whereas ToxRS senses other bile salts in the intestinal lumen (Midgett et al., 2017; Bina et al., 2021). TcpP and ToxR then bind directly to the promoter of the master virulence regulator, ToxT, and activate its production (Krukonis et al., 2000; Krukonis and DiRita, 2003; Goss et al., 2010; Fan et al., 2014; Haas et al., 2015). ToxT binds directly to the promoters upstream of ctxAB and tcpA and activates their transcription. However, ToxT activity is repressed by unsaturated fatty acid components of bile to prevent virulence factor production in the lumen of the small intestine (Chatterjee et al., 2007; Koestler and Waters, 2014; Plecha and Withey, 2015). As motile V. cholerae enters the mucus layer, the large fatty acids cannot penetrate, and ToxT becomes activated by the presence of bicarbonate, which is secreted by epithelial cells (Abuaita and Withey, 2009). Unsaturated fatty acids and bicarbonate have opposing roles in affecting the affinity of ToxT for its DNA binding sites (Withey and DiRita, 2006; Thomson and Withey, 2014; Plecha and Withey, 2015; Thomson et al., 2015). Thus, CT and TCP production only occurs when V. cholerae has reached the ideal location for colonization, within the intestinal mucus layer and close to the epithelial surface in crypts, where CT can enter cells and play its toxic role, resulting in voluminous watery diarrhea (Millet et al., 2014).



Advances in cellular and molecular biology of the Vibrio cholerae life cycle

Vibrio cholerae has two distinct phases in its lifecycle: the highly motile, free-swimming state, and the sessile, virulent state. Motility is important in an aqueous environment, while attachment and biofilm formation is necessary for colonization in the human small intestine or on the surfaces of fish, plankton, and other chitinous material (Tamplin et al., 1990; Donlan and Costerton, 2002; Senderovich et al., 2010; Hathroubi et al., 2017). Responding to environmental signaling is crucial for V. cholerae survival, and robust methods of inverse regulation over virulence factors and motility are required.


Flagellar synthesis, motility, and chemotaxis

In an aqueous environment, V. cholerae is highly motile due to a single, sheathed, polar flagellum. The flagellum is powered by a protein complex in the membrane, called the motor, that uses the transmembrane sodium motive force to generate torque (Terashima et al., 2008; Halang et al., 2013). This causes rotational movements that can propel V. cholerae up to 60 cell-body lengths per second (McCarter, 2001). Other movements include twitching motility, which is dependent on pili, and gliding motility, which is independent of pili or flagella (Mattick, 2002; Nan and Zusman, 2011). This can be utilized by V. cholerae for moving in different media or for adherence (Butler and Camilli, 2005). The V. cholerae flagellum is being explored for its role in colonization and pathogenicity. Expression of major V. cholerae virulence factors have long been known to be inversely regulated with expression of flagellar genes, and V. cholerae that are actively colonizing intestinal epithelium typically do not have flagella.

The V. cholerae flagellum has recently been shown to secrete MakA, a motility-associated toxin. From the same gene cluster, proteins MakA, MakB, and MakE can form a tripartite cytolytic toxin in vitro, via membrane binding and assembly of a pore (Nadeem et al., 2021). The activation or presence of a flagellum can also influence biofilm development in an inverse manner. V. cholerae mutants that lacked a functional flagellum formed colonies with a morphological switch to a rugose colony, which is associated with expression of extracellular polysaccharides similar to biofilms (Echazarreta and Klose, 2019).

Movement of the V. cholerae flagellum is another area of study. The flagellum is perpetually rotating, and sodium concentration of the environment directly affects swimming speed (Halang et al., 2013; Grognot et al., 2021). V. cholerae is able to perform different swim patterns that result in either a more random dispersal or a more targeted movement near surfaces. This may be an advantage, perhaps in the event of chemotaxis, outcompeting other bacteria, or to find a viable surface for attachment (Utada et al., 2014; Grognot et al., 2021). V. cholerae has most chemotaxis genes organized into 3 operons, which allow motile V. cholerae to adjust its direction according to environmental signals (Heidelberg et al., 2000; Butler and Camilli, 2004) Similarly, non-chemotactic V. cholerae El Tor biotype mutants outcompeted wild type strains in the infant mouse small intestine, indicating that chemotaxis significantly inhibits colonization overall. However, colonization was localized aberrantly (Butler and Camilli, 2005). In particular, smooth swimming is crucial to competition in the small intestine of infant mice (Butler and Camilli, 2004). Chemotaxis is also relevant to differentiate among surfaces. Valiente et al. identified an accessory colonization gene in V. cholerae O1 El Tor, acfC, that encodes a methyl-accepting chemotaxis protein. In vitro, AcfC induced chemotaxis towards intestinal mucin but not chitin (Valiente et al., 2018). In the environment, V. cholerae uses the flagellum to swim to chitinous surfaces, and attaches irreversibly with the flagellum and mannose-sensitive hemagglutinin (MSHA) type IV pili (Utada et al., 2014). The second messenger cyclic di-GMP (c-di-GMP) is crucial to how V. cholerae responds to the environment, affecting the concentration and binding of transcriptional regulators (Conner et al., 2017; Homma and Kojima, 2022). CsrA is an RNA-binding protein that regulates c-di-GMP metabolism, which inversely regulates flagellar gene expression in V. cholerae, and directly regulates virulence gene expression (Tischler and Camilli, 2005; Jonas et al., 2008; Butz et al., 2021). Low levels of c-di-GMP promote FlrA, which is required for flagellar gene expression and motility (Yildiz and Visick, 2009; Conner et al., 2017). High levels of c-di-GMP repress motility and virulence, and activate biofilm matrix production, as CsrA controls polysaccharide production depending on the V. cholerae growth phase (Hunter et al., 2014; Conner et al., 2017; Echazarreta and Klose, 2019).



Quorum sensing and regulation

Once attached to a biotic or an abiotic surface, V. cholerae switches from a free-swimming planktonic bacterium to form aggregates. This transition initiates colonization. Depending on cell density, bacteria can communicate in a cell-to-cell manner to coordinate responses to the environment via a process called quorum sensing (Papenfort and Bassler, 2016). This relies on the secretion and detection of diffusible signaling molecules called autoinducers.

In V. cholerae, there are four histidine kinases that act as redundant quorum sensing receptors, LuxPQ, CqsS, CqsR and VpsS (Watve et al., 2020). Four synthases, LuxM, LuxS, Cqs, and Tdh, produce autoinducers AI-1, AI-2, CAI-1, and DPO (Mukherjee and Bassler, 2019). At a low cell density, autoinducer concentration is low, and virulence genes are expressed (Watve et al., 2020). A phosphorylation cascade activates production of AphA, a transcription factor at the top of the complex virulence regulatory cascade (Haycocks et al., 2019; Mukherjee and Bassler, 2019; Mashruwala and Bassler, 2020). At high cell density, the autoinducer concentration is high, which promotes cell-to-cell coordination (Mashruwala and Bassler, 2020). In V. cholerae, the quorum sensing regulator HapR is produced to repress AphA synthesis and reduce virulence gene expression, as has been demonstrated in Drosophila and other models (Rutherford et al., 2011). HapR also represses expression of Vibrio polysaccharide (VPS) matrix enzymes, as demonstrated in a Drosophila host (Zhu et al., 2002; Vance et al., 2003; Kamareddine et al., 2018). Judger et al. suggests that quorum sensing activates HapR to repress tryptophan uptake, which cascades to activate a commensal relationship from the Drosophila host innate immune system via serotonin production (Jugder et al., 2022).

The presence or absence of autoinducers can indicate environmental changes. CAI-1 is used for intra-genus communication, and AI-2 and DPO are used for inter-species communication. In anaerobic conditions, V. cholerae produces DPO but not CAI-1, while the opposite is true in aerobic conditions (Mashruwala and Bassler, 2020). This signaling is relevant to a free-swimming lifestyle in water, versus the anaerobic conditions of the human small intestine, for example.



Biofilm formation and regulation

The presence of mucin or chitin causes V. cholerae to grow outward from the founder cell, with the resulting mechanical pressure causing surface adhesion (Valiente et al., 2018; Yan and Bassler, 2019). High cell density induces high levels of c-di-GMP, which repress flagellar genes. VpsR and VpsT then activate to form a surface-associated aggregation called a biofilm (Hunter et al., 2014; Silva and Benitez, 2016; Conner et al., 2017). Biofilm cells are in a three-dimensional matrix made of polysaccharides, proteins, and extracellular DNA. This protective matrix allows for surface adhesion, enzyme proximity for metabolism, and potential horizontal gene transfer (Flemming and Wingender, 2010). V. cholerae in biofilm has also been shown to be hyper-infectious when compared to free-swimming V. cholerae (Tamayo et al., 2010). Human stool from confirmed cholera cases has both planktonic bacteria and clumped bacteria, indicating that aggregation or biofilm-like behavior may be occurring in the human gut (Faruque et al., 2006; Nelson et al., 2007).

A redundant set of four proteases control the timing of V. cholerae to either form a scaffold or use motility to aggregate into the scaffold (Jemielita et al., 2018). This further illuminates how V. cholerae persists in the water and how it colonizes the human small intestine. By culturing V. cholerae on different surfaces and comparing the subsequent biofilms to free-swimming cells when infecting infant mouse intestine, biofilm cells enhanced expression of virulence factors including the TCP (Gallego-Hernandez et al., 2020). The TCP is a major V. cholerae virulence factor required for human colonization (Kaper et al., 1995; Thelin and Taylor, 1996; Teschler et al., 2015).

Biofilm formation can also depend on extracellular components and certain proteases. In one study, extracellular signaling molecule accumulation was prevented via a continuously refreshed system. This identified a difference in biofilm gene regulation in V. cholerae, depending on dynamic versus static conditions (Seper et al., 2014). Extracellular nucleases were also found to regulate the amount of extracellular DNA involved in both developing and dispersing biofilm (Seper et al., 2011). These nucleases were also necessary for hyper-infectivity from biofilm-formed V. cholerae. Kitts et al. identified a calcium-dependent protease, LapG, which cleaves adhesins FrhA and CraA. A V. cholerae mutant lacking LapG increased the amount of biofilm formed, indicating the protease mediation in biofilm formation (Kitts et al., 2019).



Biofilm dispersal

Through mutagenesis, proteins from three classes of genes were identified to play a sequential role in biofilm dispersal: signal-transduction proteins, matrix-degradation enzymes, and motility factors (Bridges and Bassler, 2021). Dispersal is the last step following the sessile, biofilm phase in the V. cholerae life cycle. Mechanical changes in the environment such as flow rate can regulate V. cholerae biofilm production or dispersal. In nutrient medium with an increased flow rate, biofilm mass increased. If the flow rate was slowed or stopped, V. cholerae within biofilms dispersed from the outer surface (Singh et al., 2017).

Access to soluble nutrients also determines dispersal. RpoS protein, an alternate sigma factor, regulates a generalized stress response during starvation and is essential for V. cholerae to detach from mucus when it reaches a high cell density (Nielsen et al., 2006; Müller et al., 2007). During the stressor of low nutrient conditions, elevated RpoS was detected (Singh et al., 2017). Species-specific polyamines are also involved in biofilm development and repression (Lee et al., 2009). Periplasmic polyamine sensor MbaA, and polyamine reporter PotD1 regulate V. cholerae biofilm dispersal, with PotD1 being essential to activating dispersal (Bridges and Bassler, 2021). Excreted V. cholerae from humans, mice, or other animals has shown hyper-infectivity during the transmission to the next host. Detachment and dispersal from the biofilm into the environment are also linked to the hyper-infectivity of V. cholerae during transmission to the host from the environment (Alam et al., 2005; Butler et al., 2006; Tamayo et al., 2010).




Improvements in animal models for studying Vibrio cholerae infection, colonization, disease, and transmission

Animal models for cholera research can be divided into two categories: mammalian models and non-mammalian models. These models, their uses, and their advantages and disadvantages are summarized in Table 1. The most commonly used mammalian model for enteric diseases generally is the specific-pathogen free (SPF) adult mouse (Mus musculus), but these hosts can be resistant to intestinal colonization by some strains of orally inoculated V. cholerae, due in part to the presence of gut microbiota (Sit et al., 2019). The streptomycin-treated adult mouse is sometimes used as a model for V. cholerae colonization. However, in this model V. cholerae colonizes the colon but not the small intestine (SI), where V. cholerae colonizes during human infection. This model is TCP-independent, and there are no detectable disease symptoms (Nygren et al., 2009; Wang et al., 2018). Pretreatment with clindamycin or ketamine to disrupt intestinal microbiota and motility can permit oral V. cholerae infection in the adult mouse (Olivier et al., 2009; You et al., 2019). Clindamycin is used as an antibiotic, like streptomycin, to clear the gut microbiota, and ketamine is a dissociative anesthetic that can be used to slow down the bowel movement and give V. cholerae a better chance to colonize. The most widely used mammalian model for V. cholerae colonization is the 3- to 5-day-old infant mouse, where oral challenge of V. cholerae can initiate TCP-dependent colonization of the SI (not the colon) and CT-dependent fluid accumulation within 16 h (Angelichio et al., 1999; Ritchie and Waldor, 2009). Advanced microscopy of the infant mouse small intestinal tissue has revealed the localization patterns of V. cholerae in the intestine control virulence gene regulation during infection (Millet et al., 2014; Gallego-Hernandez et al., 2020). Different competition studies in the infant mouse model have recently emphasized the contributions of fatty acid and carbon metabolism, cell wall maintenance, and V. cholerae LPS modifications during intestinal colonization (Hayes et al., 2017; Wang et al., 2018; Fleurie et al., 2019; Yang et al., 2020; Sit et al., 2021).



TABLE 1 Summary of animal models for V. cholerae.
[image: Table1]

Two adult rabbit surgical models have been widely used for decades to test the colonization and fluid secretion resulting from V. cholerae infection. The removable intestinal tie adult rabbit diarrhea (RITARD) model is used for studying the toxin-mediated diarrheal disease caused by V. cholerae (Spira et al., 1981; Sinha et al., 2015). The ileal loop model is a widely used surgical model to study the fluid accumulation following by V. cholerae colonization by surgically creating sealed loops in the small intestine of the adult rabbit (Burrows and Musteikis, 1966; Mondal et al., 2014; Withey et al., 2015). These adult rabbit surgical models have largely been replaced by the infant rabbit (Oryctolagus cuniculus) model of cholera, which exhibits rapid CT-dependent lethal diarrheal illness, along with TCP-dependent SI colonization (Ritchie et al., 2010). High numbers of V. cholerae can be readily collected from the infant rabbit diarrheal fluid, which is quite similar to human rice water stool in chemical composition (Ritchie et al., 2010). Infant rabbit studies have revealed the genetic landscape of colonization factors in V. cholerae through transposon-insertion sequencing (Tn-Seq) screens; however, these screens can be largely limited by bottleneck effects in infant mice (Fu et al., 2013; Kamp et al., 2013; Pritchard et al., 2014; Hubbard et al., 2018). V. cholerae RNA-seq, metabolomic, and proteomic datasets, as well as insights into V. cholerae population dynamics during infection, have been successfully studied in the infant rabbit model (Mandlik et al., 2011; Abel et al., 2015; Zoued et al., 2021). Recently, a transcriptomic study in infant rabbits revealed novel roles for CT in the shaping of the pathogen’s nutritional microenvironment (Rivera-Chavez and Mekalanos, 2019).

There are several non-mammalian species for studying V. cholerae as well, such as fruit flies (Drosophila melanogaster), nematodes (Caenorhabditis elegans), wax moths (Galleria mellonella), and zebrafish (Danio rerio). The intestinal anatomy and immune system of Drosophila is similar to mammals, enabling the use of flies to investigate pathogenicity, quorum sensing, and host response to V. cholerae infection (Hang et al., 2014; Vanhove et al., 2017; Kamareddine et al., 2018; Davoodi and Foley, 2019). The introduction of CT can induce death in flies although the infection and host-killing by V. cholerae in these models is neither CT-dependent nor TCP-dependent (Blow et al., 2005). Even with these limitations, this model is useful as it offers reproducibility, low cost, and easy genetic manipulation compared to mammalian hosts. Cholera research in C. elegans is important for studying the known and presumed accessory V. cholerae virulence factors and toxins (Vaitkevicius et al., 2006; Logan et al., 2018). The ability of V. cholerae to kill G. mellonella larvae and form biofilms in these hosts imitates the pathogenic potential with mammalian model organisms (Nuidate et al., 2016; Bokhari et al., 2017).

Vibrio cholerae persists in the aquatic environment between outbreaks where they fight with different predators and environmental stressors. Some models were developed to study the environmental survival of V. cholerae. The mannose-sensitive hemagglutinin (MSHA) type IV pilus is crucial for attachment and initiation of colonization of V. cholerae in the pharynx of the worm, C. elegans, which could be linked to a fitness advantage of V. cholerae upon contact with bacterium-grazing nematodes (List et al., 2018). The soft-shelled turtle has potential value as an animal model to study the colonization and the transmission of V. cholerae as V. cholerae can colonize both on the dorsal side surface and in the intestine of turtles. MSHA is necessary for body surface colonization whereas, toxin-coregulated pili (TCP) or N-acetylglucosamine-binding protein A (GbpA) play important roles for colonization in the intestine (Wang et al., 2017). The type VI secretion system (T6SS) of V. cholerae is capable of conferring virulence toward eukaryotic and prokaryotic hosts. VasX, a functional protein for T6SS confers the virulence of V. cholerae toward Dictyostelium discoideum, a species of soil-dwelling amoeba commonly known as slime mold (MacIntyre et al., 2010; Miyata et al., 2011). These models are also very important to demonstrate the lifestyle of aquatic organisms in the presence of the aquatic bacterium, V. cholerae.

Zebrafish (D. rerio) are an emerging non-mammalian model to investigate V. cholerae pathogenesis, including colonization, transmission, host response, and competition with intestinal microbiota. The zebrafish is a natural host for V. cholerae which means V. cholerae can colonize the zebrafish intestine without any modification to the host’s microbiota (Runft et al., 2014). V. cholerae infection can be initiated through a natural, oral route in zebrafish, which eventually leads to human cholera-like symptoms including liquid stool in excreted water (cloudy water) and secretion of mucin and protein in excreted water within 24 h of initial exposure (Runft et al., 2014; Mitchell et al., 2017; Nag et al., 2018b). Zebrafish also show promise to study innate and adaptive immune responses during V. cholerae infection (Farr et al., 2021, 2022). Studies in the zebrafish model have been informative regarding V. cholerae’s interaction with gut microbiota and the involvement of T6SS in this interaction (Logan et al., 2018; Breen et al., 2021b). However, as most non-mammalian studies remain to be validated in either human or small mammal cholera models, their applicability to our understanding of human cholera may be limited (Sit et al., 2022).



Expansion in understanding the interactions between Vibrio cholerae and host intestinal microbiota

The human gut microbiome contains the majority of commensal bacteria in the body (Qin et al., 2010; Sender et al., 2016). In humans, the dominant phyla are Firmicutes and Bacteroidetes, though the composition of the gut microbiome can vary among individuals. Intrinsic factors, including host genetics, age, and sex, and extrinsic factors, such as diet and lifestyle, all affect the gut microbiome (Arumugam et al., 2011; Faith et al., 2011; Schmidt et al., 2018). The mucus lining of the gut is also an important component. The mucus layer acts as a natural barrier to protect the intestinal epithelium. It is primarily made of heavily-glycosylated proteins called mucins that are metabolized by the resident bacteria that reside in the intestinal mucus layer. Therefore, the mucus itself must be present to maintain a diverse microbiome (Kashyap et al., 2013; Li et al., 2015; Sicard et al., 2017).

In terms of microbiome models to study V. cholerae outside of human fecal samples, experimentation is limited. Mammalian animal models commonly used for V. cholerae infection are not ideal for observing microbiome dynamics after colonization. Infant and adult mice, or the adult rabbits used in ileal loop or RITARD models, lack a complex gut microbiome due to age, antibiotic use for colonization, or surgery, respectively (Sawasvirojwong et al., 2013; Matson, 2018). One option is a human or mouse fecal transplant into axenic or gnotobiotic mice to observe V. cholerae colonization in the presence of a “humanized” mouse microbiome (You et al., 2019; Alavi et al., 2020). Non-mammalian animal models that are colonized by V. cholerae present an advantage due to the fecundity and shorter development period. The Drosophila model possesses a simple gut microbiome of low diversity that can be easily manipulated (Wong et al., 2011). The zebrafish model has the advantage of being a natural V. cholerae host, and zebrafish are able to keep complex intestinal microbiomes largely intact throughout the entire period of V. cholerae exposure, infection, and clearance; the noninvasive method of infection is particularly relevant (Senderovich et al., 2010; Wong et al., 2011; Runft et al., 2014; Breen et al., 2021a). The affordability of high-throughput sequencing of the 16S ribosomal subunit has allowed for more in-depth microbiome studies within the past decade; therefore, the diversity and dynamics of gut microbiomes in relation to pathogens and general perturbation is of growing interest (Gibbons and Gilbert, 2015).


Vibrio cholerae resistance to gut microbiome dynamics

Depending on the biotype or strain, V. cholerae can utilize multiple defenses against the gut microbiome. All V. cholerae strains have the type six secretion system (T6SS) which, if functional, directly injects toxic effectors into eukaryotic cells and bacteria (Bachmann et al., 2015). The T6SS is one method V. cholerae uses to interact with the host and its resident microbiota. The bacterial dynamics can be complex. In the Drosophila model, V. cholerae with a functional T6SS inhibited host intestinal repair only when three common fly commensals were present altogether, rather than individually (Fast et al., 2020). In infant mice, V. cholerae expressing T6SS were able to compete against commensal Escherichia coli, with the E. coli demonstrating a 300-fold drop in CFU count per small intestine homogenate when compared to the group infected with V. cholerae expressing a defective T6SS (Zhao et al., 2018). This suggests that T6SS plays a significant role in colonization of the murine gut. Conversely, T6SS is not necessary for V. cholerae colonization of the conventionally-raised adult zebrafish gut. However, when comparing fish infected with T6SS-deleted V. cholerae versus wildtype, the amount of other Vibrio spp. increased. Perhaps V. cholerae uses T6SS as a form of competition to prevent commensal Vibrio species from proliferating (Unterweger et al., 2014; Breen et al., 2021b). In gnotobiotic zebrafish larvae, the T6SS of V. cholerae O1 El Tor biotype strain promoted an increase in intestinal movement to expel the inoculated commensal, Aeromonas veronii. This clearance then allowed for V. cholerae colonization (Logan et al., 2018).

Vibrio cholerae can interact with specific bacterial species of the microbiome to potentially improve its own colonization. In one study using predictive taxa from an algorithm analyzing fecal samples from Bangladeshi household contacts of cholera patients, certain bacterial species present were selected for in vitro study. V. cholerae was then exposed to these species and grown in nutrient-poor or nutrient-rich culture. V. cholerae growth with P. aminovorans in nutrient-rich culture was significantly increased when compared to growth with other species identified from the collected fecal samples (Midani et al., 2018). This data, albeit in vitro, could further support the idea that interactions with certain members of the microbiome are advantageous for V. cholerae.

Vibrio cholerae can also use gut components to compete against other bacteria. One survival study loaded V. cholerae with either a mucin or a gelatin control, and compared the recovered bacterial load from each condition. An O1 strain of V. cholerae, C6706, normally represses its T6SS in laboratory settings. In the presence of mucin, C6706 activated its T6SS to compete against other strains of V. cholerae that maintained an inactivated T6SS. These results did not occur in the gelatin control. This indicates a component of the mucin was necessary to activate a functional T6SS in C6706 (Bachmann et al., 2015).



Altered gut microbiome composition following Vibrio cholerae infection

Once V. cholerae reaches the upper small intestine in humans, it comes into contact with the relatively sparse duodenal microbiota. Fecal sample culture studies characterized the microbiome composition during and after diarrheal symptoms. The gut mucosa sloughs off, resulting in the characteristic rice-water stool. The immediate effect is a drastic decrease in diversity, primarily due to the physical efflux of the mucosa containing the resident gut microbes. Stool collected from Bangladeshi adults during the acute phase of diarrheal symptoms showed dominance of V. cholerae bacteria and a significant decrease in non-Vibrio bacteria (Hsiao et al., 2014; David et al., 2015). Hsiao et al. (2014) also detected 343 bacterial species that colonized the human gut during and after diarrheal symptoms, suggesting some bacteria are able to remain and recolonize following V. cholerae infection. Hours after oral rehydration therapy (ORS) was started, Streptococcus and Fusobacterium species dominated the microbiome. This overall composition was significantly different from the healthy adult microbiome controls. One caveat of human fecal studies is that V. cholerae colonizes the upper SI and not the colon, whereas most bacteria harvested in fecal samples are from the colon, so direct effects of V. cholerae on the SI microbiome are difficult to assess.

Effects of V. cholerae infection on the composition of the intestinal microbiome are also observed in the zebrafish model. Depending on the strain of V. cholerae used and whether a functional T6SS was present or absent, the microbiome profile of adult zebrafish was transiently changed following infection (Breen et al., 2021b). Using quantitative PCR (qPCR), some V. cholerae strains were also determined to cause an increase in overall bacterial load of the fish intestine.



Gut microbiome composition can inhibit Vibrio cholerae colonization

The gut has a variety of defenses that can work against non-commensals. One important factor in the human intestine is bile, with bile acid being one major component used in digestion to solubilize lipids. Resident gut bacteria can metabolize these bile acids via bile salt hydrolases (Hung and Mekalanos, 2005; Song et al., 2019). This bile acid deconjugation can inhibit V. cholerae T6SS expression, perhaps due to a carboxylic acid group present in a bile salt, although the mechanism of action is not known (Bachmann et al., 2015). The resident gut microbiome can also produce components against non-commensal bacteria. Two human commensal Bifidobacterium species and a commensal B. subtile species were able to individually inhibit or decrease V. cholerae T6SS-mediated killing (Bachmann et al., 2015).

Another gut commensal, E. coli, can produce a genotoxin called colibactin, which is commonly associated with damaging DNA in host epithelial cells (Dougherty and Jobin, 2021). Through transposon mutagenesis, Chen et al. identified three E. coli mutants from mouse small intestine that were unable to compete against V. cholerae. These mutants all had a disruption of the polyketide synthase island, which encodes colobactin. This carried over to analyzing published shotgun metagenomics sequencing of fecal samples from households with a confirmed cholera case. When compared to asymptomatic or uninfected fecal samples, those collected from symptomatic individuals had significantly lower relative abundance reads of clb, a synthase involved in activating colibactin synthesis (Chen et al., 2022). Probiotic E. coli strains have also been found to be protective against V. cholerae infection using the zebrafish model (Nag et al., 2018a).

Blautia obeum, of the core human gut phyla Firmicutes, may also play a role in a V. cholerae infection. B. obeum produces the DPO autoinducer, which activates a regulatory cascade that may inhibit V. cholerae biofilm formation and toxin production (Papenfort et al., 2017). DPO can also inhibit AphA, a transcription factor that regulates virulence gene expression in V. cholerae (Herzog et al., 2019). In homogenized suckling mouse intestine colonized with a reporter V. cholerae and B. obeum, expression of TcpA, the primary structural subunit of the toxin co-regulated pilus (TCP) required for colonization, was significantly reduced. Conversely, in human fecal samples, a higher abundance of V. cholerae was associated with a lower amount of B. obeum (Alavi et al., 2020).



Limitations to microbiome and Vibrio cholerae studies

The complexity of the human gut microbiome is difficult to standardize, not only in composition but in computation. Variation in bioinformatics analysis can lead to different conclusions. The more common method of clustering 16S rRNA sequences based on 97% identity generates operational taxonomic units (OTUs). This analysis uses the Mothur pipeline as a clustering method. A newer denoising method, DADA2, generates amplicon sequence variants (ASVs) that provide higher sensitivity and variation specificity. These methods used on 16S rRNA gene amplicon datasets can lead to different results in taxonomic assignments, alpha diversity, and beta diversity than the OTU method on the same dataset (Prodan et al., 2020; Straub et al., 2020; Chiarello et al., 2022). Low abundance OTUs and ASVs can also skew the data, which may be relevant during the decreased gut microbiota following mucosal efflux (Prodan et al., 2020). Additionally, the widely used method of 16S rRNA gene sequencing is not reliably species-specific. This can pose a problem in gut microbiome identification, as this microbiome is composed of an estimated 1013 microbial cells with thousands of bacterial species (Luckey, 1972; Leviatan et al., 2022).




Cholera disease presentation and epidemiology

As previously mentioned, V. cholerae strains of the O1 serogroup have been subdivided into two biotypes: Classical and El Tor. Though rarely occurring now, Classical infections were characterized by robust action of the CT and severe diarrheal symptoms lasting about 3 days (Hu et al., 2016). Initial infections with the El Tor biotype were mild, often failing to result in any cholera symptoms, but these infections were persistent, with V. cholerae isolates found in the stool of infected individuals for 1–2 weeks. The binding subunit of CT encoded by early El Tor strains differs structurally by 2 amino acids compared to the Classical CT which is hypothesized to account for the disparity in disease severity exhibited by Classical and El Tor infections (Raychoudhuri et al., 2009; Baek et al., 2020). Acquisition of the Classical CTXΦ by El Tor in the early 2000s led to increased disease severity comparable to that caused by Classical strains and of prolonged duration as was characteristic of early El Tor strains (Na-Ubol et al., 2011; Hu et al., 2016). Previous exposure to V. cholerae causing symptomatic cholera provides protective immunity against subsequent exposure, though cross-protection is not generally achieved for other serotypes or in cases where initial exposure did not produce symptoms (Leung and Matrajt, 2021).


Global distribution of cholera and at-risk populations

Vibrio cholerae O1 outbreaks largely occur in areas with poor sanitation, limited infrastructure, and minimal or no access to safe drinking water (GTFCC, 2017). Nearly all countries with high cholera burdens also suffer below-average access to basic water and sanitation services (GTFCC, 2017; WHO and UNICEF, 2017). Latin America and the Caribbean, Eastern, Southeastern, Western, Central, and Southern Asia, Northern Africa and Sub-Saharan Africa, and Oceania are all regions identified as lacking a basic drinking water service and/or sanitation services as of 2015 (WHO and UNICEF, 2017). Modelling estimates have revealed 69 countries with endemic cholera—defined as having predicted cholera cases in at least 3 years of a 5-year study period—including, but not limited to, Nepal, China, Indonesia, and several countries in Sub-Saharan Africa (Ali et al., 2015). Additionally, India, Ethiopia, Nigeria, Haiti, the Democratic Republic of the Congo, Tanzania, Kenya, and Bangladesh were identified as having >100,000 annual cases in the same study. In 2016, 80% of all reported cases were located in Haiti, the Democratic Republic of the Congo (DRC), Yemen, Somalia, and the United Republic of Tanzania (WHO, 2017). It is important to note that the vast majority of cholera cases are not reported for many reasons, including lack of laboratory diagnostic capabilities or reporting systems, fear of criticism due to a lack of proper infrastructure, and concern for disrupting trade partnerships or tourism initiatives. A review published in 2020 revealed estimated case numbers in the cholera-endemic countries of India, Pakistan, and the Philippines were 5.8-, 6.7-, and 20.8 times greater than the actual reported number of cases, respectively (Ganesan et al., 2020). The use of modeling to predict cholera outbreaks and regions at heightened risk is a truly noteworthy advancement for epidemiological studies and surveillance efforts (Allan et al., 2016; Ali et al., 2017; Camacho et al., 2018). Endemic cholera regions experience cholera “blooms,” or periods during which the number of V. cholerae infections increase dramatically in response to seasonal blooming of zooplankton and phytoplankton which feed copepods that support V. cholerae abundance in the environment (Epstein, 1993; Constantin de Magny and Colwell, 2009). This series of events often coincides with weather patterns such as monsoon season in the Bay of Bengal region (Lobitz et al., 2000). Several studies have emerged in the last two decades investigating the role of a changing global climate on V. cholerae environmental presence, exogenous gene acquisition, and vector-borne dissemination of this pathogen and the connection to global cholera outbreaks (Lipp et al., 2002; Jutla et al., 2010).

In addition to those living in under-resourced regions, displaced populations, and refugee settings have also experienced significant cholera outbreaks in recent years (Shannon et al., 2019). Cholera outbreaks in South Sudan, Yemen, Cameroon, Nigeria, Tanzania, Uganda, Haiti, and Iraq pose a significant threat to these humanitarian aid settings. Both refugee and impoverished populations lack ready access to rehydration therapy and services and therefore are at higher risk for severe disease and death (CDC, 2020). Children under 5 years of age face disproportionate incidence of infection with V. cholerae O1 and experience more severe disease (Deen et al., 2008). Healthcare workers or cholera response workers face an increased risk of exposure to V. cholerae O1 infection as well, along with leisure travelers who do not follow food or water safety guidelines or practice proper hygiene. Additional risk factors for more severe disease include individuals with blood type O, achlorhydria, or chronic medical conditions (CDC, 2020). Disaster relief operations also need to be aware of the potential for unintentional transmission of cholera to naïve populations and prepare accordingly. Genetic analysis suggests the introduction of O1/O139 V. cholerae strains to regions where it is nonendemic is almost exclusively due to human movement (Domman et al., 2017; Weill et al., 2017; Weil et al., 2019).

Cholera in Haiti over the past decade has clearly demonstrated how devastating the introduction of V. cholerae to a naïve population can be. V. cholerae was introduced to Haiti following an influx of international aid workers who responded to the catastrophic 7.0 magnitude earthquake in 2010 (Chin et al., 2010; Hendriksen et al., 2011; Frerichs et al., 2012; Katz et al., 2013; Orata et al., 2014). Already one of the poorest countries in the western hemisphere, Haiti also suffered from near total loss of infrastructure, access to clean water, and rampant crime in the wake of this natural disaster. Given this was the first introduction of V. cholerae to the Haitian people, the death toll rose rapidly to claim the lives of at least 100,000 people (Vega Ocasio et al., 2023). Cholera has since become endemic to this previously unexposed region. After three consecutive years of zero reported cases, however, the country was declared free of cholera by the Haitian Prime Minister, Dr. Ariel Henry in February 2022. Recent prolonged periods of violence and social unrest have disrupted water treatment infrastructure and restricted access of both citizens and aid workers to the resources needed for effective public health prevention measures against cholera. As a result, an outbreak in late September 2022 has already surged to over 20,000 suspected cases of cholera reported in Haiti as of January 3, 2023 (Vega Ocasio et al., 2023). Nearly 80% of patients were hospitalized, and a very high case-fatality rate of 3.0% has been observed. This rapid resurgence of the bacterial pathogen after a prolonged period of near silence suggests environmental reservoirs of V. cholerae have been well-established since its initial introduction, and eradication of the disease is unlikely if the underlying risk factors are not resolved.



Cholera prevention initiatives

Despite over 150 years of academic study, cholera persists as a significant health hazard in over 60 countries. Several prevention and intervention campaigns to eliminate cholera are currently used around the world. In endemic settings, the use of rapid, affordable, and accurate serotyping techniques is critical for identifying pandemic cholera in the field and implementing swift public health response measures. A lateral flow dipstick method, Cas12a-assisted rapid isothermal detection (CARID), was recently developed to identify O1 and O139 serogroups in complex samples using recombinase-aided amplification and CRISPR-Cas (Lu et al., 2022). Of note, the World Health Organization assembled the Global Task Force on Cholera Control (GTFCC) which has established a roadmap to ending cholera by 2030 and is referenced several times in this text. Disease prevention efforts include implementation of improved drinking water sources and sanitation services and instilling proper hygiene habits, often referred to as the WASH (water, sanitation, and hygiene) campaign (GTFCC, 2017). Educating vulnerable populations about daily practices that can be readily implemented to reduce risk for infection remains one of the most effective methods for disease prevention. The other major area of focus for disease prevention is the stockpiling and administration of cholera vaccines to at-risk populations.

Three oral cholera vaccines (OCVs) are currently approved by the WHO: ShancholTM, Euvichol-Plus®, and Dukoral® (WHO, 2019). The former two OCVs can be administered to adults and children over the age of 1 year, while the latter OCV is approved for individuals starting at age 2 years. Despite the heightened risk posed to very young children by cholera, no vaccine has been approved for infants under 1 year of age. A stockpile of Shanchol™ and Euvichol-Plus® OCVs has been established for use in mass vaccination campaigns, but it is insufficient to cover all those needing it. A major drawback to all current OCVs is the duration of protection. At most, these OCVs provide approximately 70% protection for 3 years, and in areas most affected by cholera, access to preventative medical care is limited or not financially feasible (WHO, 2019). Few advancements have been made in the realm of cholera therapeutics. ORS therapy has remained the standard of care for cholera cases for decades despite the proposal of other intervention methods including administration of unsaturated fatty acids, specifically linoleic acid, to prevent CT production by V. cholerae O1 or a commensal E. coli with glucose probiotic to inhibit colonization (Plecha and Withey, 2015; Withey et al., 2015; Nag et al., 2018a). Expanding beyond ORS has potential to reduce disease severity, shorten duration of the infection, or prevent infection altogether.

Though V. cholerae O1 infection continues to threaten the health and safety of impoverished or displaced populations, elimination of cholera remains an achievable goal for public health professionals. Recommendations for achieving this goal include implementation of educational programs for at-risk populations, installation or maintenance of safe drinking water sources and sanitation services, optimization of disease surveillance methods, expansion of cholera therapeutics, and increased accessibility to and development of new cholera vaccines, particularly designed for young children and to afford increased duration of protection.




Conclusion

From genomics to therapeutic development, V. cholerae research continues to make great strides towards a more complete understanding of how this pathogen survives in the aquatic environment, interacts with hosts, and causes disease. Analyses of evolutionary genetics have identified critical events that must occur for V. cholerae to transition from an environmental marine microbe to the pandemic strains that plague countries around the world today. Novel potential reservoirs in which V. cholerae continues to acquire new genetic material and gain fitness in the environment and the host are being identified in vertebrate fish in addition to the well-established reservoirs of copepods, phytoplankton, and shellfish. Studies focusing on motility, chemotaxis, and biofilm formation provide key insights to how V. cholerae survives in the environment and navigates colonization of the human host. Animal models in mice and rabbits offer means to study CT production and virulence gene expression in mammals while the zebrafish model can be used to gain a well-rounded perspective of natural infection including interactions with other members of the normal microbiome. Both the direct action of the T6SS and indirect activity of rapid fluid loss have been shown to disrupt the composition of the normal intestinal microbiota and open a new avenue of exploration regarding interspecies dynamics during V. cholerae infection. Increased understanding of microbiome composition that affords resistance against infection with V. cholerae offers potential for use of probiotics to reduce risk of infection and limit disease severity. Disease presentation has shifted with the changing genetic composition of El Tor variants, which exhibit various antimicrobial resistance patterns and a range of symptom severity depending on the exact etiological agent. Advances in cholera disease modeling have enabled better prediction of outbreak scenarios and, in turn, faster implementation of prevention initiatives and response efforts. Taken together, these advancements offer a holistic approach to the study of a persistent pathogen that has plagued the world for centuries. Continued efforts to explore V. cholerae dynamics as a model for genomic evolution, bacterial pathogenesis, and its role as a natural member of the aquatic ecosystem are needed, both to advance knowledge in the basic sciences and to develop relevant, effective public health measures to protect the most vulnerable populations.
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The development of virus-like particle (VLP) based vaccines for human papillomavirus, hepatitis B and hepatitis E viruses represented a breakthrough in vaccine development. However, for dengue and COVID-19, technical complications, such as an incomplete understanding of the requirements for protective immunity, but also limitations in processes to manufacture VLP vaccines for enveloped viruses to large scale, have hampered VLP vaccine development. Selecting the right adjuvant is also an important consideration to ensure that a VLP vaccine induces protective antibody and T cell responses. For diseases like COVID-19 and dengue fever caused by RNA viruses that exist as families of viral variants with the potential to escape vaccine-induced immunity, the development of more efficacious vaccines is also necessary. Here, we describe the development and characterisation of novel VLP vaccine candidates using SARS-CoV-2 and dengue virus (DENV), containing the major viral structural proteins, as protypes for a novel approach to produce VLP vaccines. The VLPs were characterised by Western immunoblot, enzyme immunoassay, electron and atomic force microscopy, and in vitro and in vivo immunogenicity studies. Microscopy techniques showed proteins self-assemble to form VLPs authentic to native viruses. The inclusion of the glycolipid adjuvant, α-galactosylceramide (α-GalCer) in the vaccine formulation led to high levels of natural killer T (NKT) cell stimulation in vitro, and strong antibody and memory CD8+ T cell responses in vivo, demonstrated with SARS-CoV-2, hepatitis C virus (HCV) and DEN VLPs. This study shows our unique vaccine formulation presents a promising, and much needed, new vaccine platform in the fight against infections caused by enveloped RNA viruses.
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1. Introduction

Vaccines are amongst the most effective preventative interventions in medicine. The most effective vaccines in clinical use include attenuated viral, inactivated whole virus, subunit, synthetic conjugate and more recently mRNA vaccines (Carreno et al., 2014; Rauch et al., 2018; Vetter et al., 2018; Mascola and Fauci, 2020). Virus-like particles (VLPs) also offer effective vaccine candidates because they resemble the mature parent virus and present antigens in a repetitive manner, inducing both protective humoral and cellular immune responses. In addition, VLPs can rapidly and efficiently traffic from the primary site of inoculation to regional lymph nodes to potently drive vaccine specific immune responses (Cubas et al., 2009; Qian et al., 2020). The long-term safety and efficacy profile of commercial VLP-based vaccines for viruses like hepatitis B, human papilloma and hepatitis E viruses (Zhang et al., 2015; Patel et al., 2018; Liu et al., 2022) attests to an approach for the development of VLP vaccines for infections like Severe Acute Respiratory Syndrome Coronavirus-2 (SARS-CoV-2), dengue (DENV) and other respiratory viruses. For SARS-CoV-2, VLPs may also provide a safer and more immunologically durable alternative to SARS-CoV-2 mRNA vaccines.

Manufacturing VLP vaccines is limited by the difficulty in co-expressing viral structural proteins in cell culture in a manner to allow assembly and production of large quantities of VLPs. For some viruses, like influenza, the structural proteins are produced from individual gene segments. For others like DENV, the structural proteins [capsid (C), pre-membrane (prM), and envelope (E)] are cleaved from a single polyprotein by a combination of the viral NS2B-3 protease and host cell peptidase. In contrast, the structural proteins of hepatitis C virus (HCV), which are also produced as a polyprotein, are cleaved by cellular signal peptidase (SP) followed by a unique second signal peptide peptidase (SPP) cleavage which is essential for the release of the core protein from the endoplasmic reticulum (ER) and subsequent particle assembly (Lemberg and Martoglio, 2002; McLauchlan et al., 2002; Pene et al., 2009; Oehler et al., 2012). Previously, we took advantage of the unique nature of SPP cleavage in the ER to develop a quadrivalent HCV vaccine from a single SP/SPP regulated (self) cleaving polyprotein containing the core and envelope proteins. This strategy led to the production of quadrivalent HCV VLPs that we previously showed to be strongly immunogenic, inducing HCV specific neutralising antibody (NAb) and T cell responses (Earnest-Silveira et al., 2016a,b; Kumar et al., 2016; Christiansen et al., 2018a,b, 2019). We then adapted this method for the production of VLPs derived from other viruses, including DENV and SARS-CoV-2.

COVID-19 has presented the greatest global health challenge in over 100 years with over 685 million infections, 6.85 million deaths and impact across 200 countries. The continued resurgence of COVID-19 is fueled by the emergence of SARS-CoV-2 variants which are better adapted at escaping protective immune responses and at infecting humans (Kurhade et al., 2022; Qu et al., 2022; Suryawanshi et al., 2022; Takashita et al., 2022; Tegally et al., 2022). Current COVID-19 vaccines have relied mainly on the delivery of the spike (S) protein or gene to induce S-specific immune responses, including receptor binding domain (RBD) NAb responses (Corbett et al., 2020; Sahin et al., 2020; Ewer et al., 2021). These have proven to be highly effective (Polack et al., 2020; Dagan et al., 2021; Hall et al., 2021; Vasileiou et al., 2021; Voysey et al., 2021). However, the emergence of Omicron and its many sublineages has threatened the long-term efficacy of these vaccines (Kurhade et al., 2022; Qu et al., 2022; Takashita et al., 2022; Torresi et al., 2022).

DENV is also one of the world’s major public health threats causing an estimated 96 million symptomatic infections, 500,000 hospitalisations and 25,000 deaths each year (Bhatt et al., 2013). Currently, more than half the world’s population (approximately 4.7 billion people) live in endemic regions of tropical and subtropical climates, particularly in South and South-East Asia, Africa, and South and Central America. A major challenge has been how to design a vaccine that is able to induce cross protective immunity to all 4 serotypes of DENV without the risk of causing more severe DENV infection in vaccine recipients, through antibody-dependent enhancement (ADE) (Guzman and Vazquez, 2010; Halstead et al., 2010). Broadly neutralising antibodies provide serotype-specific cross-protective responses against DENV (Lok et al., 2008; Fibriansah et al., 2013; Dejnirattisai et al., 2015; Gallichotte et al., 2015). Recent work has shown that VLPs composed of the prM and E proteins of DENV serotypes 1–4 present many conformational and quaternary structure-dependent epitopes including the envelope protein domain 3 (EDIII) that are recognised by well-characterised anti-DENV NAbs (Lazo et al., 2007; Beltramello et al., 2010; Metz et al., 2018; Rajpoot et al., 2018; Ramasamy et al., 2018; Utomo et al., 2020; Imagawa et al., 2021).

However, the ability of VLP vaccines to stimulate potent protective and long-term memory immune responses may be limited. To overcome this issue, immunostimulatory adjuvants are often delivered along with vaccines. Integrating an adjuvant directly into a VLP vaccine would not only be a major advance for vaccine immunogenicity but also greatly facilitate manufacturing. Glycolipids, such as alpha-galactosyl ceramide (α-GalCer), have the potential to fulfil this requirement (Carreno et al., 2014). α-GalCer has gained considerable interest as a potential vaccine adjuvant because it is able to recruit NKT cells that stimulate the development of antibody, cytotoxic and memory T cell responses (Guillonneau et al., 2009; Godfrey et al., 2015; Anderson et al., 2017; Liu and Guo, 2017; Holz et al., 2020). Activated NKT cells essentially provide a source of universal T cell help to activate an array of immune cell types including dendritic cells, B cells and conventional T cells (Godfrey et al., 2015).

In this report, we developed novel VLPs and herein describe their production, characterisation, and immunogenicity. Additionally, we showed that α-GalCer can be incorporated into the VLPs of different RNA viruses during particle production and that this results in enhanced immune responses. Our method allows for large-scale laboratory production of VLP-based vaccines that we have adapted for enveloped RNA viruses, including HCV, SARS-CoV-2 and DENV and that can be applied to developing potent self-adjuvanted multivalent viral vaccines. This study uses VLPs from the three viruses to investigate different aspects of production, characterisation, and analysis of the immune response to the VLPs, as proof of principle.



2. Methods and materials


2.1. Production and purification of SARS-CoV-2 and DEN VLPs

A synthetic SARS-CoV-2 gene construct of 4.8 kb (NCBI Reference Sequence: NC_045512.2) that encodes a polyprotein of the structural proteins Spike (3.831 kb), Envelope (225 bp) and Membrane (680 bp) (GeneArt, Thermofisher Scientific, United States) was synthesised with HCV core signal peptide between the S, E and M gene. The construct supplied was resuspended in sterile water to a concentration of 0.25 μg/μL. One microlitre of gene construct was transformed into Top 10F’ bacterial competent cells and plated onto Luria Broth agar plates with Kanamycin (50 μg/mL) and plates incubated overnight at 37°C. Colonies were then picked and used to inoculate 5 mL LB-Kan (50 μg/mL). After overnight growth at 37°C with shaking at 180 rpm, plasmid DNA was extracted by Qiagen Plasmid Mini Kit (12123, Qiagen, Germany). The 4.8 kb SARS-CoV-2 DNA was released by digesting with KpnI (R3142, NEB, United States) and NotI-HF (R3189S, NEB, United States) and ligated into the vector pAdTrackCMV using T4 DNA Ligase (M0202T, NEB, United States).

The reaction was incubated at 16°C for 2 h and then transformed into chemically competent Top10F’ cells using standard competent cell transformation protocols. Cells were then plated onto LB Agar Kanamycin (50 μg/mL) plates and incubated at 37°C overnight. Colonies were selected, grown overnight, plasmid extracted and inserts confirmed by digestion with KpnI and NotI. Positive clones were sent for DNA sequence confirmation to the Australian Genome Research Facility (AGRF, WEHI, Parkville, Victoria). One confirmed the clone was then linearized with PmeI (R0560S, NEB, United States), phenol-chloroform extracted and ethanol precipitated overnight at −80°C. The following day, tubes were spun down, the DNA pellet washed with 70% ethanol and air-dried. After resuspending the pellet in nuclease-free water, DNA was quantitated on a Nanodrop 2000 (Thermofisher Scientific, Germany) and recombined with BJ5183-AD-1 Electroporation Competent Cells (Adeasier Cells, 200157, Agilent USA) using a BioRad Micropulser Electroporator. Potential colonies were selected and grown overnight in LB Kanamycin (50 μg/mL). Plasmid DNA was extracted using the Qiagen Plasmid Mini kit and digested with PacI. Correct recombinants that yield a large fragment (approximately 30 kb) and a smaller fragment of 3.0 or 4.5 kb, were then selected to be transformed into Top10F’ competent cells for stability. Colonies were selected the following day and grown up overnight for extraction of the Adeno SARS-CoV-2 construct using the Qiagen Plasmid Maxi Kit (12162, Qiagen, Germany). Positive clones were again sent for DNA sequence confirmation to the Australian Genome Research Facility (AGRF, WEHI). Digestion of the selected plasmid was then set up with PacI (R0547S, NEB, United States), ethanol precipitated and quantitated for transfection into 293A cells.

DEN VLPs containing structural proteins of DENV of serotypes 2 (M84727.1 Dengue virus type 2 strain 16681), 3 (KF955491 Dengue virus 3 isolate DENV-3/NI/BID-V3074/2008) and 4 (KY586894 Dengue virus isolate Ser4_Thailand_Bangkok_Seq43) were produced using cell culture methods as previously described for the large-scale production of a quadrivalent HCV VLP-based vaccine candidate (Kumar et al., 2016; Christiansen et al., 2018a,b, 2019). Herein, recombinant adenovirus constructs encoding the DENV structural proteins [capsid (C, 356 bp), precursor membrane (prM, 272 bp) and envelope (E, 1484 bp) proteins] were developed for DENV serotypes 2, 3 and 4, including the following cloning modifications: For each serotype, constructs were generated with modifications to ensure proper processing and secretion of viral proteins after transduction of mammalian cells. The DENV capsid protein cleavage sequence was replaced by a sequence that is cleaved by an ER SPP (Oehler et al., 2012). Additionally, the DENV E protein ER retention signal was altered by introducing three non-synonymous point mutations into the E stem anchor (I398L, M401A and M412L substitutions) to enhance the extracellular secretion of the E protein (clone rAd-DENcapsidSPP-prM/E-3ptmut) (Purdy and Chang, 2005).

The DENcapsidSPP-prM/E-3ptmut genome was synthesised in the pBHK vector (Bioneer Pacific) and subcloned into pAdTrack CMV. The pAdTrack-CMV-DEN2capsidSPP-prM/E-3ptmut plasmid was digested with PmeI and transformed into chemically competent AdEasier cells. Positive clones were confirmed by restriction digestion with PacI, then transformed into Top 10F’ bacterial cells. The rAd-DEN2capsidSPP-prM/E-3ptmut virus was produced by transfection of 293T cells for production of high titers of recombinant adenoviruses encoding the DENV proteins (Earnest-Silveira et al., 2016a,b; Christiansen et al., 2019) as described above for the production of SARS-CoV-2 constructs.

One day prior to transfection, 293A cells (R70507, Thermo Scientific Aust Ltd) were seeded at 2.3 × 106 cells per 10 cm2 dish, to reach confluency of approximately 80% next day. Transfection was then set up with Qiagen Effectene transfection kit (301427, Qiagen, Germany), with 4 μg of DNA per 10 cm dish. Following the protocol provided by the manufacturer, the plasmid DNA was added to 300 μL EC buffer and swirled gently. Thirty-two μL of Enhancer was then added to the reaction and incubated at room temperature for 2–5 min. Forty μL of Effectene transfection reagent was then added to the reaction and incubated for 5–10 min at room temp. This was followed by the addition of DMEM (Dulbecco’s Minimal Essential Medium, 10566024, Life Technologies), 10% fetal bovine serum (FBS) (12007C, Sigma, United States) and 60 μg/mL Penicillin (BenPenTM, CSL/Seqirus) and 100 μg/mL Streptomycin (Sigma, United States) up to 3 mL total. Media was removed from the cell culture dishes and cells were washed once with Phosphate Buffered Saline (PBS) very carefully. Seven mL of fresh media was then added to each dish. After incubation, the Effectene-DNA complex was added to each dish drop wise and dishes were incubated at 37°C, 5% CO2. Transfection efficiency and virus production was monitored by GFP expression daily.

By Day 7, fluorescence was observed in approximately 40% of cells and cells were starting to lift. Cells were dislodged and transferred to a 50 mL Falcon tube, spun down at 500 g for 5 min, supernatant removed and cells resuspended in 1 mL media per dish transfected. Four freeze–thaw–vortex cycles were performed to release adenovirus from cells. Samples were centrifuged at 3724 g at 4°C for 15 min to pellet the cell debris and the supernatant passed through a Whatman Filter Unit (0.45 μm, CLS431220, Sigma Aldrich, United States). The filtered viral supernatant (labelled as T1) was then used to infect 293A cells in 75 cm2 flasks at 0.5 mL of purified virus per flask. For infection, 0.5 mL of T1 passage virus was added to 3.5 mL media and a total of 4 mL was added dropwise to the cells. With constant and gentle rocking, infection was allowed to proceed for approximately 4 h, after which it was topped up to 12 mL with media. After approximately 4 days, cells started to lift and GFP expression was detected in approximately 60% of cells. Cells were dislodged and the process of intracellular virus collection was repeated, as described above. The supernatant was labelled as P1 (Passage 1) and stored at −80°C until used. The process of infecting and freeze-thawing was repeated up to Passage 3 or 4 in T175 cm2 flasks. As virus was passaged in 293A cells, the titre increased significantly with each passage, and passaging was stopped when the infection was ready in 1 day with 100% GFP observed and cells starting to lift.



2.2. Determination of rAd-SARS-CoV-2-SEM and rAd-DENcapsidSPP-prM/E-3ptmut viral titers

Vero (African green monkey kidney epithelial) cells were plated onto 12 well plates in duplicate at a density of 5 × 104 cells per well in OptiPro Serum free media (1230901, Thermo Fisher, United States), 1% Pen/Strep, 2 × Glutamax (35050061, Thermo Fisher, United States) and were cultured overnight before infection the following day. Virus preparations were diluted in 300 μL OptiPro media, starting as 1 in 8 dilution with a two-fold serial dilution down to 1 in 8192. Plates were incubated for 4 h with gentle rocking to prevent cells from drying, and then topped up to 1.2 mL media. After 6 days, wells displaying 100% GFP expression without significant cell death were selected as the dilution of virus to be used for large scale infection. Titration of the virus was also set up following the TCID50 calculator. Vero cells were seeded at 1 × 104 cells per well in 96 well plate. Virus was added in the dilutions 1 in 10 and diluted down 10-fold and FFU calculated by using the TCID50 calculator and by observing GFP.



2.3. Infection of Vero or Huh7 cells lines in serum-free media

Adapted Vero cells (2% FBS) or Huh7 cells were seeded into one 875cm2 5-layer multi-flask (89204-478 VWR, United Kingdom) to reach 80% confluency the following day. Cells were washed twice with PBS and rAd-SARS-CoV-2-SEM or rAd-DENcapsidSPP-prM/E-3ptmut P3 virus was added to 20 mL of Optipro SFM, 1% Pen/Strep, 2 × Glutamax, and added carefully to the cells. After 4 h of incubation with gentle rocking, the flasks were then topped up to 100 mL total of Optipro media. The following day after infection, the cells were washed with at least 50 mL of PBS twice to wash off any Adenovirus and replaced with 100 mL of fresh Optipro Serum free medium. The infection was left for a further 2 days for DEN and 5 days for SARS-CoV-2 VLPs.



2.4. Purification of VLPs from Vero or Huh7 cells

Supernatant was collected from each multilayer flask and clarified at 3750 g for 10 min at 4°C. From this point all procedures were performed at 4°C or on ice. Supernatant was collected after clarification and centrifuged at 8000 g for 30 min at 4°C. The supernatant, containing VLPs, was then collected and subjected to sucrose cushion ultracentrifugation. To set up the sucrose gradient, 5 mL of sucrose solution (filtered 20% sucrose in PBS) was added to the bottom of UltraClear polypropylene tubes (344058, 38.5 mL, 25 × 89 mL, Beckman Coulter, United States) followed by 33 mL of supernatant. Tubes were balanced and then spun at 134000 g for 16 h at 4°C using a SW32Ti swinging rotor (Beckman Coulter, United States), with deceleration setting of 3. Immediately after spinning, the supernatant was discarded and 250 μL of sterile PBS pH 7.4 was added, tubes were left on ice and placed at 4°C with gentle shaking for 2 h to gently dissolve the pellet. The VLP samples were then transferred to Eppendorf tubes, quantified using the Bradford assay (Nanodrop 2000) and stored at −80°C in 20 μL aliquots. The VLPs were then checked and confirmed by Western Blot, ELISA and Electron Microscopy.



2.5. Fluorescence microscopy

Vero cells were maintained in DMEM (Thermo Fisher) supplemented with 2% FBS (GIBCO), 1 × GlutaMAX, (Thermo Fisher), 60 μg/mL Penicillin (BenPen™, CSL/Seqirus) and 100 μg/mL Streptomycin (Sigma). Cells were seeded into 4 × 24 well plates at a density of 5 × 104 cells per well in duplicate for infection the following day. Virus dilutions of the adenovirus dengue construct or adenovirus SARS-CoV-2 constructs were added to the wells starting with 1 in 8 and diluting two-fold down. Virus was first diluted in 300 μL of media, added to the wells, and incubated for 4 h, after which they were topped up to 1.2 mL with media. GFP was observed over 3 days under a fluorescence microscope to detect MOI (Supplementary Figure 1).



2.6. Western immunoblot

DEN and SARS-CoV-2 VLPs harvested from culture supernatants were analysed by Western blot after separation by SDS-PAGE followed by transfer to PVDF membrane and probing with anti-spike (40591-T62, Sino Biologicals, China), anti-M (MBS434281, MyBioSource, United States) and anti-E (MBS8309656, MyBioSource, United States) antibodies for SARS-CoV-2 VLPs, and anti-E or anti-capsid antibodies for DEN VLPs as described previously (Earnest-Silveira et al., 2016a,b; Mukherjee et al., 2016). The mouse mAb antibody anti-E Flavivirus 4G2 (v150727-3284, Biotem, France) was supplied by Sanofi Pasteur, Aus/NZ. For DEN VLPs, the anti-E antibody was used at a dilution of 1 in 200 while the anti-capsid antibody (40263-T54, Sino Biologicals, China) was used at a dilution of 1 in 500. For SARS-CoV-2 VLPs, all antibodies were used at a dilution of 1 in 1000.



2.7. Electron microscopy

For negative staining and subsequent transmission electron microscopy (TEM) examination, 6 μL of VLP containing suspension or SARS-CoV-2 AUS/VIC01/2020 control material were applied directly to a glow-discharged 400-mesh copper formvar–carbon coated grid and allowed to adsorb for 20 s. The suspension was removed by blotting and then negatively stained using 3% phosphotungstic acid (pH 7.0). The negative-stained grids were blotted to remove excess stain and air-dried at room temperature. For DEN VLPs, a 10 μL sample was placed on an EM-copper grid with formvar/carbon coating for 5 min and washed once in a drop of PBS, and twice in a drop of deionised Milli-Q water. The grid was then placed on a drop of 1% of uranyl acetate for 5 min and gently dried with filter paper.

Before performing immuno-gold electron microscopy (IEM), the sample quality and concentration were verified using the above negative staining procedure. Copper 400-mesh glow-discharged formvar–carbon coated grids were placed onto a 10 μL drop of the VLP suspension or SARS-CoV-2 control and allowed to adsorb for 5 min before being washed three times in 10 mM HEPES/saline buffer (HN buffer). Washed grids were transferred to a 25 μL drop of HN buffer containing 1% bovine serum albumin (BSA) and incubated in a room temperature humidity chamber for 20 min. The grids were then blotted dry and immediately transferred to a 25 μL drop of HN buffer containing 0.2% BSA and polyclonal rabbit anti-SARS-CoV-2 RBD antibody (MBS2563840, My BioSource) diluted 1:500, then incubated for 1 h in a room temperature humidity chamber. After incubation the grids were washed three times in HN buffer containing 0.2% BSA and transferred to a 25 μL drop of HN buffer containing 0.2% BSA and monoclonal anti-rabbit antibody conjugated with 10 nm gold nanoparticles at a dilution of 1:20, then incubated for 1 h in a room temperature humidity chamber. Grids were washed five times in HN buffer containing 0.2% BSA followed by three rinses in 0.22 μm syringe filtered MilliQ H2O. The grids were then negative stained using 3% phosphotungstic acid (pH 7.0). The negative-stained grids were blotted to remove excess stain and air-dried at room temperature.

Negative stained grids were examined using an FEI Tecnai T12 Spirit electron microscope operating at an acceleration voltage of 80 kV. Electron micrographs were collected using an FEI Eagle 4 k CCD camera. File type conversion and morphometry were performed using the FEI TIA software package (Caly et al., 2020).



2.8. Atomic force microscopy

Atomic force microscopy images of SARS-CoV-2 and DEN VLPs were obtained as described previously (Collett et al., 2019), on a Cypher ES AFM (Oxford Instruments, Asylum Research, Santa Barbara, CA, United States) using small amplitude (AM)-AFM. Samples were diluted to between 1 and 10 μg/mL in Tris-buffered saline (TBS, Sigma, >99%) to ensure imaging of single particles. After being filtered through 0.45 μm filters (Millipore), samples were transferred to a freshly cleaved muscovite (mica) surface in a droplet of approximately 100 μL of TBS. Biolever BL-AC40TS cantilevers (Oxford Instruments, Asylum Research, Santa Barbara, CA, United States, nominal spring constant kc = 0.09 N/m) were used, calibrated prior to each experiment via the thermal spectrum method, and the lever sensitivity was determined using force spectroscopy. The spring constant (kc) was determined for each cantilever used, with values in the range of 0.05–0.1 N/m obtained for all cantilevers. Elasticity of DEN VLPs was determined by Force Spectroscopy, as described previously (Collett et al., 2019, 2021), by fitting force versus distance curves (FD curves) obtained from the central region DEN VLPs.



2.9. ELISA assay for determination of reactivity of SARS-CoV-2 VLPs

Purified VLPs were tested by coating 96-well, flexible, flat-bottomed PVC microtiter plates (442,404, Nunc, United States) with 50 μL of VLP ranging from 0.31 to 10 μg/mL in carbonate coating buffer (100 mM Na2CO3 and NaHCO3, pH 9.6) and incubated overnight at 4°C. Coating solution was then discarded and wells were blocked with blocking buffer (2% BSA in PBS) and incubated for 1 h at 37°C. Plates were then washed 4 times with PBS supplemented with Tween of 0.05% and blotted dry. Primary antibody (Rabbit anti-SARS-CoV-2) Spike RBD Polyclonal Antibody (MBS2563840, My BioSource) was made in two-fold serial dilutions in blocking buffer from 1 in 800 down to 1 in 102400. Fifty microlitres of the antibody was added to the appropriate wells and plates incubated for 1 h at 37°C. Plates were then washed again four times and 50 μL of goat anti- rabbit secondary antibody conjugated to horseradish peroxidase (HRP) (P0448, Dako) at 1/2500 was made up in blocking buffer and added to each well. After incubation for 1 h at room temperature, plates were washed again with PBST 0.05% and blotted dry. Fifty microlitres of tetramethylbenzidine (TMB) substrate (002023, Thermofisher Scientific) was added to each well and incubated for 10 to 15 min at room temperature before stopping the reaction by adding 50 μL/well of 0.16 M H2SO4. Absorbance values were determined on a Labsystems Multiskan Multisoft plate reader (Thermo Scientific) at 450 nm.



2.10. ELISA assay for determination of reactivity of DENV VLPs

Reactivity of purified DENV VLPs were confirmed by ELISA using DENV HuMAbs, C10 and A11 (Dejnirattisai et al., 2015). Fifty microlitres of VLP per well at a final concentration of 5 μg/mL was added to 96-well, flexible, flat-bottomed PVC microtiter plates (442,404, Nunc, United States) in carbonate coating buffer. Plates were incubated at 4°C overnight in a humidified chamber. On the second day, the coating solution was discarded, and plates blocked with 1% BSA (A2153, Sigma, United States) in PBS for at least 2 h at room temperature. The plates were then washed 4 times with PBS and blotted dry. DENV HuMAbs, C10 and A11 were diluted in PBS with 0.5% BSA/PBS at 100 μg/mL, and 50 μL of each antibody was added to wells and incubated for 2 h at room temperature. Plates were washed 4 times with PBS and blotted dry. Fifty microlitres of anti-human antibody conjugated to HRP (62-8420, Invitrogen, United States) at 2 μg/mL in 0.5% BSA/PBS was added to each well. The plates were incubated for 1 h at room temperature then washed 4 times with PBS. Fifty microlitres of tetramethylbenzidine (TMB) substrate (002023, Thermofisher Scientific) was added to each well and incubated for 10–15 min at room temperature before stopping the reaction by adding 50 μL/well of 0.16 M H2SO4. Absorbance values were determined on a Labsystems Multiskan Multisoft plate reader (Thermo Scientific) at 450 nm.



2.11. Self-adjuvanted SARS-CoV-2 and DEN VLP production

Vero cells grown to 80% confluency in DMEM (Thermo Fisher) supplemented with 2% fetal calf serum (FCS, GIBCO) were infected with rAd-SARS-CoV-2-SEM or rAd-DEN3capsidSPP-prM/E-3ptmut virus at an MOI of 1.0 with or without α-GalCer (KRN7000 - Enzo Life Sciences) at 0, 10, 100 or 1000 ng/mL. Cell culture supernatants were collected after 3 days for DENV and 6 days for SARS-CoV-2 and VLPs isolated as described above.



2.12. Mice

C57BL/6 mice were bred in-house at the Peter Doherty Institute for Infection and Immunity, Biological Research Facility, Melbourne, Australia. All mice used were 6–10 weeks old, male mice were used for SARS-CoV-2 immunisations, female mice were used for all other experiments. All procedures were approved by the University of Melbourne Animal Ethics Committee.



2.13. In vitro VLP experiments

To investigate NKT cell activation by VLP vaccine formulations, VLPs were cultured at 37o C, 5% CO2 overnight with splenocytes from naïve C57BL/6 mice, at 3 × 106 cells per well in 48-well flat-bottom plates (500 μL). The next day, cells were harvested and washed with fresh media (800 μL), then re-seeded in 96-well round-bottom plates (150 μL) at 3 × 105 per well and cultured for an additional 72 h without VLPs prior to FACS analysis.



2.14. In vivo experiments

For DEN and HCV VLP immunisations, mice were immunised with two doses of 10 μg DEN-3 VLP (delivered with Alum), α-GalCer-DEN-3 VLP, HCV VLP (delivered with Alum), or α-GalCer-HCV VLP intramuscularly or subcutaneously 2 weeks apart. Mice were bled from the tail vein immediately before the booster dose. One week after the booster, blood and spleens were harvested for analysis.

For SARS-CoV-2 immunisations, mice were immunised intramuscularly with two doses of 20 μg of either SARS-CoV-2 VLP, α-GalCer-SARS-CoV-2 VLP, or SARS-CoV-2 VLP delivered with AddaVax (vac-adx-10, Invivogen, United States) or PBS or α-GalCer alone as controls. Mice were either (Carreno et al., 2014) immunised at days 0 and 7, bled at day 0 and harvested on day 10; (Mascola and Fauci, 2020) immunised at day 0 and day 14, bled at days 0 and 14 and harvested on day 21; or (Rauch et al., 2018) immunised at day 0 and day 14, bled at day 0, 14, 28 and 56, and harvested on day 70.

Serum was used for the evaluation of antibodies by ELISA, using either DEN or SARS-CoV-2 VLP, or RBD peptide as coating antigen. Splenocytes were collected for the analysis of the T cell and B cell responses in mice immunised with VLPs by flow cytometry and ELISpot assay, respectively.

Processing of spleens was as follows: Spleens were placed into Petri dishes with 0.5% PBS/BSA and macerated with the plunger of a 5 cc syringe. This was then transferred to a 70 μm strainer placed over a 50 mL tube. Media RF10 [RPMI 1640 medium (61870127, Thermofisher Scientific), 10% fetal calf serum (10099141, qualified, Australia), 7.5 mM HEPES, 76 μM 2-mercaptoethanol (M6250, Sigma, United States), 150 U/mL penicillin, 150 mg/mL streptomycin (Sigma), 150 μM non-essential amino acids (11140050, Thermofisher Scientific)] was added a few mL at a time, up to 12 mL while using the plunger of syringe to squeeze/macerate the spleen through the strainer. The suspension was centrifuged at 500 g on a desktop centrifuge at 4°C for 7 min and decanted. Four mL of Hybri-max Lysis Buffer (R7757, Sigma, United States) was added and incubated for 1 min at RT with gentle mixing. This was spun down again at 500 g for 7 min at 4°C and decanted. The cells were resuspended gently in cold PBS and spun down at 500 g for another 7 min and then resuspended in 15 mL RPMI and counted using the trypan blue method. For ELISpot assay (described below), cells were then transferred to 4 wells of a 12 well plate at 1 mL/well, 5 × 106 cells/well and topped up with RF10 [supplemented with 10 ng/mL interleukin 2 (IL-2)]. Twenty micrograms of DEN VLP or SARS CoV2 VLP was then added to 2 wells for stimulation and the plate was incubated for 5 days in a 37°C humidified incubator with 5% CO2.



2.15. B cell ELISpot assay

The ELISpot assay was performed with a Mouse IgG Basic Kit (3825-2H, Mabtech, United States) to determine the number of DEN VLP specific B cells from spleen cells of immunised mice. The ELISpot plate (MSIPS4510, Millipore, United States) was prepared by pre-wetting with 35 μL 35% ethanol v/v in water per well for a maximum of 2 min. The plate was then washed 5 times with sterile water (200 μL/well). 100 μL of DEN VLP (1 μg) or SARS-CoV-2 VLP (1 μg) was added to each well and incubated overnight at 4°C. The plates were rinsed 5 times with sterile PBS to remove excess antigen. Plates were blocked with 200 μL/well of RF10 medium for at least 30 min to 2 h at room temperature. For analysis of in vivo activated cells, media and stimulated cells were removed from the 12 well plate (described above, section 2.14). Splenocytes from each mouse were transferred into a 15 mL tube, washed twice with PBS, pelleted, and then resuspended gently in 1 mL of RP10 containing 10 ng/mL interleukin 2 (IL-2). The cells were then gently pelleted and resuspended in media at the desired cell number required for the ELISpot wells. Media was removed from the ELISpot plate and cells added to the wells containing RP10 supplemented with IL-2. Plates were incubated in a 37°C humidified incubator with 5% carbon dioxide for 24 h. The next day, media was removed, and plates washed 5 times with PBS (200 μL/well). The cells were then incubated for 2 h at room temperature with secondary antibody (1 μg/mL anti-IgG-biotin antibody) in 0.5% FCS/PBS. The plate was washed 5 times with PBS and cells then incubated with 100 μL/well of streptavidin-HRP in 0.5% FCS/PBS for 1 h at room temperature. The plate was washed 5 times with PBS and 100 μL/well of TMB substrate solution was added, and developed until spots emerged (20–30 min). Colour development was stopped by washing with tap water.



2.16. Interferon-γ ELISpot assay

Analysis of Interferon-γ (IFN-γ) -secreting cells was carried out using the IFN-γ ELISpotPlus (HRP) kit (3321-4HPT-2, Mabtech, United States) with plates supplied precoated with anti-IFN-γ capture monoclonal antibody (AN18). After washing wells with 200 μls sterile PBS per well, plates were then blocked with RF 10 medium for at least 30 min. Splenocytes stimulated for 5 days with 20 μg total VLPs were harvested, washed and added to the wells at 5 × 105 cells/well. Forty-eight hour later, plates were washed with PBS and biotinylated anti-IFN-γ capture antibody (mAb R4-6A2) added at a final of 1 μg/mL and incubated for 2 h at room temperature. Plates were then washed and streptavidin conjugated horse-radish peroxidase (Mabtech, United States) at 1:1000 was added and incubated for 1 h. Spots representative of IFN-γ-producing cells were developed by the addition of TMB and washing with water after development.



2.17. ELISA assay for determination of VLP-specific and RBD-specific antibody responses from immunisations with SARS-CoV-2 VLPs

ELISA plates were coated with 50 μL/well of VLP at 20 μg/ml or RBD (Deliyannis et al., 2022) at 5 μg/mL in PBS and incubated at 4°C overnight in a humidified chamber. The coating antigens (VLP and RBD) was then discarded and wells were blocked with 100 μL of 2% BSA/PBS for 1 h at 37°C in a humidified chamber. Immunised mice serum was initially diluted 1 in 10 in blocking buffer and serially diluted. Fifty microlitres of each serum dilution was added to coated wells. Plates were incubated for 1 h at room temperature and wells were then washed four times with PBS with 0.05%Tween20. Fifty microlitres of anti-mouse antibody conjugated to HRP (AB97046, Abcam, United States) diluted 1 in 10,000 was then added to wells and incubated at room temperature for 1 h. Plates were then washed 4 times with PBS with 0.05%Tween20, and developed by adding 50 μL of Tetramethylbenzidine (TMB) substrate (002023, Thermofisher Scientific) and stop solution as described above. Absorbance values were determined on a Labsystems Multiskan Multisoft plate reader (Thermo Scientific) at 450 nm.



2.18. ELISA assay for determination of VLP-specific and antibody responses from immunisations with DENV and HCV VLPs

ELISA plates were coated with 50 μL/well of VLP at 5 mg/mL in carbonate coating buffer and incubated at 4°C overnight in a humidified chamber. The coating antigen (VLP) was then discarded and wells were blocked with 100 μL of 1% BSA/PBS for 1 h at 37°C in a humidified chamber. Immunised mice serum was initially diluted 1 in 10 in blocking buffer and serially diluted. Fifty microlitres of each serum dilution was added to coated wells. Plates were incubated for 1 h at room temperature and wells were then washed four times with PBS with 0.05%Tween20. Fifty microlitres of anti-mouse antibody conjugated to HRP (P0161, Dako) diluted 1 in 400 was then added to wells and incubated at room temperature for 1 h. Plates were then washed 4 times with PBS with 0.05%Tween20, and developed by adding tetramethylbenzidine (TMB) substrate (002023, Thermofisher Scientific) and stop solution as described above. Absorbance values were determined on a Labsystems Multiskan Multisoft plate reader (Thermo Scientific) at 450 nm.



2.19. Flow cytometry

The phenotype of immune cells was assessed following 30 min incubation at 4°C with antibody-cocktails containing combinations of α-GalCer (C24:1)/(PBS-44)-loaded CD1d-tetramer [PE (BD Biosciences) or BV421 (BioLegend)], 7-aminoactinomycin D [7-AAD (Sigma-Aldrich)], anti-CD16-CD32 (2.4G2, grown in-house), monoclonal antibodies (mAb) against CD8α-BUV805 CD19-BV786, CD44-FITC, CD62L-APC and TCRβ-BV711 (BD Biosciences) or TCRβ-A647 (BioLegend) (Supplementary Figure 4). Cells were then washed twice with PBS + 2% v/v FBS prior to flow cytometry using an LSRFortessa analyser (BD Biosciences). Data was analysed using FlowJo software (Tree Star).



2.20. Data processing and statistical analysis

Processing of AFM data involved using a combination of the Asylum Research software, custom MATLAB codes, and the Gwyddion software package (Nečas and Klapetek, 2012). Height and diameter values were analysed after filtering data with arbitrary cut-off values of >10 nm and > 20 nm, respectively, to exclude single proteins and other debris but include all intact and partially intact VLPs. Further data processing and statistical analysis (ANOVA and Mann–Whitney tests) was performed using GraphPad Prism.




3. Results


3.1. Assembly of SARS-CoV-2 VLPs

Proper processing of the translated polypeptide during natural infection with both DENV and SARS-CoV-2 involves cleavage of the viral proteins by viral and cellular proteases. To overcome the requirement for cleavage by viral proteases, cleavage sequences were replaced by a sequence derived from HCV that is cleaved by an endoplasmic reticulum (ER) signal peptide peptidase (SPP) (Oehler et al., 2012). Introduction of the HCV core protein cell signalase cleavage sequence allows for the efficient release and self-assembly of virus structural proteins. For SARS-CoV-2 VLPs we produced a gene construct containing the full-length S separated from the E gene by the SP/SPP sequence (Oehler et al., 2012). The same SP/SPP sequence was also introduced between the E and M genes (Figure 1A). The resultant polyprotein undergoes cleavage in the endoplasmic reticulum, releasing separate S, E and M proteins that self-assemble into VLPs for secretion into culture supernatant as shown by electron microscopy (EM) of SARS-CoV-2 VLPs purified from culture supernatant (Figures 2A,B). The SARS-CoV-2 VLPs ranged in size from approximately 50–110 nm and were surrounded by characteristic spikes. Furthermore, immunogold EM showed the binding of gold beads to the tips of spikes on the SARS-CoV-2 VLPs with anti-RBD mAb (Figure 2C), similar to SARS-CoV-2 virus (Figure 2D).

[image: Figure 1]

FIGURE 1
 Design of self-cleaving and self-adjuvanting VLPs. Polyprotein and particle organisation of (A) SARS-CoV-2 VLP, and (B) DEN VLPs. Yellow arrowheads indicate signal peptidase/signal peptide peptidase (SP/SPP) cleavage sequence, blue arrowhead indicates furin cleavage sequence, Yellow arrow indicates 3 point mutations introduced to the C terminus of the DENV polyprotein. Modifications to the polypeptide/protein sequence are indicated in yellow, beige in DEN particle cross-section indicates lipid membrane. SARS-CoV-2-S, spike protein; E, envelope protein; M, membrane protein; C, capsid protein (DENV); prM, precursor membrane protein (DENV). (C) VLP vaccines can be delivered alone or mixed with adjuvants and agonists like α-GalCer added to purified VLPs. In contrast to these approaches, we have incorporated α-GalCer directly into the particle during intracellular VLP assembly to produce unique self-adjuvanted VLP vaccines.
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FIGURE 2
 Electron micrographs, Western blot analysis and ELISA of purified of SARS-CoV-2 VLPs. (A,B) Electron micrographs showing SARS-CoV-2 VLP sizes ranging approximately 50–110 nm. Immunogold with gold nanoparticle labelled anti-RBD monoclonal antibody confirming (C) the presence of spike protein on SARS-CoV-2 VLPs, and (D) SARS-CoV-2 virus as positive control. (E–G) Western blot analysis of purified SARS-CoV-2 VLPs. Blots were probed with polyclonal anti-S (E), anti-M (F) or anti-E (G) antibodies. Bands representing the monomeric, dimeric and trimeric forms of the E protein can be seen in (G). In each blot lane 1 = molecular weight marker (MWM), lane 2 = SARS-CoV-2 VLP, lane 3 = positive control, lane 4 = negative control. (H) Western blot analysis of SARS-CoV-2 VLPs, SARS-CoV-2 VLPS with α-GalCer incorporated, supernatant from uninfected vero cells (as negative control) and vero cells infected with SARS-CoV-2 virus (as positive control). Blots were probed with polyclonal anti-S antibody. (I) Concentrations of SARS-CoV-2 VLPs ranging from 0.3 to 10 μg/mL were probed with a serial dilution of anti-RBD.


Western blot analysis of purified SARS-CoV-2 VLPs probing with anti-S, anti-E and anti-M antibodies showed the presence of Spike (140–180 kDa), Envelope (8.4 kDa) and Membrane (25 kDa) proteins in purified SARS-CoV-2 VLPs (Figures 2E–G). Furthermore, probing with polyclonal anti-S antibody showed the presence of S1 protein analogous to S1 present in SARS-CoV-2 virus and the incorporation of α-GalCer into the VLPs did not affect the size of S1 (Figure 2H).

To further characterise the SARS-CoV-2 VLPs, we tested purified VLPs by ELISA (Figure 2I). Plates were coated with increasing concentrations of SARS-CoV-2 VLPs ranging from 0.3 μg/mL to 10 μg/mL. Plates were then probed with a serial dilution of anti-RBD mAb. SARS-CoV-2 VLPs were strongly reactive with the anti-RBD Mab and remained reactive down to the lowest coating concentration of 0.3 μg/mL (Figure 2I).



3.2. Assembly of DEN VLPs

DEN VLPs contained C/prM/E DENV proteins from serotypes 2, 3 and 4. First, we developed the rAd-DENcapsid-prM/E of serotype 2 (16681 clone; DENV-2 VLP) construct to optimise production techniques before producing VLPs for other serotypes. The SP/SPP sequence (Oehler et al., 2012) was again introduced to ensure that the cleavage of the DEN capsid protein was driven by the host cell SP/SPP, thereby removing the requirement for the inclusion of the DENV-2 NS3 protease. Consequently, the capsid protein was released to allow for the self-assembly of C/M/E VLPs (Figure 1B).

To improve the release of the DEN E protein from the ER, and thereby prevent the VLPs from being retained intracellularly, the DEN E protein ER retention signal was altered by introducing three point mutations in the E stem anchor (coding for I398L, M401A, and M412L substitutions) that have previously been shown to enhance the release of the DEN E protein from the ER (Purdy and Chang, 2005; Hsieh et al., 2008) (clone rAd-DEN-2capsidSPP-prM/E-3ptmut). This modification allowed for the efficient production and release of the DEN E protein from the ER in transduced mammalian cells and the subsequent self-assembly and secretion of DEN VLPs (Figure 3).
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FIGURE 3
 Verification of large-scale production of DEN VLPs. Western blot of DEN VLPs from a large-scale preparation of VLPs purified from cell culture supernatants, showing (A) envelope and (B) capsid proteins. Molecular weight marker (MWM) is shown. (C) Western blot of α-GalCer-DEN-4 VLP purified from cell culture supernatants by ultra-centrifugation and probed with anti-E antibody (1/500). (D) Transmission electron micrographs of purified DEN-2 VLPs. Scale bar (bottom right of image) represents 100 nm. (E) Cryogenic electron micrographs of DEN-2, DEN-3, and DEN-4 VLPs. Scale bar represents 20 nm.


We next produced rAd-DENcapsidSPP-prM/E-3ptmut viruses for serotype 3 and 4 using the cloning and amplification strategies described above. DEN-3 and DEN-4 VLPs were examined by Western blot to confirm the presence of Envelope (55 kDa) and Capsid (13 kDa) proteins in purified VLPs (Figures 3A,B). Also, the addition of increasing concentrations of α-GalCer did not alter the size or migration of E protein (Figure 3C). Transmission electron micrographs of DEN-2 VLPs (Figure 3D) and cryo-electron micrographs of DEN-2, DEN-3 and DEN-4 VLPs (Figure 3E) showed particles of the expected size and morphology, indicating that self-assembly of DEN-2 proteins led to VLPs displaying morphology consistent with native virus.



3.3. Infection of high furin expressing cells leads to optimal DEN VLPs maturation

For the assembly of DENV particles, cleavage of the prM protein within the trans-Golgi by host-derived furin protease is required. To see if the production of the DEN-2 VLPs could be facilitated, we produced a stable human furin expressing Vero cell line (Vero-Furin), as this has recently been shown to enhance the production of mature dengue virus (Mukherjee et al., 2016). To determine the optimal cell line for the production of DEN VLPs we infected Vero cells (a low furin expressing cell line), Vero-Furin (Mukherjee et al., 2016) and Huh7 cells (high furin expressing cell lines) (Tay et al., 2012) with rAd-DEN2coreSPP-prM/E-3ptmut virus. Infection of Vero, Vero-Furin and Huh7 cells with virus all resulted in high transduction levels, as indicated by the high proportion of cells expressing green fluorescent protein (GFP) (Supplementary Figure 1).



3.4. DEN VLPs present conformational epitopes on envelope protein domains 1 and 2

To gain further insight into whether conformational neutralising epitopes of the envelope protein that are important for DENV neutralisation are presented on the VLPs similar to native virus, we used mAbs directed at the DENV envelope protein (Dejnirattisai et al., 2015) and tested the binding of these HuMAbs to DEN-2 VLPs by ELISA using methods as previously described (Christiansen et al., 2018a,b, 2019). The first HuMAb, C10, is known to bind to neutralising epitopes in the envelope dimer epitope 1 (EDE1), whilst the second HuMAb, A11, binds to neutralising epitopes in the envelope dimer epitope 2 (EDE2) domain of the viral envelope (Dejnirattisai et al., 2015).

We first tested the binding of C10 to DEN-2 VLPs produced in Huh 7, Vero and Vero-Furin cells (Figure 4). The strongest binding was observed to DEN-2 VLPs produced in Huh 7 cells, and was significantly higher than that observed to VLPs produced in both Vero and Vero-Furin cells (Figure 4A). Binding of HuMAb C10 to DEN-2 VLPs increased in a dose-dependent manner (Figure 4B). This is important as it shows our VLPs present conformationally dependent epitopes in a manner recognised by broadly neutralising HuMAbs, inferring the potential of these VLP vaccines to include broadly protective Ab responses. The binding of the EDE2 HuMAb, A11, was not significantly different to the binding of the EDE1 HuMAb, C10 (Figure 4C). Based on these results, DEN VLPs produced in Huh7 cells were used for further characterisation. The recognition of surface epitopes displayed on our DEN VLPs by HuMAbs reaffirms the correct assembly of these particles, which is vital for eliciting NAb responses.
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FIGURE 4
 Assessment of the effect of host cell derivation and monoclonal antibody binding to DEN VLPs, as determined by ELISA assay. (A) Binding of HuMAb C10 to DEN-2 VLPs produced in Huh7 cells, Vero cells and Vero-Furin cells (negative control PBS). (B) Titration of C10 binding to DEN-2 VLPs. (C) Binding of C10 and A11 to DEN-2 VLPs. One-way ANOVA was used to determine significance in (A) (p < 0.05, * < 0.05, ** < 0.005, *** < 0.0005, **** < 0.0001).




3.5. Detailed biophysical characterisation of SARS-CoV-2 and DEN VLPs by AFM

AFM provides a powerful tool for visualising surface topographies of the VLPs and allows for accurate determination of particle sizes. Nanoscale images were collected from SARS-CoV-2 VLPs and the three serotypes of DEN VLPs. Topographical AFM scans were obtained at 100–300 nm scan sizes to capture ultrastructural detail of individual VLPs or small clusters of VLPs (Figure 5A) and at 1 and 2 μm scan sizes for statistical analysis of particle sizes (Figure 5B and Table 1).
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FIGURE 5
 Nanoscale imaging and biophysical characterisation of SARS-CoV-2 and DEN VLPs by AFM. (A) High resolution AFM images (100–500 nm scan sizes) show ultrastructural detail of individual VLPs. White scale bars (bottom right of each image) represent 50 nm, false colour scale bar represents 30 nm Z axis (height). Scans of individual particles show particle diameter of between 50 and 300 nm. (B) AFM images at larger scan sizes (1–2 μm) show overall morphology and size of VLPs. White scale bars (bottom right of each image) represent 500 nm, false colour scale bar represents 30 nm Z axis (height). Height and diameter statistics were calculated from these and similar images. Distribution of diameter (C) and height (D) of SARS-CoV-2 and DEN VLPs for each serotype produced. (E) Representative force/distance curve collected from DEN-2 VLP showing distance as a function of force during nanoindentation of the VLP. Actual data (red circles) compared to data fitted to the Sneddon/Hertz equation (blue line), used to calculate Young’s elastic modulus. (F) Distribution of calculated Young’s elastic modulus for each of the DEN VLP serotypes. Black line indicates the mean on each scatter plot. Statistically significant differences between serotypes were determined using the Mann–Whitney test and are indicated by asterisks (p < 0.05, * < 0.05, ** < 0.005, *** < 0.0005, **** < 0.0001).




TABLE 1 Mean height and diameter, with standard deviation, for all VLP serotypes.
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When measured by AFM, SARS-CoV-2 VLPs were found to have a mean height of 14 nm and a mean diameter of 27.7 nm. For DEN VLPs, mean particle heights ranged from 13.9 (DEN-4) to 16.0 nm (DEN-2) across the serotypes, while mean diameters were found to fall between 34.7 (DEN-3) and 41.9 nm (DEN-2) (Table 1). An ANOVA showed significant differences in height and diameter between DEN VLPs of all serotypes. However, as data did not follow a normal distribution, a non-parametric Kruskal-Wallis test was performed and similarly showed significant differences in height and diameter between DEN VLPs of all serotypes. Pairwise comparisons were therefore performed using the Mann–Whitney test (correcting for multiple comparisons). A significant difference (p < 0.05) in height was found between DEN-2 and DEN-4 VLPs, and between DEN-3 and DEN-4 VLPs, but not between DEN-2 and DEN-3. A significant difference in height was found between SARS-CoV-2 VLPs and DEN-2 and DEN-3, but not DEN-4 VLPs. A significant difference in diameter (p < 0.0001) was found between all DEN VLPs, and between SARS-CoV-2 VLPs and all DEN VLP serotypes. However, while DEN-2 VLPs have the largest mean height and diameter of the genotypes investigated (Table 1), the overall shape of size distribution was similar for all serotypes (Figures 5C,D). Scans of individual particles show particle diameters of between 50 and 300 nm (Figure 5A). These values are higher than the statistical averages of the AFM data and the values obtained by TEM. The discrepancy is due to the capability of AFM to collect accurate size information from the entire range of particles and particle fragments within a sample, potentially including aggregates of VLPs, while TEM images of clearly defined individual particles were used to derive size. However, overall agreement is seen in images of individual particles with diameters between 50 and 100 nm.

AFM can also be used as a nanoindentation tool to measure the elasticity of a material, which provides an indication of particle stability. Young’s elastic modulus (E) is a measure of a material’s stiffness, defining the relationship between applied force and deformation, and is generally measured in units of Pascals (Pa). Elasticity can be calculated by fitting data collected from indentation measurements and is an intrinsic biomechanical property. Nanoindentation data were recorded as force vs. distance curves (Figure 5E and Supplementary Figure 2), and Young’s elasticity moduli (E) were calculated as outlined in Collett et al. (2019). Mean E values ranged from 6.2 (DEN-2 VLP) to 21.3 MPa (DEN-4 VLP) (Figure 5F and Table 2). Young’s modulus data were analysed as for height and diameter AFM data, with significant differences found between DEN VLPs from all serotypes by both ANOVA and Kruskal-Wallis tests. Pairwise comparisons performed using the Mann–Whitney test show a statistically significant difference (p < 0.01) in elasticity between all serotypes (Figure 5F). Elasticity values obtained for DEN VLPs fall within the range of values obtained from other VLPs derived from enveloped viruses (Collett et al., 2019). Unfortunately, insufficient data could be collected from SARS-CoV-2 particles to determine elasticity.



TABLE 2 Mean Young’s elasticity (E), with standard deviation, for all DEN VLP serotypes.
[image: Table2]

VLPs produced from different DEN serotypes were found to have different sizes and elasticities. However, particle stiffness (elasticity) did not necessarily correlate with particle size (Figure 5 and Tables 1, 2).



3.6. α-GalCer-adjuvanted VLPs enhance NKT cell immune responses in vitro

To improve immune responses to the VLPs, we developed a novel method to produce self-adjuvanted DEN and SARS-CoV-2 VLPs, by the incorporation of the CD1d-restricted NKT-cell agonist α-GalCer within the VLP manufacturing process (Figure 1C). This method was shown not to interfere with the production of E of DEN-2 or the S protein of SARS-CoV-2, as shown by Western blot of purified VLPs produced with increasing amounts of α-GalCer (Figures 2H, 3C).

Inclusion of α-GalCer within DEN-4 VLPs was confirmed by assessing NKT cell expansion following in vitro splenocyte cultures (Figures 6A,B), with the proportion of NKT cells correlating with the concentration of α-GalCer added during the VLP production process. Although 10 μg/mL of VLPs produced with 100 ng/mL of α-GalCer led to a slightly lower level of NKT cell expansion than the control of 100 ng/mL of α-GalCer delivered straight to the cells (Figures 6A,B), this is not surprising as less of the α-GalCer would be available to stimulate cells when incorporated into VLPs. The incorporation of α-GalCer into DEN-2, −3, and −4 VLP serotypes also resulted in a strong expansion of NKT cells (Figure 6C). At an in vitro concentration of 10 μg/mL, the extent of NKT cell expansion was similar from each DEN VLP serotype. However, the α-GalCer-DEN-3 VLP formulation provided the most potent NKT cell increase at the lower dose of 1 μg/mL (Figure 6C) and so DEN-3 VLPs were chosen for subsequent in vivo studies. NKT cell expansion by the α-GalCer-DEN-3 VLP formulation was confirmed in a separate experiment (Supplementary Figure 3).
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FIGURE 6
 NKT cell activation induced by self-adjuvanted DEN VLPs. Splenocytes (C57BL/6) were stimulated for 4 days in vitro under the indicated condition prior to FACS analysis. Numbers on plots indicate the percentage of NKT cells amongst viable (7-AAD-), CD19- lymphocytes. (A) Dose response of DEN-4 VLPs generated with differing concentrations of α-GalCer. (B) Data pooled from two independent experiments at 10 µg/mL VLP dose. (C) Comparison of NKT cell expansion using VLPs from the indicated serotype, shown in comparison to α-GalCer alone and vehicle controls from 1 experiments (see Supplementary Figure 3).
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FIGURE 7
 NKT cell activation induced by self-adjuvanted HCV and SARS CoV-2 VLPs. Splenocytes (C57BL/6) were stimulated for 4 days in vitro. Numbers on FACS plots indicate the percentage of NKT cells amongst viable (7-AAD-), CD19- lymphocytes from (A) SARS CoV-2 or (C) HCV VLPs generated in the presence of the indicated dose of α-GalCer shown in comparison to α-GalCer alone or vehicle controls. Pooled data of NKT cells percentages following in vitro culture with (B) SARS CoV-2 or (D) HCV VLPs. Data sourced from three independent experiments.


Similarly, α-GalCer-SARS-CoV-2 VLPs activated strong expansion of NKT cells in vitro (Figures 7A,B). As further evidence the observed NKT expansion was not specific to VLPs derived from a particular virus, we manufactured HCV-1a VLPs, previously developed in our labs (Earnest-Silveira et al., 2016a,b; Christiansen et al., 2018a,b) incorporating α-GalCer within the VLP manufacturing process. For HCV-1a VLPs, the strongest expansion of NKT cells was detected using VLPs produced with 100 ng/mL of α-GalCer (Figures 7B,C).



3.7. In vivo immunogenicity of self-adjuvanted VLPs

We next determined whether the incorporation of α-GalCer into VLPs resulted in vaccines with enhanced immunogenicity in vivo. As proof of principle, we examined in vivo T cell and NKT cell responses to self-adjuvanted DEN-3 VLPs, and B cell and antibody responses to self-adjuvanted DEN-3, SARS-CoV-2 and HCV-1a VLPs. To determine whether the self-adjuvanted DEN VLPs were immunogenic in vivo, we immunised mice with two doses of 10 μg of α-GalCer-DEN-3 VLP, subcutaneously or intramuscularly, 2 weeks apart. One week after the boost, spleens were harvested for FACS analysis. Despite our short-term in vitro experiments demonstrating increased splenic NKT cell percentages in response to α-GalCer-DEN-3 VLPs (Figure 6C), NKT cell expansion was not evident from in vivo inoculated mice (Figure 8A and Supplementary Figure 3), which is consistent with the rapid contraction of the NKT cell population reported following the in vivo administration of α-GalCer (Crowe et al., 2003; Uldrich et al., 2005). However, the proportion of CD8 T cells amongst CD19- lymphocytes was markedly enhanced in mice immunised with α-GalCer-DEN-3 VLPs compared to those injected with DEN-3 VLP (delivered with Alum), α-GalCer alone or the vehicle control (Figure 8A). Notably, this appeared to result from the expansion of CD8+ CD44+, CD62L− effector memory T (Tem) cells, from less than 10% with VLP adjuvanted with Alum to approximately 30% of CD8 T cells when α-GalCer was incorporated into the VLP (Figures 8B,C). Furthermore, inoculation of mice with intramuscular α-GalCer-DEN-3 VLPs resulted in a greater CD8+ Tem cell response when using the intramuscular route than with the subcutaneous route (Figures 8D–F).
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FIGURE 8
 Self-adjuvanted DEN VLPs elicit CD8 effector memory T cell responses. C57BL/6 mice were immunised subcutaneously with two doses of α-GalCer-DEN-3 VLP, DEN-3 VLP (delivered with Alum), α-GalCer alone or PBS. At day 21, spleens were harvested and analysed by FACS. (A) Representative plots showing the percentage of NKT cells (top) or CD8 T cells (middle) amongst viable (7-AAD-), CD19- lymphocytes. Bottom row depicts the percentage of CD8+ effector-memory (Tem) cells (CD44+ CD62L-) within the CD8 T cell population. (B) Graph depicts the percentage of CD8 Tem cells amongst CD8 T cells. (C) Represent the number of splenic CD8 Tem cells. Each point represents one animal with the bar showing the mean (B,C). Statistical significance between VLP (Alum) and VLP (α-GalCer) assessed via a two-tailed Mann Whitney test (*p < 0.05). (D) C57BL/6 mice were immunised either intramuscularly or subcutaneously with two doses of α-GalCer-DEN-3 VLP, DEN-3 VLP (delivered with Alum), α-GalCer alone or PBS. At day 42, spleens were harvested and analysed by FACS. (E) Graph depicts the percentage of CD8 TEM cells amongst CD8 T cells. (F) Statistical significance of injection route was assessed via way a two-way ANOVA with Bonferroni post-test correction (**p < 0.01).


To investigate B cell responses to these self-adjuvanted VLP vaccines, vaccinated mice were bled after the first and second dose and B-cells and antibody titers measured by B-cell ELISPOT and ELISA, respectively. Although strong antibody responses were seen after only one dose of vaccine, antibody titers increased after a single booster administered 14 days after the initial immunisation. Importantly, mice vaccinated with α-GalCer-DEN-3 VLP developed significantly stronger antibody and B-cell responses than mice vaccinated with DEN-3 VLP adjuvanted with Alum (Figures 9A,B). A similar increase in antibody response was seen in mice immunised with α-GalCer-HCV-1a VLP compared to HCV-1a VLP adjuvanted with Alum (Figure 9C). Further, as with the Tem cell responses, B cell responses were found to be significantly higher in animals inoculated through the intramuscular route (Figure 9A).
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FIGURE 9
 B cell and antibody responses following VLP vaccination with α-GalCer self-adjuvanted DEN and HCV VLPs compared with VLPs adjuvanted with Alum. (A) B cell numbers after intra-muscular (IM) vs. subcutaneous (SC) delivery, and (B) end-point antibody titres after a single booster dose of α-GalCer-DEN-3 VLP. (C) End-point antibody titres after vaccination with self-adjuvanted, as compared to non-adjuvanted, HCV VLPs. B cell numbers were determined by ELISpot assay and antibody titers were determined by ELISA. ELISA plates were coated with VLP alone at 20 μg/mL. Endpoint titres were determined by establishing cutoff values from pre-inoculation samples. One-way ANOVA tests were used to determine statistical significance (p < 0.05, * < 0.05, ** < 0.005, *** < 0.0005, **** < 0.0001).


Immune responses in immunised mice were investigated for SARS-CoV-2 VLPs, delivered without adjuvant, with the commercial adjuvant AddaVax, and as our self-adjuvanted α-GalCer-VLP formulation. AddaVax is a research grade squalene-based adjuvant equivalent to the licensed MF59 and was used for the SARS-CoV-2 VLPs as this work is currently directed toward producing a licensed COVID-19 vaccine. On the back of successful influenza vaccines delivered with MF59, we were interested to see if vaccines against other respiratory viruses would benefit from delivery with AddaVax, and how that compares to our self-adjuvanted VLP formulation.

In mice immunised at days 0 and 7, and examined at day 10, immediate SARS-CoV-2 VLP specific B cell responses were found to be significantly higher in the group immunised with the α-GalCer-VLP formulation than in those immunised with either VLP alone or VLP plus AddaVax. No significant difference in B cell activation was found between these two groups and the PBS control group at day 10 (Figure 10A). However, antibody titres were found to be significantly higher in all three immunisation groups at this timepoint compared to the PBS control for both SARS-CoV-2 VLP specific antibodies (Figure 10B) and for SARS-CoV-2 RBD specific antibodies (Figure 10C). These results also showed that the antibody responses produced with α-GalCer-VLPs were not inferior to VLP plus AddaVax.
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FIGURE 10
 Immediate B cell and antibody responses following SARS-CoV-2 VLP vaccination. C57BL/6 mice were immunised intramuscularly with 20 μg of either SARS-CoV-2 VLP, α-GalCer-SARS-CoV-2 VLP or SARS-CoV-2 VLP delivered with AddaVax, or PBS alone as control, at days 0 and 7. Mice were harvested on day 10. (A) Total SARS-CoV-2 specific B cells per million splenocytes, as determined by ELISpot assay. (B) SARS-CoV-2 VLP specific antibody titre, and (C) SARS-CoV-2 RBD specific antibody responses in immunised mouse sera, as measured by ELISA assay. ELISA plates were coated with VLP at 20 μg/mL or RBD at 5 μg/mL. Each point represents one animal with bars showing the mean. Endpoint titres were determined by establishing cutoff values from pre-inoculation samples. One-way ANOVA tests were used to determine statistical significance (p < 0.05, * < 0.05, ** < 0.005, *** < 0.0005, **** < 0.0001).


In mice immunised on days 0 and 14 and examined on day 21, VLP specific B cell responses were found to be significantly higher in the group receiving the VLP plus AddaVax, with no significant difference found between the α-GalCer-VLP formulation and VLP alone. All vaccinated mice showed significantly higher B cell responses than controls (Figure 11A). At this timepoint, IFN-γ secreting T cells were highest in mice inoculated with VLP plus AddaVax, but significantly higher in the α-GalCer-VLP formulation group than in mice that received VLP alone (Figure 11B), with the same trend seen in SARS-CoV-2 VLP specific antibody titres (Figures 11C,D).
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FIGURE 11
 B cell and antibody responses following SARS-CoV-2 VLP vaccination. C57BL/6 mice were immunised intramuscularly with 20 μg of either SARS-CoV-2 VLP, α-GalCer-SARS-CoV-2 VLP or SARS-CoV-2 VLP delivered with AddaVax, or PBS alone as control, at days 0 and day 14, bled at days 0 and 14 and harvested on day 21. (A) Total SARS-CoV-2 specific B cells per million splenocytes, as determined by ELISpot assay. (B) Total IFN-γ secreting cells per million splenocytes, as determined by ELISpot assay. (C) SARS-CoV-2 VLP specific antibody titre at day 21, as determined by ELISA assay. (D) SARS-CoV-2 VLP specific antibody titre at days 0, 14 and 21, as determined by ELISA assay. ELISA plates were coated with VLP at 20 μg/mL. Each point represents one animal with bars showing the mean. Endpoint titres were determined by establishing cutoff values from pre-inoculation samples. One-way ANOVA tests were used to determine statistical significance (p < 0.05, * < 0.05, ** < 0.005, *** < 0.0005, **** < 0.0001).


We next examined the durability of antibody responses out to 70 days in mice immunised on days 0 and 14, with antibody titres determined on days 14, 28, 42, 56, and 70. Significantly higher SARS-CoV-2 VLP specific Ab titres were seen in all the VLP delivery regimens compared to PBS controls. At 28 days, Ab titres in the AddaVax group were significantly higher than the α-GalCer-VLP group. However, at 56 days (peak Ab titres), no significant difference in Ab titre was seen in mice immunised with α-GalCer-VLPs compared with AddaVax adjuvanted VLPs, and Ab titres were significantly higher in both α-GalCer-VLP formulation and VLP delivered with AddaVax compared to non-adjuvanted VLP. All groups saw a drop in Ab titres at the 70-day point, with titres in the α-GalCer-VLP falling to levels significantly below the AddaVax group, although titres remained above day 14 levels and well above pre-bleed levels (Figure 12). This may indicate the need for further boosting with the α-GalCer-VLP formulation. While the α-GalCer-VLP formulation was not found to generate better B cell and IFN-γ secreting T cell responses than VLP delivered with AddaVax, peak Ab titres were statistically equivalent. Whether the self-adjuvanted SARS-CoV-2 VLP formulation can elicit higher TEM responses than traditional adjuvants, as was seen with the DEN and HCV VLPs, is currently being investigated in our laboratory.
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FIGURE 12
 Sustained antibody responses following SARS-CoV-2 VLP vaccination. SARS-CoV-2 VLP specific antibody titre, as determined by ELISA assay. C57BL/6 mice were immunised intramuscularly with 20 μg of either SARS-CoV-2 VLP, α-GalCer-SARS-CoV-2 VLP or SARS-CoV-2 VLP delivered with AddaVax, or PBS alone as control, at day 0 and day 14, bled at day 0, 14, 28 and 56, and harvested on day 70. ELISA plates were coated with VLP at 20 μg/mL. Each point represents one animal with bars showing the mean. Endpoint titres were determined by establishing cutoff values from pre-inoculation samples. One-way ANOVA tests were used to determine statistical significance (p < 0.05, **** < 0.0001).





4. Discussion

The most effective vaccines in clinical use include attenuated viral, inactivated, subunit and synthetic conjugate vaccines (Carreno et al., 2014; Liu and Guo, 2017), as well as the more recent developments in mRNA vaccines (Chakraborty et al., 2021). However, the ability of these vaccines to stimulate potent long-term protective and memory immune responses may be limited. To overcome this problem, vaccines are often delivered with adjuvants that act as immunostimulants. We have developed VLPs of SARS-CoV-2, DENV 2, 3 and 4 and previously HCV (genotypes 1 to 4) (Earnest-Silveira et al., 2016a,b; Kumar et al., 2016; Christiansen et al., 2018a,b, 2019) that contain the major viral structural proteins. The novelty of our approach entails the inclusion of a SP/SPP sequence separating individual structural proteins to ensure that a viral polyprotein will cleave intracellularly, thereby releasing individual structural proteins that are then able to assemble into VLPs. Consequently, by allowing multiple proteins to be delivered in a single construct, our approach facilitates the production of VLPs at large scale. We have also shown our VLPs can be produced as self-adjuvanted vaccine candidates with enhanced immunogenicity in a small animal model.

Eukaryotic membrane and secretory proteins contain short signal sequences that are required for targeting proteins to the endoplasmic reticulum (ER) and ultimately for entry into the secretory pathway (Lemberg and Martoglio, 2002). After insertion of a protein into the ER membrane, signal peptides are cleaved from the precursor protein by a signal peptidase. Signal peptides that span the ER membrane can then be further cleaved by the presenilin-type aspartic protease signal peptide peptidase (SPP) thereby releasing the protein from the ER membrane. Cleavage of the signal peptide by signal peptidase at the exoplasmic side of the ER is essential before SPP is able to cleave within the transmembrane region to release the cleavage product (Lemberg and Martoglio, 2002). Intramembrane proteolysis by SPP promotes the release of signal peptide fragments and proteins from the ER membrane (Weihofen et al., 2002).

Hepatitis C utilises SPP for the processing of the viral polyprotein (10–13). A short hydrophobic sequence separating the viral core and envelope proteins targets the nascent polyprotein to the ER where the polyprotein undergoes cleavage by signal peptidase followed by intramembrane SPP cleavage to release the core protein which is then able to migrate to the replication complex for viral assembly. This two-step cleavage is unique to HCV in contrast to other positive sense RNA viruses such as alpha-, flavi- and rubiviruses (McLauchlan et al., 2002). Exploiting cellular SP/SPP rather than a viral protease-dependent cleavage has enabled us to create polyproteins of several RNA viruses containing the major structural proteins that undergo cell-dependent cleavage in the ER thereby allowing these proteins to self-assemble into VLPs.

VLP vaccines have the potential to induce strong protective immune responses and the lack of genetic material in VLPs also negates the risk of reversion to virulence, thereby endowing VLP vaccines with a better safety profile than live attenuated vaccines while retaining a high level of immunogenicity (Oussoren et al., 1998; Reddy et al., 2007; Manolova et al., 2008; Braun et al., 2012; Zabel et al., 2014). Further, VLPs are better suited than most nanoparticle formulations to present multiple, and conformationally dependent, epitopes (Oscherwitz, 2016), thereby potentially leading to higher affinity antibody production. Additionally, sequences can easily be matched to circulating strains to readily produce VLP vaccines to viral variants. Introducing the SP/SPP cell-dependent cleavage sequence between individual structural viral proteins in a polyprotein construct provides an approach that can facilitate the production of VLPs as viral vaccines.

The ability to also produce self-adjuvanting VLPs that are made of the major viral structural proteins and incorporate a glycolipid adjuvant represents a further advance in vaccine technology. Exposure to α-GalCer activates NKT cells that stimulate the development of cytotoxic and memory T cell, and antibody responses. Activated NKT cells can help to activate multiple immune cell types including conventional T cells, B cells, and dendritic cells (Oscherwitz, 2016). The application of α-GalCer as a potential vaccine adjuvant has therefore generated considerable interest (48–52). Strategies to develop NKT activating vaccines could therefore have several advantages by producing broad protective immune responses compared with standard vaccines (Carreno et al., 2014; Liu and Guo, 2017). Several approaches to conjugate or incorporate glycolipids to vaccine antigens (Liu and Guo, 2017) have also been developed to optimise the delivery of glycolipid adjuvants and reduce the potential for NKT anergy and toxicity (Carreno et al., 2014). Our vaccine platform is a significant advance in vaccine research as we have developed a novel method to incorporate glycolipid adjuvants directly into VLPs during intracellular particle self-assembly.

We have previously shown that HCV VLPs representing the major genotypes and incorporating SP/SPP cleavage can be produced to large scale and are immunogenic in a large animal model (Earnest-Silveira et al., 2016a,b; Kumar et al., 2016; Christiansen et al., 2018a,b, 2019). In this study we have shown that α-GalCer-HCV VLPs of genotype 1a produced up to a 10-fold increase in NKT activation that was accompanied by a stronger antibody response in vivo than VLPs adjuvanted with alum.

More extensive studies were performed with the DEN VLPs to provide further proof of concept for producing self-adjuvanted SP/SPP cleaving VLPs. Our α-GalCer-DEN VLPs produced strong activation of NKT cells in-vitro. In contrast to DEN VLPs adjuvanted with alum, vaccination of mice with α-GalCer-DEN-3 VLPs produced strong antibody, B cell and memory CD8+ T cell responses, particularly following intramuscular inoculation compared to subcutaneous administration. We provide proof of principle that this approach induces strong antibody and T cell responses and further investigation is warranted. However, these results highlight the potential of α-GalCer-DEN VLPs as a vaccine candidate and may help to overcome some of the challenges faced by current chimeric and live attenuated DEN vaccines in producing a balanced immune response against 4 serotypes and in some cases requiring different dosing for each serotype in order to achieve this (Capeding et al., 2014; Hadinegoro et al., 2015; Villar et al., 2015; Biswal et al., 2019, 2020; López-Medina et al., 2020; Rivera et al., 2021).

For DENV, the most potent NAbs in humans are directed to EDE1 and EDE2 of the envelope protein dimer (Dejnirattisai et al., 2015; Gallichotte et al., 2015), and include conformational epitopes only present on intact virions (de Alwis et al., 2012; Fibriansah et al., 2014, 2015). Identification of critical neutralisation domains is further complicated by masking of epitopes due to viral envelope plasticity (Lok et al., 2008; Fibriansah et al., 2013). We were limited in gaining access to a broader range of HuMAbs, however, our DEN VLPs bound HuMAbs known to bind the conformationally dependent, neutralising epitopes on EDE1 and EDE2. The inclusion of the DENV capsid (C) protein in our VLP formulation may be important in achieving this (Lazo et al., 2010). These observations strengthen the argument for developing VLP vaccines capable of presenting conformationally authentic antigen.

Boigard et al. (2018) reported the generation of DEN-2 VLPs containing the DENV-2 structural proteins C/prM/E, as well as NS2B and the viral protease NS3 to allow for capsid protein cleavage. They used the same three point mutations in the E protein we utilised in our study but produced their VLPs using co-transfection with separate DNA plasmids (Purdy and Chang, 2005; Hsieh et al., 2008). An important advantage of our approach is the inclusion of the SP/SPP sequence to allow cleavage and release of the capsid protein thereby avoiding the need to include the DENV NS3/2b complex which can potentially interfere with endogenous cellular IFN signalling pathways (Anglero-Rodriguez et al., 2014).

Finally, it may be desirable for a DENV vaccine to elicit strong CD4+, CD8+ T cell and innate immune responses (Dejnirattisai et al., 2010; Rivino et al., 2013; Barba-Spaeth et al., 2016; Elong Ngono et al., 2016; Rivino and Lim, 2017; Robbiani et al., 2017). To enhance the immunogenicity of the DENV VLP vaccines, we developed an approach whereby the glycolipid adjuvant α-GalCer is incorporated into the VLP. This novel self-adjuvanting strategy has allowed us to produce VLPs from HCV, DENV and SARS-CoV-2 that can stimulate NKT cells, harnessing their adjuvant like effects in vivo and, for the DEN VLPs, induce a strong Tem response.

With the onset of the COVID-19 pandemic, and as a further example of our SP/SPP self-adjuvanted vaccine platform, we developed SARS-CoV-2 VLPs. These particles assembled into VLPs that are morphologically analogous to SARS-CoV-2 virus with characteristic spikes. Importantly, SARS-CoV-2 VLPs produced in the presence of α-GalCer stimulated strong NKT responses in vitro. Further, our self-adjuvanted α-GalCer-SARS-CoV-2 VLP vaccine induced sustained antibody responses in vaccinated mice, with peak Ab titres equivalent to those induced by VLPs adjuvanted with the licensed adjuvant AddaVax.

A further advantage of our approach is that the S protein can be interchanged with the S of emerging variants to produce a vaccine that is more broadly protective against current circulating viruses. Since the start of the COVID-19 pandemic, SARS-CoV-2 has evolved relatively rapidly to into a large family of variants that has been referred to as a ‘variant swarm’ or ‘variant soup’ (Callaway, 2022). The current vaccines have relied on the delivery of the S protein or mRNA, or the RBD, to activate S-specific humoral immune responses (Ewer et al., 2021; Heath et al., 2021). However, emerging variants have proven to be more infectious and capable of evading NAb that are directed to the RBD and S protein (Weisblum et al., 2020). Omicron variants are rapidly evolving with increasing ability to escape vaccine-induced NAb, with studies showing that neutralisation of early Omicron variants by vaccinee immune sera is reduced 20- to 40-fold (Dejnirattisai et al., 2022; Pajon et al., 2022). Boosting with BNT162b2 or mRNA-1273 vaccines increases NAb titres to these variants, albeit at a lower level than to ancestral Wuh1 virus and other variants including Delta (Doria-Rose et al., 2021; Dejnirattisai et al., 2022; Nemet et al., 2022; Pajon et al., 2022). However, the more recent Omicron descendants, BQ1.1 and XBB.1, almost completely escape vaccine induced immunity and have been responsible for resurgent epidemic waves (Callaway, 2022; Kurhade et al., 2022; Uraki et al., 2022).

Vaccination of previously infected individuals provides a high level of protection against reinfection with many SARS-CoV-2 variants (Bozio et al., 2021). However, for naïve individuals, three doses of BNT162b2 mRNA vaccine is required to protect against Beta and Delta SARS-CoV-2 (Falsey et al., 2021) producing an 86% reduction in the risk of reinfection and up to a 97% reduction in hospitalisation (Patalon et al., 2021). For the more recent Omicron variants, a 4th dose of a mRNA vaccine is helpful (Regev-Yochay et al., 2022) or alternatively, vaccination with a BA.5 containing bivalent mRNA vaccine can boost immune response against Omicron BQ1.1 and to some extent against XBB.1 (Kurhade et al., 2022). Memory CD4+ and CD8+ T cells induced after vaccination with ancestral SARS-CoV-2 vaccines (mRNA-1273, BNT162b2, Ad26.COV2.S, and NVX-CoV2373) are cross-reactive to Alpha, Beta, Delta, Gamma and Omicron and these responses are preserved for at least 6 months post vaccination (Tarke et al., 2022). These findings may help to explain why current SARS-CoV-2 vaccines protect against severe disease following infection with SARS-CoV-2 variants such as Omicron but also highlight the importance of developing vaccines that are able to activate CD4+ and CD8+ T cell responses in addition to NAb (Ferguson et al., 2021). SARS-CoV-2 VLPs that include the major structural proteins have the potential to fulfil this requirement.

What is becoming apparent is that mRNA vaccines provide relatively short-lived immunity and as variants become more antigenically distant to the Wuh1 virus and earlier variants, vaccines based on the ancestral S sequence have become much less effective. An approach like ours using self-adjuvanted VLPs that can be produced at large scale may provide an alternative to current vaccines. We are now developing our SARS-CoV-2 VLPs further to include Beta and Omicron lineage S proteins as next generation booster vaccines with the potential to produce broad protective immune responses that may also be more durable.



5. Conclusion

We have produced VLPs of SARS-CoV-2 and DENV using a unique approach incorporating SP/SPP cellular cleavage of a viral polyprotein containing the major structural proteins and thereby allow for efficient self-assembly of proteins into VLPs. We characterised the VLPs biochemically, confirming the presence of C and E proteins in DEN VLPs and of S, E and M in SARS-CoV-2 VLPs. The morphology of VLPs was characterised using TEM and AFM. An important part of our process was the development of methods for large scale laboratory production and purification of the VLPs that are also adaptable for industry manufacturing. A further advantage of our approach is the development of self-adjuvanted VLP vaccines. We showed that our α-GalCer-VLP formulation with DEN, HCV and SARS-CoV-2 VLPs activated NKT cells in vitro. Further, our α-GalCer-DEN VLP vaccine produced strong effector memory CD8+ T cell responses after only two inoculations of vaccine. Administration of the self-adjuvanted DEN and HCV VLPs in vivo was associated with a significantly stronger antibody and CD8+ TEM response compared to VLPs delivered with Alum. Inoculation of mice with self-adjuvanted SARS-CoV-2 VLPs induced strong T cell, B cell and antibody responses, although these were generally seen to be lower than responses induced by SARS-CoV-2 VLPs delivered with AddaVax. Peak Ab titres, however, were found to be equivalent between SARS-CoV-2 VLPs delivered with AddaVax and our self-adjuvanted VLPs. Protection was not evaluated in this study. However, work developing and assessing the SARS-CoV-2 VLPs is ongoing in our laboratory. Our novel self-adjuvanted SP/SPP cleaving VLP vaccines have the potential to produce broad cross-protective responses and are amenable for development as vaccine candidates for other enveloped RNA viruses.
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Septic arthritis is the most aggressive joint disease associated with high morbidity and mortality. The interplay of the host immune system with the invading pathogens impacts the pathophysiology of septic arthritis. Early antibiotic treatment is crucial for a better prognosis to save the patients from severe bone damage and later joint dysfunction. To date, there are no specific predictive biomarkers for septic arthritis. Transcriptome sequencing analysis identified S100a8/a9 genes to be highly expressed in septic arthritis compared to non-septic arthritis at the early course of infection in an Staphylococcus aureus septic arthritis mouse model. Importantly, downregulation of S100a8/a9 mRNA expression at the early course of infection was noticed in mice infected with the S. aureus Sortase A/B mutant strain totally lacking arthritogenic capacity compared with the mice infected with parental S. aureus arthritogenic strain. The mice infected intra-articularly with the S. aureus arthritogenic strain significantly increased S100a8/a9 protein expression levels in joints over time. Intriguingly, the synthetic bacterial lipopeptide Pam2CSK4 was more potent than Pam3CSK4 in inducing S100a8/a9 release upon intra-articular injection of these lipopeptides into the mouse knee joints. Such an effect was dependent on the presence of monocytes/macrophages. In conclusion, S100a8/a9 gene expression may serve as a potential biomarker to predict septic arthritis, enabling the development of more effective treatment strategies.
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1. Introduction

Septic arthritis is the most serious joint disease primarily caused by the gram-positive bacteria Staphylococcus aureus (S. aureus) (Goldenberg, 1998; Dubost et al., 2002; Ali et al., 2015; Fatima et al., 2017; Fei et al., 2022; Momodu and Savaliya, 2022). In western Europe, the annual incidence of septic arthritis is 4–10 per 100,000 patients (Kaandorp et al., 1997; Weston et al., 1999; Geirsson et al., 2008; Gunnlaugsdóttir et al., 2022). The mortality rate of septic arthritis is 5–15%, and 25–50% of patients experience a permanent loss of joint function (Goldenberg, 1998; Tarkowski, 2006). The prevalence of septic arthritis appears to be increasing, and this rise is associated with an increase in orthopedic-related infections (Gunnlaugsdóttir et al., 2022). In patients with underlying joint diseases such as rheumatoid arthritis, the prevalence of septic arthritis is 10 times higher (Tarkowski, 2006). In the past few decades, no significant improvement in treatments to prevent joint dysfunction in septic arthritis has occurred (Shirtliff and Mader, 2002). Most cases of septic arthritis are caused by the hematogenous spreading of bacteria into the joint cavities (Carpenter et al., 2011). This is followed by the rapid activation of the immune system and recruitment of immune cells to the joints, causing bone and cartilage damage (Mohammad et al., 2019, 2020).

Inflammation is a basic defense mechanism in the human body against infection. S100a8 (also known as Myeloid related protein, MRP8) and S100a9 (MRP14) belong to the S100 family and usually exist as heterodimeric complexes (S100a8/a9) due to their instability in the form of homodimer (Manitz et al., 2003). S100a8/a9, also known as calprotectin, forms heterotetramers when exposed to calcium ions (Ca2+) (Strupat et al., 2000; Donato, 2007). S100a8/a9 is expressed in neutrophils, monocytes, macrophages, and dendritic cells, which modifies the inflammatory response by promoting leukocyte recruitment and increased cytokine production (Odink et al., 1987; Averill et al., 2011; Schneider et al., 2016; Wang et al., 2018; Blom et al., 2020). Approximately 45% of the cytoplasmic proteins in neutrophils are S100a8 and S100a9 proteins. As a Ca2+ sensor, S100a8/a9 is involved in the cytoskeleton’s reorganization and arachidonic acid metabolism (Rammes et al., 1997; Kerkhoff et al., 1999; Vogl et al., 2004). S100a8/a9 binds to receptors including Toll-like receptor 4 (TLR4) and the receptor for advanced glycation end products (RAGE), which activates NF-κB signaling and consequently causes an inflammatory response (Donato, 2007; Vogl et al., 2007; Ma et al., 2017). During infection, excessive S100a8/a9 expression intensifies the inflammatory response and speeds up the release of cytokines by neutrophils and macrophages, which creates a vicious cycle and worsens the disorder (Guo et al., 2021; Mellett and Khader, 2022). S100a8/a9 is necessary to induce autoreactive CD8+ T lymphocytes in autoimmune diseases, which causes inflammation mediated by TLR4 signaling and results in elevated interleukin-17 (IL-17) (Vogl et al., 2007; Loser et al., 2010). Aberrant alterations of S100a8/a9 are well noted for many diseases including cancer (Duan et al., 2013; Kwon et al., 2013; Koh et al., 2019), cardiovascular (Boyd et al., 2008; Sreejit et al., 2019), skin diseases (Schonthaler et al., 2013), autoimmune disorders (Ometto et al., 2017; Vogl et al., 2018; Defrêne et al., 2021), infections (Scott et al., 2020), and many more (van Lent et al., 2010; Wang et al., 2014).

Several lines of evidence suggest the crucial role of S100a8/a9 in arthritis diseases. S100a8 was shown to upregulate Fcγ receptors through TLR4 activation in synovium during chronic experimental arthritis (van Lent et al., 2010). The interaction of monocytes with inflamed endothelium results in the release of S100a8/a9 in juvenile rheumatoid arthritis (Frosch et al., 2000). In rheumatoid arthritis, S100a8/a9 produced by activated macrophages may increase cytokine production via activating the NF-κB and p38 MAPK pathways (Sunahori et al., 2006). S100a8/a9, as a biomarker, has been intensively studied for many diseases including inflammatory bowel disease (Pruenster et al., 2016), myocarditis (Müller et al., 2020), rheumatoid arthritis (Frosch et al., 2000; Inciarte-Mundo et al., 2022), cystic fibrosis (Cohen and Larson, 2005), and infections (Fang et al., 2021). Delayed diagnosis of septic arthritis is strongly linked with severe joint damage and permanent joint dysfunction among patients with this debilitating joint disease. A biomarker predicting septic arthritis at the time of systemic infection may improve the diagnostics, reduce the treatment delay, and finally significantly reduce permanent joint dysfunction. Here, from our next-generation studies on animal models of S. aureus-induced septic arthritis, we found that S100a8/a9 gene expression is one of the top candidates that could be used as a biomarker to predict septic arthritis. Furthermore, we validated our RNAseq data in the septic arthritis mouse model using both the arthritogenic S. aureus (Newman) strain and the non-arthritogenic (SrtA/B mutant (ΔsrtA/B)) strain. Overall, our data suggest that S100a8/a9 might be used as a biomarker to predict septic arthritis before the debut of clinical arthritis symptoms in a systemic S. aureus infection.



2. Materials and methods


2.1. Mice

NMRI and C57BL/6 mice, aged 6–9 weeks, were purchased from Envigo (Venray, Netherlands). All mice were housed at the animal facility at the University of Gothenburg. Mice were kept under standard temperature and light conditions and were fed laboratory chow and water ad libitum. As prior studies did not reveal a noteworthy impact of sex difference on the outcomes of S. aureus hematogenous septic arthritis in mouse models (Hu et al., 2023), we opted to exclusively employ female mice in current study. The Ethics Committee of Animal Research of Gothenburg approved the study, and the animal experimentation guidelines of the Swedish Board of Agriculture were strictly followed.



2.2. Bacterial strains


2.2.1. Staphylococcus aureus strains

Newman wild type (WT) (Duthie and Lorenz, 1952), bioluminescent Newman strain (AH5016) (Miller et al., 2019) and Newman ΔsrtA/B that lacks Sortase A/B expression (Mazmanian et al., 2002). All strains were cultivated separately for 24 h on horse blood agar plates or trypticase soy agar (TSA) plates with erythromycin (2.5 μg/mL), respectively, and then preserved as previously mentioned (Mohammad et al., 2020). Before each experiment, the bacterial solutions were thawed, washed, and adjusted to the desired concentration for the respective experiments.




2.3. In vivo mice experiments

The experimental setting for identification of the predictors for septic arthritis is demonstrated in Figure 1. For the modeling experiment, mice (n = 20) were intravenously (i.v.) infected with 200 μL of the Newman WT strain (2 × 107 CFU/mouse). In our animal model, the clinical signs of septic arthritis usually develop on days 3–5 after i.v injection of S. aureus. Therefore, we chose day 2 to collect the blood samples to study the predictive biomarkers for septic arthritis. On day 2 post-infection the blood was drawn from the tail vein of the mice and RNA was extracted for the later transcriptome analysis. The weight loss and clinical arthritis were followed twice a day until day 10 post-infection. The joints were collected for later microcomputed tomography (micro-CT or μCT) analyses. The mice with either clinical arthritis or bone erosions on micro-CT were classified as septic arthritis mice. The mice who never had any clinical signs of septic arthritis or bone erosions on micro-CT were deemed as non-septic arthritis mice.
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FIGURE 1
 Schematic presentation of experimental design. NMRI mice (n = 20) were intravenously infected with the Staphylococcus aureus Newman wild-type (WT) strain. Blood was collected on day 2 and day 10 while the joints were collected on day 10 post-infection. Development of clinical arthritis started from day 3 and followed until day 10. RNA from blood samples taken on day 2 and day 10 were sequenced. Joints were scanned with micro-computed tomography (μCT) for evaluating bone erosions.


For the validation of the i.v. study, 200 μL of Newman WT suspension (6 × 105 CFU/mouse; n = 15) or Newman ΔsrtA/B suspension (6 × 105 CFU/mouse; n = 5) was inoculated i.v. into the tail vein of each respective set of NMRI mice. The animals were monitored by three observers (M.D., P.K.K., and Z.H.) for up to 10 days after infection. Mice were monitored and assessed to estimate the severity of arthritis, and a clinical scoring system ranging from 0 to 3 was used as previously described (Fatima et al., 2017). Blood samples were collected from the surviving mice on days 2, 7, and 10 after infection. At day 10 post-infection, the blood and kidneys were collected followed by paws for microcomputed tomography (micro-CT). Kidney abscesses were assessed by two investigators (M.D., and M.M.) in a blinded manner. The kidneys were then homogenized and plated on horse blood agar plates to quantify the CFUs.

200 μL of Newman WT suspension (8 × 105 CFU/mouse) was inoculated i.v. into the tail vein of C57BL/6 mice (n = 10). The severity of arthritis and weight loss were followed. Blood samples were collected on days 2 and 10 after infection.

In the local knee model, to induce septic arthritis in NMRI mice (n = 9), 20 μL of S. aureus Newman WT suspension 2 × 104 CFU/knee was injected intra-articularly (i.a.) in the knee joints. The animals were monitored by three observers (M.D., P.K.K., and Z.H.) for up to 9 days after infection. In another experiment, the synthetic lipopeptides Pam2CSK4 (EMC, Tübingen, Germany; 4 μg/knee) and Pam3CSK4 (EMC, Tübingen, Germany; 4 μg/knee), mimicking the lipid portion of bacterial lipoproteins, were administered locally in the NMRI mouse knee joints (n = 16); The mice were divided into 2 groups (Pam2CSK4 and Pam3CSK4) with two time points (day 1 and day 3). Four mice were sacrificed on day 1 and four mice were sacrificed on day 3 for sample collection. PBS injected i.a. mice served as controls (n = 2, 4 joints). The animals were monitored by two observers (Z.H. and T.J.) for up to 3 days after injection. The diameter of the knee joints of mice were measured regularly with a caliper to determine the severity of the induced arthritis.

In another experiment, as previously mentioned (Mohammad et al., 2019; Kopparapu et al., 2021) to deplete both synovial macrophages at the joints and systemic monocytes, NMRI mice (n = 3, 6 joints) were i.a. injected with 20 μL of clodronate liposomes (Liposoma BV, Amsterdam, Netherlands) (Van Rooijen and Sanders, 1994) into the knee joints as well as i.v. injected with 200 μL of clodronate liposomes, while PBS control liposomes served as controls (n = 3, 6 joints) (Liposoma BV, Amsterdam Netherlands). After 24 h of depletion, mice were i.a. injected with Pam2CSK4 (4 μg/knee) in the knee joints and monitored by two observers (Z.H. and T.J.) for up to 3 days after injection. Mice were weighed and the severity of the clinical arthritis was judged by measuring the difference between the diameters of the knee joints with a caliper daily (Z.H. and T.J.).

In the experiment with antibiotic treatment, NMRI mice (n = 10) were infected i.v. with S. aureus Newman bioluminescent strain (AH5016) suspension with a dose of 2.8 × 106 CFU/mouse. After day 3 post-infection, the mice (n = 5) were treated subcutaneously with cloxacillin (10 mg/mouse) in 0.2 mL of PBS twice per day until day 9 when mice were sacrificed. Same volume of PBS was given to the control mice. The cloxacillin dose was well established to eradicate the S. aureus in our septic arthritis mouse model (Fei et al., 2011). At day 9 post-infection, the mice were examined by In Vivo Imaging System (IVIS) to compare the live bacteria load in different organs, such as joints and kidneys, between the cloxacillin treatment group and the PBS control group. The blood cells and plasma were collected for further processing, while joints were collected for micro-CT scan.



2.4. RNA extractions and RNA sequencing

RNA extractions were done on blood using miRNeasy Mini Kit (Qiagen, Hilden, Germany) according to the manufacturer’s instructions. The quantity and quality of isolated RNA were determined using the NanoDrop 2000 Spectrophotometer (Thermo Fischer Scientific, Waltham, USA), Qubit® RNA HS Assay Kit (Invitrogen, Waltham, USA), and 2200 TapeStation Automated Electrophoresis System (Agilent Technologies, Santa Clara, USA). The samples had RNA integrity numbers between 2.2 and 8.8.

Ribosomal RNA was removed, and sequencing libraries were prepared using the TruSeq Stranded Total RNA Sample Preparation Kit with Ribo-Zero Gold (Illumina, San Diego, USA), following the manufacturer’s instructions. Construction of libraries was prepared using the TruSeq Stranded Total RNA Sample Preparation Guide 15,031,048 Rev. E (Illumina, San Diego, USA), using 0.5–1 μg of total RNA input. The Novaseq 6000 platform was used and 100 bp paired-end reads were generated by Clinical Genomics at the University of Gothenburg (Gothenburg, Sweden).



2.5. Transcriptome analysis of septic arthritis

The paired-end reads with strand-specific library (fr-first strand) preparation of samples from this study were aligned using HISAT2 (v2.2.1) (Kim et al., 2015) against reference ensemble mouse genome GRCm39 (Cunningham et al., 2022). Obtained alignment files are indexed and sorted using SAMtools (v1.5) (Danecek et al., 2021). These alignment files were further used for gene quantification using GENCODE (Frankish et al., 2021) gene annotation corresponds to the GRCm39 genome. featureCounts from subread (v2.0.0) (Liao et al., 2014) package is used for assigning high-quality uniquely mapped reads to the gene features with paired-end and strand-specific parameters (−p-s 2-B --minOverlap 10-Q 30 --ignoreDup). Differentially expressed genes between different biological conditions were obtained using the DESeq2 Bioconductor package (R v4.1.1) (Love et al., 2014). The significant differential genes were filtered based on an adjusted value of p less than 0.01 and the absolute log-fold difference between two comparison groups of 1. Obtained differentially expressed genes were subjected to functional enrichment analysis against KEGG and gene ontology databases using GeneSCF (v1.1-p2) (Subhash and Kanduri, 2016). Significant pathways are filtered using a value of p less than 0.05.



2.6. cDNA synthesis and quantitative RT-PCR

The total cDNA synthesis was done by using a Superscript III First-Strand synthesis supermix kit (Invitrogen, Waltham, USA). The expression levels of S100a8 and S100a9 were analyzed by quantitative RT-PCR using Power SYBR Green gene expression assays (Applied Biosystems, Warrington, UK), wherein, mouse β-actin (Actb) was used as an internal control. The predesigned KiCqStart primers (KiCqStart SYBR Green, Merck, Darmstadt, Germany) were used. Differences in expression were calculated using the ΔCt method. The primer details are as follows: S100a8 (FP 5’ ATACAAGGAAATCACCATGC 3′) (RP 5’ ATATTCTGCACAAACTGAGG 3′); S100a9 (FP 5’ CTTTAGCCTTGAGCAAGAAG 3′) (RP 5’ TCCTTCCTAGAGTATTGATGG 3′); β-actin (FP 5’ GATGTATGAAGGCTTTGGTC 3′); (RP 5’ TGTGCACTTTTATTGGTCTC 3′).



2.7. Enzyme-linked immunosorbent assay

Knee joint from the i.a. experiments was homogenized using TissueLyser II (Qiagen, Hilden, Germany) while blood plasma was collected from C57BL/6 or NMRI mice infected intravenously with Newman WT and Newman ΔsrtA/B. The levels of S100a8/a9 in plasma and knee homogenates were analyzed using an S100a8/a9 Heterodimer DuoSet ELISA kit (R&D Systems, Abingdon, UK) as per the manufacturer’s instructions.



2.8. Western blot

Western blotting was conducted with the plasma and cell lysates of mouse blood samples according to the standard manufacturer’s protocol. All of the samples were resolved on Tricine 10–20% gel (Invitrogen, Carlsbad, USA) along with a molecular mass marker (Chameleon Duo pre-stained protein ladder 8 kDa – 250 kDa, LI-COR Biosciences –, Lincoln, USA) and transferred to nitrocellulose membranes (TransBlot Turbo Mini-size nitrocellulose, Bio-Rad, Hercules, USA) using semi-dry method (TransBlot Turbo Transfer System, Bio-Rad, Hercules, USA). After blocking with 3% BSA (Sigma-Aldrich, St. Louis, USA) membrane was treated with anti S100a9 polyclonal antibody (PA1-46489, Invitrogen, Carlsbad, USA) as primary antibody, washed with 1X TBST (Thermo Fischer Scientific, Waltham, USA), and incubated with secondary antibody (IRDye 680RD Goat anti-Rabbit IgG, LI-COR Biosciences, Lincoln, USA). After washing, the blot was visualized with Odyssey XF Imaging System (LI-COR Biosciences, Lincoln, USA).



2.9. Microcomputed tomography (μCT)

Joints were fixed in 4% formaldehyde for 3 days and then transferred to PBS for 24 h. All four paws were scanned by SkyScan 1,176 μCT (Bruker, Antwerp, Belgium). The scanning was conducted at 55 kV/ 455 μA, with a 0.2-mm aluminum filter. The exposure time was 47 ms. The X-ray projections were obtained at 0.7° intervals with a scanning angular rotation of 180°. The NRecon software (version 1.6.9.8; Bruker) was used to reconstruct three-dimensional images and evaluated by using CT Analyzer (version 2.7.0; Bruker). Each joint was evaluated by two researchers (M.D. and T.J.) using a scoring system from 0 to 3 (0: healthy joint; 1: mild bone destruction; 2: moderate bone destruction; and 3: marked bone destruction) as previously described (Fatima et al., 2017).



2.10. In vivo imaging system

The mice were anesthetized with an intraperitoneal injection of 200 μL of ketamine/xylazine mixture and examined by Newton 7.0 FT500 In Vivo Bioluminescence Imaging System (Vilber Lourmat, Marne-la-Valée, France). Bioluminescent signals from dorsal side of the mice were captured for 5 min at 37°C with sensitivity of ultimate XL (8) using Evolution-Capt software (Vilber Lourmat). Image analysis was carried out using Kuant software (Vilber Lourmat Marne-la-Valée, France).



2.11. Statistical analysis

All results are reported as the mean ± standard error of the mean (SEM) if not indicated otherwise and a p-value <0.05 was considered statistically significant. All nonparametric data sets were analyzed using the Mann–Whitney U test and Fisher’s exact test. Statistical analyses were performed using GraphPad Prism version 9 (GraphPad Software, La Jolla, USA).




3. Results


3.1. S100a8/a9 gene expression involved in septic arthritis pathogenesis

To identify the potential gene markers predicting S. aureus septic arthritis, we implemented a methodology as described in schematics (Figure 1). For this purpose, RNA from mice that developed arthritis and mice that did not develop arthritis on the 2nd day of the S. aureus infection were sequenced. Additionally, as a control experiment, RNA from the healthy mice on the day of infection (Day 0) was sequenced. Comparisons were made between control mice (Day 0) versus arthritis (Day 2) and non-arthritic mice (Day 2). There were 710 and 93 genes up-and down-regulated, respectively, in the mice that developed arthritis; 458 and 72 genes were up-and down-regulated, respectively, in the non-arthritic mice (Figure 2A; Supplementary File S1). Importantly, S100a8 and S100a9 were the top genes that distinguished the arthritis mice and non-arthritis mice on the day after infection. The expression levels of S100a8 and S100a9 were significantly elevated in arthritic mice compared to non-arthritic mice (Figure 2B). There were significant molecular pathways enriched genes higher in the arthritis mice compared with non-arthritis mice (Figure 2C). Biological process analysis revealed an enrichment of genes specific to septic arthritis that are involved in calcium ion cellular response, NF-κb signaling, TLR4 signaling pathway, cytokine response, actin cytoskeleton organization, etc., whereas the KEGG process revealed arthritis-specific enriched genes involved in NF-κb signaling. Gene enrichment of S100 protein binding, TLR4 binding, calcium-dependent phospholipid binding molecular functional pathways involved specifically to septic arthritis (Figure 2C; Supplementary File S2–S4).
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FIGURE 2
 Transcriptome analysis of septic arthritis mice on day 2 after S. aureus infection. (A) Volcano plots showing differentially expressed genes between day 0 mice (healthy controls) and day 2 mice developed arthritis (left) and without arthritis (right) after S. aureus infection. The horizontal dotted line denoted a false discovery rate (FDR) cut-off of 0.05 and the vertical dotted lines denote a log-fold difference cut-off of ±1. The red and blue color indicates up-regulated and down-regulated genes, respectively, in arthritis (left) or non-arthritic mice (right) compared to healthy controls (day 0). (B) Boxplots comparing normalized expression patterns between day 0 and day 2 (mice with and without arthritis) after infection. (C) Gene Ontology (GO-BP: Biological Process; GO-MF: Molecular Function) and KEGG pathways enriched with arthritis-specific genes and non-arthritic specific genes after infection; and the terms enriched commonly between arthritic and non-arthritic mice. The size of the inner circles represents many differentially expressed genes involved in the enriched terms and the color gradient denotes the statistical significance of individual terms.




3.2. S100a8/a9 Gene expression acts as an early predictor for septic arthritis in mice

To further study whether S100a8 and a9 gene expression at the early stage of bacteremia can predict the later development of septic arthritis, transcriptome sequencing of infected mice at day 2 and day 10 was performed. There were 145 genes deregulated between mice that developed arthritis and the mice without arthritis at day 2 (Figure 3A; Supplementary File S1). Interestingly, S100a8/a9 expression was elevated in mice with arthritis on day 2. At day 10 there was less or minimal difference in transcriptome profiles between mice that developed arthritis and the mice without arthritis (7 deregulated genes) (Figure 3A). S100a8/a9 genes were only deregulated on day 2 but not on day 10 (Figures 3A,B). There were pathways deregulated in septic arthritis mice compared with non-septic arthritis mice (Figure 3C). The top pathways specifically enriched with mice having arthritis were inflammatory and immune response, whereas other major pathways include neutrophil chemotaxis, TLR4, NOD-like, MAPK, NF-κb signaling pathways, etc. (Figure 3C; Supplementary File S5).
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FIGURE 3
 Transcriptome analysis of septic arthritis mice on day 2 compared with day 10 after S. aureus infection. (A) Volcano plots showing differentially expressed genes between arthritic and non-arthritis mice infected with S. aureus infection after day 2 mice (left) and day 10 mice (right). The horizontal dotted line denoted a false discovery rate (FDR) cut-off of 0.05 and vertical dotted lines denote a log-fold difference cut-off of ±1. The red and blue color indicates up-regulated and down-regulated genes, respectively, in day 2 arthritic (left) and day 10 arthritic mice (right) compared to non-arthritic mice from respective days. (B) Boxplots comparing normalized expression patterns between day 0, day 2 (mice with and without arthritis), and day 10 (mice with and without arthritis) after infection. (C) Gene Ontology (GO-BP: Biological Process; GO-CC: Cellular Component; GO-MF: Molecular Function) and KEGG pathways enriched with deregulated genes from day 2 arthritic mice after infection. The size of the circles represents many differentially expressed genes involved in the enriched terms, the color gradient denotes the percentage of genes from the pathways covered by differentially expressed genes, and the line color indicates a different database.




3.3. Validation of S100a8/a9 gene expression as a septic arthritis predictor in mice infected with arthritogenic and non-arthritogenic Staphylococcus aureus strains

Sortase enzymes are known to control the S. aureus surface proteins anchoring to the bacterial cell wall (Mazmanian et al., 1999). The sortase-deficient S. aureus loses its ability to induce septic arthritis (Jonsson et al., 2003). To further validate our findings from RNAseq analysis, we infected mice i.v. with S. aureus Newman WT or Newman ΔsrtA/B and on day 2 after infection, S100a8 and a9 gene expression levels in the blood were compared between the groups. Around 30% of mice infected with the S. aureus Newman WT strain developed clinical arthritis. In contrast, no mice infected with the S. aureus Newman ΔsrtA/B strain had any sign of septic arthritis (Figure 4A; Supplementary Figure S1A). The mice infected with Newman ΔsrtA/B strain did not exhibit any bone erosion, whereas the mice with S. aureus Newman WT strain group showed joint erosion in 69% of animals (Figures 4B,C; Supplementary Figure S1B). Both groups of mice showed decrease in weight development during the course of infection but there was no significant difference between groups (Supplementary Figure S1C). In total, 13.3% (n = 2) of mice died in the Newman WT infected group, while all mice infected with the Newman ΔsrtA/B mutant strain survived (Supplementary Figure S1D). The kidney abscess score and CFU count were also compared, and no tangible difference was found between those two groups (Supplementary Figures S1E,F).
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FIGURE 4
 The levels of S100a8/a9 are dependent on virulence factors. (A) Clinical arthritis of the joints in NMRI mice intravenously injected with Staphylococcus aureus (S. aureus) Newman wild type (WT) strain or Newman Δsortase A/B strain. (B) Representative images of micro-computed tomography (μCT) scanning of the mice joints (hand, knee, shoulder; upper panel: Newman; lower panel: Δsortase A/B, arrow: bone erosion) infected with S. aureus Newman WT strain or Newman Δsortase A/B strain. (C) Bone erosion frequency of joints evaluated using μCT in NMRI mice intravenously injected with S. aureus type WT strain or Newman Δsortase A/B strain. Blood mRNA levels of (D) S100a8 (E) S100a9 and (F) plasma protein levels of S100a8/a9 of the mice infected with S. aureus Newman WT or Δsortase A/B. Blood mRNA levels of (G) S100a8 and (H) S100a9 between mice with and without septic arthritis on day 2 infected with S. aureus Newman WT or Newman Δsortase A/B strain. Statistical analyses were performed using the Fisher’s exact test (A & C) and Mann– Whitney U test (D–H), where the data were represented in mean ± SEM. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; n.s = not significant.


To further study whether S100a8 and a9 gene expression at the early stage of bacteremia can predict the later development of septic arthritis, we compared mRNA levels of S100a8 and a9 on day 2 after infection between mice infected with Newman WT strain and mice infected with ΔsrtA/B strain. Importantly, mRNA levels of S100a8 and a9 were significantly higher in mice infected with Newman WT compared with Newman ΔsrtA/B or with healthy controls (Figures 4D,E). Our data suggest that S100a8 and a9 gene expression levels have predictive values for septic arthritis. Additionally, we examined the plasma protein levels of S100a8/a9 on day 2 after infection in those groups (Figure 4F). S100a8/a9 was drastically upregulated in Newman WT and Newman ΔsrtA/B compared to healthy controls. However, no difference was found between WT and mutant strain group (Figure 4F). We conducted a further analysis of plasma protein levels by performing western blot using representative samples from the Newman ΔsrtA/B strain (3 samples) and the wildtype Newman infected mice on day 2 (3 samples). Our results indicate that all three samples from mice infected with the wildtype strain showed visible protein bands, while none of the samples from the ΔsrtA/B infected mice had such bands. This suggests that mice infected with the wildtype strain had higher levels of S100a8/a9 protein than those infected with the ΔsrtA/B strain (Supplementary Figure S3). Based on these findings, we also conclude that ELISA may not be the optimal method to measure the levels of S100a8/a9 protein in plasma. In addition, there were significant differences when we analyzed the S100a8/a9 gene expression levels on day 2 in both septic arthritis mice and mice with infection but without septic arthritis (Figures 4G,H). We conducted further correlation analyses between bone erosion severity on day 10, S100a8 and S100a9 gene expression levels, and S100a8/a9 plasma levels on day 2 (Table 1). Consistent with the data described above, the severity of joint damage shown by μCT significantly and positively correlated with S100a8 gene expression (p < 0.05, r = 0.58) and S100a9 gene expression (p < 0.05, r = 0.54), but not with S100a8/a9 plasma levels.



TABLE 1 Spearman’s correlation analysis of bone erosion with mRNA expression of S100a8, S100a9, and plasma levels of S100a8/a9.
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We also conducted a similar experiment in C57BL/6 mice, where we observed a significant increase in plasma levels of S100a8/a9 on days 2 and 10 post-infection (Supplementary Figure S2). However, we did not find a significant correlation between plasma levels of S100a8/a9 on day 2 and the clinical arthritis severity on day 10, suggesting once again that plasma levels of S100a8/a9 by ELISA method cannot serve as predictors for septic arthritis development. This evidence together with results from RNA sequencing suggest that S100a8 and S100a9 gene expression level can predict the outcome of septic arthritis disease pathogenesis.



3.4. Elevated S100a8/a9 levels in joints from mice with local septic arthritis

To understand whether S100a8/a9 is upregulated in the affected joints in septic arthritis, we first i.a. infected the mice knee joints with S. aureus Newman WT strain and measured the S100a8/a9 protein levels of mice knee homogenates at different time points. After the infection, the knees became inflamed and knee size increased with time (Figure 5A). The weight of infected mice decreased over time (Figure 5B). Importantly, the S100a8/a9 protein levels steadily increased over time in the S. aureus Newman-infected knee joints of mice (Figure 5C) with a median value ranging from 3.415 on day 1 to 18.05 on day 3 and 26.48 on day 9 after infection, as compared to 0.6361 in healthy controls.
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FIGURE 5
 S100a8/a9 levels correlate with joint swelling in mice. Knee size (A), weight development (B), and S100a8/a9 plasma levels (C) in the NMRI mice upon the intra-articular knee joint infection with Staphylococcus aureus (S. aureus) Newman wild type (WT). Statistical analyses were performed using the Mann–Whitney U test and the data were represented as the mean ± SEM. **p < 0.01; n.s = not significant.




3.5. Pam2CSK4 upregulated S100a8/a9 levels in local joints in a monocyte/macrophage-dependent manner

Staphylococcus aureus lipoproteins are the most potent bacterial component causing joint inflammation and bone damage in septic arthritis (Mohammad et al., 2019) Here, we i.a injected the mouse knees with synthetic lipopeptides (Pam2CSK4 and Pam3CSK4) to observe whether lipopeptides upregulates S100a8/a9. Figure 6A shows a substantial rise in S100a8/a9 levels in Pam2CSK4 injected knees (knee homogenates) on day 3 compared with the healthy controls. However, no difference was found between samples treated with Pam3CSK and healthy controls (Figure 6A).
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FIGURE 6
 S100a8/a9 levels in the mice injected with synthetic Staphylococcus aureus (S. aureus) lipopeptides. (A) S100a8/a9 levels in the knee homogenates of NMRI mice injected with the synthetic lipopeptide Pam2CSK4 or Pam3CSK4. (B) S100a8/a9 levels in the knee homogenates of NMRI mice treated with clodronate liposomes or PBS control liposomes followed by intra-articular injection with the Pam2CSK4 synthetic lipopeptide. Statistical analyses were performed using the Mann–Whitney U test and the data were represented as the mean ± SEM. *p < 0.05; **p < 0.01.


Staphylococcus aureus lipoproteins-induced joint inflammation is mediated by monocytes/macrophages (Mohammad et al., 2019; Kopparapu et al., 2021). To study whether monocytes/macrophages were responsible for S100a8/a9 release induced by Pam2CSK4, we depleted monocytes/macrophages through treatment with clodronate liposomes and injected Pam2CSK4 into mouse knees. Significantly lower S100a8/a9 levels were observed in the knees of monocytes/macrophage-depleted mice compared with the control mice (Figure 6B). Our data suggest that monocytes/macrophages are one of the major immune cells responsible for S100a8/a9 release in the Pam2CSK4-induced arthritis model.



3.6. S100a8/a9 plasma levels were reduced with antibiotic treatment

From the above experiments, we notice the S100a8/a9 plasma levels are upregulated upon infection. With this, we further investigated if S100a8/a9 plasma levels can be reduced by the antibiotic treatment. After cloxacillin treatment, the severity of septic arthritis and weight loss percentage stabilized as expected, while they continued to worsen in the control group (Figures 7A,B). Also, bacterial counts in kidneys were significantly reduced in the mice received cloxacillin (Figure 7C). However, there was no significant improvement in the arthritis score on day 9 post-infection. It is known that antibiotics killed S. aureus has strong arthritogenic properties and can cause chronic joint inflammation (Ali et al., 2015). To compare the live bacteria load in joints between the cloxacillin treatment group and the PBS control group, we further analyzed the in vivo bioluminescent images. We found that on day 9 post-infection, three control mice had both arthritis and bioluminescent signals from corresponding joints. In contrast, two mice from the cloxacillin treatment group had severe joint inflammation but without any bioluminescent signals (Figure 7D). This suggests that cloxacillin treatment was effective in eradicating living S. aureus in the joints. However, joint inflammation still persisted, which is considered as a sequelae rather than a clinical manifestation of septic arthritis. Importantly, the infected mice treated with the cloxacillin showed reduced protein expression of S100a8/a9 compared with the infected mice treated with PBS as shown in Figure 7E. We found that a strong trend toward lower S100a8 and a9 gene expression levels in the cloxacillin treatment group (Figures 7F,G).
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FIGURE 7
 Antibiotic treatment reduces the plasma levels of S100a8/a9. Clinical arthritis (A), weight development (B), bacterial counts in kidneys (C) and representative images of the S. aureus Newman infected NMRI mice treated with PBS (upper panel, red arrow indicates both arthritis and bioluminescent signals) or cloxacillin (lower panel, blue arrow indicates only arthritis) (D). Plasma (E), blood mRNA levels of S100a8 (F) and S100a9 (G) in the S. aureus Newman infected NMRI mice treated with PBS or cloxacillin. Statistical analyses were performed using the Mann–Whitney U test and the data were represented as the mean ± SEM. *p < 0.05; **p < 0.01; n.s = not significant.





4. Discussion

The hematogenous spread of S. aureus to the joint cavity is the most commonly reported route of infection accounting for more than 70% of all septic arthritis cases (Jin et al., 2021). Only 12–17% of patients with S. aureus bacteremia developed bone and joint infections (Fowler et al., 1998; Marr et al., 1998). S. aureus cell wall debris and cell wall components such as lipoproteins are extremely arthritogenic (Ali et al., 2015; Mohammad et al., 2019, 2022). Therefore, one of the most important treatments for septic arthritis is joint aspiration to flush out the intra-articular pus containing both dead bacteria and infiltrating immune cells (Mathews et al., 2010). It is also known that early treatment of septic arthritis will contribute to a better prognosis of the disease. The early prediction of the high risk of septic arthritis in bacteremia patients will help us to take precautions for those patients and plan the possible interventions together with orthopedicians. In the current study, our data strongly suggest that S100a8/a9 gene expression might serve as a predictor for septic arthritis. We also show that S100a8/a9 is highly expressed in the locally infected joints in murine septic arthritis. Staphylococcal lipopeptides increase the S100a8/a9 levels in local joints and such effect is largely mediated by monocytes/macrophages.

Is high S100a8/a9 gene expression a causative factor or just a biomarker without any biological meaning for septic arthritis? Calprotectin plays a protective role to combat invading pathogens, as calprotectin is known to chelate the metals such as manganese and zinc that are essential for bacterial survival. Overexpression of calprotectin deprives of the metals in the local infection sites and consequently inhibits S. aureus growth (Corbin et al., 2008). By binding to manganese and zinc, S100A8/9 increases S. aureus sensitivity to superoxide stress and plays a protective role in a systemic mouse model of S. aureus infection (Kehl-Fie et al., 2011). The blood levels of S100a8/a9 were correlated to the disease severity in sepsis patients (Gao et al., 2015). Additionally, surviving patients had significantly lower S100a8/a9 levels compared with non-survivors in sepsis (Payen et al., 2008; Gao et al., 2015). Therefore, in our study, the septic arthritis mice may suffer from more severe systemic infection at the pre-arthritis stage compared to those infected mice without septic arthritis and high S100a8/a9 expression may just reflect a more severe systemic inflammation in those mice. However, it is also known that calprotectin can enhance S. aureus virulence by activating the bacterial SaeRS two-component system (TCS) (Cho et al., 2015). TCS controls the expression of over 20 staphylococcal virulence factors including surface proteins and toxins (Liu et al., 2016). Several TCS-regulated surface proteins such as coagulases, fibronectin-binding proteins, and fibrinogen-binding proteins are known to play important roles in the induction of S. aureus septic arthritis (Josefsson et al., 2001; Palmqvist et al., 2005; Na et al., 2020). TCS-regulated Staphylococcal leukocidin can damage phagocytes such as macrophages and neutrophils (Münzenmayer et al., 2016). Neutrophils are known to be protective in septic arthritis development (Verdrengh and Tarkowski, 1997). Therefore, it is also possible that high expression of calprotectin activates the S. aureus TCS system, which upregulates the expression of surface proteins and toxins in S. aureus, consequently leading to more septic arthritis development.

Our data suggest that S. aureus is a very strong inducer for S100a8/a9 expression in both blood and local joints. Indeed, blood levels of S100a8/a9 increased drastically on day 2 post-infection. Which pathogen-associated molecular patterns (PAMPs) on S. aureus are responsible for the upregulation of S100a8 and S100a9 in S. aureus infection? Bacterial flagellin is known to upregulate S100a8/S100a9 expression in epidermal keratinocytes via TLR5 (Abtin et al., 2010). Staphylococcal lipoproteins were shown to be extremely arthritogenic and joint-destructive in a mouse model (Mohammad et al., 2019). Pam2CSK4 is more potent than Pam3CSK4 in inducing joint inflammation and decreasing bone mineral density (Schultz et al., 2022). Here, our data demonstrated that Pam2CSK4 rather than Pam3CSK4 induced S100a8/S100a9 expression in local joints, and such upregulation was largely mediated through monocytes/macrophages. Nevertheless, slight upregulation of S100a8/S100a9 induced by Pam2CSK4 in local joints hints that there might be some other PAMPs in S. aureus, which is much more potent than lipoproteins in upregulating S100a8/S100a9 expression.

Our data clearly show that gene expression levels of S100a8/S100a9, rather than protein levels, predict the development of septic arthritis in mice with systemic S. aureus infection. This discrepancy may be due to the fact that S100a8/S100a9 are abundantly expressed by neutrophils and stored in specific granules, comprising approximately 40% of cytosolic protein in neutrophils and approximately 40-fold less in monocytes (Edgeworth et al., 1991) Intracellular S100a8/S100a9 are quickly released upon degranulation when neutrophils are stimulated with formyl peptides fLMF from S. aureus (Stroncek et al., 2005). Therefore, it is most likely that plasma levels of S100A8/9 reflect the S100A8/9 release from neutrophils rather than gene expression and protein synthesis. Indeed, our correlation analyses also revealed that bone erosion severity by μCT is significantly positively correlated with gene expression levels of both S100a8/S100a9, but not with plasma levels of S100a8/S100a9.

Staphylococcus aureus is known to manipulate host immune responses for their survival through disruption of intracellular signaling pathways and transcription factor activation in immune cells (Thammavongsa et al., 2015). At the same time, the interplay between bacteria and host factors determines the induction of infectious diseases such as septic arthritis (Jin et al., 2021). Therefore, distinctive gene expression patterns may exist that distinguish septic arthritis from other invasive S. aureus infections. In clinical trials, septic arthritis in patients can be very heterogenous in causative pathogens that might lead to differences in immunological response as well as different stages of infection when patients were enrolled at the emergency unit. Therefore, the mouse model is much better controlled than the heterogenous patient cohort, which means that there is less variation and noise in the later mega-data analyses. Our strategy was to first identify the top candidates in the animal models and thereafter validate them in the patient cohort. To translate the mouse data to the clinical setting, it is crucial to further validate the identified biomarkers in patients. It has been shown that synovial fluid (SF) calprotectin as a biomarker was superior to neutrophil counts in SF and serum CRP levels to discriminate septic arthritis from non-septic inflammatory arthritis diseases such as gout and rheumatoid arthritis (Baillet et al., 2019). Importantly, not only SF calprotectin but also serum calprotectin levels were significantly higher in septic arthritis patients compared to non-septic arthritis patients (Couderc et al., 2019). Calprotectin levels in both SF and blood were also shown to be useful markers to diagnose chronic hip and knee periprosthetic joint infections (Grzelecki et al., 2021). In addition, a very recent report suggests that calprotectin is a promising diagnostic biomarker for the detection of periprosthetic joint infection in a concomitant periprosthetic fracture (Lazic et al., 2022). All this clinical evidence suggests the potential use of S100A8/9 as the diagnostic biomarker for bacterial joint infections. However, it is still unknown whether S100A8/9 can be used as a predictor for septic arthritis in bacteremia patients. Future clinical studies are warranted to further validate our data from animal models.

What is the clinical significance of our findings? It is known that permanent joint dysfunction and disability are associated with delayed presentations and diagnosis (Carpenter et al., 2011). The majority of septic arthritis cases occur through hematogenous spreading (Shirtliff and Mader, 2002; Carpenter et al., 2011; Mohammad et al., 2020). The data from our animal model for septic arthritis suggest that the time window from bacteremia to symptom debut of septic arthritis is about 3–5 days. Identification of high-risk patients for septic arthritis during this time window may significantly contribute to early diagnosis and prompt intervention, which may lead to a significantly better prognosis for patients with septic arthritis.
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Streptococcus anginosus is a commensal Streptococcal species that is often associated with invasive bacterial infections. However, little is known about its molecular genetic background. Many Streptococcal species, including S. anginosus, harbor clustered regularly interspaced short palindromic repeats (CRISPR)-Cas systems. A CRISPR-Cas type II-A system as well as a type II-C system have been reported for this species. To characterize the CRISPR-Cas type II systems of S. anginosus in more detail, we conducted a phylogenetic analysis of Cas9 sequences from CRISPR-Cas type II systems with a special focus on streptococci and S. anginosus. In addition, a phylogenetic analysis of S. anginosus strains based on housekeeping genes included in MLST analysis, was performed. All analyzed Cas9 sequences of S. anginosus clustered with the Cas9 sequences of CRISPR type II-A systems, including the Cas9 sequences of S. anginosus strains reported to harbor a type II-C system. The Cas9 genes of the CRISPR-Cas type II-C systems of other bacterial species separated into a different cluster. Moreover, analyzing the CRISPR loci found in S. anginosus, two distinct csn2 genes could be detected, a short form showing high similarity to the canonical form of the csn2 gene present in S. pyogenes. The second CRISPR type II locus of S. anginosus contained a longer variant of csn2 with close similarities to a csn2 gene that has previously been described in Streptococcus thermophilus. Since CRISPR-Cas type II-C systems do not contain a csn2 gene, the S. anginosus strains reported to have a CRISPR-Cas type II-C system appear to carry a variation of CRISPR-Cas type II-A harboring a long variant of csn2.
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, CRISPR-Cas, classification, phylogenetic analysis, CSN2 gene


Introduction

Bacteria defend themselves against phage associated infection or other invading genetic elements (Barrangou and Marraffini, 2014). In this context the Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR) system has been described as a bacterial immunity system (Bernheim and Sorek, 2020). It contains distinct CRISPR-associated (cas) genes and a CRISPR array composed of unique spacer sequences interspersed with short repeats (Koonin and Makarova, 2009; Deveau et al., 2010; Le Rhun et al., 2019). The principle of the CRISPR-Cas system is based on the integration of new spacers derived from foreign genetic elements into the CRISPR array, that is further transcribed and processed into CRISPR RNAs (crRNAs), consisting of a part of the repeat and the spacer (Brouns et al., 2008; Wiedenheft et al., 2012; Makarova et al., 2015; Wei et al., 2015). Mature crRNAs guide Cas proteins to target sequences on invading nucleic acid mediating specific cleavage (Marraffini and Sontheimer, 2008; Garneau et al., 2010; Hille et al., 2018).

Based upon cas gene content, repeat sequence and the organization of the CRISPR loci, CRISPR-Cas systems are currently divided into two classes including three main types each, ranging from type I to VI (class 1 comprising type I, III and IV; class 2 comprising type II, V, VI) and numerous subtypes (Shmakov et al., 2015; Le Rhun et al., 2019; Makarova et al., 2020). As opposed to class 1 systems employing multi-subunit Cas protein complexes, effector modules of class 2 systems only rely on a single Cas protein as corresponding type II systems with its prominent signature gene cas9 (Sapranauskas et al., 2011; Koonin et al., 2017; Le Rhun et al., 2019). In type II systems the size of the cas9 gene and the presence or absence of subtype-specific proteins besides Cas1, Cas2 and Cas9 are criterions for further subdivision into subtypes (II-A, II-C1, II-C2; Makarova et al., 2020). These type II systems are highly represented among pathogens (Fonfara et al., 2014; Louwen et al., 2014). While type II-A systems are characterized by the presence of a Csn2 protein, type II-C does not harbor any accessory protein (Mir et al., 2018; Makarova et al., 2020). Like Cas1 and Cas2, Csn2 is assumed to participate in spacer acquisition during the adaptation stage of CRISPR-mediated immunity (Heler et al., 2015; Wei et al., 2015).

Nearly half of all bacteria are equipped with at least one CRISPR-Cas system (Grissa et al., 2007). In streptococci all three major CRISPR types are represented with type I-C, type II-A and type III-A being the most frequently found subtypes (Louwen et al., 2014), whereas S. pneumoniae naturally lacks CRISPR-Cas loci (Bikard et al., 2012). Genome analysis of the Streptococcus anginosus group (SAG) revealed 7 of the 18 analyzed strains possessing a CRISPR-Cas system with most strains containing one CRISPR locus, typically a type II-A system (Olson et al., 2013). Type II CRISPR-Cas systems are widely distributed among a variety of different species, with type II-A representing the most commonly found subtype (Chylinski et al., 2014; Louwen et al., 2014). The type II-A system of S. pyogenes is very well studied and its Cas9 nuclease is extensively repurposed for genome engineering (Deltcheva et al., 2011; Jinek et al., 2012; Cebrian-Serrano and Davies, 2017). Type II-C CRISPR-Cas systems are the simplest type II systems regarding their structure and while nearly half of the multitude of Cas9 proteins discovered so far are part of the type II-C subtype, they have been sparsely investigated (Mir et al., 2018). Nevertheless, several type II-C systems in Streptococci were published and identified in public CRISPR databases as well (Gong et al., 2019; Lemaire et al., 2022). Considering phylogeny of Cas9, type II-A systems are assumed to be a derivative of type II-C, with the csn2 gene acquired by type II-A ancestors, since the type II-A branch is embedded within type II-C (Chylinski et al., 2014).

Streptococcus anginosus is primarily a commensal of mucosal membranes colonizing many areas of the human body including the oral cavity, the gastrointestinal and the urogenital tract (Whiley et al., 1992; Paster et al., 2001; Facklam, 2002; Pilarczyk-Zurek et al., 2022). Together with the closely related species Streptococcus constellatus and Streptococcus intermedius it belongs to the SAG (Whiley and Beighton, 1991; Jensen et al., 2013). Bacteria of the SAG can frequently be isolated from blood cultures, abscesses, the respiratory tract of cystic fibrosis patients and have recently been associated with gastric cancer (Parkins et al., 2008; Grinwis et al., 2010; Mukae et al., 2016; Kobo et al., 2017; Zhou et al., 2022). Often overlooked in the past, S. anginosus has been increasingly identified in invasive infections during the last years emphasizing its clinical importance as an emerging bacterial pathogen (Laupland et al., 2006; Reissmann et al., 2010; Siegman-Igra et al., 2012). Indeed, the incidence rate of SAG infections (8.65/100,000) even exceeds the combined incidence rates of group A and B streptococci in population-based surveillance studies (Laupland et al., 2006; Jiang et al., 2020).

We previously reported on the relationship between CRISPR-Cas systems and the presence of the ß-hemolysin gene cluster in Streptococcus anginosus (Bauer et al., 2020). Similar to other human bacterial pathogens some S. anginosus strains harbor CRISPR-Cas type II systems (Olson et al., 2013; Louwen et al., 2014). To get a deeper insight into the CRISPR-Cas type II systems present in the species S. anginosus we performed a phylogenetic analysis of S. anginosus strains in our strain collection and publicly available whole genome sequences with a special focus on strains that were labeled as harboring a CRISPR-Cas type II-C locus.



Methods


Strain collection

Clinical isolates of S. anginosus strains originated from the University hospital Aachen and Ulm as described previously (Bauer et al., 2020). Streptococci were routinely grown on sheep blood agar plates (TSA + SB, Oxoid, Basingstoke, UK) at 37°C in a 5% CO2 atmosphere. Liquid culture was performed in THY broth (Todd-Hewitt Broth [Oxoid] supplemented with 0.5% yeast extract [BD, Miami]). Strains used in this study are listed in Supplementary Table S1.



Molecular methods

Bacterial genomic DNA was obtained according to manufacturer’s instructions of standard commercial kits (GenElute™ Bacterial Genomic DNA Kits, Sigma-Aldrich, St. Louis, United States). For Polymerase Chain Reaction (PCR) Taq polymerase (Roche, Mannheim, Germany) was used with an initial denaturation step of 3 min at 94°C, 30 amplification cycles of 1 min at 94°C, 30 s at 50°C, 1 min at 72°C for MLST and 1.5 min at 72°C for CRISPR-Cas type II loci, followed by a final elongation step of 7 min at 72°C. Primers used for MLST and detection of CRISPR-Cas type II loci are listed in Supplementary Table S2.



PCR-based identification of CRISPR-Cas type II systems in Streptococcus anginosus

Streptococcus anginosus whole genome sequences were analyzed for CRISPR-Cas type II systems by the CRIPRS finder program located at the following website: https://crisprcas.i2bc.paris-saclay.fr/. In the publicly available genomes of S. anginosus, two CRISPR-Cas type II systems can be detected that are encoded in two different genomic locations of GenBank entry NC_022239.1 (CRISPR_A: SANR_RS04955, SANR_RS04950; CRISPR_B: SANR_RS07450, SANR_RS07440). The genes encoding Cas9 proteins in these two different CRISPR loci display nucleotide differences allowing a discrimination of the alleles by specific primers. The absence of a CRISPR locus in S. anginosus strains lacking a PCR product with primers targeting the two distinct CRISPR loci was confirmed through a set of primers adjacent to these typical CRISPR regions (SANR_RS04955, SANR_RS04950 and SANR_RS07450, SANR_RS07440). Primer sequences are listed in Supplementary Table S2, primer binding sites are depicted in Figure 1.
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FIGURE 1
 Genetic organization of CRISPR-Cas type II systems. (A) Conventional composition of CRISPR-Cas type II-A and II-C systems. (B) Genetic locus of CRISPR-Cas type II systems in Streptococcus anginosus. Green and yellow symbols represent repeat and spacer sequences of the CRISPR-Cas array. Genes present in all type II CRISPR-Cas systems are depicted in shades of blue, Csn2 genes are shown in yellow for the canonical form and red for the long version. Lilac depicts genes, which are not part of the CRISPR-Cas locus. Arrows illustrate the location of primers used to screen for the presence and absence of CRISPR-Cas type II systems in S. anginosus isolates.




Phylogenetic analysis and statistics

The GenBank Database1 served as source for nucleotide and protein sequences and the Basic Local Alignment Search Tool (BLAST) was used to identify homologous sequences. To correctly assign S. anginosus subspecies and genomosubgroups as described by Jensen et al. (2013) S. anginosus strains were subjected to phylogenetic analysis based on MLST data (Figure 2). For MLST analysis the sequence of seven housekeeping genes (map, pfl, ppaC, pyk, rpoB, sodA, and tuf) was determined and aligned as previously described (Bishop et al., 2009). MEGA version 7 was then used for phylogenetic analysis of the obtained sequences (Kumar et al., 2018) by applying the Minimal Evolution method (Rzhetsky and Nei, 1993). Evolutionary distances were computed using the Maximum Composite Likelihood method (Tamura et al., 2004). The rate variation among sites was modeled with a gamma distribution (shape parameter = 20) and the minimum evolution tree was searched using the Close-Neighbor-Interchange (CNI) algorithm at a search level of 1. The initial tree was generated by using the Neighbor-joining algorithm (Saitou and Nei, 1987). The sequences of the seven housekeeping genes of Streptococcus intermedius (strain SV 101), S. constellatus (strain SV 019 and SV 100), S. anginosus (strain 557, 62CV, C1051, C238, F0211, J4206, J4211, OUP12, OUP25, SA1 and SK52) were retrieved from the GenBank database and served as reference in the analysis.
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FIGURE 2
 Circular minimal evolution tree constructed on the sequence of seven housekeeping genes illustrating the distribution of CRISPR-Cas type II systems in S. anginosus isolates. The units of the number of base substitutions per site are depicted. Subspecies [S. anginosus subsp. whileyi (A), S. anginosus subsp. anginosus (B)] and genomosubspecies [S. anginosus genomosubsp. AJ1 (C) S. anginosus genomosubsp. Vellorensis (D)] are highlighted. Circles represent presence and absence of CRISPR-Cas type II systems. Yellow: type II-A. Red: type II-C. Black: no type II system. Green rectangles highlight sequenced strains derived from GenBank.


To examine the phylogeny of S. anginosus Cas9 variants, sequences of selected type II-A and II-C Cas9 nucleases (Figure 3; Supplementary Table S3) as described previously in (Chylinski et al., 2014; Fonfara et al., 2014) were aligned using MUSCLE algorithm with default parameters. MEGA version X was used for bootstrap analysis (100 replicates) of obtained sequences (Felsenstein, 1985; Kumar et al., 2018; Stecher et al., 2020) and conducted applying Minimal Evolution method (Rzhetsky and Nei, 1993). The evolutionary distances were computed using the JTT matrix-based method (Jones et al., 1992) and are depicted in the units of the number of amino acid substitutions per site. Rate variation among sites was modeled with a gamma distribution (shape parameter = 20). The minimal evolution tree was searched using CNI algorithm at a search level of 1 (Nei and Kumar, 2000). The Neighbor-joining algorithm was used to generate the initial tree (Saitou and Nei, 1987). Analysis involved 81 amino acid sequences and all ambiguous positions were removed for each sequence pair (pairwise deletion option).
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FIGURE 3
 Cas9 phylogeny. Minimal Evolution tree constructed on the sequences of selected type IIA and IIC cas9 nucleases published by Chylinski et al. (2014); Fonfara et al. (2014) by bootstrap analysis using MEGA X. Multiple alignment of Cas9 amino acid sequences was constructed using the MUSCLE algorithm with default settings. The units of the number of amino acid substitutions per site are depicted. Type II-A systems are represented by circles, whereas type II-C systems are indicated by triangles. Corresponding csn2 types stated by Chylinski et al. (2014) are highlighted. Orange: csn2 type I, green: csn2 type II, black: csn2 type III and red: csn2 type V.


The multiple sequence alignment of the S. anginosus Csn2 variants (Figure 4) was constructed using MUSCLE algorithm for each Csn2 subfamily separately, with default settings. For each Csn2 subfamily, homologs were identified using HHPRED (Gabler et al., 2020) and obtained sequences S. thermophilus LMG 18311 (3ZTH) and S. agalactiae ATCC 13813 (3QHQ) were included.
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FIGURE 4
 Multiple sequence alignment of Csn2 subfamilies found in S. anginosus. (A) Canonical 220 aa variant (Csn2 type I). (B) 350 aa long Csn2 variant (Csn2 type II). For each Csn2 subfamily the multiple sequence alignment of selected protein sequences was constructed separately using the MUSCLE algorithm with default settings. Homologs of each Csn2 subfamily were identified using HHPRED. Retrieved Csn2 sequences of S. thermophilus LMG 18311 (PDB: 3ZTH) and S. agalactiae ATCC 13813 (PDB: 3QHQ) were included. The positions strongly conserved (> 95% consensus) are shown by reverse shading, whereas above 70% consensus is highlighted in grey.


GenBank entries of S. anginosus cas9 and csn2 newly obtained sequences can be accessed under the following numbers (OQ622068, OQ622069, OQ622070, OQ622071, OQ622072, OQ622073).




Results


Genomic organization of CRISPR-Cas in Streptococcus anginosus

Analyzing the CRISPR-Cas systems of whole genome sequences of S. anginosus strains available in GenBank and strains from our collection three different genotypes could be detected: Strains without any CRISPR arrays, isolates harboring one of two distinct CRISPR loci and strains harboring two different CRISPR arrays (Table 1). The most frequently found CRISPR locus displays the classical genomic organization of a CRIPSR-Cas type II-A system with cas9 encoding the nuclease followed by cas1, cas2 and csn2 genes and the CRISPR array (Figure 1). In all of the analyzed S. anginosus strains this typical type II-A locus is incorporated between the sufB and a tRNA synthase gene. The second detected CRISPR locus also displays the canonical architecture of a CRISPR-Cas type II locus and is found between the gntR and an ATP synthase gene. At first glance it seems to be missing an easily identifiable csn2 gene downstream of the cas2 gene. However, closer analysis reveals that it contains a longer variant of a csn2 gene in this genetic location. BLAST analysis of this csn2 gene revealed closest homologies to the 350 amino acid (aa) long variant of the csn2 gene of Streptococcus thermophilus LMG 18311 (42% identity and 65% similarity of the aa sequence; Figure 4). In each of the 27 strains containing this long variant of csn2, the corresponding CRISPR-Cas type II system was inserted downstream of gntR. CRISPR-Cas type I and CRISPR-Cas type III systems were not identified by the CRISPR finder program2 for the S. anginosus strains listed in Table 1.



TABLE 1 Clustered regularly interspaced short palindromic repeats (CRISPR) Cas system annotation of Streptococcus anginosus whole genome sequences.
[image: Table1]



Phylogenetic analysis of Streptococcus anginosus strains

To analyze the population of S. anginosus in more detail and to investigate if strains carrying a specific CRISPR-Cas type II system cluster within specific subgroups of S. anginosus, a phylogenetic analysis based on housekeeping genes used for MLST analysis of viridans streptococci was conducted (Bishop et al., 2009). The analysis was carried out with the Mega7 program and included S. anginosus strains of clinical origin (Bauer et al., 2020) as well as whole genome sequences deposited in the GenBank database. The results showed a population structure representing the recognized subspecies and subgroups of S. anginosus as previously described (Jensen et al., 2013; Babbar et al., 2017; Figure 2). A correlation with the presence and absence of CRISPR-Cas type II systems demonstrated the absence of CRISPR-Cas in all 15 strains of S. anginosus subspecies whileyi, while all of the 43 S. anginosus subspecies anginosus strains carried either one or both of the previously described CRISPR-Cas type II systems. The 34 strains of the S. anginosus genomosubspecies AJ displayed the most diverse picture, while 19 strains had no CRISPR-Cas type II system, the remaining 15 strains harbored one of the two distinct CRISPR-Cas type II systems or both of them. In S. anginosus genomosubspecies vellorensis only the classical type II-A system could be detected in 7 of the 8 analyzed strains. In summary the strains harboring a CRISPR-Cas type II system, previously labeled as type II-C, did not cluster together within a certain subgroup of the S. anginosus strains.



Phylogeny of Cas9 nucleases from CRISPR type II-A and CRISPR type II-C systems

The structures and sequences of Cas9 nucleases associated with CRISPR-Cas type II systems have previously been shown to be distinct for types II-A and II-C (Chylinski et al., 2014). To investigate if the Cas9 sequences of the two type II systems that are present in S. anginosus cluster either with type II-A or with type II-C a bootstrap analysis of available Cas9 sequences was performed using the MEGA X program (Figure 3). For comparison reasons, the analysis included Cas9 sequences from 39 different bacterial species including 18 streptococci carrying type II-A systems and 41 isolates from a variety of different bacterial species harboring CRISPR-Cas type II-C. All of the S. anginosus strains clustered together with the CRISPR type II-A Cas9 sequences, including the Cas9 sequences of strains reported to harbor a type II-C system. Also included in the analysis were Cas9 sequences from the GenBank database of S. intermedius, which belongs to the S. anginosus group. The bootstrap analysis located these sequences right next to the Cas9 sequences of S. anginosus strains within the CRISPR-Cas type II-A cluster, reflecting the close relationship between S. intermedius and S. anginosus. Interestingly none of the streptococcal sequences clustered in the vicinity of the Cas9 proteins of established CRISPR-Cas type II-C systems. In summary, the amino acid sequence analysis of available Cas9 proteins did not support the hypothesis that S. anginosus carries a CRISPR-Cas type II-C system.




Discussion

CRISPR-Cas type II systems are frequently found in pathogenic bacteria (Grissa et al., 2007; Jensen et al., 2013; Louwen et al., 2014), comprising Gram negative as well as Gram positive species. In comparison to type I and III, the CRISPR-Cas type II systems are simple, harboring only two to three CRISPR associated (Cas) genes. The canonical type II-A system of Streptococcus pyogenes consists of the gene encoding the Cas9 nuclease followed by cas1, cas2 and csn2 genes (Jansen et al., 2002; Le Rhun et al., 2019; Figure 1). Cas1 and Cas2 are conserved within CRISPR-Cas systems of different species. They function as endonucleases and mediate the spacer acquisition step of the CRISPR-Cas system (Nunez et al., 2014). Csn2 also interacts with double stranded DNA and participates in spacer acquisition (Ellinger et al., 2012; Lee et al., 2012; Chylinski et al., 2014). But, while Csn2 is always present in type II-A systems, it is classically absent in CRISPR-Cas type II-C systems (Mir et al., 2018). Among pathogenic bacteria CRISPR-Cas type II-C systems are typically found in Campylobacter, Corynebacteria, Neisseria and Pasteurella species (Mir et al., 2018).

First genome projects showed the presence of typical CRISPR type II-A systems in S. anginosus strains (Olson et al., 2013), with several of the analyzed strains harboring more than one CRISPR array. Annotations in the CRISPR database (Grissa et al., 2007) show the typical CRISPR type II-A systems that have previously been described but also characterize several S. anginosus strains as harboring a CRISPR-Cas type II-C locus, since a typical csn2 gene cannot readily be identified in the corresponding genomes (Gong et al., 2019; Lemaire et al., 2022). However, analyzing the CRISPR-Cas loci found in S. anginosus genomes that do not resemble the canonical type II-A system, we detected an additional gene downstream of cas2. Sequence comparison revealed significant homology to a Csn2 variant of Streptococcus thermophilus (Figure 4). This larger variant of Csn2, which has first been described in 2012 (Lee et al., 2012) is about 350 aa long and does not show any significant sequence homology to the canonical 220 aa long csn2 gene of classical type II-A systems. The protein structure of this large Csn2 variant of Streptococcus thermophilus has been solved (Lee et al., 2012), showing a homotetradimer that forms a central channel, binding linear double stranded DNA presumably through the interaction with basic amino acids. Its precise function remains however unclear, since neither a nuclease nor integrase activity has been demonstrated in functional assays. The Csn2 protein appears to be crucial for CRISPR-Cas type II-A systems, while it has not been found in any other CRISPR systems (Makarova et al., 2020). It has previously been proposed that CRISPR-Cas type II-A systems developed from CRISPR-Cas type II-C systems through the acquisition of a csn2 gene (Chylinski et al., 2014).

To evaluate if phylogenetic analysis supports the hypothesis that S. anginosus carries two different CRISPR-Cas type II-A systems we performed Cas9 phylogeny. Cas9 phylogeny has previously been shown to allow a differentiation between different CRISPR-Cas systems (Chylinski et al., 2014). Comparison of the Cas9 sequences of S. anginosus present in the two distinct CRISPR-Cas type II systems with Cas9 sequences available in GenBank, showed a clustering of both S. anginosus Cas9 nucleases with Cas9 enzymes of other CRISPR-Cas type II-A systems (Figure 3). The results further demonstrate a separate clustering of the Cas9 nucleases of CRISPR-Cas type II-C systems. None of the S. anginosus Cas9 sequences can be found in the type II-C clusters. Furthermore, an MLST analysis of multiple S. anginosus strains was performed to investigate, if the two distinct CRISPR-Cas type II systems associate with different S. anginosus subspecies or S. anginosus genomosubgroups (Figure 2). As observed in previous studies (Jensen et al., 2013; Babbar et al., 2017), known subspecies and genomosubgroups of the species are clearly identifiable. However, similar to the results of the Cas9 phylogeny, no indication of a clear separation of strains carrying one of the two type II systems can be detected.

With our enlarging knowledge about CRISPR-Cas systems it has become clear that besides their function in bacterial immunity CRISPR-Cas plays a role in virulence (Louwen et al., 2014) and may also have additional functions (Makarova et al., 2020). The association of CRISPR-Cas with virulence was first detected in Francisella novicida, where Cas9 inhibits transcription of a lipoprotein as an immune evasion mechanism (Weiss et al., 2007; Ratner et al., 2019). In streptococci several examples exist for the association of virulence and CRISPR-Cas. In Streptococcus agalactiae the highly virulent genetic lineage ST17 carries a different CRISPR-Cas profile (Lier et al., 2015). Streptococcus mutans strains carrying CRISPR-Cas display an increased biofilm formation and exopolysaccharide production, which is crucial for their virulence (Chen et al., 2017). In regard to hemolysin genes of S. anginosus we were able to show that the presence of sag genes is associated with the absence of CRISPR-Cas systems (Bauer et al., 2020). Increasing our knowledge about the diversity of S. anginosus CRISPR-Cas systems may thus also play a role in assessing the virulence potential of S. anginosus strains.

Taken together our data do not support the existence of a separate CRISPR Cas type II-C system in the S. anginosus strains we analyzed. In contrast to the currently used classifications a csn2 variant could be detected in type II systems not fitting into the classical CRISPR-Cas type II-A structure. Phylogenetic analysis supports the hypothesis that these strains carry a variant CRISPR-Cas type II-A system.
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Introduction: Stenotrophomonas maltophilia is an opportunistic pathogen infecting persons with cystic fibrosis (pwCF) and portends a worse prognosis. Studies of S. maltophilia infection dynamics have been limited by cohort size and follow-up. We investigated the natural history, transmission potential, and evolution of S. maltophilia in a large Canadian cohort of 321 pwCF over a 37-year period.

Methods: One-hundred sixty-two isolates from 74 pwCF (23%) were typed by pulsed-field gel electrophoresis, and shared pulsotypes underwent whole-genome sequencing.

Results: S. maltophilia was recovered at least once in 82 pwCF (25.5%). Sixty-four pwCF were infected by unique pulsotypes, but shared pulsotypes were observed between 10 pwCF. In chronic carriage, longer time periods between positive sputum cultures increased the likelihood that subsequent isolates were unrelated. Isolates from individual pwCF were largely clonal, with differences in gene content being the primary source of genetic diversity objectified by gene content differences. Disproportionate progression of CF lung disease was not observed amongst those infected with multiple strains over time (versus a single) or amongst those with shared clones (versus strains only infecting one patient). We did not observe evidence of patient-to-patient transmission despite relatedness between isolates. Twenty-four genes with ≥ 2 mutations accumulated over time were identified across 42 sequenced isolates from all 11 pwCF with ≥ 2 sequenced isolates, suggesting a potential role for these genes in adaptation of S. maltophilia to the CF lung.

Discussion: Genomic analyses suggested common, indirect sources as the origins of S. maltophilia infections in the clinic population. The information derived from a genomics-based understanding of the natural history of S. maltophilia infection within CF provides unique insight into its potential for in-host evolution.
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1. Introduction

Stenotrophomonas maltophilia is an opportunistic gram-negative pathogen increasingly recognized for its potential to cause a variety of human infections (Brooke, 2021), particularly among immunocompromised individuals such as those with cystic fibrosis (CF). The overall prevalence of S. maltophilia in persons with CF (pwCF) has increased in recent decades (Salsgiver et al., 2016; Hatziagorou et al., 2020) and has remained relatively steady in Canada in recent years (∼15%) (Cystic Fibrosis Canada, 2021). Chronic lung infections with S. maltophilia have been associated with adverse clinical outcomes, including increased pulmonary exacerbation frequency, hospitalization, requirements for intravenous antibiotic treatments (Waters et al., 2011; Berdah et al., 2018), poorer baseline health (Com et al., 2014; Berdah et al., 2018), variably accelerated lung function decline (Waters et al., 2012; Cogen et al., 2015; Barsky et al., 2017; Berdah et al., 2018), and a higher risk of progression to end-stage lung disease (Waters et al., 2013). However, the role of S. maltophilia in CF is not fully resolved, as some studies have not found any associations between infection and adverse clinical outcomes (Karpati et al., 1994; Goss et al., 2002, 2004; Marchac et al., 2004).

Several studies have investigated the natural history of S. maltophilia infection in CF (Vidigal et al., 2014; Pompilio et al., 2016, 2020; Barsky et al., 2017; Chung et al., 2017; Esposito et al., 2017). In general, S. maltophilia infection appears to be short-lived in many individuals (Krzewinski et al., 2001). However, in those with repeated, persistent isolation of S. maltophilia from sputum cultures over time, infection by multiple genotypes over time is common (Vidigal et al., 2014; Pompilio et al., 2016; Chung et al., 2017; Esposito et al., 2017). In contrast, co-infection by multiple distinct, non-clonal sub-strains and cross-infection of multiple patients by the same strain are infrequent (Demko et al., 1998; Denton et al., 1998; Krzewinski et al., 2001; Vidigal et al., 2014). Moreover, an initial infecting S. maltophilia strain may adapt to the CF lung environment, diversifying under selective pressures into clonally-derived sub-lineages (Chung et al., 2017). In some studies, hypermutation has also been reported in approximately 30% of S. maltophilia strains recovered from pwCF (Vidigal et al., 2014; Esposito et al., 2017).

Studies of S. maltophilia natural history in CF are limited, however, in their inclusion of relatively small numbers of pwCF, with a focus on those with chronic infection, short duration of follow-up, and use of low-resolution molecular typing methods (Vidigal et al., 2014; Pompilio et al., 2016, 2020); only a single study used whole-genome sequencing for strain assessment in multiple pwCF over time (Esposito et al., 2017). Further, none of these studies investigated the potential for S. maltophilia to spread between pwCF.

Herein, we performed a retrospective investigation of the natural history and potential for clinic-associated, patient-to-patient transmission of S. maltophilia at a greater resolution and across a large cohort. We drew on the Calgary Adult CF Biobank, which includes every isolate from every clinical encounter from the entire CF cohort attending the clinic. The objectives of this study were to (i) assess the patterns of infecting S. maltophilia isolates and strains, (ii) to determine whether infection transmission may have been a source of new S. maltophilia infections at our clinic, and (iii) to identify any associations between infecting strain patterns and clinical outcomes.



2. Materials and methods


2.1. Patient population and strains

In this retrospective single-center cohort study, we analyzed S. maltophilia isolates from pwCF attending the Southern Alberta Adult CF Clinic between 1979 and 2016. Clinical practice directs that all pwCF should receive routine quarterly sputum testing and as required clinically (e.g., during exacerbations). Each pathogen recovered from real-time clinical investigations is frozen at −80°C and included in the Southern Alberta Adult CF Clinic Biobank. Each distinct colony morphotype of each pathogen is collected and frozen, separately.

Inclusion criteria for pwCF in this study included a confirmed diagnosis of CF (Farrell et al., 2008), aged ≥ 18 years, and ≥ 1 S. maltophilia positive sputum cultures collected. PwCF entering the cohort who had received a life-saving lung transplant were excluded, and those receiving transplant during follow-up were censured at the time of transplant. This study received approval from the University of Calgary’s Conjoint Health Research Ethics Board (REB-15-2744).



2.2. Bacterial strain typing

To assess for strain diversity and relatedness given the magnitude of samples in the CACFC Biobank, representative yearly S. maltophilia isolates from all pwCF with ≥ 1 S. maltophilia positive sputum cultures were typed by pulsed-field gel electrophoresis (PFGE) using protocols adapted from Parkins et al. (2014). Representative isolates were selected according to the following criteria: (1) for pwCF with a single S. maltophilia positive sputum culture, isolates from that time point were assessed; (2) for pwCF with ≥ 2 S. maltophilia positive sputum cultures, the very first and last isolates, as well as one isolate per year for each intermediate year with a S. maltophilia positive sputum culture, were selected. If the very first isolate was not viable, then the next earliest isolate was selected; if no viable isolate was available for a given year, then that year was skipped. In those rare situations where more than one S. maltophilia morphotype was identified in a single sputum sample, all isolates were assessed. Pulsotypes differing by ≤ 3 bands with ≥ 80% similarity were considered to potentially represent the same strain (Tenover et al., 1995). Shared pulsotypes were defined as those representing the same strain and found in ≥ 2 pwCF.

Two groups of isolates were selected for whole genome sequencing (WGS): (i) isolates belonging to all shared strains and (ii) isolates belonging to a selected number of non-shared strains (i.e., present in only a single patient). The former was sequenced to assess for potential transmission between patients; the latter were selected as a comparison set to allow for the observation of intra-patient genetic distances in the absence of infection transmission. In total, 34 isolates belonging to shared pulsotypes, 17 isolates from five non-shared pulsotypes, and three isolates initially identified as belonging to shared pulsotypes were sequenced. Genomic DNA was extracted using the Promega Wizard® Genomic DNA Purification Kit. Genomic libraries were prepared using the Nextera XT DNA Library Prep Kit and sequenced using either an Illumina HiSeq (2 bp × 250 bp reads) or MiSeq (2 bp × 300 bp reads) instrument.



2.3. Public genomes (lineages analysis)

Publicly available S. maltophilia genomes were used to supplement those of our clinic cohort to better understand the placement of our genomes amongst the S. maltophilia species complex (Supplementary Table 1). Ten genomes from each of the 23 S. maltophilia lineages identified by Gröschel et al. (2020) were downloaded and processed.



2.4. Bioinformatic analyses

The full details of bioinformatic analyses are described in the Supplementary methods. In brief, sequencing reads were trimmed using Trimmomatic (Bolger et al., 2014) (v0.39) and in silico multi-locus sequence typing (MLST) performed with stringMLST (Gupta et al., 2017) (v0.6.3). Isolate genomes were assembled with Unicycler (Wick et al., 2017) (v0.4.8) and annotated using RASTtk as implemented in the PATRIC Command Line Interface toolkit (Davis et al., 2020) (v1.035). Pangenome analysis was performed using Panaroo (Tonkin-Hill et al., 2020) (v1.2.8). Core genome phylogenies were generated using IQ-Tree (Minh et al., 2020), and gene presence/absence clustering was performed using the Ape (Paradis et al., 2004) (v5.3) R package.

Single-nucleotide polymorphism (SNP) calling was performed (a) in an ST-specific manner and (b) for all isolates sequenced in this work against a single reference (S. maltophilia strain K279a, GCF_000072485.1) using Snippy (Seemann, n.d.a) (v4.6.0). Transition/transversion rates were calculated using VCFtools (Danecek et al., 2011) (v0.1.16) to identify putative hypermutating strains. Reference genomes for ST-specific SNP calling are found in Supplementary Table 2. Phylogenies were generated using IQ-Tree (Minh et al., 2020) (v2.0.3) and corrected for recombination using ClonalFrameML (Didelot and Wilson, 2015) (v1.12). Snp-dists (Seemann, n.d.b) (v0.7.0) was used to obtain pairwise SNP distance matrices.

Mutation rates for individual STs were calculated using TempEst (Rambaut et al., 2016) (v1.5.3), while the overall SNP accumulation rate was calculated using the lme4 R package (Bates et al., 2015) by fitting a linear mixed effects model to pairwise SNP distances, where the dependent variable was the SNP distance, independent variable the time between isolate collection dates, and patient IDs were included as a mixed effect (Coll et al., 2020).



2.5. Transmission analysis

The potential for transmission to have occurred between pwCF infected with the same S. maltophilia STs was simultaneously assessed with four complementary analyses, each offering a different type of support for a hypothesis of transmission. These analyses included: (i) SNP/wgMLST allele distance support: inter-pwCF isolate pairs with SNP/wgMLST allele distances overlapping with the distribution of intra-pwCF distances; this latter distribution was compiled in an ST-specific manner but then combined across all sequenced (shared and non-shared) STs, (ii) phylogenetic support: mixed clustering/interspersal of isolates from ≥ 2 pwCF within the same clade with strong UltraFast bootstrap support (≥ 95%), (iii) gene content support: mixed clustering/interspersal of isolates from ≥ 2 pwCF within the same clade based on neighbor joining clustering, and (iv) concurrent carriage support: detection of ≥ 1 S. maltophilia positive sputum cultures within 6 months in a given patient pair. The combination of carriage support and at least two other analyses would warrant an individual case review examining evidence that involved patients attended clinic/hospital or other healthcare encounter within 48 h of each other. The effect of cumulative support from all four analyses would be required to support a hypothesis of transmission between a pair of patients. A lack of support in any analysis was considered to exclude the possibility of transmission.



2.6. Multi-mutated genes analysis

Complete details of how multi-mutated genes were identified are presented in the Supplementary methods. In brief, for each ST, we identified all pwCF with ≥ 2 sequenced isolates; this included 42 isolates from 11 pwCF across nine STs (STs 5, 23, 91, 199, 220, 224, 246, 365, and Novel 2). To identify genes that accumulated mutations during infection in the CF lung (termed SmCF genes), we filtered mutations on a person-by-person basis, retaining only those mutations that segregated within a given pwCF’s isolates regardless of whether they also segregated between isolates from different pwCF. We did not differentiate whether mutations occurred relative to a pwCF’s earliest sequenced isolate, but simply noted whether a gene had any mutations present. Assuming a clonal bacterial population within a pwCF, mutations segregating between clonal isolates collected over time would represent putatively adaptive mutations. In contrast, to identify genes with mutations accumulated outside of infection in the CF lung (termed non-adaptive genes), within each ST, we identified all mutations segregating between isolates of different pwCF but not among isolates from any pwCF. Assuming no infection transmission, such mutations would represent those defining separate strains of S. maltophilia and would have arisen prior to infection in the CF lung.

Each SmCF and non-adaptive gene was then classified as multi-mutated if it had ≥ 2 mutations, and multi-mutated genes were further subdivided into across-ST or within-ST, depending on which STs the contributing mutations occurred in. The distributions of synonymous, non-synonymous, and stop-codon introducing mutations were then compared between multi-mutated and non-multi-mutated genes using Fisher’s exact tests in GraphPad Prism (v9.4.1).

SmCF genes were also analyzed for enrichment of GO categories using OmicsBox (v2.1.14). Gene sequences were obtained from annotated isolate assemblies and Blast run via CloudBlast as implemented in OmicsBox. Association testing was performed with Fisher’s exact tests via the Enrichment Analysis tool, with correction for multiple testing performed by the Benjamini-Hochberg procedure and the false discovery rate set to 0.05.



2.7. Statistical analyses

Characteristics of the pwCF cohort were descriptively summarized. Associations between clinical/demographic factors and patients with included/excluded isolates, and time between PFGE-typed isolates from S. maltophilia positive sputum cultures and detection of new/any prior pulsotypes previously identified in a pwCF, were performed using Fisher’s exact tests in SPSS (v28.0.1.0). Statistical analyses for associations between clinical outcomes and carriage of multiple/shared strains were performed using longitudinally collected clinical data in R v.4.1.1 (R Core Team, 2021). All P-values were adjusted for multiple comparisons using the Holm-Bonferroni method (T-test or ANOVA). Categorical variables were presented as numbers and frequencies. Continuous variables were presented as mean ± standard deviation (SD) or median (interquartile range), as appropriate. End-stage lung disease was defined as percent predicted forced expiratory volume in 1 s (ppFEV1) as less than or equal to 40.




3. Results


3.1. Study and sample population

Between 1979 and 2016, 321 individuals with CF were followed by the Southern Alberta CF Clinic, representing 2,640.64 person-years of observation. A flowchart of pwCF and isolate numbers used throughout the study is presented in Figure 1. Over the course of the study, 424 sputum cultures positive for S. maltophilia and 447 unique S. maltophilia morphotypes/isolates (median 1, mean 1.05 isolates/culture, range 1–2) were stored within the clinic biobank. These isolates were collected from 82/321 (25.5%) pwCF, who were followed for a median of 10.1 years (IQR 6.2–17.6 years). Twenty-three (28%) of these 82 pwCF had only one isolate in the biobank, 14 (17.1%) had two, and 45 (54.9%) had ≥ 3; the median number of isolates in the biobank per pwCF was three (IQR 1–5, range 1–65). The average prevalence of pwCF with ≥ 1 S. maltophilia positive sputum cultures at the clinic in any given 5-year (extended window of greater length than most persistent infections) and 1-year (short-term) window during the study period was 16.2% (IQR 12.9–17.6%) and 8.74% (IQR 4.48–10.3%), respectively. Characteristics of the 82 pwCF with at least one S. maltophilia positive sputum culture during the study period are presented in Table 1, and the natural history of their isolates is displayed in Supplementary Figure 1.
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FIGURE 1
Flowchart detailing the number of pwCF and isolates identified and used at different stages of the study. Two of the pwCF included in the five reported with unique pulsotypes sequenced also had isolates in shared pulsotypes and so are double counted. Sm, Stenotrophomonas maltophilia.



TABLE 1    Summary characteristics of pwCF with at least one S. maltophilia positive sputum culture between 1979 and 2016.
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A total of 162 isolates were typed by PFGE from 74/82 pwCF (90.2%), with a median of 1 isolate typed per pwCF [interquartile range (IQR) 1–3, maximum 15] (Figure 1 and Supplementary Figure 2), spanning a collective 397.5 person-years of observation. Isolates from the remaining eight pwCF were either not recoverable by culture or missing from the biobank. These pwCF did not differ by age, sex, dF508 homozygosity, pancreatic insufficiency status, or ppFEV1 at incident isolate(s) from those with typed isolates but were more likely to have only one S. maltophilia positive sputum culture (7/8 vs. 16/74 patients with one isolate, Fisher’s exact test p = 0.0004).



3.2. Bacterial strain typing

A variety of pulsotypes were identified amongst recovered isolates (Supplementary Figures 1, 3). Most pwCF (54/74, 73.0%) were infected by a single pulsotype (38 pwCF had only one isolate typed), but infection over time by different pulsotypes was also observed. Across all pwCF, the median number of recovered pulsotypes was one (IQR 1–2), but this increased to two (IQR 1–2) among pwCF with ≥ 2 typed isolates (Supplementary Table 3): 15 (20.3%), three (4.1%), and two (2.7%) pwCF had infection by two, three, or four pulsotypes, respectively. Individual pulsotypes were recovered from one or a few sputum cultures and were transient or quickly replaced, and sputum cultures negative for S. maltophilia frequently separated cultures with different pulsotypes. The average duration of persistence of pulsotypes recovered from ≥ 2 sputum cultures was 583.1 days (median 448 days, IQR 238–861). Most pwCF (64/74, 86.5%) were infected by pulsotypes unique to themselves, but five pulsotypes encompassing 36 isolates from 10 pwCF were shared among ≥ 2 pwCF (Table 2).


TABLE 2    Shared S. maltophilia sequence types identified among patients attending the Calgary Adult CF Clinic.

[image: Table 2]

Recovery of a new pulsotype after detection of a prior pulsotype was significantly associated with time between typed cultures (Table 3). When considering intervals of greater vs. less than one, two, and five years, the probability and odds of detection of a new pulsotype relative to a prior pulsotype increased with recovery time between typed isolates, and the relative risk of detection of a new pulsotype was greater in longer than shorter intervals. Recovery of a prior pulsotype after detection of another was rare and observed in only four (5.4%) pwCF (Supplementary Figure 1 pwCF A057, A090, A145, and A357). In all cases, re-recovery of the prior pulsotype occurred < 1 year after detection of the new pulsotype.


TABLE 3    Odds and relative risks of increasing time between typed S. maltophilia sputum cultures and likelihood of detection of a new vs. prior pulsotype.
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3.3. Genetic diversity of sequenced isolates

To examine infection dynamics at a higher resolution than PFGE allows and determine whether any instances of infection transmission may have taken place, we sequenced a total of 54 S. maltophilia isolates (Table 2). These included 36 isolates from 10 pwCF belonging to shared pulsotypes, 17 isolates from five pwCF with unique pulsotypes (two of these pwCF also had shared pulsotypes) to serve as non-shared controls to aid in establishment of genetic distance thresholds, and one isolate of a unique pulsotype (pulsotype F) belonging to a pwCF (A055) with 14 other isolates in pulsotype C.

In silico MLST identified 13 STs among the 54 sequenced isolates (Table 2). The five shared pulsotypes corresponded to a total of eight STs, while the five unique pulsotypes corresponded to five STs. Three of the eight STs from shared pulsotypes each consisted of only one isolate: in two instances, an isolate thought to belong to a shared pulsotype had a unique novel ST. In the third case, an isolate belonging to pulsotype B belonged to a novel ST that was a single locus variant of ST-39. The single pulsotype F isolate from pwCF A055 belonged to the same ST (199) as their other isolates. Sequenced STs and isolates appeared to be a random sample from the global pool of S. maltophilia diversity and were scattered among the 23 previously identified monophyletic lineages of the S. maltophilia species complex, although most STs belonging to the Sm6 lineage (Figure 2). Within their respective lineages, isolates clustered by ST and multiple STs were observed to comprise some lineages.
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FIGURE 2
Core genome phylogeny (midpoint rooted) of 23 phylogenetic lineages comprising the S. maltophilia species complex. Lineage colors are presented in the same order in the legend as in the phylogeny (clockwise, starting with lineage Sgn3). Isolates sequenced in this study are marked by black stars. The phylogeny was constructed from an alignment of 1,947 core genes.




3.4. Distance thresholds of S. maltophilia lineages, STs, and strains

The number of SNPs separating STs ranged from 104–105, dependent on intra- vs. inter-lineage comparisons (Supplementary Table 4). In contrast, the number of SNPs separating intra-ST isolates was up to three orders of magnitude lower (102–103 SNPs) (Supplementary Table 5). A similar trend was observed with wgMLST allele distances, with inter-ST distances (on the order of 103 alleles) being an order of magnitude greater than intra-ST distances (Supplementary Tables 6, 7).

Isolates from the same pwCF and of the same ST were mostly clonal in SNP and wgMLST allele phylogenies, forming pwCF-specific monophyletic clades with small genetic distances between intra-clade isolates (Figures 3, 4 and Supplementary Figure 4). Within these clades, intra-pwCF SNP distances ranged from 0 to 58 SNPs (median 10, IQR 7–22) and 2–54 wgMLST alleles (median 16, IQR 9–23) (Table 4 and Supplementary Tables 5, 7). Two exceptions to clonal relatedness were pwCF A055’s SM003 isolate (ST-199), which differed by > 200 SNPs/alleles from their other isolates and belonged to a different pulsotype, and A344’s SM137 isolate (ST-365), which was > 50 SNPs distant from their other isolates despite being collected less than 1 year apart. Excluding this latter case, the maximum intra-clade distances were 39 SNPs and 37 alleles. In contrast, intra-ST but inter-pwCF SNP and wgMLST allele distances ranged from 54 to 478 SNPs (median 253, IQR 200–258.5) and 56–461 alleles (median 260, IQR 206.5–269.5), respectively.
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FIGURE 3
Recombination-corrected maximum likelihood phylogenies of isolates belonging to shared STs: (A) ST-5, (B) ST-39, (C) ST-199, (D) ST-220, (E) ST-224. Each phylogeny is rooted at the midpoint of the branch where outgroups attach. Isolate A013-SM113-09-06-1993 in (B) is a novel single-locus variant of ST-39 and is included as an outgroup. UltraFast bootstrap support is indicated only in clades with ≥ 95% support. Scale bars are in units of SNPs/site. Isolate names are presented in the format “Patient_Identification_Number-Isolate_Identification_Number-dd-mm-yyyy”.
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FIGURE 4
Neighbor-joining phylogeny constructed from wgMLST allele data from all isolates sequenced in this study. STs are indicated by text and colored bands on the right. Isolate names are presented in the format “Patient_Identification_Number-Isolate_Identification_Number-dd-mm-yyyy”.



TABLE 4    Summary of intra- and inter-patient pairwise genetic distances stratified by ST.
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The overall rate of SNP accumulation across all patients was estimated to be 8.4 SNPs/year. Mutation rates varied by ST and ranged from 1.65 to 45.2 SNPs/year (Supplementary Table 8). Only ST-365’s mutation rate (45.2 SNPs/year) suggested a possible hypermutating strain. However, no elevated transition/transversion (Ts/Tv) ratios were observed among isolates from any ST (mean 2.14, range 1.78–2.28), including among ST-365 isolates. Further, only three isolates (ST-Novel 1 isolate SM113, ST-39 isolates SM141 and SM090) had any frameshift, loss of start codon, or stop-codon introducing mutations in genes involved in DNA mismatch repair (mutS, mutL, and uvrD). Specifically, these three isolates had the same 23 bp deletion in mutL leading to a frameshift and loss of the start codon, but none exhibited elevated mutation rates. A median of 4,472.5 coding sequences (IQR 4,311.75–4,472.5) were annotated per isolate genome. Intra-pwCF isolates exhibited greater variability in relatedness with respect to differences in gene content than SNPs/wgMLST alleles and could be as different from one another as to isolates from another pwCF. The pairwise number of genes present/absent among intra-pwCF isolates ranged from 6 to 608 genes (median 86, IQR 33.5–289), whereas the inter-pwCF equivalent was 311–1,195 genes (IQR 4,311.75–4,472.5). Clustering patterns based on gene presence/absence also recovered the clonal relationships observed in SNP/wgMLST allele phylogenies but with longer branches between even closely related isolates (Supplementary Figure 5).



3.5. Transmission

The potential for patient-to-patient transmission of S. maltophilia among patients within shared STs was simultaneously investigated using four complementary analyses: SNP/wgMLST distances, phylogenetics, gene content analysis, and six-month carriage overlap. Collectively, sixteen pairs of patients were identified among the five shared STs (median one patient pair per shared ST, range 1–10), for eleven of which ≥ 2 isolates were available for at least one pwCF in the pair (Tables 4, 5). Of the sixteen pairs of patients analyzed, nine pairs had no analyses supporting transmission, and seven pairs had one analysis supporting potential for transmission. In no pairs of patients was support for transmission provided by ≥ 2 analyses.


TABLE 5    Assessment for infection transmission risk within patient pairs among all identified shared STs.
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ST-specific SNP and wgMLST allele distances were smaller among intra-pwCF isolate pairs than inter-pwCF isolate pairs in all but one case. Specifically, patient A057’s single isolate (ST-199) was similarly distant to A055’s isolates as the observed SNP distances between some of patient A344’s isolates (ST-365). However, these latter distances may represent a separate, distinctly acquired sub-strain in this pwCF or a hypermutating strain, and this overlap was not observed among wgMLST allele distances. Phylogenetic support for transmission was not observed for any isolate pairs (Figure 3). In all cases where ≥ 2 isolates were available for at least one patient in a given pair, isolates clustered by patient with shorter branches to other isolates from the same patient than to isolate(s) from other patients. Similarly, gene content support was not observed, as hierarchical clustering recovered the same clonal relationships as phylogenetic analysis, albeit with longer branches between some intra-patient isolates (Supplementary Figure 5). Carriage support was the most common and observed for six pairs of isolates, likely due to the non-stringent definition of carriage support (6-month window).



3.6. Multi-mutated genes

One-hundred ninety-eight protein coding genes from 42 isolates belonging to 11 pwCF across nine STs (i.e., all isolates from pwCF with ≥ 2 isolate sequenced) were identified with mutations arising during infection in CF (“SmCF genes”); 1,042 genes had mutations acquired outside of CF infection (“non-adaptive genes”). Mutations in SmCF genes were more likely to be both non-synonymous (Fisher’s exact test adjusted p = 0.0065) and stop-codon introducing mutations (adjusted p = 0.0031) than synonymous, compared to mutations in non-adaptive genes. Enrichment analysis did not identify any gene ontology (GO) categories significantly associated with SmCF vs. non-adaptive genes, however.

Fourteen SmCF genes were multi-mutated over time in pwCF across STs, two were multi-mutated across and within STs, and eight were multi-mutated only within STs; three multi-mutated intergenic regions were also identified (Supplementary Table 9). Neither multi-mutated SmCF nor non-adaptive genes were more likely to have non-synonymous or stop-codon introducing mutations than synonymous mutations compared to their non-multi-mutated counterparts, respectively (Fisher’s exact test unadjusted and adjusted p > 0.05). Similarly, mutations in SmCF multi-mutated genes were not more likely to be non-synonymous (unadjusted and adjusted p > 0.05) nor stop-codon introducing mutations compared to mutations in multi-mutated non-adaptive genes, but a trend was observed among stop-codon introducing mutations (unadjusted p = 0.004, adjusted p = 0.059). When SmCF multi-mutated genes were separated into across-ST and within-ST subcategories and compared, a trend favoring non-synonymous (unadjusted p = 0.004, adjusted p = 0.055) but not stop-codon introducing (unadjusted and adjusted p > 0.05) mutations was observed. Neither across-ST nor within-ST multi-mutated SmCF genes were more likely to have non-synonymous or stop-codon introducing mutations than synonymous mutations compared to non-multi-mutated SmCF genes, although trends were observed among non-synonymous mutations in the across-ST (unadjusted p = 0.065, adjusted p > 0.05) and within-ST (unadjusted p = 0.018, adjusted p > 0.05) groups, and among stop-codon introducing mutations in the across-ST group (unadjusted p = 0.077, adjusted p > 0.05). No SmCF genes were found to be significantly more likely to mutate on the basis of sex, although two genes [GDP-mannose 4,6-dehydratase (EC 4.2.1.47) and an epimerase/dehydratase protein] displayed trends (unadjusted p = 0.083) in being more likely to mutate in male relative female pwCF.

Multi-mutated regions included a variety of genes and intergenic regions (Supplementary Table 9). Notably, two multi-mutated intergenic regions were clustered around the same set of genes involved in iron acquisition (an outer membrane hemin receptor and hemin uptake protein HemP/HmuP), both of which were also (singly) mutated during CF lung infection. Multi-mutated genes included genes associated with efflux transporters, basic metabolism, protein transport, virulence, and hypothetical proteins. For example, the smeT gene (a repressor of the SmeDEF efflux transporter system) had acquired two independent non-synonymous mutations, including a Leu166Gln mutation found in nine isolates from a single patient.



3.7. Clinical outcomes

Fifty-four pwCF (65.9%) progressed to end-stage lung disease (defined as ppFEV1 < 40) during their time at the clinic. Amongst those with advanced lung disease, 23 (28.0%) required lung transplantation. In total, 39 (47.6%) died during the study period. PwCF who succumbed to end-stage lung disease or received transplants were not more likely to have been infected with multiple strain types as compared to those who had stable lung function [14 (25.9%) vs. 6 (21.4%), p = 0.79]. Patients who were infected with a shared clone (≥ 2 patients) were not more likely progress to end stage lung disease as compared to those with stable lung function [6 (11.1%) vs. 4 (14.3%), p = 0.73]. In particular, infection with ST-5, infecting 5 individuals did not portend a worse prognosis (p = 0.83).




4. Discussion

We retrospectively analyzed a large, comprehensive collection of S. maltophilia isolates from all pwCF attending the Southern Alberta Adult CF Clinic collected over 37 years in order to understand the natural history of infection and potential for pwCF-pwCF infection transmission. Approximately a quarter of pwCF attending the clinic had ≥ 1 S. maltophilia positive sputum culture over the study duration, but the prevalence over time was lower and relatively constant (16.2% in 5-year windows and 8.74% in 1-year windows). This prevalence of infection in pwCF is greater than that reported in some (Goss et al., 2004) but not other (Capaldo et al., 2020) studies. While most patients had infection with only a single strain, detection of multiple S. maltophilia strains over time was common, as previously reported (Vidigal et al., 2014; Pompilio et al., 2016; Chung et al., 2017; Esposito et al., 2017), but co-infection was not. The persistence of pulsotypes recovered from multiple sputum cultures and their duration observed here is consistent with similar findings by Esposito et al. (2017) but is somewhat different from the lower diversity and prolonged infection by individuals strain observed for Pseudomonas aeruginosa (Jelsbak et al., 2007; Fernández-Olmos et al., 2013).

Individual strains were mostly clonal, with SNP and wgMLST allele distances consistent with close relatedness. However, even clonal isolates could often be differentiated by their gene content, suggesting that the gain/loss of genes may contribute more to the genetic diversity of these strains than mutation. Most patients carried unique strains, and while shared, genetically closely related strains were observed in some pwCF, patient-to-patient associated transmission, and infection within the healthcare system, was considered unlikely due to a lack of supporting evidence. In contrast to some previous studies (Vidigal et al., 2014; Esposito et al., 2017) but consistent with Pompilio et al. (2016), based on our analysis of mutation rates, transition/transversion ratios, and analysis of mutations in MMR genes, we did not identify a significant proportion of hypermutating strains in our panel of isolates. Indeed, we identified only three isolates from one patient exhibiting an elevated collective mutation rate (but not Ts/Tv ratio and no mutations in MMR genes) consistent with hypermutation. However, as only a small subset of isolates underwent WGS, it is possible hypermutators are present among non-sequenced isolates. Our estimated overall rate of mutation accumulation (8.4 SNPs/year) is consistent with a similar estimate (8 SNPs/year) from a recent study of 552 isolates from 23 sites of the lungs of a CF patient (Chung et al., 2017) and broadly consistent with some rate estimates reported for other CF pathogens (Cramer et al., 2011; Lieberman et al., 2011; Marvig et al., 2013, 2015; Markussen et al., 2014; Silva et al., 2016; Viberg et al., 2017; Gabrielaite et al., 2021; Khademi et al., 2021). Several previous studies of S. maltophilia in CF have calculated rifampin mutation frequencies on a per-isolate basis and observed variably increasing/decreasing rates over time (Vidigal et al., 2014; Pompilio et al., 2016; Esposito et al., 2017) but given that our rates were estimated using computational methods and per-ST, our data are not directly comparable.

A limitation of current studies of S. maltophilia in CF is their inclusion of relatively small numbers of patients (typically only those chronically infected) and short study periods [with infrequent studies extending up to 10 years (Esposito et al., 2017)]. Thus, comprehensive longitudinal clinic-wide assessments of S. maltophilia infection in CF are lacking. Further, most studies have used traditional molecular strain typing methods [rep-PCR and pulsed-field gel electrophoresis (PFGE)] for strain assessment (Vidigal et al., 2014; Pompilio et al., 2016, 2020), with only a single study using whole-genome sequencing (WGS) on multiple chronically infected patients (Esposito et al., 2017). This latter point is particularly relevant, as many studies have identified a significant proportion of patients with shared strains (as defined by molecular methods). While shared strains as determined through molecular methods may indicate the potential for infection transmission (Stapleton et al., 2020; Gabrielaite et al., 2021), it is not sufficient to identify a transmission event (Parkins et al., 2018; Doyle et al., 2020; Izydorczyk et al., 2020, 2022). This is key, as independent acquisition of the same strain without a CF intermediary is well known to occur with other CF pathogens (Doyle et al., 2020; Izydorczyk et al., 2020; Stapleton et al., 2020), confounding our ability to understand infection transmission. To date, no studies of S. maltophilia in CF have investigated its potential to spread between patients.

By utilizing the Calgary Adult CF Clinic Biobank−a unique, one-of-a-kind resource−we were able to provide a broad picture of S. maltophilia infection dynamics, genetic diversity, and potential for clinic-associated patient-to-patient infection transmission across an entire CF clinic over a period of 37 years. While previous studies of S. maltophilia in CF focused on detailed analyses of many isolates from individual patients (Pompilio et al., 2016; Chung et al., 2017), utilized molecular methods as a baseline for strain typing (Vidigal et al., 2014; Pompilio et al., 2020), or focused on relatively small numbers of patients over short timeframes (Esposito et al., 2017), we demonstrated the pertinence of their findings to the entire clinic level. At the same time, we were able to achieve a finer resolution in the patterns and relationships of infecting strains compared to previous works (Esposito et al., 2017) by analyzing sequenced isolates in an ST-specific manner. Indeed, it is now well recognized that the choice of reference genome in SNP calling-based studies is critical and that single-reference analyses are inadequate (Valiente-Mullor et al., 2021).

And while others have reported infection with S. maltophilia portends a worsened prognosis relative to those uninfected (Waters et al., 2011, 2012, 2013; Com et al., 2014; Cogen et al., 2015; Barsky et al., 2017; Berdah et al., 2018), we did not observe differences in our cohort based on whether a strain was shared or unique to a single individual, or whether pwCF carried multiple strain types over time versus were only ever infected with a single strain type, as has been observed with other species such as P. aeruginosa (Parkins et al., 2018).

Recently, S. maltophilia has been suggested to exist as a species complex consisting of 23 “species-like lineages” (Gröschel et al., 2020). This may partially explain the high level of strain diversity and rapid changes in infecting strain type observed in this work, since a very diverse pool of potentially infectious strains exists under the same species classification. Our results are in agreement with the previous finding that detection of multiple S. maltophilia strains over time is common (Vidigal et al., 2014; Pompilio et al., 2016; Chung et al., 2017; Esposito et al., 2017) and extend previous studies by demonstrating that this pattern may persist for several decades. This pattern of rapid strain acquisition is also consistent with a hypothesis of independent environmental acquisition as the source of new infections in pwCF in CF cohorts with adequate infection control protocols, as has been suggested for other CF pathogens (Yan et al., 2019; Doyle et al., 2020; Stapleton et al., 2020). This is further supported by a lack of epidemiological evidence for infection transmission, and the clonal nature of intra-pwCF strains. The low proportion of pwCF with shared strains here (13.5%) is consistent with some previous studies (Esposito et al., 2017). The clonal nature of intra-pwCF strains is also in line with observations of other CF pathogens (Caballero et al., 2015). No evidence of the circulation of any epidemic strains was observed, unlike what has been commonly observed in some strains of P. aeruginosa, Burkholderia cenocepacia, and Mycobacterium abscessus massiliense (Ledson et al., 1998; Parkins et al., 2018).

Since most intra-pwCF isolates were clonal with limited SNP and wgMLST allele diversity but could differ from one another to the same degree as from isolates from different pwCF with respect to gene content, our data suggests that gene gain/loss may be a stronger driver of S. maltophilia evolution in CF. Indeed, it has been suggested that S. maltophilia as a species evolves primarily via recombination and gene gain/loss (Yu et al., 2016), and our data supports this to be the case in CF as well. However, our analysis of mutations arising during infection in CF found that these were enriched in non-synonymous and stop codon-introducing mutations compared to mutations separating strains prior to their introduction to the CF airways, suggesting that at least some of these genes may be under adaptive pressure (Diaz Caballero et al., 2018). While not statistically significant, similar mutational spectral trends were observed for SmCF genes with multiple mutations across STs and within STs as well. Indeed, multiple independent mutations at a given locus may be indicative of adaptive pressure on the locus (Wood et al., 2005; Arendt and Reznick, 2008; Bailey et al., 2015), which we observed in sixteen loci across STs and eight loci within STs, further suggesting that selection acting on mutations is also present within these strains.

Adaptation of bacterial pathogens to the CF lung environment is well recognized, including for S. maltophilia, and includes changes such as attenuation of virulence, development of antimicrobial resistance, and alteration of metabolism, nutrient acquisition, and gene regulation, among others (Lieberman et al., 2011; Winstanley et al., 2016; Menetrey et al., 2021). We identified a collective 24 genes and three intergenic regions that mutated more than once across all pwCF. Indeed, the accumulation of multiple independent mutations in a given gene may be an indicator of adaptive pressures from CF-associated infections acting on that gene, as may a higher ratio of non-synonymous to synonymous mutations (Caballero et al., 2015; Diaz Caballero et al., 2018). Among multi-mutated genes, the smeT gene encoding a repressor of the SmeDEF efflux transporter system was mutated two times (once in two different STs). One of these mutations was a Leu166Gln mutation previously associated with SmeDEF efflux pump overexpression (Sánchez et al., 2002). Further, two doubly mutated intergenic regions associated with iron acquisition were identified. Both efflux and iron acquisition are systems known to undergo mutation and adaptation in the CF lung environment in P. aeruginosa and S. maltophilia (Winstanley et al., 2016; Menetrey et al., 2021), and we highlight these here to corroborate our results with previous works. We recognize several limitations of this work. Firstly, as a single-center retrospective analysis, we were limited to previously sampled isolates at a single Canadian clinic, with varying numbers sampled from different patients. Thus, some patients may have had denser sampling than others based on frequency of healthcare encounters. Moreover, given the magnitude of the collection in the Calgary Adult CF Clinic Biobank, only one S. maltophilia isolate per morphologically distinct colony type is stored per sputum culture. As such, we were limited to a single representative isolate and unable to measure strain diversity at any single point in time within a given sputum culture. In some cases, this meant that only a single isolate was available for a given pwCF, limiting the types of phylogenetic relationships and inferences (i.e., estimation of mutation rates) that could be observed for inferring transmission. The magnitude of the collection in the Calgary Adult CF Clinic Biobank also meant that we had to select at most yearly isolates per pwCF for typing so that not every S. maltophilia isolate was typed by PFGE (162 isolates were typed by PFGE) and not all PFGE typed isolates were sequenced (only 54 isolates underwent WGS). Selecting isolates to sequence based on PFGE typing is also a limitation in that we were limited in initial resolution by PFGE, and as we observed, PFGE pulsotypes do not always correspond to equivalent STs. Lastly, the draft nature of genome sequencing performed also means that the gene content of sequenced isolates may not be perfectly known.

In conclusion, we have demonstrated that S. maltophilia infection in pwCF are a random draw from the broader S. maltophilia species complex diversity. Infection within individual pwCF is driven by unique strains that are likely of environmental origins, as observed with other CF pathogens. While some patients may carry genetically related strains, these do not appear to be associated with patient-to-patient transmission but more likely with independent acquisition from environmental sources. The infection process is largely clonal at the SNP level, but significant diversity is present and driven by differences in gene content within strains.
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Acinetobacter baumannii is increasingly associated with various epidemics, representing a serious concern due to the broad level of antimicrobial resistance and clinical manifestations. During the last decades, A. baumannii has emerged as a major pathogen in vulnerable and critically ill patients. Bacteremia, pneumonia, urinary tract, and skin and soft tissue infections are the most common presentations of A. baumannii, with attributable mortality rates approaching 35%. Carbapenems have been considered the first choice to treat A. baumannii infections. However, due to the widespread prevalence of carbapenem-resistant A. baumannii (CRAB), colistin represents the main therapeutic option, while the role of the new siderophore cephalosporin cefiderocol still needs to be ascertained. Furthermore, high clinical failure rates have been reported for colistin monotherapy when used to treat CRAB infections. Thus, the most effective antibiotic combination remains disputed. In addition to its ability to develop antibiotic resistance, A. baumannii is also known to form biofilm on medical devices, including central venous catheters or endotracheal tubes. Thus, the worrisome spread of biofilm-producing strains in multidrug-resistant populations of A. baumannii poses a significant treatment challenge. This review provides an updated account of antimicrobial resistance patterns and biofilm-mediated tolerance in A. baumannii infections with a special focus on fragile and critically ill patients.
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Introduction

Acinetobacter baumannii is an opportunistic pathogen causing severe nosocomial infections (Gonzalez-Villoria and Valverde-Garduno, 2016; Morris et al., 2019). The global estimated incidence rate of A. baumannii infections is approximately 1 million cases annually, with high crude mortality rates, particularly in critically ill patients (Peleg et al., 2008; Magill et al., 2014; Lob et al., 2016; Piperaki et al., 2019; Ma and McClean, 2021). Over the last 30 years, A. baumannii has emerged as one of the most troublesome pathogens for healthcare institutions, but it rarely causes disease outside of the healthcare setting (Wong et al., 2017). The clinical significance of A. baumannii has been raised due to its ability to acquire antibiotic resistance and tolerate desiccation. Indeed, multidrug-resistant (MDR), extensively drug-resistant (XDR), and A. baumannii isolates resistant to all clinically available antibiotics (pan-drug resistant—PDR) have been reported worldwide (Piperaki et al., 2019; Weinberg et al., 2020). The rates of MDR are approximately four times higher than those described for other major nosocomial pathogens (Hamidian and Nigro, 2019). Currently, 45% of all A. baumannii isolates are classified as MDR, with peaks of 70% in South America, Asia, and Europe (Giammanco et al., 2017; Hamidian and Nigro, 2019). These observations place A. baumannii among the most problematic nosocomial ESKAPE (Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa, and Enterobacter spp) pathogens, and a “high priority” by the World Health Organization (WHO) and Centers for Disease Control and Prevention [CDC; Tacconelli et al., 2018; Tiku, 2022].

The ability to acquire antibiotic resistance, the environmental persistence, along with the absence of identified toxins in its genome suggest that the virulence potential of A. baumannii resides in the ability to survive for prolonged periods throughout a hospital environment (Whiteway et al., 2022). Indeed, adhering to plastics allows A. baumannii to colonize endotracheal tubes or central venous catheters, thus increasing its persistence and transmission in hospitalized patients (Peleg et al., 2008; Roca et al., 2012). In particular, A. baumannii has been demonstrated to grow as a biofilm on different materials, including health-care-associated equipment, porcelain, stainless steel, rubber, endotracheal tubes, polycarbonate plastic, and polypropylene plastic (Greene et al., 2016a,b). Biofilm formation contributes significantly to establishing medical-device-associated infections conferring a high desiccation resistance and survival of A. baumannii isolates (Pour et al., 2011; Greene et al., 2016a,b). Recent reports also suggested that biofilm-producing A. baumannii strains are commonly isolated from intensive care units and in oncological patients (Zeighami et al., 2019; Asaad et al., 2021; Di Domenico et al., 2021; Roy et al., 2022). MDR A. baumannii (MDRAB) forms robust biofilms, both in the wound and on occlusive dressings in the skin and soft-tissue infections (Thompson et al., 2014). Notably, A. baumannii exhibits several adhesive and protective elements that significantly contribute to the formation and maintenance of biofilms, thus increasing tolerance to environmental stressors (Greene et al., 2016a,b). Biofilm is also important to the virulence of A. baumannii because it facilitates horizontal gene transfer (HGT) of antibiotic-resistance mobile elements while physically protecting bacteria from the immune system (Eze et al., 2018; Harding et al., 2018).

Infections caused by MDRAB in immunocompromised individuals result from complex relationships between several factors, including A. baumannii pathogenicity, the fitness costs of resistance, the site-specific microflora composition of the human host, and the selective forces following clinical interventions such as antibiotic therapy. Therefore, understanding the consequences of mutations driving antibiotic resistance and the worrisome convergence of virulent traits, including biofilm production, has important implications for controlling the spread of A. baumannii and developing novel treatment strategies in critically ill patients.

This review provides an updated analysis of antimicrobial resistance mechanisms and biofilm-mediated tolerance in A. baumannii. Moreover, we discuss current therapeutic options for carbapenem-resistant A. baumannii (CRAB) infections, with a special focus on fragile and critically ill patients.



Virulence and pathogenicity

Various studies have revealed that A. baumannii owns more human virulence potential than other Acinetobacter spp. In particular, A. baumannii resists macrophage uptake and grows better at 37°C than other species (Tayabali et al., 2012). Some elements, such as the outer membrane proteins (OMP), secretion systems, immunity interaction, or adhesion to the host cells, are highly characterized by virulence and pathogenicity in A. baumannii (Morris et al., 2019; Tiku, 2022).


Outer membrane proteins and outer membrane vesicles

Outer membrane proteins (OMPs) are a class of integral membrane proteins anchored in the outer membrane with a β-barrel structure. OmpA is one of the most abundant porins in the outer membrane of A. baumannii (Park et al., 2011; Uppalapati et al., 2020). OmpA is connected to the diaminopimelic acid of the peptidoglycan by two conserved residues (Asp271 and Arg286) in its periplasmic C-terminal domain (Park et al., 2012.). These characteristics give OmpA high stability in the membrane and the capability to fight against harsh environments (Moon et al., 2012). Indeed, being exposed to the outside of the bacterial cell OmpA provides the first line of contact between the bacterium and its surroundings. Given its central position, OmpA acts as an adhesion factor in virulence, channels for the uptake of nutrients, siderophore receptors, and enzymes such as proteases and lipases. Three OMPs were identified as fibronectin-binding proteins, such as OmpA, TonB-dependent copper receptor, and 34 kDa Omp (Smani et al., 2012). OmpA forms a non-selective channel in bacterial outer membranes that permits the passage of ions and other solutes (Sugawara and Nikaido, 2012; Confer and Ayalew, 2013). Furthermore, OmpA contributes to the antimicrobial resistance of A. baumannii (Sugawara and Nikaido, 2012; Smani et al., 2014). Indeed, disrupting the OmpA gene decreases the minimal inhibitory concentrations (MICs) of aztreonam, chloramphenicol, and nalidixic acid by 8, 8, and 2.7-fold, respectively. This data suggests that OmpA participates in the extrusion of antibiotics from the periplasmic space through the outer membrane and couples with inner membrane efflux systems (Smani et al., 2014). In A. baumannii, OmpA serves multiple functions, both in vitro and in vivo, including adherence to epithelia, induction of epithelial cell death, drug resistance, channels for the uptake of nutrients, siderophore receptors, binding to factor H (Choi et al., 2005, 2008; Gaddy et al., 2009; Kim et al., 2009). OmpA enhances the survival and persistence of A. baumannii by facilitating biofilm formation (Gaddy et al., 2009; Shin et al., 2009). In particular, outer membrane receptor proteins are significantly upregulated in biofilm than in planktonic cultures (Shin et al., 2009). Moreover, it has been reported that overexpression of OmpA represents a significant risk factor for pneumonia, bacteremia, and enhanced mortality in patients infected with A. baumannii (Sánchez-Encinales et al., 2017). In A. baumannii, virulence factors, including OmpA and certain tissue-degrading enzymes, are delivered to host cells via OMVs (Jin et al., 2011). OMVs are spherical elements with a 20–200 nm diameter, secreted by various Gram-negative pathogenic bacteria (Kulp and Kuehn, 2010). They mainly comprise lipopolysaccharide (LPS), outer membrane and periplasmic proteins, phospholipids, and nucleic acids, representing delivery vehicles for bacterial effectors to host cells (Ellis and Kuehn, 2010). OMVs are central in delivering A. baumannii virulence factors, including OmpA, and certain tissue-degrading enzymes, such as proteases and phospholipases (Lee et al., 2017). Furthermore, OmpA has the highest content in OMVs, which is involved in the mitochondrial decomposition of the host’s cell apoptosis (Choi et al., 2005; Tiku et al., 2021).



Phospholipase

Phospholipases are lipolytic enzyme essential for phospholipid metabolism and a major virulence factor in many Gram-negative bacteria. Phospholipids are the primary building blocks of biological membranes and a carbon and energy source in the human host. In A. baumannii, have been identified two phospholipases C (A1S_0043 and A1S_2055) and three phospholipases D (PLD1, PLD2, PLD3), all with substrate specificity toward the eukaryotic membrane component phosphatidylcholine (PC; Flores-Díaz et al., 2016). PC is abundant in eukaryotic membranes representing 50% of all phospholipids and increasing up to 80% in the lung and tracheobronchial secretions (Girod et al., 1992; Bernhard et al., 2001; Tomaras et al., 2003) Experimental evidence suggests that it may serve as a nutrient source during lung infections by pathogens like Pseudomonas aeruginosa and A. baumannii (McConnell et al., 2013; Sun et al., 2014; Özarslan et al., 2023). Phospholipids’ degradation compromises the stability of host cell membranes, interfering with cellular signaling, thus resulting in changes in the host immune response (Flores-Díaz et al., 2016). In particular, the 1,2-diacylglycerol released by cellular phospholipases C plays roles in modifying biophysical membrane properties, including charge, fluidity, and permeability, and can recruit cytosolic proteins that induce spatial reorganization of signaling complexes, which in turn affect diverse cellular processes (Toker, 2005; Flores-Díaz et al., 2016). Consequently, products generated by bacterial phospholipases could affect the immune response and promote the infection’s establishment or progression (van der Meer-Janssen et al., 2010). In A. baumannii, phospholipases D concertedly promote serum resistance, epithelial cell invasion, and in vivo pathogenesis (Jacobs et al., 2010; Stahl et al., 2015). Interestingly, PLD1 and PLD2 appear to result from a gene duplication characterized by the HxKx4Dx6GSxN (HKD) pattern similar to eukaryotic cells and required for catalytic activity (Stahl et al., 2015). Despite their similarity, PLD2 is more important for invasion and virulence than the other two PLDs (Jacobs et al., 2010; Stahl et al., 2015). Since phospholipases are conserved across numerous strains of A. baumannii and are essential for host invasion, they may represent promising targets for developing enzyme inhibitors and potential vaccine candidates to limit the impacts on human diseases (Flores-Díaz et al., 2016).



Protein secretion systems

The Type II secretion system (T2SS) is a two-step process, dependent on the general secretory pathway (Sec) or the Twin-arginine (Tat) system for substrate translocation to the periplasm before secretion in the extracellular environment (Weber et al., 2017). The T2SS was first described in A. baumannii ATCC17978, with the specific apparatus encoded by genes designated, general secretory pathway (GspA-O), located in six separate operons (Eijkelkamp, 2014). Secretion of type II effector proteins includes enzymes such as lipase, elastase, alkaline phosphatase, and phospholipases, which are essential for A. baumannii virulence (Elhosseiny and Attia, 2018). In A. baumannii, major T2SS effectors include the metalloendopeptidase, CpaA, and the lipases, LipA and LipH (Johnson et al., 2016; Weber et al., 2017). Secretion of CpaA and LipA requires specific membrane-associated chaperones CpaB and LipB (Zheng et al., 2013; Harding, 2016). In particular, LipA contributes to extracellular lipolytic activity by using long-chain fatty acids as carbon sources for growth and may use fatty acids derived through lipid hydrolysis as signaling molecules allowing bacterial escape from innate immunity (Johnson et al., 2016; Lee et al., 2017). In addition, CpaA is a zinc-dependent metalloendopeptidase forming an active complex with its chaperone (CpaAB), essential for secretion. It targets the common coagulation pathway by interfering with fibrinogen, factor XII and factor V, disrupting blood clotting and allowing the dissemination and colonization of A. baumannii (Waack et al., 2018; Urusova et al., 2019). Moreover, mutations in gspD and lipA showed a significant virulence reduction in both G. mellonella and murine models (Harding, 2016; Johnson et al., 2016).

Previous studies showed that A. baumannii strains produce a type VI secretion system (T6SS) involved in interbacterial competition (Fitzsimons et al., 2018). The T6SS is a complex nanomachine structurally and mechanistically analogous to an intracellular membrane-attached contractile phage tail (Cianfanelli et al., 2016). T6SS is an efficient weapon that can inject toxic effectors into the extracellular environment or directly into eukaryotic or prokaryotic cells (Cianfanelli et al., 2016). In addition, this system is implicated in bacterial competition and DNA uptake released by the prey cells, which promotes horizontal gene transfer (HGT; Weber et al., 2017). Indeed, HGT plays a significant role in the spread of antibiotic resistance cassettes and pathogenicity islands. Therefore, the potential involvement of T6SS in acquiring antibiotic resistance in A. baumannii has attracted considerable attention (Weber et al., 2017). It remains to be determined what, if any, benefit the T6SS may provide to A. baumannii during infection. In particular, G. mellonella infected with A. baumannii defective for the T6SS did not succumb to infection as quickly as did worms infected with the wild-type but were killed to the same extent at later time points (Repizo et al., 2015).




Multiple antibiotic-resistance mechanisms

Increasing reports of the hospital- and community-acquired MDRAB infections are accumulating worldwide (Assimakopoulos et al., 2019; Girija and Priyadharsini, 2019; Darby et al., 2023; Mangioni et al., 2023). In addition to its intrinsic resistance to antibiotics, A. baumannii can acquire new functions by HGT, enabling rapid dissemination and maintenance of resistance genes between different isolates (Decré, 2012). Indeed, the European Centre for Disease Prevention and Control’s (ECDC) reported that from 2012 to 2020 in Europe, there had been an increase of 3.4% of A. baumannii strains resistant to fluoroquinolones, aminoglycosides, and carbapenems and an alarming rise of 11.3% (217 to 2,451 isolates) in Italy only.


Fluoroquinolones

The quinones/fluoroquinolones are antibiotics that inhibit two enzymes involved in DNA synthesis: DNA gyrases and Topoisomerase IV. A. baumannii has genetic mutations providing resistance. Mutations in the gyrA and parC genes of the DNA gyrase subunit and Topoisomerase IV subunit C play a major role in conferring direct antibiotic resistance (Roy et al., 2021). Other important antibiotic resistance mechanisms of A. baumannii involve efflux pumps, permeability defects, and alteration of the target site (Figure 1). More generally, three resistance-nodulation cell division (RND)-family efflux pump systems, such as AdeABC, AdeFGH, and AdeIJK, and the multi-antimicrobial extrusion protein family (MATE) efflux pump in A. baumannii are overexpressed due to amino acid substitutions in their regulatory genes (Fernandez and Hancock, 2013; Sun et al., 2014; Darby et al., 2023). These two systems allow a broad spectrum of antibiotic resistance to aminoglycoside, chloramphenicol, erythromycin, tetracycline, and tigecycline (Magnet et al., 2001; Fournier et al., 2006; Vila et al., 2007). The plasmid-encoded qepA gene is an efflux pump belonging to the major facilitator superfamily that decreases susceptibility to hydrophilic fluoroquinolones, especially ciprofloxacin (Jacoby et al., 2014). With less antibiotic resistance efficiency, mutations in the aminoglycoside transferase AAC(6′)-Ib-Cr by Tryp102Arg and Asp179Typ substitution permit N-acetylation modification of two fluoroquinolones (ciprofloxacin and norfloxacin; Roy et al., 2021; Venkataramana et al., 2022).
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FIGURE 1
 The main antibiotics resistance mechanisms of Acinetobacter baumannii. The resistance mechanisms are divided into six categories. (A) The permeability defects are due to porins modification, such as the carbapenem-associated outer membrane protein (CarO) and the OMP family. (B) The one-step or two-step drug extrusion from the cytosol to the outer membrane via the efflux pumps family. Among them, the resistance-nodulation-division superfamily (RND-superfamily) takes over the drug from the cytoplasm or the periplasm by its AdeABC, AdeIJK, or AdeFGH efflux pumps system. The major facilitator superfamily (MFS; e.g., TetA, TetB, CmlA, CraA, AmvA, AbaF), the multidrug and toxic compound extrusion (MATE) transporter family (e.g., AbeM), and the small multidrug resistance (SMR) transporter (e.g., AbeS) are H+ and Na+ coupled multidrug efflux pumps at the inner membrane. (C) The hydrolysis of β-lactam antibiotics by β-lactamases. Acinetobacter baumannii β-lactamases are classified into four molecular classes: class A (e.g., TEM, GES, PER, CTX-M, SCO, VEB, KPC, CRAB enzyme family), class B (e.g., IMP, VIM, NDM, SIM enzyme family), class C (e.g., Amp family) and class D (e.g., OXA subgroups enzyme family). (D) The complete loss of LPS by inactivating the lipid A biosynthesis genes (lpxA, lpxC, and lpxD) results in colistin resistance. (E) The aminoglycoside-modifying enzymes classified in three class acetyltransferases [e.g., AAC3, AAC(6′)], adenyltransferases [e.g., ANT(2″), ANT(3″)], and phosphotransferases [e.g., APH(3″), APH(3′)]. (F) The alteration of targeted sites of TetM confers ribosomal protection against tetracycline, and GyrA subunit modification of DNA gyrase confers resistance to quinolone.




Aminoglycosides

The aminoglycosides antibiotic family inhibits protein synthesis by binding to the 16S ribosomal RNA of the 30S ribosome, with high affinity. Two main mechanisms, involving aminoglycoside modifying enzymes and RNA 16S methylase modification, are associated with increased resistance. Several reports reviewing clinical A. baumannii isolates find a match in genes coding for aminoglycosides enzymes modification ant(3″)-I, aac(3)-I, aph(3′)-I, aac(6′)-Ib and aph(3′)-IIb; and a gene coding for an rRNA 16S methylase armA allowing a high antibiotic resistance (Nie et al., 2014; Hasani et al., 2016).



β-lactam resistance in Acinetobacter baumannii

Carbapenems are the most important class of antibiotics against A. baumannii and, generally, for Gram-positive and negative isolates (Meletis, 2016). Indeed, carbapenems are considered the drugs of choice to treat A. baumannii infections and the first-line agents for empirical therapy in areas with low rates of resistant strains (Pandey and Cascella, 2022). However, different mechanisms of β-lactam resistance have been described resulting in overexpression of OXA β-lactamases and chromosomal cephalosporinases, which have been classified as Acinetobacter-derived cephalosporinases (ADCs; Paton et al., 1993). The ADCs overexpression is caused by an insertion sequence (ISAba1) close to these resistance genes (Heritier et al., 2006). The first ADC gene was reported in Spain in 2000 (Bou and Martínez-Beltrán, 2000). Currently, several variants have been described worldwide conferring resistance against penicillins, extended-spectrum cephalosporins, monobactam (aztreonam), and β-lactamase inhibitors (sulbactam; Rodríguez-Martínez et al., 2010; Tian et al., 2011; Kuo et al., 2015; Ingti et al., 2020). The extensive use of carbapenems has been regarded as one of the main risk factors promoting the emergence and spread of MDRAB (Garnacho-Montero et al., 2015). The most effective resistance mechanism is the acquisition of carbapenem-hydrolyzing enzymes. In CRABs, the most common are class D oxacillinases (OXA type) β-lactamases classified in subgroups, with more than 400 OXA-type enzymes identified. Specifically, OXA-23, OXA-24, OXA-51, and OXA-58 subgroups are widespread in A. baumannii (Evans et al., 2013). Nevertheless, other β-lactamases classes are involved in carbapenem resistance, such as class A β-lactamases and class B metallo-β-lactamases (MBLs; Smet et al., 2008). OXA-type β-lactamases (especially OXA-23) have also been commonly detected in cefiderocol-resistant A. baumannii clinical isolates (Iregui et al., 2020; Kohira et al., 2020; Abdul-Mutakabbir et al., 2021; Yamano et al., 2021). Moreover, PER-like β-lactamases and, to a lesser extent, NDM β-lactamases have been shown to contribute to a decreased susceptibility to cefiderocol (Poirel et al., 2021). Therefore, combined factors, including the presence of β-lactamases such as NDM-like enzymes, modification of the penicillin-binding proteins (target gene PBP-3), permeability defects associated with efflux overexpression and reduced expression or mutation of genes involved in the ion transport, might contribute to resistance to cefiderocol in A. baumannii (Malik et al., 2020; Wang et al., 2022). More seldom is the presence of mutations affecting iron transport genes (pirA and piuA) in cefiderocol-resistant A. baumannii isolates (Malik et al., 2020). The pirA and piuA genes encode components of the pyoverdine and ferric iron uptake systems, respectively. Cefiderocol is transported across the outer cell membrane via iron transporters; thus, mutations in these genes may reduce antibiotic susceptibility. Nevertheless, the finding that mutations in these iron transport genes are relatively rare in A. baumannii isolates may suggest that iron acquisition is central to A. baumannii survival and, at the same time, genes involved in drug efflux, cell envelope modification, and cell wall biosynthesis may be more efficient in providing resistance to cefiderocol (Moynié et al., 2017).



The emergence of colistin resistance in multidrug-resistant isolates

The increase in colistin treatments after the rise of CRAB has led to a critical emergence of resistant strains, particularly in the hospital environment (Katip et al., 2021a,b). The first recorded case of a colistin-resistant Acinetobacter sp. was in 1949 in the Czech Republic (Sun et al., 2020). Currently, the high-resistant clonal lineage of A. baumannii has been described across 12 hospitals in Italy, Greece, and Spain, with resistance rates for colistin of 50% (Nowak et al., 2017). Moreover, 42% of A. baumannii isolates causing bloodstream infections in intensive care unit (ICU) patients from a Greek hospital have been found resistant to colistin and directly linked to fulminant septic shock and high mortality (Papathanakos et al., 2020). Despite that discovery, the resistance mechanisms to colistin in A. baumannii are only partially understood. Colistin is positively charged and interacts electrostatically with the negatively charged phosphate groups of lipid A, the LPS component of Gram-negative bacilli outer membrane. Colistin’s binding causes displacement of calcium (Ca2+) and magnesium (Mg2+) ions, associated with lipid A phosphoresters, thus affecting the stability of the LPS molecules. Subsequently, colistin inserts its hydrophobic terminal acyl fatty chain, causing disruption and permeabilization of the outer membrane. When permeabilization occurs, colistin penetrates the outer membrane, affecting the integrity of the inner membrane’s phospholipid bilayer, leading to membrane destabilization and cell death (Rhouma et al., 2016; Novović and Jovčić, 2023). Unlike Gram-negative bacteria such as Salmonella spp., Escherichia coli, Klebsiella pneumoniae, and Pseudomonas aeruginosa, A. baumannii does not possess a PhoP/PhoQ two-component system. The primary polymyxin resistance mechanisms in A. baumannii relies on the PmrA/PmrB two-component system. The PmrA/PmrB is a major regulatory system implied in the lipid A modification (Hua et al., 2020) and is well-characterized in E. coli, P. aeruginosa, or K. pneumoniae (Chen and Groisman, 2013). The histidine-kinase PmrB sensor reacts to various stress conditions, such as low Mg2+ and Ca2+ concentrations, acid pH, and high Fe3+ concentrations (Figure 2).
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FIGURE 2
 Model for activation of the polymyxin resistance PmrA/PmrB two-component system in Acinetobacter baumannii. Resistance to polymyxins can be induced in response to various stress conditions, such as low Mg2+ and Ca2+ concentrations, acidic pH, and high Fe3+ concentrations, which activate the two-component system PmrA/PmrB. Once activated, PmrA/PmrB upregulates pmrC gene expression, which encodes lipid A phosphoethanolamine (PEtN) transferase that promotes the addition of PEtN to lipid A. PmrC upregulates naxD, which codes for an N-acetylhexosamine deacetylase involved in the deacetylation of the β-galactosamine and Lipid A modification. Alternatively, overexpression of the eptA gene, homolog to PmrC, promotes the addition of the cationic pEtN moiety to the lipid A of LPS. Lastly, the plasmid-mediated mobile colistin resistance (mcr) genes encode a phosphoethanolamine transferase that adds PEtN to lipid A residues lowering the binding affinity of colistin to its target site.


In Gram-negative bacteria, resistance to polymyxins results mostly from LPS modifications, which is the drug target. These modifications originate from the addition of cationic groups such as 4-amino-L-arabinose (L-Ara4N) and/or phosphoethanolamine (PEtN) on the lipid A (Ezadi et al., 2019). Unlike Enterobacterales, A. baumannii lacks all the genes of the arn operon required for L-Ara4N biosynthesis. Consequently, colistin resistance is caused by the addition of PEtN to the lipid A on position 1 or 4′ by the chromosomally-encoded EptA-like phosphoethanolamine transferase by the pmrC gene (El-Sayed Ahmed et al., 2020).

Mutations in the PmrAB system have been found in a large number of colistin-resistant A. baumannii isolates. These mutations constitutively activate the PmrAB regulatory system, which in turn, upregulates the expression of the operon pmrCAB (Adams et al., 2009). The self-regulation of the pmrCAB transcription enables the modification of lipid A (Olaitan et al., 2014). The colistin resistance-related mutations in the coding sequence for the amino acids Pro102 and Ile13 of PmrA and Pro233, Thr235, and Gln270 of PmrB caused an overactivity of PmrA. These mutations in pmrA were located in the sulfatase domain, while in pmrB were in the histidine kinase domain. Mutations in pmrA-pmrB promote phosphorylation of the PmrB receptor kinase, activating PmrA. The activated PmrA modulates the expression of the pmrC gene that encodes the phosphoethanolamine transferase that catalyzes the addition of PEtN to the 1′- or 4′-phosphate group of lipid A (Sun et al., 2020). Another study, analyzing the genetic determinants associated with colistin resistance in A. baumannii isolates collected from various regions of Greece, identified additional mutations in PmrB (Glu140 or Leu178) and PmrA (Lys172 or Asp10) genes (Palmieri et al., 2020). Besides, PmrA also regulates the naxD transcription coding for an N-acetylhexosamine deacetylase which is involved in the deacetylation of the β-galactosamine modifying the Lipid A (Adams et al., 2009; Moffatt et al., 2010; Llewellyn et al., 2012; Deveson Lucas et al., 2018; Sun et al., 2020; Ilsan et al., 2021).

Recently, a plasmid-mediated resistance to polymyxin has been described in Enterobacterales. The mcr (mobile colistin resistance) genes also encode a phosphoethanolamine transferase that adds PEtN to lipid A (Partridge et al., 2018). The mcr-1 remains the predominant plasmid-mediated colistin resistance gene, while mcr-2, -3, -4, -5, -6, -7, and -8 have been detected in isolates from animals, humans, and different environments worldwide. Currently, 56 mcr variant sequences are available in GenBank (Partridge et al., 2018). The mcr genes initially found in Enterobacterales, have been only recently described on A. baumannii (Ma et al., 2019; Al-Kadmy et al., 2020), for which resistance to polymyxin was previously restricted to chromosome-encoded elements (Jeannot et al., 2017; Poirel et al., 2017; Partridge et al., 2018).

More recently, a colistin-resistant mutation has also been shown in A. baumannii by insertion into the hns gene, an H-NS family transcriptional regulator. That mutation alters the expression of more than 150 genes, including the eptA gene. Overexpression of this LPS modifying enzyme codes for EptA, a PEtN transferase homolog to PmrC, which confer colistin resistance (Deveson Lucas et al., 2018; Trebosc et al., 2019; Palmieri et al., 2020; Ilsan et al., 2021).

Instead of lipid A modification, A. baumannii can acquire resistance to colistin due to the complete loss of LPS by inactivating the lipid A biosynthesis genes (lpxA, lpxC, and lpxD; Moffatt et al., 2010; Cafiso et al., 2019). LpxA, LpxC, and LpxD are three enzymes involved in the first main steps of LPS biosynthesis of A. baumannii occurring in the cytoplasm compartment (Powers and Trent, 2018). Specifically, mutations in LpxA and LpxC can lead to modifications in the fatty acid chains of lipid A, while mutations in LpxD can affect the addition of PEtN groups to lipid A. These changes can reduce the outer membrane’s net negative charge and permeability, decreasing colistin susceptibility (Palmieri et al., 2020).




Bacterial attachment and biofilm formation

A. baumannii forms biofilms on a wide range of surfaces, including medical and ventilator-associated pneumonia (VAP), as well as on host epithelial cells leading to meningitis, pneumonia, urinary tract infection, sepsis, and other conditions (Greene et al., 2016a,b; Wong et al., 2017). Biofilm contributes to A. baumannii survival on surfaces and in dry and nutrient-deprived conditions for several weeks (Orsinger-Jacobsen et al., 2013; Chapartegui-González et al., 2018). The current understanding suggests biofilm formation in A. baumannii is a complex process mediated by a large repertoire of molecules and two-component systems (Mcconnell et al., 2013; Wong et al., 2017; Roy et al., 2022).


Early surface colonization

Generally, biofilm production relies on the initial reversible bacterial attachment to a surface in response to environmental stimuli (Toyofuku et al., 2016). Thus, early adhesion is essential in the colonization process and in establishing an A. baumannii infection. The CsuA/BABCDE chaperon-usher assembly system encodes for the bacterial pili that mediate the attachment of A. baumannii to various abiotic surfaces (Longo et al., 2014). The Csu pili comprise four protein subunits, CsuA/B, CsuA, CsuB, and CsuE, assembled via the chaperone–usher pathway (Tomaras et al., 2008). The CsuC chaperone assists the CsuA/B polymerization in forming the major pilus subunit (Pakharukova et al., 2015). In addition, CsuD functions as the usher, CsuE forms a tip adhesin, while CsuA and CsuB constitute minor pilin subunits (Tomaras et al., 2003, 2008; Pakharukova et al., 2015). Previous studies showed that the inactivation of the csuE gene abolishes pilus production and biofilm (Amala Reena et al., 2017; Ghasemi et al., 2018). However, a study conducted with 52 different clinical strains revealed that biofilm formation and the ability to attach host cells are independent abilities and not necessarily associated (Eijkelkamp et al., 2011). Indeed, most A. baumannii carry the csuA/BABCDE locus; nevertheless, a subset of clinical isolates is csu deficient, indicating that these pili may be dispensable for biofilm formation and maintenance and that other pili systems may functionally replace them (Wright et al., 2016). In A. baumannii, the expression of the csu operon is mainly regulated by the two-component system BfmRS where BfmS acts as a sensor kinase and BfmR functions as a response regulator (Tomaras et al., 2008; Gaddy and Actis, 2009). Indeed, the two-component system BfmRS is considered the master regulator of resistance to stress in A. baumannii (Law and Tan, 2022). BfmrR-P can act directly or indirectly on regulating genes for osmotic and oxidative stress, heat shock, the biosynthesis of siderophores, and the production of capsular polysaccharides, in addition to pili production. Furthermore, BfmR is also important for pellicle formation in A. baumannii (Krasauskas et al., 2019). A pellicle is an alternative biofilm growing at the air-liquid interface that may favor the colonization and persistence of A. baumannii in respiratory tracts, humidifiers, and moist surfaces (Martí et al., 2011; Nait Chabane et al., 2014).



Biofilm maturation

The two-component system BfmRS is also responsible for the subsequent irreversible adhesion starting with the production of factors under the control and early extracellular DNA (eDNA) release. An early eDNA release was demonstrated to be responsible for the first tridimensional biofilm formation. Notably, eDNA release is independent from the cell lysis in the early stage of biofilm formation and is mediated by membrane vesicles (Sahu et al., 2012).

In A. baumannii, the AdeABC, AdeIJK, and AdeFGH RND-type efflux systems are critical in biofilm formation (Coyne et al., 2011). Mutant strains of AdeABC, AdeIJK, and AdeFGH efflux pumps produce a significantly lower level of biofilm than the wild-type strain (Yoon et al., 2015). Moreover, mutation of AdeABC and AdeIJK efflux pumps showed lower expression of several pilus system-encoding proteins, including CsuA/B, CsuC, and FimA. These proteins play a central role in the initial stages of adhesion, surface colonization, and biofilm maturation in A. baumannii (He et al., 2015; Shadan et al., 2023).

The AdeRS two-component system regulates the AdeABC efflux pump’s expression (Richmond et al., 2016; Xu et al., 2019). In particular, the deletions of adeRS and adeB reduced the biofilm growth of A. baumannii without affecting the number of adherent cells. This observation suggests that cells might be unable to produce a mature biofilm without this efflux pump (Richmond et al., 2016). After the initial surface attachment, biofilm maturation occurs. During this process, individual cells produce the biofilm matrix entering the irreversible attachment stage. In A. baumannii, biofilm maturation is modulated by the Biofilm-associated proteins (Bap) and their interaction with the extracellular polymeric substances (EPS; Soroosh et al., 2020; Upmanyu et al., 2022). The main elements of the A. baumannii EPS are alginates and poly-β-(1-6)-N-acetylglucosamine (PNAG) compounds that interact with each other, with ions or heterologous molecules to form an elastic structure (Marvasi et al., 2010). The pgaABCD locus is involved in the synthesis of PNAG, facilitating cell adhesion, promoting biofilm integrity, and limiting desiccation (Choi et al., 2009; Morris et al., 2019; Flannery et al., 2020). Accordingly, deleting the pgaABC genes in A. baumannii impairs biofilm formation (Choi et al., 2009). The Bap are large surface proteins orthologous to the Staphylococcus aureus Bap protein (Cucarella et al., 2001; Loehfelm et al., 2008). A type I secretion system secretes Bap. It is required in cell-to-cell adhesion and for developing higher-order structures on polystyrene and titanium (Loehfelm et al., 2008; Harding et al., 2017). Moreover, the Bap protein increases host colonization by facilitating A. baumannii adherence to human neonatal keratinocytes and bronchial epithelial cells (Brossard and Campagnari, 2012). In addition to the Bap protein, the AdeABC efflux pump, normally related to antibiotic resistance, may also contribute to biofilm maturation (Richmond et al., 2016). Notably, in mature A. baumannii biofilms, can be observed two types of colonies: the avirulent translucent (AV-T) colonies that produce dense biofilms and virulent opaque (VIR-O) colonies that exhibit low biomass but enhanced virulence in G. mellonella, increased surface motility an antibiotic resistance phenotype (Tipton et al., 2015). Several genes are linked to different genomic expression profiles. Among them, ABUW_1132, a highly conserved gene that encodes a LysR-type transcriptional regulator (LTTR) that contributes to the passage of AV-T to VIR-O; its overexpression up-regulates abaI and activates the abaI/abaR quorum sensing (QS) signal (Tierney et al., 2021). In A. baumannii, the QS system is regulated by the two-component system, AbaI/AbaR, which is homologous to the typical LuxI/LuxR system found in other Gram-negative bacteria. abaI encodes the autoinducer synthase, which catalyzes the synthesis of N-(3-hydroxy dodecanol)-L-HSL (AHL), which at high density interacts with the cognate receptor AbaR leading to downstream cellular responses (Oh and Han, 2020). Previous studies have found that abaI and abaR disruption reduces biofilm formation (Niu et al., 2008; Anbazhagan et al., 2012). Moreover, A. baumannii cultured in the presence of AHL showed increased expression of Csu pili and biofilm formation (Luo et al., 2015).



Biofilm dispersion

In the final stage, the cells within the biofilm disperse and colonize new surfaces. Biofilm dispersal is induced prevalently under environmental stress, including the A. baumannii SOS response, and the activation of the UmuDAb RecA-dependent repressor inactivated by RecA cleavage when DNA damage occurs. As a result, the UmuDAb mutant cannot activate the transcription of bmfR. Thus, no Csu pili or biofilm is formed (Ching et al., 2019). Notably, dispersed cells exhibit variable phenotypes, antibiotic susceptibility, transcriptomic patterns, and metabolic activities (Rumbaugh and Sauer, 2020). For example, dispersed clinical isolates of A. baumannii are more hydrophobic and adhere more efficiently to the surface than the planktonic cells (Berlanga et al., 2017). Moreover, the dispersed cells were more susceptible to ciprofloxacin and tetracycline than the same cells in the planktonic state (Berlanga et al., 2017). In contrast, another A. baumannii clinical strain disseminating from ciprofloxacin-exposed biofilms is highly resistant to ciprofloxacin, erythromycin, and tetracycline (Penesyan et al., 2019). These studies suggest that the ability of the dispersed cells to evolve, acquiring higher antibiotic resistance, could complicate the management and treatment of the infection (Law and Tan, 2022).



What is the clinical relevance of biofilm production among patients with Acinetobacter baumannii infection?

The ability of A. baumannii to form biofilms has been reported as an essential factor contributing to its persistence and tolerance to antimicrobial agents (Roy et al., 2022). The proportion of A. baumannii clinical isolates that produce biofilms can vary significantly depending on the study and sample population. In a collection of 20 clinical isolates of A. baumannii, emerged that 80% of the strains formed biofilm, perhaps because of a dominant clone (Sechi et al., 2004). Bardbari et al. compared biofilm-production ability between clinical and environmental A. baumannii. In this study emerged that the majority of both clinical and environmental isolates could form varying degrees of biofilm. Specifically, the prevalence of strong biofilm producers in clinical and environmental strains was 58.7 and 31.2%, respectively (Bardbari et al., 2017). Others reported that among 154 A. baumannii isolated in Taiwan, 45.4% possessed strong biofilm formation ability (Yang et al., 2019). Moreover, among 100 A. baumannii clinical isolates from three hospitals in Iran, 58% were strong biofilm producers (Zeighami et al., 2019). Another study investigating 92 unrelated strains of A. baumannii isolated from two Spanish hospitals found that 63% of isolates formed biofilm, mainly from device-associated infections. Notably, these isolates were less frequently resistant to imipenem or ciprofloxacin than non-biofilm-forming isolates (Rodrı́guez-Bano et al., 2008).

A study from 4 Chinese hospitals analyzed the contribution of biofilm formation in the epidemic spread of A. baumannii by comparing biofilm-forming abilities and genetic characteristics of international clonal lineage II (ICL II) and non-ICL II isolates. From a total of 114 clinical A. baumannii isolates, collected from various specimens, including blood, sputum, urine, and wound, emerged that 36% of the clinical isolates were able to form biofilm, but only 19.5% were strong biofilm producers. Of the A. baumannii isolates, the biofilm formation capacity of ICL II was significantly lower than that of non-ICL II isolates. The authors concluded that biofilm formation might not be a critical factor for the epidemic spread of A. baumannii, particularly for the ICL II lineage. They suggested that other factors, such as antimicrobial resistance and virulence, could play a more critical role in the epidemic potential of A. baumannii (Hu et al., 2016). Despite the propensity to produce biofilm, the clinical impact of biofilm in A. baumannii isolates is still debated. Indeed, a recent multicenter study in Taiwan including 711 patients showed that higher APACHE II score, shock status, lack of appropriate antimicrobial therapy, and carbapenem resistance were independent risk factors of 28-day mortality in the patients with A. baumannii bacteremia but not the level of biofilm formation. In addition, biofilm formation was most commonly observed in survivors than in non-survivors (38.4% vs. 31.9%; Chiang et al., 2022). Similar results have been previously observed in a cohort of 273 patients with A. baumannii bacteremic pneumonia (Wang et al., 2018). Accordingly, other studies have shown that infections caused by biofilm-producing A. baumannii are not necessarily associated with worse clinical outcomes (Rodrı́guez-Bano et al., 2008; Wang et al., 2018). Therefore, the impact and pathogenesis of biofilm production remain elusive and, in many cases, related to the patient’s underlying condition or to the strain that causes the infection (Rodrı́guez-Bano et al., 2008; Barsoumian et al., 2015; Wang et al., 2018; Di Domenico et al., 2020, 2021).

A. baumannii is known for its ability to develop resistance to multiple antibiotics, making treatment of infections particularly challenging. In addition, the formation of biofilms further exacerbates this issue, as the extracellular matrix can act as a physical barrier, limiting the penetration of antibiotics and protecting the bacteria from the host’s immune system (Perez et al., 2007; Antunes et al., 2011). Several antibiotics and antibiotic combinations have shown promise in combating A. baumannii biofilms. However, their effectiveness may vary depending on the strain and resistance profile. The use of two or more antibiotics with different mechanisms of action can enhance the therapeutic efficacy by affecting multiple bacterial targets. In particular, the combination of colistin and rifampicin was more effective at eradicating biofilms formed by multidrug-resistant A. baumannii isolates than either antibiotic alone (Batoni et al., 2016). The antimicrobial combinations of colistin-levofloxacin, colistin-tigecycline, and tigecycline-levofloxacin or these combinations with clarithromycin were effective as lock solutions in the treatment of A. baumannii catheter-related infections (Ozbek and Mataraci, 2013). Nevertheless, candidate antibiotics were active against biofilm-embedded A. baumannii cells at 400-fold the MIC. This concentration is unachievable in human serum, making those antimicrobials an undesirable option for systemic use in A. baumannii biofilm-associated infections (Ozbek and Mataraci, 2013). Synergistic effects were also observed on biofilm-embedded carbapenem-resistant and carbapenem-susceptible A. baumannii strains. In particular, meropenem was active against biofilm-embedded carbapenem-susceptible A. baumannii, whereas meropenem plus sulbactam exhibited synergism against biofilm CRAB and caused significantly more damage to the biofilm architecture than colistin or tigecycline used alone (Wang et al., 2016). Additionally, clinical isolates of MDRAB exhibited different degrees of biofilm formation in the presence of sub-minimum inhibitory concentrations of colistin and tigecycline (Sato et al., 2018). A recent study showed that biofilm-embedded MDRAB had been eradicated with colistin but not tigecycline. Notably, the eradication increased with a combination of colistin and high concentrations of tigecycline (Sato et al., 2021). Moreover, combining azithromycin and polymyxin B displayed synergistic activity against biofilm-producing A. baumannii clinical isolates, improving antimicrobial efficacy (Peng et al., 2020). These data suggest that the effects of different antibiotics may depend on bacterial strains and the response of A. baumannii may vary under specific environmental stress conditions, such as in the presence of multiple antimicrobial agents. Nevertheless, one of the main challenges in analyzing these studies is the considerable heterogeneity in the design, methodologies, and patient populations examined (Table 1). While reflecting the field’s richness, such diversity can make it difficult to draw firm conclusions or compare findings directly across studies. Additionally, there is not yet a universally accepted definition or a standardized method for determining biofilm formation by A. baumannii. The absence of such standards introduces variability between studies and complicates the comparison of results. Furthermore, many of our findings are based on in vitro studies. While these studies provide valuable insights, they cannot fully capture the complexity of clinical infections. The behavior of A. baumannii in a real-world clinical setting can be influenced by myriad factors not present under laboratory conditions.



TABLE 1 Activity of different antibiotics against carbapenem-resistant Acinetobacter baumannii (CRAB).
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Acinetobacter baumannii infections and treatment options in critically ill patients

The two most common clinical manifestations of A. baumannii are nosocomial pneumonia, particularly VAP, and bacteremia (Wong et al., 2017). While an endotracheal tube allows Acinetobacter spp. to establish biofilm facilitating its transmission and spread in the environment, the development of VAP occurs due to the aspiration of bacterial droplets directly into the alveoli. Likewise, bacteremia occurs as a hematogenous spread from pneumonia or in the presence of an infected central venous catheter. Less commonly, A. baumannii causes urinary tract infections (often associated with the presence of urinary catheters), central nervous system infections (often after neurosurgery or in the presence of external ventricular drain), wound or bone infections (often after surgery or trauma; Wong et al., 2017). Typically, infections sustained by A. baumannii occur in intensive care units, where patients are characterized by critical illness, multimorbidity, prolonged hospital stay, exposure to multiple invasive procedures, and prolonged antibiotic therapy (Ogutlu et al., 2014; Ayobami et al., 2020; Ibrahim et al., 2021).

During the COVID-19 pandemic, MDR organisms, particularly CRAB, have been increasingly reported as causative agents of secondary infections, especially in severe and critical diseases (Patel et al., 2021; Cogliati Dezza et al., 2022; Russo et al., 2022; Langford et al., 2023). Furthermore, CRAB acquisition increased during the hospital stay and accounted for high mortality rates in patients with COVID-19 (Falcone et al., 2021; Iacovelli et al., 2023). Increased antibiotic resistance, reported for clinical isolate, is even more significant in oncological patients (Ñamendys-Silva et al., 2015; Nazer et al., 2015; Cornejo-Juárez et al., 2020). A previous report highlights that among 635 oncological patients, 6.1% were infected by A. baumannii MDR (Nazer et al., 2015). An oncology department in China demonstrated that A. baumannii accounted for 9.8% of infections (Li and Wang, 2018). Two studies have shown that 19% of patients died within 72 h after A. baumannii isolation (Nazer et al., 2015; Cornejo-Juárez et al., 2020).

Therefore, CRAB represents a threat to the most vulnerable patients, contributing to the observed high mortality, which reaches values up to 50%–70% in patients with septic shock and VAP (Iovleva et al., 2022). Furthermore, despite sharing similar comorbidities and risk factors, patients infected with CRAB or XDR strains had a significantly higher mortality rate than those caused by susceptible strains (Lee et al., 2014; Lemos et al., 2014). A recent study further highlighted that the absolute excess 30-day mortality due to infection sustained by PDR A. baumannii compared to only PDR A. baumannii colonization was 34%, suggesting that one of every three treated patients would have been saved if effective drugs were available (Karakonstantis et al., 2020).

Despite being a strong biofilm producer, it has been shown that biomass production was not an independent risk factor for 28-day mortality in patients with A. baumannii bacteremia (Chiang et al., 2022). Indeed, one of the major drivers of mortality is the inappropriate initial effective therapy, which mainly depends on the high resistance level in A. baumannii. Currently, there is still no consensus on the optimal treatment of CRAB infections (Paul et al., 2022; Tiseo et al., 2022). Colistin has been considered the backbone of CRAB treatment for many years, mostly in combination with carbapenems, fosfomycin, tigecycline, or ampicillin/sulbactam or even with vancomycin and/or rifampin (Durante-Mangoni et al., 2013; Ceccarelli et al., 2015; Oliva et al., 2017; Giacobbe et al., 2020; Katip et al., 2020). Colistin is administered as an inactive prodrug, colistimethate (also known as colistin methanesulfonate, CMS). International consensus guidelines and recent studies highly recommend administering CMS as a loading dose (LD) followed by a maintenance dose for the treatment of infections due to carbapenem-resistant Gram-negative bacilli, especially in critically ill patients (Tsuji et al., 2019; Wang et al., 2022). A recent study evaluated the efficacy and safety of using a CMS LD in the treatment of critically ill patients with CRAB infections and showed higher clinical, microbiological, and 30-day survival rates in patients receiving LD compared with patients not receiving LD; however, the administration of the LD was associated with a higher risk of nephrotoxicity (Katip et al., 2021a,b).

Colistin use is limited by the risk of nephrotoxicity if administered at clinically effective dosage (Ordooei Javan et al., 2015) and the relatively poor lung epithelial lining fluid (ELF) penetration in critically ill patients (Imberti et al., 2010). Furthermore, resistance to colistin may occur in up to 30% of CRAB strains (Iovleva et al., 2022), rendering the treatment of CRAB infections even more challenging. In any case, the rate of colistin resistance is lower than that of tigecycline (45.5%; Chang et al., 2012; Muthusamy et al., 2016), suggesting this antibiotic still represents an effective antimicrobial agent against CRAB infections (Katip et al., 2021a,b).

Sulbactam is an irreversible competitive beta-lactamase inhibitor with direct antimicrobial activity thanks to its intrinsic affinity for the A. baumannii PBPs (Tamma et al., 2022). In addition, when given in high doses, sulbactam has the ability to saturate PBP-1 and PBP-3 and may therefore overcome the increasing described rates of sulbactam resistance in CRAB (Bartal et al., 2022).

In recent years, cefiderocol, a novel siderophore cephalosporin, has been approved by the Food and Drug Administration to treat serious infections caused by carbapenem-resistant Gram-negative bacteria (US Food and Drug Administration, 2019) and represented an encouraging advancement, especially for the treatment of CRAB infections. While the phase 3 randomized clinical trial CREDIBLE-CR, which compared cefiderocol with the best available therapy, showed higher mortality in the subgroup of patients with CRAB treated with cefiderocol (Bassetti et al., 2021), subsequent real-world observations from case series or observational studies showed promising results of cefiderocol in terms of efficacy (Oliva et al., 2020; Bavaro et al., 2021; Rando et al., 2021; Falcone et al., 2022) and safety (Pascale et al., 2021). This advantage was more evident in patients with bloodstream infections than those with VAP (Falcone et al., 2022), probably due to a sub-optimal penetration of cefiderocol in the ELF at current dosages (Gatti et al., 2021). However, the possibility of developing resistance to this drug under treatment, associated with an observed higher microbiological failure than the best available therapy (Falcone et al., 2022), requires caution and deserves further prospective studies to define cefiderocol optimal place in therapy toward CRAB infections (Volpicelli et al., 2021).

Given the limited therapeutic options with conventional antibiotics, there is ongoing research on alternative or adjuvant strategies for treating CRAB infections. In particular, N-acetylcysteine (NAC) exhibited high in-vitro activity against both planktonic and biofilm CRAB (Pollini et al., 2018; De Angelis et al., 2022), while a recent clinical observation showed a survival benefit of intravenous NAC addition to antibiotics in critically ill patients with CRAB septic shock (Oliva et al., 2021).



Conclusion

A. baumannii has emerged as an opportunistic pathogen responsible for a broad range of severe nosocomial infections. Much of A. baumannii’s success can be directly attributed to its genome plasticity, which rapidly mutates under stress. The ability to resist most last-line antimicrobial agents poses a considerable challenge, especially in critically ill patients.

In particular, the dissemination of CRAB and the increase in the use of colistin has led to a critical emergence of resistant strains. However, several virulence mechanisms beyond canonical drug resistance were recently identified, enabling A. baumannii to thrive in the healthcare environment. Indeed, it has been observed that A. baumannii can contaminate hospital surfaces or devices, caregivers’ hands, and can be spread by asymptomatically colonized persons. In addition, desiccation resistance, surface adherence, and biofilm formation make A. baumannii outbreaks in acute care hospitals difficult to control.

The environmental persistence has probably contributed to the increase in the incidence of A. baumannii from COVID-19 patients highlighting the value of appropriate prevention and control practices, particularly in open-space ICUs. During the COVID-19 pandemic, decreased vigilance for MDR control of transmissions, suspension or limitation of the hospital infection control committees, reduced surveillance, and personnel numbers likely contributed to the increase in hospital-acquired infections caused by A. baumannii. Notably, this review focuses on critically ill patients, a population particularly vulnerable to A. baumannii infections. Nevertheless, these infections also occur in other patient populations, and some of the data and conclusions herein presented may not be universally applicable.

Therefore, rapid diagnostic tests to identify and track high-risk clones, and antibiotic resistance genes, together with appropriate antibiotic regimens and strict adherence to infection control measures, may represent priorities for effectively dealing with A. baumannii infections.
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The M protein, a major virulence factor of Group A Streptococcus (GAS), is regulated by the multigene regulator Mga. An unexplained phenomena frequently occurring with in vitro genetic manipulation or culturing of M1T1 GAS strains is the loss of M protein production. This study was aimed at elucidating the basis for the loss of M protein production. The majority of M protein-negative (M−) variants had one C deletion at a tract of 8 cytidines starting at base 1,571 of the M1 mga gene, which is designated as c.1571C[8]. The C deletion led to a c.1571C[7] mga variant that has an open reading frame shift and encodes a Mga-M protein fusion protein. Transformation with a plasmid containing wild-type mga restored the production of the M protein in the c.1571C[7] mga variant. Isolates producing M protein (M+) were recovered following growth of the c.1571C[7] M protein-negative variant subcutaneously in mice. The majority of the recovered isolates with reestablished M protein production had reverted back from c.1571C[7] to c.1571C[8] tract and some M+ isolates lost another C in the c.1571C[7] tract, leading to a c.1571C[6] variant that encodes a functional Mga with 13 extra amino acid residues at the C-terminus compared with wild-type Mga. The nonfunctional c.1571C[7] and functional c.1571C[6] variants are present in M1, M12, M14, and M23 strains in NCBI genome databases, and a G-to-A nonsense mutation at base 1,657 of M12 c.1574C[7] mga leads to a functional c.1574C[7]/1657A mga variant and is common in clinical M12 isolates. The numbers of the C repeats in this polycytidine tract and the polymorphism at base 1,657 lead to polymorphism in the size of Mga among clinical isolates. These findings demonstrate the slipped-strand mispairing within the c.1574C[8] tract of mga as a reversible switch controlling M protein production phase variation in multiple GAS common M types.
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Introduction

Streptococcus pyogenes or Group A Streptococcus (GAS) is a major human pathogen that commonly causes pharyngitis and skin infection (Carapetis et al., 2005). GAS can occasionally cause severe invasive infections, such as necrotizing fasciitis, pneumonia, and streptococcal toxic shock syndrome (Nelson et al., 2016). GAS produces many extracellular virulence factors to mediate its pathogenesis (Cunningham, 2008). The M protein is a coiled-coil α-helical surface protein that is covalently linked to the peptidoglycan of GAS (McNamara et al., 2008). The M protein is a major virulence factor and specifically acquires host proteins, such as fibrinogen and complement factor H, to block deposition of antibody and complement C3b and C3bi opsonins, preventing phagocytosis of GAS by neutrophils (Fischetti et al., 1988; Sandin et al., 2006).

The M protein gene, emm, is one of several genes with the highest expression in GAS at the exponential growth phage in nutrient-rich medium. The transcription of emm is regulated by the transcription activator Mga (for multigene regulator in GAS and formerly known as Mry) (Caparon and Scott, 1987; Ribardo and McIver, 2006). Mga directly activates emm and several other virulence genes (McIver et al., 1995). Expression of M protein in M12 type GAS exhibits phase variation, transiting from M protein-positive (M+) to M protein-negative (M−) phenotype during culture in vitro (Simpson and Cleary, 1987). Similarly, the loss of M protein production and down-regulation of emm transcription in some M1 type GAS strains was observed fairly frequently in conjunction with genetic manipulations for the generation of gene deletion mutants unrelated to the emm gene (Zhou et al., 2013). In as much as the loss of M protein production and down-regulation of emm transcription occurred independent of the gene being deleted, presumably it was caused by spontaneous secondary mutation(s) affecting M protein production but unrelated to the gene being deleted (Zhou et al., 2013). In both the M12 and M1 genetic backgrounds, the specific genetic change(s) underlying the loss of M protein production observed in these studies was not determined.

Phase variation in general refers to a reversible on/off switch for control of expression of one or more proteins between individual cells of a clonal population (van der Woude, 2011). One mechanism of phase variation is slipped-strand mispairing that classically affects DNA regions with direct repeats of 1–4 bases, with reversible genetic changes stemming from the misalignment of the repeat sequences of the mother and daughter strands during replication (Levinson and Gutman, 1987; Henderson et al., 1999; Viguera et al., 2001). Slipped-strand mispairing results in decrease or increase of the number of repeats in the newly synthesized DNA and can lead to altered gene expression at either the transcriptional or translational level (Stern et al., 1986; Stibitz et al., 1989; Lukomski et al., 2001; Rasmussen and Björck, 2001; Torres-Cruz and van der Woude, 2003). The mga sequences fall into two major clusters that display 25 to 30% divergence (Bessen et al., 2005). The mga genes in cluster 1 (mga-1), but not mga-2 cluster, have a tract of 8 continuous cytidine bases (polycytidine tract) starting at base 1,574, which is referred as c.1574C[8] according to the standard mutation nomenclature (Ogino et al., 2007). This report presents evidence that slipped-strand mispairing within the c.1571C[8] tract of mga functions as a switch for the phase variation of M protein and occurs in patients.



Materials and methods


Bacterial strains and media

Sequenced M1 strains SF370 (Ferretti et al., 2001), MGAS2221 (Sumby et al., 2006), MGAS5005 (Sumby et al., 2006), and 5448 (Walker et al., 2007), and M3 strain MGAS315 (Beres et al., 2002) were used in this study. These GAS strains and their derivatives were grown in Todd-Hewitt broth supplemented with 0.2% yeast extract (THY) at 37°C in 5% CO2. Tryptose agar with 5% sheep blood and THY agar were used as solid media.



In vitro culture condition that led to GAS variants with loss of M protein production

MGAS2221 was cultured in THY starting with an optical density at 600 nm (OD600) of 0.05 at 37°C in 5% CO2. The continued culture was done by adding 1 mL of the prior culture to 11 mL of THY and grown for 12 h. This serial passage continuous culturing process was repeated for 15 cycels. Following the 15th passage bacteria were harvested at an OD600 of 0.3, diluted and plated on THY agar. Randomly picked colonies were streaked on plates, grown to mid-exponential growth, and stored frozen until analysis for detection of the M protein by Western blotting analysis. Gene deletion mutants of SF370, MGAS2221, MGAS5005, and MGAS315 were obtained in a two-step in-frame gene deletion procedure as described (Zhu et al., 2009). The step in which mutants might lose M protein production was the growth of isolates from the first crossover in THY for >8 passages (one passage = 0.05 to 0.7 in OD600) that allowed the second crossover event to occur for the generation of gene deletion mutants.



Cell surface M protein detection by Western blotting

The cell surface M protein of M1 GAS isolates was detected by Western blotting, as previously reported (Zhou et al., 2013). Briefly, bacteria in 10 mL culture with an OD600 of 0.2 were harvested by centrifugation, suspended in 0.2 mL phosphate-buffered saline (PBS), and digested with 10 μg PlyC (Nelson et al., 2006) at room temperature for 1 h. The supernatants containing the released cell wall proteins were diluted with 1:60 1x SDS-PAGE loading buffer, boiled, and 10 μL of each sample was resolved by SDS-PAGE. Proteins were transferred from SDS-PAGE gel to nitrocellulose membrane (Immobilon-NC, Millipore Corporation) with Towbin transfer buffer using a Trans-Blot Semi-Dry Transfer Cell (Bio-Rad Laboratories) at 15 V for 40 min. The membrane was blocked with 3% bovine serum albumin–0.1% Tween 20 in 20 mM Tris–HCl, pH 8.0, for 1 h and incubated for 1 h with 1:2000 anti-M1 antisera that was kindly provided by Dr. James Dale at University of Tennessee Health Science Center. The membrane was then rinsed twice and washed three times for 15 min with 0.1% Tween 20 in PBS. The membrane was incubated with goat anti-rabbit IgG (heavy + light chain) horseradish peroxidase (HRP) conjugate secondary antibodies for 1 h and rinsed and washed as described above. Antigen–antibody reactivity was visualized by enhanced chemiluminescence. Western blots usually shows two bands for M protein and the higher MW band is M protein with attached peptidoglycan fragments.



Quantitative RT-PCR analysis

Data for emm mRNA levels in Supplementary Table S1 were associated with our previous publications (Zhu et al., 2009; Liu et al., 2012; Li et al., 2013; Zhou et al., 2013; Liu et al., 2015; Stetzner et al., 2015; Feng et al., 2017). Levels of emm and gyrA (control) mRNA were measured by using TaqMan quantitative RT-PCR assays with specific probes and primers as reported previously (Zhou et al., 2013) or using the All-in-One SYBR qPCR mix from GeneCopoeia (Stetzner et al., 2015). The transcription data for MGAS2221, GAS1806, M405, M406, and M497 were measured using the TaqMan quantitative RT-PCR as described by Zhou et al. (2013). The data were for early exponential growth phase at optical density 0.2 of GAS in THY. Control reactions that did not contain reverse transcriptase revealed no contamination of genomic DNA in any RNA sample. All RNA samples were assayed in triplicate, and the levels of emm mRNA were compared using the ΔΔCT method with normalization to the mRNA levels of the gyrA gene and presented with normalization to that of corresponding wild-type or control strain.



Complementation of M- variants with mga

The mga gene of MGAS2221 was cloned into pDCBB-RFA (Liu et al., 2013) with the Gateway Cloning Technology according to the manufacturer’s manual. pDCBB (Treviño et al., 2009) was modified by inserting the blunt-ended reading frame cassette A (RFA) into pDCBB at the EcoRV site, resulting in pDCBB-RFA (Liu et al., 2013). The mga gene was PCR amplified using Phusion DNA polymerase (New England BioLabs, Ipswich, MA) and the primers 5′- GGGGACAAGTTTGTACAAAAAAGCAGGCTagaagggtatacaaggtaatg-3′ and 5’-GGGGACCACTTTGTACAAGAAAGCTGGGTgtttttgagttgctacagtta-3′. The sequences in the capital letters were attB sequences for the BP clonase reaction. The PCR product was cloned into the donor vector pDONR221 using the BP clonase, yielding pDONR221-mga. The mga gene in pDONR221 was transferred into pDCBB-RFA by the LR clonase, yielding pDCBB-mga. pDCBB-mga or vector control pDCBB was introduced into M- variants via electroporation.



DNA sequencing

DNA sequencing of amplified PCR products was performed using the BigDye Terminator v3.1 Cycle Sequencing Kit and an Applied Biosystems 3130 genetic analyzer. Sequence data were analyzed using the software Sequencer 5.1 from the Gene Codes Corporation. To sequence the whole mga gene, a 2,454-bp fragment containing mga was amplified using Phusion DNA polymerase and the paired primers 5′-GTTGTACCATAACAGTCAAAC-3′/5′-TTTCAAGTTCTTCAGCTCTC-3′. The primers used for sequencing were the two PCR primers and additional primers, 5′-AACGAATCAAGTTAACTGAGC-3′, 5′-TCCTAAACTTAAAGAACTGTG-3′, 5′-TGTCACGATCACATCATACTG-3′, and 5′-TTTAACAGTGTTGGTAATTTC-3′. To sequence the c.1574C[8] region of M1 and M1T1 GAS isolates, a 469-bp fragment was amplified and sequenced using the primers 5′-TTTAAACATCAGCTTTGCAGA-3′ and 5′-TCTTCTATAACTTCCCTAGGA-3′. To sequence the c.1592C[8] region of M3 GAS isolates, a 457-bp fragment was amplified and sequenced using the primers 5′–TTTTTAAACATCAGCTCTGCAGA–3′ and 5′–CATTAACACTCCTAGCATCTG–3′.



M+ isolates from M- variants in subcutaneous infection of mice

M- variants were grown in THY, harvested at the mid-exponential growth phase (OD600 of 0.4) and washed three times with and resuspended in pyrogen-free Dulbecco’s phosphate-buffered saline (DPBS). Five 5-weeks-old female C57BL/6 J mice were injected subcutaneously with 0.2 mL of GAS suspension in DPBS with an OD600 of 0.8. The mice were euthanized with CO2 at day 4 after inoculation. Skin infection sites were collected and homogenized in DPBS using a Kontes pestle, and plated at appropriate dilutions. Randomly picked 70 colonies were grown and analyzed for detection of M protein production using the western blotting analysis as described above. The mouse experimental procedures were carried out in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Research Council (2011).



Analyses of mga gene and Mga protein sequences from genome databases

The DNA sequences of the mga gene and its protein sequences were analyzed for M1, M3, M12, M14, M23, and M49. Complete and incomplete GAS genomes as of October 10, 2019 were downloaded from the NCBI GenBank database.1 M type of GAS strains was determined by aligning their sequences with the emm sequences in an emm genotype database.2 Because there were no polymorphisms in the length of Mga-2 of M49 GAS, we just listed all of 158 M1, 106 M3, 106 M12, 6 M14, and 2 M23 strains that were available at the time for analysis (Supplementary Tables S2–S4 and Table 1). The nucleotides of mga and emm in each genome were extracted by mapping to the mga and emm locus using blast (Camacho et al., 2009). Multiple sequence alignments of mga DNA sequences and Mga protein sequences were performed using ClustalO (Sievers et al., 2011).



TABLE 1 Polymorphism in polycytidine tract of mga and Mga length of M14 and M23 GAS.
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Results


M protein production is frequently lost during genetic manipulation for generation of GAS gene deletion mutants

Reverse genetic analysis is a commonly used approach to define the function and phenotype of target genes. We use a two-step strategy to delete genes in-frame in GAS (Zhu et al., 2009). A suicide plasmid is constructed to contain the upstream and downstream flanking fragments of target gene that are joined to each other. The first step involves the first homologous crossover between one flanking fragment in the suicide plasmid and GAS chromosome, yielding chloramphenicol-resistant merodiploid transformants. The second step passes one transformant in liquid THY medium or on THY agar plate without chloramphenicol selection for more than 8 times to allow the second crossover between the other flanking fragment of the integrated suicide plasmid and its homologous sequence of GAS chromosome, resulting in gene deletion mutants. During genetic manipulation or any process that entails bacterial DNA replication, spontaneous random mutations can occur. To rule out the presence of a potential spurious mutation grossly altering the expression of known major virulence factors, western blotting analysis and/or qRT-PCR analyses were performed to check M protein production and the expression of M protein gene, hasA, spyCEP, and sse genes of gene deletion mutants. We have previously shown that genetic manipulation of GAS to construct gene deletion mutants can independently of the gene being targeted lead to the spontaneous loss of emm gene expression and M protein production (Zhou et al., 2013). To evaluate if loss of M protein production during such processes is a general phenomenon common to many GAS strains of M1 and other M types, we analyzed gene deletion mutants of M1 strains SF370, MGAS2221, MGAS5005, and 5,448 by the western blotting analysis and gene deletion mutants of M3 strain MGAS315. As shown in Figure 1, independent of the gene targeted for deletion, gene deletion mutants of M1 GAS strains MGAS2221, MGAS5005, and SF370 could lose M protein production. In total, 43 of 92 gene deletion mutants of M1 GAS strains MGAS5005, MGAS2221, 5448, and SF370 lost M protein production (Supplementary Table S1). As listed in Supplementary Table S1, 13 M+ and 11 M- gene deletion mutants of them had relative mRNA levels of the emm gene that were obtained for our previous publications (Zhu et al., 2009; Liu et al., 2012; Li et al., 2013; Zhou et al., 2013; Liu et al., 2015; Stetzner et al., 2015; Feng et al., 2017). The emm mRNA levels in 9 of the 10 M- gene deletion mutants were 1 to 5.5% of those in their parent strains whereas 1 M−, GAS1778 (5448Δsda1), and all the 11 M+ deletion mutants has similar levels of emm mRNA with those in their parent strain. Two of 9 gene deletion mutants of M3 strains MGAS315, GAS1191 and GAS1028, down-regulated emm3 transcription by about 99%, and western blotting analysis was not performed for the M3 gene deletion mutants because anti-M3 protein antibody was not available (Supplementary Table S1).
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FIGURE 1
 Anti-M protein western blots show GAS variants with loss of M protein production. (A) Anti-M protein blot of MGAS2221, MGAS5005 and SF370 and their gene deletion mutants. Lanes: 1, MGAS2221; 2, GAS1213 (MGAS2221ΔspyCEP); 3, GAS1473 (MGAS2221ΔsclA); 4, GAS1498 (MGAS2221Δspy1118); 5, MGAS5005; 6, GAS1133 (MGAS5005Δsse); 7, SF370; 8, GAS827 (SF370ΔcovS); and 9, GAS1458 (SF370ΔsclA). (B) Anti-M protein blot of MGAS2221 (lane 1) and its derivative isolates from in vitro culture after 15 passages (lanes 2 to 14).


The second crossover to achieve gene deletion occurred during growing first-crossover tranconjugants in THY medium or on THY agar plates. The 44 M- gene deletion mutants were all among 70 mutants that were obtained by using THY medium for the second crossover whereas all 31 gene deletion mutants that were obtained by using THY agar were all positive in M protein production (Supplementary Table S1). These data suggest that M- variants have an advantage over M+ GAS to survive in THY.



M- variants of MGAS2221 arise during culturing

To determine whether M- variants of M1 GAS arise during culture ex-vivo in THY, strain MGAS2221 was passed in THY twice a day for 7 days, randomly chosen colonies after the last passage were analyzed for M protein production using western blotting analysis. Fifty colonies from the MGAS2221 culture after 14 passes were tested for M protein production, and 30 of them had no detectable M protein by Western blotting analysis. Figure 1B shows a representative Western blot in the analysis. Thus, M− M1 GAS variants arise during in vitro growth, a phenomenon similar to that described for M12 GAS strains (Simpson and Cleary, 1987).



Slipped-strand mispairing within the c.1571C[8] tract of mga causes loss of M protein in M1 GAS

Most of 10 M- variants with emm transcript data had dramatic downregulation in transcription of the emm gene (Supplementary Table S1). Since Mga is the primary regulator of emm expression any polymorphism in the mga gene or the promoter region of mga and/or emm that reduces the capacity of Mga to activate emm transcription could contribute to loss of the M protein expression. To look for such polymorphisms, a PCR amplicon containing the mga gene and its 379-bp upstream and 470-bp downstream sequences from one M− variant and its parent strain MGAS2221 were sequenced by the Sanger DNA sequencing. A single C deletion was found in the polycytidine tract that starts at base 1,571 and has 8 repeats of C near the end of the mga gene of M1 GAS (Figure 2A). This polycytidine tract of wild-type mga is designated as c.1574C[8] in which 1,574 and 8 represent the starting base of the polycytidine tract and the number of the C repeats, respectively. The 1C deletion in the c.1571C[8] tract leads to the c.1571C[7] mga variant. The c.1571C[7] mga variant gene in M1 GAS has an altered reading frame of the mga gene, and the mutated mga gene is read through the intergenic region between the mga and emm1 genes and the emm1 gene, leading to a protein variant that contains the amino acid sequence of Mga, 62 amino acid residues encoded by the intergenic sequence, and M1 Protein. Transformation of the c.1571C[7] mga variant with plasmid pDCBB-mga, but not the plasmid vector control, restored the M protein production (Figure 2B).
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FIGURE 2
 Slipped-strand mispairing within the c.1571C[8] polycytidine tract of mga turns off M protein production. (A) DNA sequencing chromatogram shows 8\u00B0C repeats of the polycytidine tract near the 3′ end of mga in MGAS2221 but 7\u00B0C repeats of the tract in its M- variant (GAS1285) that led to a Mga-M1 protein fusion protein. (B) In trans complementation of the M- variant with pDCBB-mga but not pDCBB (vector control) restored M protein production.


To determine whether the c.1571C[7] mga variant was prevalent among our M− strains, a 820-bp DNA fragment covering 349-bp of 3′ part of mga, 184-bp mga/emm intergenic region, and 287-bp of the 5′ part of emm was sequenced for 37 gene deletion mutants with diminished M protein production. The results are presented in Supplementary Table S1. 37 of the 43 M− mutants of M1 strains MGAS2221, MGAS5005, 5,448, or SF370 had the c.1571C[7] mga variant whereas 6 mutants had the c.1574C[8] tract of mga. One of the 5 M- mutants with the c.1571C[8] mga, GAS1099, had A-to-G mutation at base 74 upstream of emm that is referred as -74A > G of emm. This mutation changed the-10 box TACAAT of the emm promoter to TGCAAT and had reduction of emm mRNA by 97.9%. The whole mga gene of the 5 remaining M- variants with c.1571C[8] of mga was sequenced. GAS874 had missense mutation of A to C at base 292, c.292A > C, leading to the threonine-to-proline mutation at residue 98 of the Mga protein, Mga T98P, and had reduction of emm mRNA levels by 94.5%. The other 4 M- variants, GAS1499, GAS1081, GAS1185, and GAS1778, had the wild-type Mga and were not further characterized. The mga gene of 10 M- variants from in vitro MGAS2221 culture were also sequenced. Eight of them had c.1571C[7]; isolate 499 had mga c.866A > C missense mutation that led to Mga T289P; and isolate 521 had wt c.1571C[8] mga (Table 2). Thus, the conversion of wt c.1571C[8] mga into the c.1571C[7] variant was a common cause for M- variants arisen during genetic manipulation and simple in vitro culturing of M1 GAS strains.



TABLE 2 Polymorphism of mga in M protein-negative isolates of cultured MGAS2221.
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The mga gene of M3 GAS strains also has the polycytidine tract starting at base 1,592 that is referred as c.1592C[8]. Two gene deletion mutants of emm3 GAS strain MGAS315, GAS1191 and GAS1028, had reduction of emm mRNA levels by 99% and 1C deletion in the c.1592C[8] tract of mga (Supplementary Table S1). This 1-C deletion in the c.1592C[8] tract did not lead to the Mga-M3 fusion protein but led to an Mga variant with 52 extra amino residues in comparison with the wild-type Mga protein of M3 GAS. Unlike the M1 c1571C[7] mga variant, the c.1592C[7] mga variant of M3 GAS does not encode Mga-M protein fusion. This difference is due to the deletion of G at base 148 of the intergenic sequence between the mga and emm genes in M3 GAS in comparison with M1 GAS (Supplementary Figure S1).



M+ isolates from M- strains with c.1571C[7] mga variant in mice

A question of interest is whether the conversion of c.1571C[8] mga to c.1571C[7] mga is reversible. Since the M protein contributes to protection of GAS against the host innate immune response, in vivo growth would provide an environment to allow the conversion of c.1571C[7] mga to c.1571C[8] mga. To test this idea, two mice were subcutaneously infected with GAS1285, an M− MGAS2221 ΔsagA mutant with the c.1571C[7] mga variant. GAS isolates were recovered from skin infection sites 4 days after inoculation, and 13 GAS colonies randomly chosen from each of mouse 1 and 2 for detecting M protein production by western blotting analysis. Three and four isolates among the analyzed isolates from mouse 1 (Figure 3A) and mouse 2 (western blot not shown) restored M protein production. DNA sequencing found that all 7 M+ isolates had c.1571C[8] mga (Table 3) whereas one M− isolate from the infection was sequenced and still had the c.1571C[7] mga variant.
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FIGURE 3
 Selection of M+ GAS isolates from M− GAS variants in infection sites of mice. Mice were inoculated subcutaneously with M− c.1574C[7] variants of MGAS2221 or MGAS2221 ΔsagA, and GAS isolates from the infection site of the skin were tested for M protein production by Western blotting analyses. (A) Anti-M protein western blot of GAS isolates. Lanes: 1, MGAS2221; 2–14, isolates from skin infection site of M− MGAS2221 ΔsagA. (B) The C-terminus Amino sequences starting from residue 501 for wild-type M1 Mga (c.1574C[8]) and its c.1574C[7] and c.1574C[6] variants. The sequences in red are different from that of the wild-type Mga, and [62AA] and [M protein] for c.1574C[7] variant represent amino acid sequence of the 66 amino acid residues encoded by the sequence between mga and emm and the sequence of the M protein, respectively. The numbers 529, 1,075 and 542 are the total number of amino acid residues in wild-type Mga and its c.1574C[7] and c.1574C[6] variants, respectively. (C) Relative emm mRNA levels of MGAS2221 (control), M− GAS1806, and M+ M497 and M406 and M− M405 isolated from GAS1806 infection site in the skin of mice. The polymorphism of the mga polycytidine tract is indicated.




TABLE 3 Summary of selection of M+ isolates from skin infection site of mice with M− GAS variants.
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We also tested GAS1806, an M− c.1571C[7] variant of MGAS2221, in subcutaneous infection of 5 mice that are numbered from 3 to 7 in Table 3. Four of 20 isolates from mouse 3, 1 of 8 isolates from mouse 4, and 2 of 8 isolates from mouse 5 restored M protein production whereas 10 isolates from mouse 6 or mouse 7 did not have detectable M protein production. Three of the 4 M+ isolates from mouse 3 restored the c.1571C[8] tract of mga, and the other M+ revertant had an additional C deletion in the c.1571C[7] tract, resulting in 6 C at the polycytidine tract of mga that is designated as c.1571C[6]. The M+ isolate in mouse 4 restored the c.1571C[8] tract of mga whereas both M+ isolates in mouse 5 had the c.1571C[6] mga variant (Table 3). The additional 1C deletion of the c.1571C[7] tract of mga in the M− variant shifted the reading frame, converting the Mga-62 AA-M1 protein fusion protein into an Mga variant of 542 aa residues, which was just 13 amino acid residues longer than the wild-type Mga protein of M1 GAS (Figure 3B). This c.1571C[6] mga variant apparently restored Mga function and thus the M protein production.

To test whether the c.1571C[7] and c.1571C[6] mga variants lost and regained function, emm mRNA levels were measured by real-time RT PCR for MGAS2221 (wt control), GAS1806 (c.1571C[7] mga variant of MGAS2221), and isolates M497, M405, and M406 from mouse infection with GAS1806. M497, M405, and M406 had c.1571C[6] (M497), c.1571C[7], and c.1571C[8] mga variants. As shown in Figure 3C, GAS1806 and M405 lost emm transcription by 98% whereas M497 and M406 restored emm transcription to 90 and 100% of that in MGAS2221. Thus, the c.1571C[7] mga variant is nonfunctional and can be reversed into functional c.1571C[8] mga by gaining 1\u00B0C or converted into functional c.1571C[6] mga variant by losing another C during mouse infection. The results indicate that the polycytidine tract at the 3′ end of the mga gene in M1 GAS can switch between c.1571C[8] or c.1574C[6] and c.1574C[7] to turn on and off M protein production, respectively.



Polymorphisms of the polycytidine tract of mga-1 in sequenced GAS strains in genome databases

If the polycytidine tract-based switch of mga for phase variation in M protein production functions during infection, there should be polymorphism at the polycytidine tract of the mga gene in clinical isolates. M12 GAS frequently shows M protein phase variation in vitro (Simpson and Cleary, 1987). So we first examined the mga sequences of M12 GAS genomes in the NCBI genome database. The mga gene and protein sequences of 106 available M12 GAS genomes were aligned. As shown in Figure 4A, there are four different types of polymorphisms related to the number of the C repeats starting at base 1574 and polymorphism at base 1657: (1) functional c.1574C[8] mga and base G at position 1657 (1657G) (wt), (2) nonfunctional c.1574C[7] mga and 1657G (Variant 1), (3) functional c.1574C[6] mga and 1657G (Variant 2), and (4) functional mga variant with c.1574C[7] and 1657A (Variant 3). Wild-type Mga of M12 GAS has 530 amino acid residues. The nonfunctional c.1574C[7]/1657G Variant 1 encodes a nonfunctional Mga-M protein fusion protein with a 62-aa bridge encoded by the intergenic sequence between the mga and emm genes, the functional c.1574C[6]/1657G variant has 543 amino acid residues and is similar with the c.1571C[6] mga variants of MGAS2221 that were from the c.1574C[7] mga variant of MGAS2221 in mouse infection; and the G-to-A nonsense mutation at base 1657 of the c.1574C[7] mga variant converts Variant 1 into c.1574C[7]/1657A Mga variant that is 21 aa-residue longer than the wt Mga protein (Figure 4B) (Table 4). Among 106 M12 genomes in the NCBI genome database, there are 25 wt mga; 3 Variant 1, 38 Variant 2; and 40 Variant 3. These data are summarized in Table 4, and the mga polymorphisms at the polycytidine tract and base 1657 of 106 M12 genomes are listed in Supplementary Table S2. It is interesting that two of the three strains with nonfunctional c.1574C[7]/1657G mga variant 1, ATCC 11434 (Tanaka et al., 2020) and MGAS2096 (Sarkar et al., 2018), were isolated from patients with acute poststreptococcal glomerulonephritis, and the infection nature of the third strain, NCTC8300, is not known. The data indicate that the length polymorphism of Mga is caused through arising the nonfunctional c.1574C[7]/1657G mga variant and restoring the function of the nonfunctional c.1574C[7]/1657G mga variant by the additional C deletion at the c.1574C[7] tract or the G-to-A mutation at base 1657. These mga polymorphisms among clinical M12 isolates also indicate that M12 GAS undergoes phase variation in M protein production through the slipped-strand mispairing of the mga polycytidine tract.
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FIGURE 4
 Polymorphism at the c.1574C[8] tract and base 1,657 of mga of sequenced M12 GAS genomes. (A) For different polymorphisms of the c.1574C[8] and base 1,657 in M12 mga genes. (B) The difference in amino acid sequence of Mga caused by the polymorphisms of mga in panel A. The sequences in red are those that are different from the wild-type Mga.




TABLE 4 Polymorphism at the polycytidine tract and base 1,657 and Functionality of M1 and M12 mga among GAS genomes in the GenBank database.
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Among 158 M1 GAS strains (Supplementary Table S3), 5 M1 GAS strains, FDAARGOS, CCUG-4207, CCUG-4207-W1, NCTC8198, and AP1, had the functional c.1571C[6] mga variant, and three M1 strains, CCUG-47803, SPY8157, and GA41345, had the nonfunctional c.1571C[7] mga variant (Table 4 and Supplementary Table S3). Other M1 strains in the NCBI genome database have the wt c.1571C[8] mga. The frequency of the c.1571C[6] mga variant among the sequenced M1 GAS isolates, 5/158, is less than that among the sequenced M12 GAS isolates, 38/106 (Table 4). Four of 6 M14 GAS strains in the GenBank database have the wt c.1574C[8] mga encoding Mga with 530 amino acid residues, and two other strains have the c.1574C[6] mga variant for Mga with 543 amino acid residues (Table 1). One of two M23 strain has the c.1574C[6] mga variant for Mga with 543 amino acid residue, and another has 1C addition at the c.1574C[8] tract and 1C deletion at the c.1555C[6] tract, leading to c.1555C[5]/c.1573C[9] mga variant that encode Mga with 530 amino acid residues (Table 1). The c.1574C[6] mga variant in clinical M1, M14, and M23 GAS isolates indicates that the nonfunctional c1574C[7] mga variants of M1, M14, and M23 GAS arise during infection.

M3 GAS strains in the GenBank database have four polymorphisms of M3 mga that are related to the polycytidine tract near the 3′ end of mga (Supplementary Table S4). 106 strains have the wt c.1592C[8] mga; 5 strains have a missense mutation at base 1599 of the c.1592C[8] tract from C to T or c.1598C > T; 1 strain has an addition of 1C to the tract to result in c.1592C[9] mga variant; and two strains, A842 and A843, had 1C deletion at the c.1592C[8] tract and 1C addition at the c.1573C[6] tract to result in c.1592C[7]/c.1573[7] mga variant. It is unlikely that the two events in strains A842 and A843 occurred at the same time. These polymorphisms of M3 mga indicates the slipped-strand mispairing within the c.1592C[8] tract of M3 mga also occurs in hosts.



Lack of polymorphism in Mga length for serotypes of GAS that do not have the mga polycytidine tract

The M49 mga gene belongs to the mga-2 cluster that does not have the polycytidine tract. Except for a three amino acid residue insertion near the C terminus of Mga in M49 strain K36294, all the Mga sequences of the other 29 M49 genomes do not show length polymorphism. The Mga sequences of the other mga-2, such as M89 mga, do not have the polycytidine tract, which is shown in the sequence alignment of mga of M1 strain MGAS5005 and M89 strain KUN-0012590 (Murase et al., 2020) (Supplementary Figure S2). M89 strains do not have polymorphism in the length of the Mga protein. These results indicate that the polycytidine tract of mga-1, but not mga-2, causes polymorphism in the length of Mga proteins.




Discussion

One of our findings is that the slipped-strand mispairing within the c.1571C[8] tract of the mga gene of M1 GAS mediates the phase variation of the M protein. In vitro genetic manipulation or culturing of M1 GAS strains frequently led to variants with the loss of M protein production. The majority of M- variants had a single C base deletion in the c.1574C[8] tract of mga, leading to an open reading frame shift that combine the mga and downstream emm1 gene to code for a predicted Mga-M protein fusion. Complementation in trans of the c.1571C[7] mga variant with an mga-containing plasmid restored the production of the M protein. Isolates with restored M protein production were recovered at skin infection sites in mice with the c.1571C[7] mga variant, and the majority of these M+ revertants restored the c1571C[8] tract of mga. In addition, some M+ revertants lost another C, leading to a c.1571C[6] mga variant that codes for a Mga with additional 13 amino acid residues at the C-terminus compared with the wt Mga. Transcriptional data of emm indicates that the c.1571C[7] mga variant is nonfunctional whereas the c.1571C[6] mga variant is functional as an activator of emm transcription. In addition to arising of the c.1571C[7] mga variant, M protein production could be lost by the Mga T98P and T289P missense mutations, A-to-G mutation in the-10 box of the emm promoter, and unknown mutation(s) that affects post-transcriptional translation. The M protein of M12 GAS has been shown to have phase variation in vitro (Simpson and Cleary, 1987). Approximately 50-base pair deletions within or adjacent to the M protein coding sequence had been detected in two M- variants but the detail of the deletions and whether the deletions were responsible for the loss of the M protein production were not known (Spanier et al., 1984). Our findings reveal that the slipped-strand mispairing within the c.1574C[8] tract in the mga gene of cluster 1 is one mechanism to reversibly turn the M protein production on and off (Figure 5A).
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FIGURE 5
 The cytidine repeat of mga as a switch for M protein production and the role of the switch in the circulation among human hosts. (A) Slipped-strand mispairing of the polycytidine tract of mga functions as a switch for M protein production. The c.1574C[8] and c.1574C[6] repeats of mga lead to functional Mga, which turns on M protein expression whereas c.1574C[7] leads to nonfunctional Mga, which turns off M protein expression. (B) Proposed role of the switch of M protein production in GAS circulation among human hosts. It is proposed that humoral immunity in patients turns off the switch, resulting in M- variants that are transmitted to naïve host where innate immunity turns on the switch to produce M protein.


The M protein and several other virulence factors regulated by Mga are among genes that have the highest expressions according to transcriptional profiling with RNAseq analysis (Horstmann et al., 2018). The M protein, ScpA, and SclA are not essential for M1 GAS viability since their genes can be deleted (Li et al., 2013; Liu et al., 2015; Supplementary Table S1), and emm deletion mutant can survive in skin infection site of mice for several days (Liu et al., 2015). One possible reason for the arising of M- variants in serial passage in THY is a metabolic burden driven evolutionary adaptation. In this case, the production of M protein constitutes a substantial anabolic burden that reduces fitness relative to strains that do not produce the M protein, and M− mutants likely overgrow M protein-producing strains. We will examine this possibility in future. Loss of M protein production in construction of GAS gene deletion in our method using THY for passing significantly caused problems in our effort to generate gene deletion mutants without loss of M protein production in our previous studies. Fortunately, passing GAS with the first crossover on THY agar prevented the arising of M- variants (Zhou et al., 2013; Supplementary Table S1). These results suggest that M+ GAS bacteria under limited nutrient condition may have defects in the envelope structure that compromise GAS survival in liquid. M- variants may devote more nutrient to the synthesis of the cell wall to survive better in liquid under limited nutrient conditions. Passing on THY agar is an important improvement in the two step gene deletion approach to generate gene deletion mutants without loss of M protein production. Allelic exchange approach may have higher chance to obtain mutants with normal M protein production but introduces antibiotic selection marker. The sagA gene was shown to downregulate emm (Li et al., 2019). The sda1 gene was proposed to be selection pressure for covRS mutants (Walker et al., 2007). However, these results could not repeated, and loss of M protein production might be responsible for these observations (Zhou et al., 2013; Liu et al., 2015). No matter what approach is used to generate gene deletion mutants of GAS with mga-1, it is important to check emm transcription and M protein production of gene deletion mutants.

The M protein is required for resistance to phagocytosis by neutrophils (Perez-Casal et al., 1992). The M protein is important if not essential for growth in vivo in order to protect against the immune response, evolution has landed upon a reversible switch, so that when a mutant that has lost M protein production is back in an in vivo environment a portion of them will revert to producing the M protein helping to ensure the survival of the species. This explains why lack of M production enhances fitness ex vivo, but M protein production enhances fitness in vivo.

The polymorphism in the length of Mga among clinical GAS isolates indicates that the M protein phase variation through the slipped-strand mispairing within the c.1574C[8] tract occurs in vivo. Several clinical isolates of M1 and M12 GAS had the nonfunctional c.1574C[7] mga variant. It is possible that the c1574C[7] variant in these isolates might be acquired due to in vitro processing. However, the presence of the functional c.1574C[6] and c.1574C[7]/1657A mga variants indicate that the c.1574C[7] variant occurs in vivo. It is interesting that the 1657A allele is absent in the c.1574C[8] and c.1574C[6] mga variants. 37.7% of 106 M12 genomes in the GenBank database contain the c.1574C[7]/1657A mga variant. The majority of M12 strains with this mga variant should transcribe emm and produce M protein. Thus, it is reasonable to assume that the c.1574C[7]/1657A mga variant of M12 is functional. If this is true, the c.1657G > A nonsense mutation is somehow selected for functional mga variants from the nonfunctional c.1574C[7] mga variant. The M protein is required for resistance to phagocytosis, which is likely one of selection pressures for functional Mga from c.1574C[7] mga variant. Apparently, there is no selection pressure to select the c.1574G > A mutation in c.1574C[8] and c.1574C[6] because the c.1574G > A mutation does not alter the functionality of the functional mga variants.

The C-terminal region of Mga is important for oligomerization of Mga and transcriptional activation (Hondorp et al., 2012). Fusion of an extra 546 amino acid residues to the C-terminus of Mga in the c.1571C[7] mga variant of M1 and M12 GAS is expected to interfere with Mga oligomerization and transcriptional activation. The M12 c.1574C[7]/1657A mga variant encodes the Mga variant of 551 amino acid residues, 20 amino acid residues longer than the wt M12 mga, suggesting that addition of short peptides to the C-terminus of Mga does not affect the function of Mga dramatically.

It is not known why the nonfunctional c.1574C[7] mga variant arises and functional c.1574C[7]/1657A and c.1574C[6] mga variants are selected in host. We speculate that the acquired immunity may play a role in this process. Anti-M protein antibodies enhance GAS killing by neutrophils and may confer an advantage to M- variants. We do not have experimental evidence for this possibility. It is also possible that the c.1574C[7] mga variant arises in a nutrient-limited niche in the host. If the humoral immunity indeed plays a role for the c.1574C[7] mga variant, the selection of the functional c.1574C[8], c.1574C[6] and c.1574C[7]/1657A mga variants from c.1574C[7] mga variant would not occur in the same host in which the c.1574C[7] variant is. It is more likely that the c.1574C[7] mga variant is transmitted into naïve hosts where the functional mga variants arise in response to the innate immune responses like in the mouse infection. It is proposed that the reversible switch of the M protein phase variation through the slipped-strand mispairing within the c.1574C[8] tract of the mga gene plays a role in the continued circulation of GAS among human hosts (Figure 5B). In this proposal, GAS with the c.1574C[8] mga is transmitted from patients to naïve hosts to cause acute infections, and the humoral immunity then selects the c.1574C[7] mga variant; and the c.1574C[7] mga variant is transmitted to new naïve hosts and converted into c.1574C[8] to cause infection. It would be interesting to test this proposal in future work.

Slipped-strand mispairing within a repetitive sequence is commonly used for adaption of bacteria to particular environment or niche. For Group A Streptococcus, slipped-strand mispairing in AACAA repeats in coding region controls production of streptococcal collagen-like protein B (Lukomski et al., 2001; Rasmussen and Björck, 2001). The well-characterized hypervirulent M1T1 GAS strain MGAS5005 had a T deletion in the 7 T tract starting at base 77 of the covS gene (Li et al., 2013), and the T deletion variants of covS were found at GAS infection site of mice (Engleberg et al., 2001). Slipped-strand mispairing within repetitive sequences appears to be a common mechanism for selecting variants that have advantage for survival under particular stress. Our findings represent an unusual mechanism that the slipped-strand mispairing in mga occurs near the end of the mga gene. This arrangement apparently can interfere with the role of the C-terminus of Mga in oligomerization and transcriptional activation but at the same time confers reversibility of the process.



Conclusion

In vitro manipulation of GAS frequently leads to the loss of M protein production. Deletion of base C within the polycytidine tract c.1571C[8] of mga result in the nonfunctional c.1571C[7] mga variant, turning off M protein production. M+ isolates were obtained from infection sites with M− GAS variants in mice and either restored the wild-type c.1574C[8] tract of mga or had a functional c.1574C[6] mga variant due to an additional C deletion at the c.1574C[7] tract. It is concluded that slipped-strand mispairing within the c.1571C[8] tract of M1 mga functions as a switch for the M protein phase variation. The nonfunctional c.1574C[7] and functional c.1574C[6] variants are present in M1, M12, M14, and M23 strains in the GenBank databases, and a G-to-A nonsense mutation at base 1,657 of c.1574C[7] mga leads to a functional c.1574C[7]/1657A mga variant and is common in clinical M12 isolates. These polymorphisms of the polycytidine tract and base 1,657 of mga indicate that M protein phase variation through the slipped-strand mispairing within the c.1574C[8] tract occurs in vivo.



Data availability statement

Publicly available datasets were analyzed in this study. This data can be found at: Genomes of Group A Streptococcus in NCBI GenBank database were used in analyses.



Ethics statement

The animal study was reviewed and approved by Montana State University, Bozeman IACUC.



Author contributions

Experiments were designed by BL and performed by TH, ML, and BL. Bioinformatic analyses were done by YB. The manuscript was written by BL and TH. All authors contributed to the article and approved the submitted version.



Funding

This work was supported in part by grant AI153755 from the National Institutes of Health and the Montana State Agricultural Experimental Station.



Conflict of interest

The authors declare that the research was performed in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



Supplementary material

The Supplementary material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmicb.2023.1212149/full#supplementary-material



Footnotes

1   https://ftp.ncbi.nlm.nih.gov/genomes/genbank/bacteria/Streptococcus_pyogenes

2   https://ftp.cdc.gov/pub/infectious_diseases/biotech



References

 Beres, S. B., Sylva, G. L., Barbian, K. D., Lei, B., Hoff, J. S., Mammarella, N. D., et al. (2002). Genome sequence of a serotype M3 strain of group a Streptococcus: phage-encoded toxins, the high-virulence phenotype, and clone emergence. Proc. Natl. Acad. Sci. U. S. A. 99, 10078–10083. doi: 10.1073/pnas.152298499 

 Bessen, D. E., Manoharan, A., Luo, F., Wertz, J. E., and Robinson, D. A. (2005). Evolution of transcription regulatory genes is linked to niche specialization in the bacterial pathogen Streptococcus pyogenes. J. Bacteriol. 187, 4163–4172. doi: 10.1128/jb.187.12.4163-4172.2005 

 Camacho, C., Coulouris, G., Avagyan, V., Ma, N., Papadopoulos, J., Bealer, K., et al. (2009). BLAST+: architecture and applications. BMC Bioinformatics 10:421. doi: 10.1186/1471-2105-10-421 

 Caparon, M. G., and Scott, J. R. (1987). Identification of a gene that regulates expression of M protein, the major virulence determinant of group a streptococci. Proc. Natl. Acad. Sci. U. S. A. 84, 8677–8681. doi: 10.1073/pnas.84.23.8677 

 Carapetis, J. R., Steer, A. C., Mulholland, E. K., and Weber, M. (2005). The global burden of group a streptococcal diseases. Lancet Infect. Dis. 5, 685–694. doi: 10.1016/S1473-3099(05)70267-X

 Cunningham, M. W. (2008). Pathogenesis of group a streptococcal infections and their sequelae. Adv. Exp. Med. Biol. 609, 29–42. doi: 10.1007/978-0-387-73960-1_3

 Engleberg, N. C., Heath, A., Miller, A., Rivera, C., and DiRita, V. J. (2001). Spontaneous mutations in the CsrRS two-component regulatory system of Streptococcus pyogenes result in enhanced virulence in a murine model of skin and soft tissue infection. J. Infect. Dis. 183, 1043–1054. doi: 10.1086/319291 

 Feng, W., Minor, D., Liu, M., and Lei, B. (2017). Requirement and synergistic contribution of platelet-activating factor Acetylhydrolase Sse and Streptolysin S to inhibition of neutrophil recruitment and systemic infection by Hypervirulent emm3 group a Streptococcus in subcutaneous infection of mice. Infect. Immun. 85, e00530–e00517. doi: 10.1128/IAI.00530-17 

 Ferretti, J. J., McShan, W. M., Ajdic, D., Savic, D. J., Savic, G., Lyon, K., et al. (2001). Complete genome sequence of an M1 strain of Streptococcus pyogenes. Proc. Natl. Acad. Sci. U. S. A. 98, 4658–4663. doi: 10.1073/pnas.071559398 

 Fischetti, V. A., Jones, K. F., Hollingshead, S. K., and Scott, J. R. (1988). Structure, function, and genetics of streptococcal M protein. Rev. Infect. Dis. 10, S356–S359. doi: 10.1093/cid/10.supplement_2.s356

 Henderson, I. R., Owen, P., and Nataro, J. P. (1999). Molecular switches--the ON and OFF of bacterial phase variation. Mol. Microbiol. 33, 919–932. doi: 10.1046/j.1365-2958.1999.01555.x

 Hondorp, E. R., Hou, S. C., Hempstead, A. D., Hause, L. L., Beckett, D. M., and Mciver, K. S. (2012). Characterization of the group a Streptococcus Mga virulence regulator reveals a role for the C-terminal region in Oligomerization and transcriptional activation. Mol. Microbiol. 83, 953–967. doi: 10.1111/j.1365-2958.2012.07980.x

 Horstmann, N., Tran, C. N., Brumlow, C., DebRoy, S., Yao, H., Nogueras Gonzalez, G., et al. (2018). Phosphatase activity of the control of virulence sensor kinase CovS is critical for the pathogenesis of group a streptococcus. PLoS Pathog. 14:e1007354. doi: 10.1371/journal.ppat.1007354 

 Levinson, G., and Gutman, G. A. (1987). Slipped-strand mispairing: a major mechanism for DNA sequence evolution. Mol. Biol. Evol. 4, 203–221. doi: 10.1093/oxfordjournals.molbev.a040442

 Li, Z., Sledjeski, D. D., Kreikemeyer, B., Podbielski, A., and Boyle, M. D. (2019). Identification of pel, a Streptococcus pyogenes locus that affects both surface and secreted proteins. J. Bacteriol. 181, 6019–6027. doi: 10.1128/JB.181.19.6019-6027

 Li, J., Zhu, H., Feng, W., Liu, M., Song, Y., Zhang, X., et al. (2013). Regulation of inhibition of neutrophil infiltration by the two-component regulatory system CovRS in subcutaneous murine infection with group a streptococcus. Infect. Immun. 81, 974–983. doi: 10.1128/iai.01218-12 

 Liu, G., Feng, W., Li, D., Liu, M., Nelson, D. C., and Lei, B. (2015). The Mga Regulon but not Deoxyribonuclease Sda1 of invasive M1T1 group a Streptococcus contributes to in vivo selection of CovRS mutations and resistance to innate immune killing mechanisms. Infect. Immun. 83, 4293–4303. doi: 10.1128/IAI.00857-15 

 Liu, G., Liu, M., Xie, G., and Lei, B. (2013). Characterization of streptococcal platelet-activating factor acetylhydrolase variants that are involved in innate immune evasion. Infect. Immun. 81, 3128–3138. doi: 10.1128/IAI.00398-13 

 Liu, M., Zhu, H., Li, J., Garcia, C. C., Feng, W., and Kirpotina, L. N. (2012). Group a Streptococcus secreted esterase hydrolyzes platelet-activating factor to impede neutrophil recruitment and facilitate innate immune evasion. PLoS Pathog. 8:e1002624. doi: 10.1371/journal.ppat.1002624 

 Lukomski, S., Nakashima, K., Abdi, I., Cipriano, V. J., Shelvin, B. J., Graviss, E. A., et al. (2001). Identification and characterization of a second extracellular collagen-like protein made by group a Streptococcus: control of production at the level of translation. Infect. Immun. 69, 1729–1738. doi: 10.1128/iai.69.3.1729-1738.2001 

 McIver, K. S., Heath, A. S., Green, B. D., and Scott, J. R. (1995). Specific binding of the activator Mga to promoter sequences of the emm and scpA genes in the group a Streptococcus. J. Bacteriol. 177, 6619–6624. doi: 10.1128/jb.177.22.6619-6624.1995 

 McNamara, C., Zinkernagel, A. S., Macheboeuf, P., Cunningham, M. W., Nizet, V., and Ghosh, P. (2008). Coiled-coil irregularities and instabilities in group a Streptococcus M1 are required for virulence. Science 319, 1405–1408. doi: 10.1126/science.1154470 

 Murase, K., Nozawa, T., Aikawa, C., Nagao, M., Ikebe, T., Yoshida, A., et al. (2020). Complete genome sequences of Streptococcus pyogenes serotype M3, M28, and M89 strains isolated from human patients in Japan, 1994 to 2009. Microbiol. Resour. Announc. 9, e01047–e01020. doi: 10.1128/MRA.01047-20 

 National Research Council. (2011). Guide for the Care and Use of Laboratory Animals, 8th National Academies Press, Washington, DC.

 Nelson, G. E., Pondo, T., Toews, K. A., Farley, M. M., Lindegren, M. L., Lynfield, R., et al. (2016). Epidemiology of invasive group a streptococcal infections in the United States, 2005-2012. Clin. Infect. Dis. 63, 478–486. doi: 10.1093/cid/ciw248 

 Nelson, D., Schuch, R., Chahales, P., Zhu, S., and Fischetti, V. A. (2006). PlyC: a multimeric bacteriophage lysin. Proc. Natl. Acad. Sci. U. S. A. 103, 10765–10770. doi: 10.1073/pnas.0604521103 

 Ogino, S., Gulley, M. L., den Dunnen, J. T., and Wilson, R. B. (2007). Association for Molecular Patholpogy Training and Education Committtee. Standard mutation nomenclature in molecular diagnostics: practical and educational challenges. J. Mol. Diagn. 9, 1–6. doi: 10.2353/jmoldx.2007.060081 

 Perez-Casal, J., Caparon, M. G., and Scott, J. R. (1992). Introduction of the emm 6 gene into an emm-deleted strain of Streptococcus pyogenes restores its ability to resist phagocytosis. Res. Microbiol. 143, 549–558. doi: 10.1016/0923-2508(92)90112-2 

 Rasmussen, M., and Björck, L. (2001). Unique regulation of SclB - a novel collagen-like surface protein of Streptococcus pyogenes. Mol. Microbiol. 40, 1427–1438. doi: 10.1046/j.1365-2958.2001.02493.x 

 Ribardo, D. A., and McIver, K. S. (2006). Defining the Mga regulon: comparative transcriptome analysis reveals both direct and indirect regulation by Mga in the group a streptococcus. Mol. Microbiol. 62, 491–508. doi: 10.1111/j.1365-2958.2006.05381.x

 Sandin, C., Carlsson, F., and Lindahl, G. (2006). Binding of human plasma proteins to Streptococcus pyogenes M protein determines the location of opsonic and non-opsonic epitopes. Mol. Microbiol. 59, 20–30. doi: 10.1111/j.1365-2958.2005.04913.x 

 Sarkar, P., Danger, J. L., Jain, I., Meadows, L. A., Beam, C., Medicielo, J., et al. (2018). Phenotypic variation in the group a Streptococcus due to natural mutation of the accessory protein-encoding gene rocA. mSphere 3:e00519-18. doi: 10.1128/mSphere.00519-18 

 Sievers, F., Wilm, A., Dineen, D., Gibson, T. J., Karplus, K., Li, W., et al. (2011). Fast, scalable generation of high-quality protein multiple sequence alignments using Clustal omega. Mol. Syst. Biol. 7:539. doi: 10.1038/msb.2011.75 

 Simpson, W. J., and Cleary, P. P. (1987). Expression of M type 12 protein by a group a streptococcus exhibits phase-like variation: evidence for coregulation of colony opacity determinants and M protein. Infect. Immun. 55, 2448–2455. doi: 10.1128/iai.55.10.2448-2455.1987 

 Spanier, J. G., Jones, S. J., and Cleary, P. (1984). Small DNA deletions creating avirulence in Streptococcus pyogenes. Science 225, 935–938. doi: 10.1126/science.6089334 

 Stern, A., Brown, M., Nickel, P., and Meyer, T. F. (1986). Opacity genes in Neisseria gonorrhoeae: control of phase and antigenic variation. Cells 47, 61–71. doi: 10.1016/0092-8674(86)90366-1 

 Stetzner, Z. W., Li, D., Feng, W., Liu, M., Liu, G., Wiley, J., et al. (2015). Serotype M3 and M28 group a streptococci have distinct capacities to evade neutrophil and TNF-α responses and to invade soft tissues. PLoS One 10:e0129417. doi: 10.1371/journal.pone.0129417 

 Stibitz, S., Aaronson, W., Monack, D., and Falkow, S. (1989). Phase variation in Bordetella pertussis by frameshift mutation in a gene for a novel two-component system. Nature 338, 266–269. doi: 10.1038/338266a0

 Sumby, P., Whitney, A. R., Graviss, E. A., DeLeo, F. R., and Musser, J. M. (2006). Genome-wide analysis of group a streptococci reveals a mutation that modulates global phenotype and disease specificity. PLoS Pathog. 2:e5. doi: 10.1371/journal.ppat.0020005 

 Tanaka, M., Kinoshita-Daitoku, R., Kiga, K., Sanada, T., Zhu, B., Okano, T., et al. (2020). Group a Streptococcus establishes pharynx infection by degrading the deoxyribonucleic acid of neutrophil extracellular traps. Sci. Rep. 10:3251. doi: 10.1038/s41598-020-60306-w 

 Torres-Cruz, J., and van der Woude, M. W. (2003). Slipped-strand mispairing can function as a phase variation mechanism in Escherichia coli. J. Bacteriol. 185, 6990–6994. doi: 10.1128/jb.185.23.6990-6994.2003 

 Treviño, J., Perez, N., Ramirez-Peña, E., Liu, Z., Shelburne, S. A., Musser, J. M., et al. (2009). CovS simultaneously activates and inhibits the CovR-mediated repression of distinct subsets of group a Streptococcus virulence factor-encoding genes. Infect. Immun. 77, 3141–3149. doi: 10.1128/IAI.01560-08 

 van der Woude, M. W. (2011). Phase variation: how to create and coordinate population diversity. Curr. Opin. Microbiol. 14, 205–211. doi: 10.1016/j.mib.2011.01.002 

 Viguera, E., Canceill, D., and Ehrlich, S. D. (2001). Replication slippage involves DNA polymerase pausing and dissociation. EMBO J. 20, 2587–2595. doi: 10.1093/emboj/20.10.2587 

 Walker, M. J., Hollands, A., Sanderson-Smith, M. L., Cole, J. N., Kirk, J. K., Henningham, A., et al. (2007). DNase Sda1 provides selection pressure for a switch to invasive group a streptococcal infection. Nat. Med. 13, 981–985. doi: 10.1038/nm1612 

 Zhou, Y., Hanks, T. S., Feng, W., Li, J., Liu, G., Liu, M., et al. (2013). The sagA/pel locus does not regulate the expression of the M protein of the M1T1 lineage of group a Streptococcus. Virulence 4, 698–706. doi: 10.4161/viru.26413 

 Zhu, H., Liu, M., Sumby, P., and Lei, B. (2009). The secreted esterase of group a streptococcus is important for invasive skin infection and dissemination in mice. Infect. Immun. 77, 5225–5232. doi: 10.1128/iai.00636-09 









 


	
	
TYPE Mini Review
PUBLISHED 28 June 2023
DOI 10.3389/fmicb.2023.1186424






Clinical metagenomics—challenges and future prospects

Maliha Batool and Jessica Galloway-Peña*


Department of Veterinary Pathobiology, College of Veterinary Medicine and Biomedical Sciences, Texas A&M University, College Station, TX, United States

[image: image2]

OPEN ACCESS

EDITED BY
 Axel Cloeckaert, Institut National de recherche pour l’agriculture, l’alimentation et l’environnement (INRAE), France

REVIEWED BY
 Madjid Morsli, Aix Marseille Université, France
 Vladimir Lazarevic, Hôpitaux Universitaires de Genève (HUG), Switzerland
 Jessica E. Manning, National Institute of Allergy and Infectious Diseases (NIH), United States

*CORRESPONDENCE
 Jessica Galloway-Peña, jgallowaypena@cvm.tamu.edu 

RECEIVED 14 March 2023
 ACCEPTED 12 June 2023
 PUBLISHED 28 June 2023

CITATION
 Batool M and Galloway-Peña J (2023) Clinical metagenomics—challenges and future prospects. Front. Microbiol. 14:1186424. doi: 10.3389/fmicb.2023.1186424

COPYRIGHT
 © 2023 Batool and Galloway-Peña. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
 

Infections lacking precise diagnosis are often caused by a rare or uncharacterized pathogen, a combination of pathogens, or a known pathogen carrying undocumented or newly acquired genes. Despite medical advances in infectious disease diagnostics, many patients still experience mortality or long-term consequences due to undiagnosed or misdiagnosed infections. Thus, there is a need for an exhaustive and universal diagnostic strategy to reduce the fraction of undocumented infections. Compared to conventional diagnostics, metagenomic next-generation sequencing (mNGS) is a promising, culture-independent sequencing technology that is sensitive to detecting rare, novel, and unexpected pathogens with no preconception. Despite the fact that several studies and case reports have identified the effectiveness of mNGS in improving clinical diagnosis, there are obvious shortcomings in terms of sensitivity, specificity, costs, standardization of bioinformatic pipelines, and interpretation of findings that limit the integration of mNGS into clinical practice. Therefore, physicians must understand the potential benefits and drawbacks of mNGS when applying it to clinical practice. In this review, we will examine the current accomplishments, efficacy, and restrictions of mNGS in relation to conventional diagnostic methods. Furthermore, we will suggest potential approaches to enhance mNGS to its maximum capacity as a clinical diagnostic tool for identifying severe infections.
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1. Introduction


1.1. Overview of the limitations of routine diagnostics for pathogen detection

Conventionally, the clinical detection of pathogens is based on the isolation and cultivation of organisms (Fournier et al., 2014). Once cultivated, these organisms are typically characterized using biochemical tests, mass spectrometry, nuclear magnetic resonance (NMR) spectrometry, nucleic acid amplification, or immunological testing (Carroll et al., 2019). Culture-dependent methods are considered the “gold standard” for diagnosis of infectious diseases in clinics but it may take several days to weeks to cultivate slow-growing organisms. Also, prior exposure to antibiotics can impair the sensitivity of culturing, thus missing cases of treatable diseases (Govender et al., 2021).

Polymerase chain reaction (PCR) is a widely used molecular diagnostic method in clinical laboratories that can rapidly detect the presence or absence of DNA and RNA from a clinical specimen without the need for microbial cultivation (Carroll et al., 2019). PCR-based tests have been further developed into real-time PCR, allowing the amplification, quantification of expression, and thus identification of specific pathogen genetic content with high sensitivity and specificity. However, PCR-based methodologies typically detect the presence or absence of a single gene at a time, offering low sensitivity, and potentially providing false negatives in cases containing low gene copy numbers (Huanyu Wang, 2021). To enhance the diagnostic capacity of PCR, multiplex PCR was developed to allow the simultaneous detection of multiple targets in a single PCR reaction (Huanyu Wang, 2021), although, it requires prior knowledge about pathogens of interest in order to identify them (Gu et al., 2021). Broad-range PCR is another effective method for hypothesis-independent detection of bacterial or fungal species, but has limitations. It has lower sensitivity than species-specific PCRs, cannot detect viral or parasitic infections, is only suitable for sterile bodily fluids and tissues, and can be more expensive than traditional methods (Rampini et al., 2011; Tkadlec et al., 2019; Aggarwal et al., 2020). Different PCR tests have varying diagnostic accuracy. In-house PCR tests are cheaper but require more time and training, while commercial PCR tests are automated and faster with higher sensitivity (Venter et al., 2019).

Alternatively, although antigen-detection is inexpensive and can be used in point-of-care setting due to promptness of the assay, diagnosis based on immunological tests are inherently less sensitive and may not provide accurate information (Govender et al., 2021). Furthermore, since it may take 1–2 weeks for antibodies to develop, antibody testing is not recommended for the diagnosis of acute disease (Govender et al., 2021).

In recent years, matrix-assisted laser desorption/ionization time-of-flight mass spectrometry (MALDI-TOF MS) has become a tool of choice for bacterial and fungal identification in clinical laboratories (Dingle and Butler-Wu, 2013). Although identification can be provided in minutes, MALDI-TOF requires bacterial cultivation prior to analysis. Furthermore, it is not a quantitative approach and presents low specificity (Roux-Dalvai et al., 2019).

Peptide nucleic acid fluorescent in situ hybridization (PNA-FISH) is a recently introduced rapid and reliable method for the detection of bacteria and fungi responsible for blood stream infections. It provides more timely results compared to traditional culturing-based methods (Calderaro et al., 2014). PNA-FISH is validated by the U.S. Food and Drug Administration (FDA) for diagnosis of blood samples, however, it is not available to use at the tissue level (Weaver et al., 2019). A summary of the current technologies used in routine diagnostics in the clinical setting is provided in Table 1.



TABLE 1 Routine diagnostic assays in a clinical setting for the detection of pathogens.
[image: Table1]



1.2. Overview of clinical need and advantages of metagenomics

Clinical metagenomics using next-generation sequencing (mNGS) has the potential to surpass the limitations of conventional diagnostics and make a seismic shift in the care of patients suffering from various infections (Simner et al., 2018). Unlike other diagnostic methods, mNGS does not require background knowledge of a suspected pathogen (Duan et al., 2021). mNGS can capture millions to billions of nucleic acids sequences at once and detect multiple organisms including novel pathogens that may be present in a clinical specimen (John et al., 2021). The time required for sample preparation, sequencing, and preliminary bioinformatic analysis depends on the nature of sequencing platform being used (Morsli et al., 2021a,b, 2022a,b). For example, newly available long-read sequencing platforms, such as Oxford Nanopore sequencing, provide real time pathogen detection within minutes and additional information regarding genotyping and bacterial profiling in less than 6 h (Morsli et al., 2021a,b, 2022a,b). Also, Oxford Nanopore Technologies is currently the most prevalent and cost-effective mNGS platform in low- and middle-income countries (Yek et al., 2022). Clinical NGS includes two sequencing strategies: targeted amplicon sequencing and untargeted shotgun metagenomic sequencing. The targeted amplicon sequencing targets the universally conserved regions among bacteria (16S or 23S rRNA gene) or fungi and parasites (internal transcribed spacer (ITS), 18S rRNA, 28S rRNA gene) for pathogen detection (Salipante et al., 2013; Wagner et al., 2018). As an example, PCR-amplified 16S rRNA gene sequencing targets and amplifies one or more selected hypervariable regions (V1–V9) of the 16S rRNA gene. However, the choice of a particular hypervariable region targeted in 16S rRNA gene sequencing appears to be one of the biggest factors underlying technical variation in microbiome composition (Hiergeist et al., 2015; Tremblay et al., 2015; Gohl et al., 2016).

Unlike targeted amplicon sequencing, which only targets specific genes or gene regions, shotgun metagenomic sequencing targets the entire genetic content of a clinical sample, thus permitting the detection of all potential pathogens (Chiu and Miller, 2019). The capability to simultaneously identify viruses, bacteria, fungi, and parasites in a sample makes it broadly appealing for co-infection cases (Chen et al., 2021a). Furthermore, the amount of information derived from shotgun mNGS sequencing can potentially be used for additional analyses, such as antibiotic resistance profiling, virulence gene information, metabolic function profiling, and analyses of human host responses via transcriptome profiling (Chiu and Miller, 2019).



1.3. Commercially available clinical metagenomics platforms

Recently mNGS testing and analyses have become commercially available. For example, Charles Chiu and colleagues from the University of California, San Francisco (UCSF) are pioneers in the development of mNGS testing for the diagnosis of central nervous system (CNS) infections (Wilson et al., 2014). In 2014, the first use of mNGS was reported for the diagnosis of neuro-leptospirosis on CSF from a 14-year-old boy presenting the signs of meningoencephalitis (Wilson et al., 2014). This was the first report demonstrating the use of mNGS with medically actionable information and successful clinical diagnosis that led to the appropriate treatment of the patient (Wilson et al., 2014). Since then, UCSF provides validated mNGS DNA and RNA testing for patients with meningitis and/or encephalitis. The UCSF diagnostic lab also offers mNGS DNA testing for patients with sepsis and disseminated infections (Chiu and Miller, n.d.). UCSF software analyzes sequence reads, identifies those reads which align to pathogens in the GenBank database, and issues a report showing the presence of pathogens in a clinical sample, along with clinical interpretation. At least 66.7% of pathogens detected from CSF were true positives, and only 5.6% were found to be false positives (Miller et al., 2019). The mNGS test at USCF for pathogen detection from CSF specimens showed a sensitivity of 86.1% and a specificity of 97.9%. The mNGS test for pathogen detection from plasma samples showed a sensitivity of 77% and specificity of 86%. The turnaround time from shipping samples to delivery of a report is generally 1–2 weeks (Chiu and Miller, n.d.).

The Karius test (Karius, California, United States) is another example of how mNGS is useful for the diagnosis of bloodstream infections (BSIs) and sepsis (Blauwkamp et al., 2019). The Karius test involves extraction of cell-free DNA (cfDNA) from plasma, then a sequencing library is created and sequenced using Illumina technology. The sequence data is compared to an internal reference database encompassing a number of microbial genomes (Blauwkamp et al., 2019). A published study by Thair et al. confirmed that the Karius test detected approximately three times more positive cases than culture-based detection (Thair et al., 2017). However, the limitation is that the test can give false positive results. The Arizona-based Fry Laboratories also provides DNA sequencing diagnostic services for cutaneous, gastrointestinal, hematologic, musculoskeletal, and pulmonary infections (Fry, n.d.).

The Beijing Genomic Institute (BGI Genomics), a China-based company, is one of the largest companies that provide clinical mNGS services for the detection of pathogens causing respiratory infections such as Coronavirus and other pathogenic microorganisms (Jiang, n.d.). The sequencing services by the Zhejiang, China-based IngeniGen XunMinKang Biotechnology company also provide the detection of undiagnosed pathogens in patients with respiratory diseases (Wang et al., 2019; Li et al., 2022).




2. Detection of pathogens via clinical metagenomics

mNGS is an unbiased culture-independent and hypothesis-free sequencing technology that has shown tremendous clinical application particularly in the diagnosis of CNS infections, bloodstream infections, and respiratory tract infections (Blauwkamp et al., 2019; Miller et al., 2019; Wilson et al., 2019; Chen H. et al., 2020; Hasan et al., 2020; Haston et al., 2020; Li et al., 2020; Chen et al., 2021b; Hogan et al., 2021; Jing et al., 2021; Liu et al., 2021; Mu et al., 2021; Pollock et al., 2021; Zhou et al., 2021; Deng et al., 2022; Fu et al., 2022; Guo et al., 2022; Li et al., 2022; Wang et al., 2022; Zhang et al., 2022; Morsli et al., 2022b). Examples of recent applications of mNGS in the diagnosis of these infections are provided in Table 2. Below is a brief overview of the areas where mNGS has made considerable impact and the implications.



TABLE 2 Examples of the potential impact of clinical shotgun metagenomics (2019–2022) on infectious disease diagnosis.
[image: Table2]


2.1. Respiratory infections

Pneumonia is considered among the top 10 causes of death in the United States, especially among immunocompromised patients such as those with hematologic malignancy or undergoing hematopoietic stem cell transplant (Lippert et al., 2022). The identification of the causative agent of pneumonia is difficult and often inaccurate due to the pathogen diversity, heterogeneity of sampling, and limited detection methods (Buchan et al., 2022). Traditional molecular diagnosis for pneumonia is pathogen-specific but unreliable for novel or unexpected pathogens (Diao et al., 2022). The ability of mNGS to provide a comprehensive view of pathogens makes it useful in the diagnosis of unexplained pneumonia and disease of unknown etiology (Ramesh et al., 2019; Diao et al., 2022). Recently, mNGS has improved the diagnosis of pulmonary infections over traditional methods by detecting a broad range of organisms including bacteria, viruses and fungi in a number of recent investigations (Chen H. et al., 2020; Li et al., 2020; Mu et al., 2021; Deng et al., 2022; Li et al., 2022; Zhang et al., 2022). Remarkably, the causative agent was identified only by mNGS in two recent studies (Zhou et al., 2021; Guo et al., 2022). Importantly, mNGS led to the treatment modifications and guided treatment decisions for 127 patients with pulmonary infections (Mu et al., 2021; Zhou et al., 2021; Li et al., 2022). Moreover, mNGS detected 50% of cases coinfected with bacteria of different respiratory origin in another study (Guo et al., 2022).

A mNGS approach can be superior to traditional methods for pathogen detection and confirmation of respiratory infections, particularly for Mycobacterium tuberculosis (Jin et al., 2022). Mycobacterium tuberculosis, can be quite challenging to detect, however, it has been shown in the last few years that mNGS could potentially be used as the first-line diagnostic test for tuberculosis. Karius-based mNGS testing of plasma samples detected suspected tuberculosis in 60% of adults and 50% of pediatric patients (Pollock et al., 2021).

Lastly, RNA viruses are also considered one of the primary causes of respiratory infections (Miller and Chiu, 2022). mNGS can detect a number of viruses that are usually not screened for in respiratory infections using routine diagnostic assays (Prachayangprecha et al., 2014; Bohl et al., 2022). It has shown good sensitivity and specificity compared to conventional testing and can identify viruses such as Influenza, Rhinovirus, and HIV (Jia et al., 2021). An additional advantage to mNGS is the potential to document and describe emerging, and re-emerging viral infections associated with outbreaks (Quer et al., 2022). For example, RNA-based viral metagenomics has detected the presence of novel human coronavirus variants from patients with respiratory symptoms (Wu et al., 2020; Castañeda-Mogollón et al., 2021).



2.2. Bloodstream infections

In 2017, it was estimated that 48.9 million cases and 11 million deaths were related to sepsis globally (Rudd et al., 2020). Thus, the early and accurate diagnosis of BSI is critical to initiate appropriate antibiotic therapy and for patient survival. Recent findings indicate sequencing microbial cfDNA using mNGS is a valuable approach for the detection of BSI pathogens when the conventional diagnostics fail to detect the etiological agent (Hogan et al., 2021; Eichenberger et al., 2022). A retrospective multi-center study utilizing the cfDNA and RNA showed that mNGS had a positive impact in 7.3% of cases, a negative impact in 3.7% of cases, and no impact in 86.6% of cases in patients with suspicion of multiple infections (Hogan et al., 2021). Another study applied mNGS on cfDNA in septic and non-septic intensive care unit (ICU) patients and was able to diagnose sepsis and predicted mortality as soon as the first day (Jing et al., 2022). Similarly, cfDNA of relevant pathogens was detected in the blood plasma of cystic fibrosis patients (Barrett et al., 2020). mNGS testing improved the detection rate of BSI in patients having fever of unknown origin or patients with suspected BSI from 38% to 87.1% when compared to conventional methods (Jing et al., 2021; Fu et al., 2022; Wang et al., 2022). However, no difference was observed in specificity between two methods for patients with clinical suspicion of infections (Wang et al., 2022). In one report, mNGS pathogen detection rate was comparable with routine diagnostics in 37% of cases (Liu et al., 2021). In some scenarios, the pathogen detection rate for mNGS varied by organism. For instance, mNGS was 100% sensitive for the detection of Staphylococcus aureus and Escherichia coli. However, mNGS test missed the presence of Streptococcus pyogenes (Kalantar et al., 2022). In contrast, 37% of BSI cases were found to be positive by only mNGS test in patients with clinical suspicion of sepsis in another study (Blauwkamp et al., 2019).



2.3. Central nervous system infections

Neuroinflammatory diseases such as meningitis and encephalitis can be diagnostically challenging due to the requirement of invasive procedures for CSF collection, limited availability/low volume of CNS samples, and difficulty of detection by traditional culture (Vetter et al., 2020; Heming et al., 2022; Mokhtari et al., 2022). Furthermore, meningoencephalitis is related with increased risk of morbidity and mortality and thus needs prompt diagnosis and disease management (Ramachandran and Wilson, 2020). CSF culture is considered the gold-standard method for the diagnosis of meningitis. However, prior antibiotic therapy may reduce the sensitivity of CSF cultures, increasing the possibility of false-negatives (Greenberg and Herrera, 2019). mNGS has potential to detect pathogens of unknown etiology as evidenced by clinical series demonstrating the success of mNGS in the detection of hard-to-diagnose CNS infection cases (Miller et al., 2019; Wilson et al., 2019; Hasan et al., 2020; Haston et al., 2020; Chen et al., 2021b; Morsli et al., 2022b). Recently published studies have confirmed the diagnostic sensitivity of mNGS ranging 22% to 95% in patients with CNS infections (Miller et al., 2019; Wilson et al., 2019; Hasan et al., 2020). mNGS testing guided treatment decisions and clinical actionable management for 34.1%–53% of patients in these reports (Wilson et al., 2019; Chen et al., 2021b). However, contaminants from skin flora can lead to false positive bacterial sequences in CSF specimens obtained by lumbar puncture.




3. Limitations, knowledge gaps, and potential solutions of clinical metagenomics

As demonstrated in the previous sections, mNGS is a promising diagnostic technology. However, in the present state of knowledge, metagenomics is not always well-positioned to assist clinicians in rapid clinical decision-making due to expertise required for sample preparation, sequencing, bioinformatic analysis, and the high variability in methodologies and interpretation.

Pathogen detection by mNGS depends on the proportion of pathogen sequences in the total sequencing library. Essentially, the diagnostic performance of mNGS is optimal when the sequencing library contains a nominal fraction of host DNA or there is an enrichment of pathogenic sequences (Olausson et al., 2022). While mNGS tends to be more sensitive than traditional methods as evidenced by several studies (Duan et al., 2021; Guo et al., 2022; Li et al., 2022; Zhu et al., 2022; Wang et al., 2023), one of the caveats to being more sensitive is that mNGS can pick up microbial contamination derived from the environment, containers, reagents, and colonizing microorganisms in the human body, thus giving false-positive results. The use of negative controls is recommended for reagents and containers (López-Labrador et al., 2021). Moreover, depending on the sample source and bacterial load, in most cases the majority of reads in a mNGS data set can be derived from human DNA, while the proportion of pathogens tends to be very low (Gu et al., 2019). In order to overcome this challenge, depletion of host background DNA or targeted sequencing approaches such as depletion of abundant sequences by hybridization (DASH), and finding low-abundance sequences by hybridization (FLASH) in a combination of mNGS could be used (Gu et al., 2016; Hasan et al., 2016; Gu et al., 2019; Quan et al., 2019). For example, a positive selection probe-based system called virome capture sequencing platform for vertebrate viruses (VirCapSeq-VERT) has been established by a research group from the United States to increase the sensitivity of detecting viral sequences in clinical samples (Briese et al., 2015). Compact aggregation of targets for comprehensive hybridization (CATCH) is another available method to capture diverse targets from diverse patient samples (Viral Hemorrhagic Fever Consortium et al., 2019). The sequencing depth required to detect and characterize the genome of interest is a major influencer of metagenomics sensitivity. However, there is no consensus for how sequencing depth should be reported. For now, the choice of sequencing depth is dependent on budget and desired outcomes (Greninger, 2018). Retrospective experiments testing different human specimens with known infection at various sequencing depths are required to determine the ideal sequencing coverage for the diagnosis of different human specimens and infectious agents.

On that note, NGS tests do not equally detect all pathogens. For example, the detection rate of intracellular pathogens in clinical samples, such as a Mycobacterium, is relatively low as the amount of cell-free DNA of intracellular pathogen released into extracellular body fluids is relatively minute (Chen P. et al., 2020). The use of higher sequencing depth may help in identifying the presence of less abundant pathogens in a clinical sample. However, as a result of higher sequencing depth, a large amount of data would be generated, and thus, require more time for analysis. To avoid this challenge, rapid and more advanced bioinformatic tools must be developed (Chiu and Miller, 2019; Miller et al., 2020).

The human is a host to several commensal organisms, thus separating organisms associated with true bloodstream infection from transient gastrointestinal or oral flora in blood/plasma samples is an obstacle to the interpretation of mNGS results (Chiu and Miller, 2019; Chen et al., 2022). Retrospective studies using different threshold levels (such as a cut-off value for the abundance of pathogens, number of sequencing reads to detect a specific pathogen, and sequencing read normalization) are required to differentiate potential pathogens from commensal organisms. Moreover, the clinical significance of identified organisms needs to be further confirmed by conventional testing and the condition of the host (Chen et al., 2022). If a patient presents with an infection and receives appropriate curative therapy, mNGS can still detect lingering DNA from dead pathogens. It is unknown how long the detectable half-life of a pathogen is once the patient receives appropriate treatment and is conceivably circumstantial. A potential solution is the detection of RNA, whose abundance is directly correlated with the degree of gene transcription activity, thus, it can distinguish dead and live organisms in a clinical sample (d’Humières et al., 2021). Compared with DNA sequencing, a combination of DNA and RNA sequencing may have additional benefits (Arroyo Mühr et al., 2021). However, the detection of RNA through mNGS still has its challenges because of the higher abundance of human-derived RNA in a clinical sample as well as the labile nature of RNA. To overcome this challenge, depletion of the host background is needed (Zheng et al., 2021).

Another limitation of the technology is the actual determination of what is detected (López-Labrador et al., 2021). For example, incomplete databases, mis-annotated sequences, databases containing contaminating organisms, bias in databases, and misclassification of organisms all affect the actual determination of the pathogen after sequencing (López-Labrador et al., 2021; Diao et al., 2022). Moreover, differences in pipelines, reproducibility, quality control, and workflow may lead to different and inaccurate pathogen identification between hospitals and commercially available mNGS tools (López-Labrador et al., 2021). Other logistical challenges include patient privacy, bioinformatic data storage, and lack of standardization (Diao et al., 2022). Continuous effort is needed to improve academically and commercially available tools and make them more accessible to the public (Chen et al., 2022). For example, efforts for improving crowdsourcing of bioinformatics pipelines, software, and taxonomic metagenome profilers could be made. Furthermore, stringent quality controls in the laboratory such as unidirectional workflow, strict decontamination methods during nucleic acid processing, and use of negative controls can help in reducing the detection of exogenous DNA contamination derived from reagents and laboratory environment (Chen et al., 2022).

Currently, the role of mNGS is mostly derived from case reports and small cohort studies (Zhang et al., 2020). Large-scale clinical and cross-institutional studies are required to validate the clinical efficacy of mNGS and to provide a better understanding of how metagenomic approaches could help us to improve patient outcomes over the current standard of care (Zhang et al., 2023). While mNGS may be more expensive than routine diagnostics, the incremental cost is minimum when compared to the cost of invasive diagnostic procedures, a series of diagnostic tests, and cost of intensive care units in hospital; thus, it may help in reducing the overall health care resources (Miller et al., 2020).



4. Conclusions and future perspectives

In conclusion, the diversity in clinical metagenomics methods, although allowing flexibility, translates to variability in application and performance relative to conventional diagnostics. Given sensitivity and specificity of mNGS is influenced by a number of factors including the sample type, quantity of host DNA, the sequencing platform used, number of reads generated, selected reference database, and data analysis tools, as well as issues surrounding the current cost and expertise limitations, it is unlikely clinical metagenomics will be utilized as a first-line approach unless these issues are resolved. Thus, an important question in clinical metagenomics remains: Should mNGS only be used as a last resort when gold-standard culture-based or current molecular diagnostic methods fail? Or are there benefits to using it at earlier stages in certain populations?

At this juncture, clinical settings where copious resources are already expended or where patients are at risk for mortality from rare or difficult to treat pathogens, such as in critically ill or immunosuppressed patients (transplant, cancer etc.), could exemplify practical target populations for implementing clinical metagenomics as a standard of care. Despite unresolved application questions, mNGS has undeniable benefits over traditional testing and potentially provides a more complete picture of the state of any clinical infection. Thus, the combination of mNGS and conventional diagnostic methods could be a superior diagnostic strategy to improve overall public health and healthcare associated costs. Moreover, mNGS may vital for time-sensitive diagnostics in life-threatening infections. With advancements in sequencing technology, clinical metagenomic sequencing can not only identify the pathogen but also predict antimicrobial resistance and virulence, enabling prompt and effective treatment. However, to fully utilize mNGS as a clinical diagnostic tool, it is essential to standardize the methods, bioinformatics, and databases used in practice.
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Purpose: Acute abdominal infections can be fatal if the causative organism (s) are misidentified. The spread of antimicrobial-resistant bacteria has become a serious problem worldwide, making antibiotic selection extremely difficult. Using quantitative metagenomic analysis, we evaluated a commercial multiplex polymerase chain reaction (PCR) system (FilmArray™, bioMérieux, Marcy-l’Étoile, France) for the rapid identification of causative bacteria.

Methods: The cases of 10 patients with acute abdominal infections were enrolled in this retrospective study. There were six cases of perforated peritonitis and four cases of intraabdominal abscess. Fluid collected from the acute surgical abdominal infections were examined.

Results: All specimens tested positive for microorganisms in culture, and six involved two or more microorganisms. Using the multiplex PCR system, nine of ten specimens were found to involve at least one microorganism. One specimen was not included in the multiplex PCR system panel. Nineteen of 21 microorganisms (90.5%) isolated by culture were detected by the multiplex PCR system. Microorganisms with very small numbers of reads (19 reads) were detectable.

Conclusion: This multiplex PCR system showed a high detection rate for causative microorganisms in ascites and intraabdominal abscesses. This system may be suitable as an affordable rapid identification system for causative bacteria in these cases.

KEYWORDS
 acute abdominal infections, multiplex polymerase chain reaction system, metagenomic analysis, rapid identification, FilmArray system


1. Introduction

Acute abdominal infections such as perforated peritonitis and intraabdominal abscesses can be fatal if inappropriate antimicrobial therapy is employed. In addition, the spread of antimicrobial-resistant (AMR) bacteria is now a serious problem worldwide, making antimicrobial selection extremely difficult (Thompson, 2022). In 2019, the aggregate number of deaths due to infection by AMR worldwide was reported to be 4.95 million. Of these, 1.27 million deaths were reported as due to direct AMR infection (Thompson, 2022). One reason for this increase in the incidence of AMR is the overuse of broad-spectrum antimicrobial agents. In bacterial culture testing, it takes approximately 5 days to completely identify the causative bacteria and provide antimicrobial susceptibility results (Pardo et al., 2016). Therefore, severe cases often require the use of broad-spectrum antimicrobial agents. This clinical situation highlights the urgent need for research on rapid identification of causative organisms for the selection of the appropriate narrower-spectrum antimicrobial agent(s).

In our previous study, we focused on acute biliary tract infection and performed comprehensive bacterial identification using bile specimens with metagenomic analysis (Kujiraoka et al., 2017). This method enables the identification of potential causative bacteria and AMR genes within 2 days. However, the complicated testing procedures and high testing costs hamper the use of metagenomic analysis with high patient numbers in clinical practice. Next, we performed a rapid bacterial identification analysis of bile specimens from acute biliary tract infection using the Verigene system (Luminex Corporation, Austin, TX, United States, previously Nanosphere, United States) (Watanabe et al., 2021). This rapid bacterial identification system was able to identify the causative bacteria within 2 h of examination. However, the detection rate of culture-positive bile specimens by Verigene system was only 35.7%, which is problematic for clinical practice. Another problem is that Gram staining is required to be performed prior to the test because the test panels of the Verigene system differ for Gram-positive and-negative bacteria.

In this study, we examined a new multiplex polymerase chain reaction (PCR) system (FilmArray™, bioMérieux, Marcy-l’Étoile, France), blood culture identification (BCID) panel. We did this by evaluating specimens collected from patients with suspected acute abdominal infections using the multiplex PCR system, and evaluated the results quantitatively using metagenomic analysis.



2. Methods


2.1. Patients

Ten patients with acute abdominal infection treated at Toho University Ohashi Medical Center from April 2019 to December 2019 were enrolled in this study. The protocol of this study was approved by the Ethics Committee of our hospital (approval number: H21090_H17077) and the National Institute of Infectious Diseases (approval number: 722). Written informed consent was obtained from patients before specimen analysis.



2.2. Sample collection

Intraabdominal samples were aseptically collected intraoperatively in six cases and via a drainage tube in four cases. Each specimen was divided into three anaerobic porters (approximately 2–3 mL each); one of these was submitted to the in-hospital bacteriology laboratory for culture identification and antimicrobial susceptibility testing, and the other two were frozen at −20°C and transported to the Laboratory of Bacterial Genomics, Pathogen Genomics Center, National Institute of Infectious Diseases, Tokyo, Japan for evaluation using the multiplex PCR system and metagenomic analysis, respectively.



2.3. Antimicrobial susceptibility testing

Antimicrobial susceptibility testing was performed (Neg EN Combo 1 T® panel, Microscan Walkaway 96SI: Siemens, Erlangen, Germany) according to the criteria of the Clinical and Laboratory Standards Institute (M100-S26).



2.4. Multiplex PCR system analysis

This system is a molecular diagnostic method based on multiplex PCRs performed on culture-positive blood. The multiplex PCR system BCID panel is a rapid bacterial identification system used in bloodstream infections that can evaluate 24 micro-organisms (8 Gram-positive bacteria, 11 Gram-negative bacteria, and 5 Candida spp.), as well as AMR genes (mecA, vanA/B, KPC) in 1 h (Supplementary Table S1). It is currently approved for testing blood samples; we used it for ascites/intraabdominal abscess fluid.



2.5. Metagenome analysis and bioinformatics

After pre-test preparation of clinical specimens, DNA-seq libraries were prepared using commercial kits (Illumina Nextra® XT DNA Sample Preparation Kit, Illumina; San Diego, CA, United States) for preparation and sequencing [NextSeq 500 reagents kit; sequencing runs of single-end short reads (150mer) NextSeq 500 sequencer, Illumina; San Diego, CA, United States]. To identify potential pathogens and detect AMR genes, sequence reads were analyzed using MePIC2 (Takeuchi et al., 2014), Krona (Ondov et al., 2011). Short read sequences for metagenomic analysis were deposited in the DNA Data Bank of Japan (Accession No. DRA005134).




3. Results

Specimens for examination using the multiplex PCR system were evaluated without any pre-test preparation. The multiplex PCR system BCID panel was able to test all 10 specimens at one time without software errors. Table 1 shows patient characteristics. Median age was 72 years (range: 57–97 years) and seven males and three females. There were six cases of perforated peritonitis and four cases of intraabdominal abscess.



TABLE 1 Patient characteristics and treatment.
[image: Table1]


3.1. Identified microorganisms by culture and the multiplex PCR system

All specimens were positive for microorganisms in culture, and six were positive for two or more microorganisms. Using the multiplex PCR system, nine of ten specimens were matched to at least one microorganism. One specimen (Prevotella sp.) was among the microorganisms not included in the multiplex PCR system BCID panel.

Table 2 summarizes the results of the culture and multiplex PCR system for each microorganism. In culture, 28 microorganisms of 23 species were confirmed from the 10 specimens. Twenty-one microorganisms of 16 species were included in the multiplex PCR system BCID panel. Seven species including Bacteroides, Prevotella, and Fusobactrium, etc. were not included in the multiplex PCR system BCID panel. Using multiplex PCR system, 19 of 28 isolated microorganisms were detected. When limited to the species that were included in the multiplex PCR system BCID panel, the detection rate was 90.5% (19/21). Escherichia coli (E. coli) was the only microorganism that was culture-positive but multiplex PCR system-negative. All other culture-positive microorganisms were detectable by the multiplex PCR system BCID panel. Candida spp., Streptococcus, and Staphylococcus were culture-negative but multiplex PCR system-positive.



TABLE 2 Microorganisms identified by culture and the multiplex PCR system.
[image: Table2]



3.2. Metagenomic analysis

The results of metagenomic analyses are shown in Table 3. The DNA concentration of the specimens was proportional to the number of total reads. The human genome was excluded from the MEPIC2 software for microorganism detection. MePIC2 software identified DNAs derived from Homo sapiens and a wide variety of microorganisms, including bacteria indigenous to the oral and intestinal tracts.



TABLE 3 Results of metagenomic analysis.
[image: Table3]

E. coli is a particularly important pathogen in intraabdominal infection. In this study, we focused on E. coli and evaluated the number of reads using metagenomic analysis. Including the results of this evaluation of E. coli, an overview of each patient is presented in Table 4. And as representative cases, details of P3, P6, and P7 are shown below.



TABLE 4 Results of culture and the multiplex PCR system with metagenomic analysis.
[image: Table4]


3.2.1. Patient 3 (P3)

Patient 3 had peritonitis due to jejunal perforation by double-balloon endoscopy for the treatment of chronic pancreatitis. Enterococcus and Enterobacteriaceae including Klebsiella and Citrobacter were detected both in culture and by the multiplex PCR system. Two culture-negative but multiplex PCR system-positive microorganisms were detected in Streptococcus spp. (19,500 reads, 1.29 × 10−3 of total reads) and in Candida albicans (214 reads, 1.42 × 10−5 of total reads). All microorganisms were also detected by metagenomic analysis (Figure 1). The metagenomic analysis detected Enterococcus faecium and Enterococcus avium. However, the multiplex PCR system BCID panel shows “Enterococcus,” but the brackets signify that the details of the Enterococcus spp. cannot be identified (Supplementary Table S1). Hence, the number of bacterial reads of “Enterococcus” in Table 4 was the number of bacterial reads for Enterococcus faecium and Enterococcus avium combined.

[image: Figure 1]

FIGURE 1
 The results of metagenomic analysis Patient 3 (P3).




3.2.2. Patient 6 (P6)

Patient 6 had a persistent postoperative intraabdominal abscess due to pancreatic fistula after distal pancreatectomy. It was the only cases in which methicillin-resistant Staphylococcus aureus (MRSA) was detected by culture and the multiplex PCR system. Streptococcus and Serratia marcescens were also detected both in culture and by the multiplex PCR system. Prevotella and Fusobacteriales were predominantly detected both in culture and by metagenomic analysis (Figure 2); however these microorganisms were not included in the multiplex PCR system BCID panel. Candida albicans was also detected by the multiplex PCR system. However, the metagenomic analysis detected Candida glabrata but not Candida albicans.

[image: Figure 2]

FIGURE 2
 The results of metagenomic analysis Patient 6 (P6).




3.2.3. Patient 7 (P7)

Patient 7 had perforated peritonitis with septic shock due to rupture of a small intestinal metastatic tumor. It was the most severe and the only fatal infection of the 10 cases. E. coli and Enterobacteriaceae, including Klebsiella spp., were detected both in culture and by the multiplex PCR system (Figure 3). The multiplex PCR system also detected Candida albicans in 5 reads (5.09 × 10−7 of total reads). This was the lowest number of yeast reads detected using the multiplex PCR system in this study.

[image: Figure 3]

FIGURE 3
 The results of metagenomic analysis Patient 7 (P7).






4. Discussion

In this study, we directly evaluated intraabdominal specimens using the multiplex PCR system. The multiplex PCR system BCID panel detected as high as 90.5% of the microorganisms isolated by culture. We then verified the usefulness of this system and comprehensively evaluated the microorganisms by metagenomic analysis.

Previously, we conducted basic research on rapid identification of causative bacteria of acute biliary tract infection using metagenomic analysis and the Verigene system (Kujiraoka et al., 2017; Watanabe et al., 2021). Use of the Verigene system allowed the identification of causative bacteria within 2 h, but with a detection rate of only 35.7% (Watanabe et al., 2021). We considered that the detection rate may be lower in specimens with small amounts of bacteria (less than 106 CFU/mL of bacteria) or in specimens with multiple bacteria (Watanabe et al., 2021). Moreover, another problem was that Gram staining is necessary in advance because the test panels differ for Gram-positive and -negative bacteria. In this study, we used the multiplex PCR system as a new rapid identification system, which is expected to be more sensitive than the Verigene system (Huang et al., 2016). In this study, multiplex PCR system was able to detect 90.5% of isolated organisms. Further, the multiplex PCR system was able to accurately identify the causative bacteria even when multiple bacteria were present. Furthermore, this system can evaluate Gram-positive and-negative bacteria in the same panel without the need for Gram staining.

The multiplex PCR system is reported to be more sensitive than culture and has a much shorter turnaround time (Timbrook et al., 2021). Rapid identification of the causative bacteria using the multiplex PCR system has been reported to enable the early initiation of appropriate antimicrobial therapy and significantly decreased antimicrobial use and length of hospital stay (Qian et al., 2020; Torres-Miranda et al., 2020; Rule et al., 2021). Rule et al. (2021) and Zheng et al. (2023) also reported that 38% and 58.8% of patients were changed to an appropriate antimicrobial agent by using the rapid identification system for the causative bacteria. Furthermore, mortality associated with inappropriate antimicrobial use was significantly decreased with the use of the multiplex PCR system (Rule et al., 2021). In this way, the multiplex PCR system enables rapid identification of causative bacteria, and as a result, appropriate antimicrobial therapy can be instituted, which is expected to decrease mortality and shorten hospital stay. Limiting the use of broad-spectrum antimicrobial agents may contribute to the prevention of future outbreaks of AMR bacteria.

Multiplex PCR system analysis has been mainly performed on blood samples, spinal fluid, sputum, and feces, and with few reports on intraabdominal abscess and ascites. To date, it has remained unclear whether the multiplex PCR system BCID panel, which is used for blood specimens, can be used to examine for bacteria specific to intraabdominal abscess and ascites, since there is no panel yet for intraabdominal infections. Micó et al. (2015) assessed the multiplex PCR system BCID panel directly on clinical specimens, including ascites and abscess. The panel detected 79% of the microorganisms isolated by culture. In the present study, we also directly evaluated intraabdominal specimens using a multiplex PCR system BCID panel. As a result, all samples except that of P9, which could not be evaluated by the multiplex PCR system BCID panel, had at least one identifiable microorganism. Furthermore, the multiplex PCR system BCID panel detected as high as 90.5% of the microorganisms isolated by culture. According to the metagenomic analysis, the minimum reads count of bacteria detected by the multiplex PCR system was 19 reads of Klebsiella pneumoniae in P4. These results suggest that even a small number of bacterial reads could identify the causative bacteria using the multiplex PCR system. On the other hand, some microorganisms such us Streptococcus and Candida were detected as culture-negative but multiplex PCR system-positive. In addition, Candida albicans was detected by the multiplex PCR system in P6. However, the metagenomic analysis detected Candida glabrata but not Candida albicans. In P8, the multiplex PCR system detected Candida albicans, but the metagenomic analysis did not detect Candida spp. The reasons for these situations are unclear. The multiplex PCR system might detect not only true causative bacteria but also indigenous bacteria and already dead bacteria. In addition, it might be more likely to be false positive for Candida albicans. These unknowns need to be clarified using a large case series.

E. coli is an important bacterium in intraabdominal infections. In this study we used three methods for its evaluation: culture, the multiplex PCR system, and metagenomic analysis. All three methods were able to detect E. coli in P7, where there was a large number of bacterial reads and where E. coli was clinically considered to be the causative bacteria. On the other hand, a small amount of E. coli was detected in culture in P1, but could not be detected by the multiplex PCR system, and the number of E. coli reads in this patient was 178 reads. P5, which had 522 E. coli reads, was not detected by either culture or the multiplex PCR system. This detection failure of such a small number of bacteria with the multiplex PCR system may be not considered a clinical problem, but further evaluation should be made in series of cases to determine the level of bacteria that can be identified.

To our knowledge, our present study is the first to not only compare the results of bacterial culture and the multiplex PCR system, but also to comprehensively prove the detail of the bacterial results using metagenomic analysis. Nevertheless, this study has several limitations. First, it was a retrospective study and only 10 cases were analyzed. The reason for this limitation was the complicated testing procedures and high testing costs hamper the metagenomic analysis with high patient numbers. However, according to the metagenomic analysis, we were able to quantitatively evaluate the bacterial content using the number of bacterial reads as well as the percentage of bacteria. We therefore concluded that the accuracy of the multiplex PCR system is sufficient to allow its use in clinical practice for intraabdominal infections. In the near future, we plan to conduct a comparative study of the multiplex PCR system and bacterial culture using a large case series. Second, regarding the AMR bacteria, only one sample (P6) included MRSA. This sample was accurately evaluated by the multiplex PCR system. In contrast, however, ESBL-producing Enterobacteriaceae, although not encountered in this study, are currently a problem in intraabdominal infections (Thompson, 2022), but cannot be detected by the multiplex PCR system BCID panel used in this study. Similarly, this panel cannot distinguish among Enterococcus spp., which are frequently detected in acute abdominal infections. These points may also be cited as limitations. Our next large case series will be performed using the multiplex PCR system BCID2 panel, which can also evaluate for ESBL-producing Enterobacteriaceae and Enterococcus spp. (Supplementary Table S2).

In conclusion, we found that the multiplex PCR system was able to directly evaluate intraabdominal specimens with a high detection rate. The multiplex PCR system may be an affordable rapid identification system for the causative bacteria of acute abdominal infections.
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Mycobacterium tuberculosis (M.tb) infections remain one of the most significant causes of mortality worldwide. The current situation shows an emergence of new antibiotic-resistant strains making it difficult to control the tuberculosis (TB) disease. A large part of its success as a pathogen is due to its ability to persist for years or even decades without causing evident clinical manifestations. M.tb is highly successful in evading the host-defense by manipulating host-signalling pathways. Although macrophages are generally viewed as the key cell type involved in harboring M.tb, growing evidence shows that neutrophils also play a fundamental role. Both cells are known to act in multiple ways when encountering an invading pathogen, including phagocytosis, release of cytokines and chemokines, and oxidative burst. In addition, the formation of neutrophil extracellular traps (NETs) and macrophage extracellular traps (METs) has been described to contribute to M.tb infections. NETs/METs are extracellular DNA fibers with associated granule components, which are released upon activation of the cells by the pathogen or by pro-inflammatory mediators. On one hand, they can lead to a protective immune response by entrapment and killing of pathogens. However, on the other hand, they can also play a severe pathological role by inducing tissue damage. Extracellular traps (ETs) produced in the pulmonary alveoli can expand easily and expose tissue-damaging factors with detrimental effects. Since host-directed therapies offer a complementary strategy in TB, the knowledge of NET/MET formation is important for understanding potential protective versus detrimental pathways during innate immune signaling. In this review, we summarize the progress made in understanding the role of NETs/METs in the pathogenesis of TB.
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1. Introduction

Tuberculosis (TB) is one of the oldest known human diseases and still the 13th cause of death worldwide with approximately 1.6 million deaths in 2021 (World Health Organization [WHO], 2022). TB is a chronic infectious disease caused by the tubercle bacillus Mycobacterium tuberculosis (M.tb). M.tb has the ability to persist in infected people for years or even decades while concurrently manifesting an absence of discernible clinical symptoms. This is one of the reasons why it is so successful in causing the disease and difficult to control.

A critical aspect of M.tb’s success as a pathogen seems to rely on its co-evolution and adaptation to the human immune system (Comas et al., 2010). Indeed, innate immune cells play a key role during M.tb infection. Among those, neutrophils seem to have an important immunomodulatory role besides their direct microbicidal effects (Tan et al., 2006; Steinwede et al., 2012; Filio-Rodríguez et al., 2017; Nancy Hilda and Das, 2018). Interestingly, neutrophils have been shown to participate in the control of infection by several mechanisms including phagocytosis, degranulation, reactive oxygen species (ROS) formation, and the release of neutrophil extracellular traps (NETs). The initial description of NETs was made by Brinkmann et al. (2004). They showed that activated neutrophils release nuclear DNA as a form of an extracellular web with associated histones and granule proteases which entrap and kill invading pathogens (Brinkmann et al., 2004). Further studies showed that an excessive NET release, however, can lead to detrimental effects. Hence, NET release can contribute to thrombosis, tissue damage, autoimmune diseases, and cancer, a phenomenon with high clinical relevance, as reviewed by Neumann et al. (2020). More recently, the discharge of extracellular traps (ETs) by macrophages has been reported to be involved in disease control (Wong and Jacobs, 2013). However, the exact role of the formation of ETs by neutrophils or macrophages in the host response during TB is still not fully understood.

This review aims to summarize the current knowledge of the role of ETs from neutrophils and macrophages during M.tb infection and highlight the need for more intensive future research on this topic.



2. TB: Key steps during infection

TB is today the second leading killer of adults due to a single infectious agent, only after COVID-19 (World Health Organization [WHO], 2022). TB disease is normally initiated by the deposition of M.tb contained in aerosol droplets onto lung alveolar surfaces where the mycobacterium is engulfed by resident alveolar macrophages. However, M.tb has evolved mechanisms to survive within the host. After M.tb infection, bacteria block macrophage-mediated killing by inhibiting phagosome-lysosome fusion (Welin et al., 2011; Podinovskaia et al., 2013). Consequently, the mycobacterium survives and starts to proliferate within macrophages, thus establishing the infection. Furthermore, human necrotic macrophages provide a niche for M.tb replication before being released into the extracellular medium where it continues to grow and infect surrounding cells (Lerner et al., 2017). Importantly, necrotic macrophages release signals that recruit neutrophils to the site of infection, as shown in M.tb Erdman-infected mice (Repasy et al., 2015), which initiates the establishment of granuloma after approximately 3 weeks following infection (Seiler et al., 2003).

After primary infection, some individuals overcome the disease or progress to latent tuberculosis infection (LTBI) without any symptoms, but having a 5–15% lifetime risk of developing active TB (ATB) sometime in their lives, with the highest risk 2 years after infection (Trauer et al., 2016). The eventual evolution of LTBI to ATB depends on the complex interplay between bacterial and host factors.

The typical granuloma in LTBI is a physical barrier of immune cells that contains the infection. Human granulomas are often structured in microenvironments that balance pro-inflammatory responses, more prominent in the center of granuloma with higher content of antimicrobial peptides and ROS, while the tissue surrounding the caseous center is marked by an anti-inflammatory environment (Marakalala et al., 2016). These organized structures attempt to diminish the infection by decreasing the availability of oxygen and nutrients, and accumulating immune effectors and low pH to eradicate the pathogen inside the granuloma. However, under some circumstance, M.tb may adapt their metabolism to the hypoxic state and persist over years in the granuloma. In fact, a substantial heterogeneity of granulomas in different stages occur in infected individuals with some granulomas developing sterilizing immunity and others experiencing uncontrolled bacterial growth, necrosis and inflammation. In this phase, neutrophils are crucial for the development of lung lesions during TB disease (Kisich et al., 2002; Cardona and Prats, 2016). However, there is still a lack of broad scientific consensus on whether neutrophils contribute to protective host responses or increase pathologic consequences.



3. Neutrophil recognition and activation of antimicrobial activity in TB

Neutrophils are the most abundant cell type in bronchio-alveolar lavage fluid and sputum from active TB patients (Eum et al., 2010). In addition, increased neutrophil counts as well as elevated plasma levels of nucleosomes and elastase, are present in patients with pulmonary TB compared to healthy controls (van der Meer et al., 2017). Similarly, other studies described neutrophilia to be associated with lung tissue damage in pulmonary TB (de Melo et al., 2019). In humans, neutrophils are quickly attracted to sites of mycobacterial infection (Corleis et al., 2012), probably by an IL-8 gradient (also known as CXCL-8) (Corleis et al., 2012; Hult et al., 2021). Migration of neutrophils can also be mediated by different cytokines, mycobacterial antigens, and intracellular components, which may be released into the extracellular space upon necrosis of M.tb-infected macrophages. Additionally, neutrophils were found to accumulate as early as 2 h post-infection at the site of injection in a guinea pig model (Filio-Rodríguez et al., 2017).

During infection, neutrophils can act on M.tb using their classical defense mechanisms like degranulation and phagocytosis. Phagocytosis by neutrophils has been shown to be a key mechanism of the effective innate immune response against M.tb. Indeed, Kisich et al. (2002) showed that human neutrophils from healthy individuals were able to kill M.tb within 1 h of phagocytosis independently of oxidative mechanisms. Furthermore, this effect was boosted in the presence of tumor necrosis factor alpha (TNF-α) (Kisich et al., 2002). Similarly, a genetically engineered zebrafish model showed that some activated neutrophils within the granuloma had the potential to rapidly kill Mycobacterium marinum (Yang et al., 2012). However, this phenomenon was dependent on ROS produced by NADPH-oxidase (Yang et al., 2012). In addition to oxidative mechanisms, oxidative burst by neutrophils leads to the release of neutrophil-derived granules and granule-associated bactericidal proteins that can act as chemoattractants for T-cells and immature dendritic cells (iDCs) (Blomgran and Ernst, 2011). Similarly, neutrophils that undergo apoptosis can be a source of antimicrobial agents for macrophages, altering their cytokine profile, hence contributing to a more efficient killing of intracellular M.tb (Tan et al., 2006). Of great importance, both neutrophil elastase (NE) and serine protease cathepsin G contribute to resistance against mycobacterial infection in mice during early phases of disease (Steinwede et al., 2012). In addition, serine protease cathepsin G has been shown to have an important antimicrobial activity within hypoxic regions of lung granulomas in mice, and reduce mycobacterial burden (Reece et al., 2010). Nevertheless, proteolytic enzymes released by degranulation of neutrophils may also cause the destruction of neighboring cells and the dissolution of tissue.

Neutrophil inflammatory immune responses are involved in defense against M.tb. They are mediated by Toll-like receptors (TLRs), Fc receptors, G-protein-coupled receptors, adhesion receptors and cytokine receptors such as those for TNF-α, IFN-γ, and IL-18, as well as by other inflammatory signalling molecules and bacterial products (Futosi et al., 2013; Lyadova, 2017). When activated, neutrophils are an important source of specific cytokines and can prompt the innate immune response by stimulation of other immune cell types, like macrophages and DCs. For instance, TNF-α from neutrophils contributes to killing of the mycobacterium through several mechanisms. Those include the formation of granuloma and the stimulation of neutrophil migration, degranulation, oxidative burst and secretory activity (Kisich et al., 2002). Furthermore, the chemokine IL-8 plays a key role in oxidative burst of neutrophils themselves. Neutrophils are known to secrete IL-1β, IL-1α, CXCL1/3/4/8 attracting monocyte factors, GM-CSF and MMP-8, that participate in the migration of other immune cells (Scapini et al., 2000; Sawant and McMurray, 2007). The lymphocyte receptor for programmed death (PD-1) interacts with its ligands, the programmed cell death ligands PD-L1 and PD-L2. In a study by Tezera et al. (2020) the blockage of PD-L1 by an antagonistic antibody to PD-L1 resulted in improved survival during murine sepsis (Zhang et al., 2010). PD-1 is expressed in M.tb-infected lung tissue (Tezera et al., 2020). Interestingly, neutrophils that express PD-L1 are present in higher proportion in patients with ATB to those with LTBI (McNab et al., 2011), suggesting a role for PD-L1 expression in limiting immune control (McNab et al., 2011). In line with this, levels of expression of PD-L1 were significantly decreased in neutrophils after BCG immunization of healthy humans, while different immune activation markers from neutrophils, such as CD11b and CD66b were up-regulated, suggesting that BCG vaccination promotes immune control (Moorlag et al., 2020). In agreement, enhanced levels of myeloperoxidase (MPO) were detected in neutrophils upon exposure to M.tb three months after BCG vaccination, indicating increased degranulation, which is important for pathogen clearance (Moorlag et al., 2020).

Neutrophils may also interact with different immune cells through ectosomes, vesicles that are released from the cell membrane and that can selectively bind to macrophages regulating their antimicrobial activity (González-Cano et al., 2010; Duarte et al., 2012). In this regard, human neutrophils were able to induce release of ectosomes as early as 10 minutes after M.tb infection (González-Cano et al., 2010).

In summary, neutrophils are multitasking responders of the immune response to M.tb infections as summarized in Figure 1. Although neutrophils are known to play a key role in protection during the first 2 weeks of infection, as shown in experimental infections in mice (Tsai et al., 2006; Repasy et al., 2013), they seem to be cleared in later stages of TB, probably due to their short lifespan and contribution to inflammation (Tsai et al., 2006). Importantly, M.tb infected dying neutrophils need to be removed, since toxic molecules can be released to the surrounding tissues upon their death, leading to non-specific damage to host cells, known as necrotic lysis. The spent neutrophils are then cleared by efferocytosis, a process in which efferocytosing macrophages remove dying cells through specific surface receptors, contributing to host defense in TB (Andersson et al., 2020).


[image: image]

FIGURE 1
Mycobacterial uptake by neutrophils and interaction partners during infection. Neutrophils recognize and phagocytose the mycobacterium leading to successive events that include different immune cell types. (1, 2) After M.tb is engulfed, direct lysis includes NADPH oxidase starting to generate ROS which initiates granule degradation and subsequent release of NE. Neutrophils also release lysosomal enzymes and human neutrophil peptides lysing the mycobacterium. Bacteria that resist the direct oxidative killing will then be targeted by indirect antimicrobial effects that may involve the cooperation between different cell types. (3) Necrosis of neutrophils is dependent on ROS and ESAT-6. Removal of necrotic neutrophils by macrophages enhances M.tb replication and dissemination by inducing necrosis in macrophages. Activated macrophages can also form extracellular traps which can trap the microbe and prevent its further action on the host. METs are formed in an ESX-1-dependent manner mediated by levels of IFN-γ and involving the subsequent release of IL-8, thus activating neutrophils. (4) When inhibiting ROS and neutrophil necrosis, neutrophils may also undergo apoptosis restoring the ability of macrophages to control M.tb growth. (5) DCs can internalize pathogen antigens through apoptotic neutrophils cross-presenting them to T lymphocytes driving a protective Th1 response with subsequent release of IFN-γ and TNF-α, thus contributing to the maintenance of granuloma with IFN-γ avoiding excessive infiltration of neutrophils. (6) Additionally, neutrophils may participate by recruiting T cells via CXCR3-signaling chemokines. (7) For NETs to be formed upon M.tb infection, phagocytosis by neutrophils is essential. In the process of neutrophil activation, Hsp72 is released and NETs are formed. Elastase contained in NETs can activate macrophages and increase their capacity to kill the mycobacterium. Phagocytosis of apoptotic infected neutrophils and NETs by macrophages leads to the secretion of cytokines that signal other innate and adaptive immune cells for the elimination of the prevailing infection. Created with BioRender.com.


Different forms or phenotypes of neutrophil cell death are known: necrosis, apoptosis or NETosis. Alterations in neutrophil death may modulate neutrophil effector functions such as phagocytosis, cytokine release, or degranulation. A recent review briefly summarizes the various forms of neutrophil cell death including apoptosis, necrosis/necroptosis, and NETosis associated with the formation of so-called “neutrophil extracellular traps” (NETs) (Brostjan and Oehler, 2020). Importantly, factors mediating neutrophil cell death have been recently described to serve as potential biomarkers of pathological damage and disease progression, since an overwhelming immune response of neutrophils or massive neutrophil death can lead to detrimental consequences through released factors such as, for example, matrix-metalloproteinases (MMPs) (Ong et al., 2015).

A better understanding of the molecular basis of neutrophil death will help to identify targets for host-directed therapy (Fisher et al., 2022) to avoid detrimental consequences of neutrophil activation and/or cell death. Since the formation of neutrophil ETs is more recently discussed in the literature in the context of M.tb pathogenesis, our review focusses on the present knowledge of the role of NETs in the pathology of M.tb infection.



4. Neutrophils during granuloma formation in response to M.tb infection

M.tb is recognized for its adeptness in subverting and influencing host immune responses and cellular mechanisms to establish infection of the host, which also contributes to granuloma formation. Examples are the blockage of phagosomal maturation (Bach et al., 2008; Welin et al., 2008, 2011), cytosolic and membrane-bound compartments localization (Mwandumba et al., 2004), inhibition of autophagy (Romagnoli et al., 2012; Chen et al., 2015), manipulation of host cell death (Braian et al., 2013; Sharma et al., 2021), and neutralization of toxic components like ROS and toxic metals (Miller et al., 2010; Shin et al., 2010; Srivastava et al., 2019). Besides alveolar macrophages, neutrophils are regarded a predominant component of the innate immune response in TB (Desvignes and Ernst, 2009; Eum et al., 2010; Braian et al., 2013; Ong et al., 2015).

Most publications reviewing the formation of granuloma ignore the role of neutrophils, while focusing on macrophages as central components of this complex process. Nevertheless, neutrophils are known to be attracted by necrotic macrophages and to phagocytize the mycobacteria within these lesions, enhancing accumulation of these cells to the site of infection early during the formation of granuloma (Seiler et al., 2003). In this regard, TNF-α and IL-17 produced by neutrophils promote cell recruitment and granuloma organization throughout infection (Cavalcanti et al., 2012; Hu et al., 2017). Particularly, Hu et al. (2017) found that neutrophil-derived IL-17 inhibits M.tb growth through ROS production as well as neutrophil autonomous migration in the early phases of infection. In addition, neutrophils contributed to the establishment of granuloma in aerosol M.tb infected mice in an early stage, while restriction of the mycobacterial growth remained unchanged (Seiler et al., 2003). This was experimentally shown by the fact that the neutrophil population re-grows very fast after initial depletion in the first 4–5 days after aerosol infection with M.tb (Seiler et al., 2003). In this same study, the authors proved that neutrophils can regulate the granuloma via CXCR3-signalling chemokines, with increased levels of MIG (also known as CXCL9), a factor that attracts monocytes and T-cells, while no direct anti-microbial functions were detected. Since delayed development of granuloma did not affect mycobacterial growth and dissemination, it suggests that the process of granuloma formation may not be directly linked to preventing bacterial spread (Seiler et al., 2003). In a different study, neutrophils were described to establish close contacts with T-cells rather than contributing to clearance of infection in a so called “adaptive wave,” in which neutrophils were recruited to the site of infection for the second time (after the first wave) (Lombard et al., 2016). This was shown in a mouse model after intranasal infection with virulent M.tb (Lombard et al., 2016). Thus, neutrophils regulate the adaptive immune response during formation of granuloma. The central pro-inflammatory environment of granuloma is also linked to increased levels of neutrophils overexpressing granzyme B (grzB), as shown in human and macaque granulomas, a pro-apoptotic enzyme associated with cytotoxic T-cells (Mattila et al., 2015). Additionally, a correlation between higher neutrophil grzB expression and bacterial load was observed (Mattila et al., 2015). Furthermore, neutrophils expressing S100A9 (a calcium-binding protein of the S100 family, related to neutrophil extravasation and macrophage activation functions) have been associated with granuloma formation, as shown by abundant levels of S100A9+ neutrophils in the central area of granulomas in a guinea pig model of pulmonary TB, and in humans (Yoshioka et al., 2016).

In most instances, human TB granulomas have been shown to be hypoxic in patients with ATB (Belton et al., 2016). A common feature to all TB susceptible animals that develop hypoxic necrotizing granulomas, is the abundance of neutrophils (Turner et al., 2003; Mattila et al., 2015). In this regard, Marzo et al. (2014) observed a massive neutrophilic infiltration in a C3HeB/FeJ mouse model, which mimics the liquefaction (destroyed alveolar cell walls) of caseous necrosis occurring during active disease in immunocompetent adults.

However, the exact role of neutrophils during granuloma formation is still not entirely clear. Braian et al. (2013) hypothesized that NETs may play a vital role in the partnership between neutrophils and macrophages during granuloma formation in TB. Since NET-derived components like neutrophil-derived citrullinated histone H3 (cit-H3) or MMP-8 are elevated in samples from individuals with pulmonary TB (Ong et al., 2015; de Melo et al., 2019), NETs play a complex and context-dependent role in the TB pathogenesis, and this activity may also contribute to granuloma formation.



5. Mycobacterium tuberculosis and NETs


5.1. NET-formation and components of NETs

NET formation was first described in 2004 as an extracellular mechanism of neutrophils to entrap and partially kill microbes by immobilizing the pathogen to prevent its dissemination, and allowing high concentrations of antimicrobial agents to accumulate (Brinkmann et al., 2004). The major backbone of NETs is nuclear DNA, together with associated histones and additional antimicrobial components. Formation of NETs can be induced by different pathogens upon infection, as confirmed by several in vitro and in vivo studies. Thus, NET formation can be activated by bacteria (Brinkmann et al., 2004), viruses (Souza et al., 2018), fungi (Urban et al., 2006), protozoans (Guimarães-Costa et al., 2009), microbial componentes (Neeli et al., 2009), platelets (Clark et al., 2007), antigens (Oehmcke et al., 2009) and antibodies (Kessenbrock et al., 2009), as reviewed by Brinkmann et al. (2004), Fuchs et al. (2007), and von Köckritz-Blickwede and Nizet (2009).

NETs contain a wide arsenal of resources including enzymes (lysozyme, proteases), antimicrobial peptides (BPI, defensins, cathelicidins), ion chelators (calgranulin), and histones (Brinkmann et al., 2004; Brinkmann and Zychlinsky, 2012) for mediating bactericidal activity. Interestingly, MPO is essential for the killing of Staphylococcus aureus in a process that depends on the production of HOCI in the presence of H2O2 (Parker et al., 2012).

As described previously, formation of NETs might be a defense mechanism against microbes that are too big to be ingested by innate immune cells. Interestingly, Branzk et al. (2014) described NETosis as a mechanism that depends on particle size, by showing that a Candida albicans mutant that is “locked” in the yeast form without progressing to hyphae morphology, failed to induce NETs. Similar results were obtained in the same study with Escherichia coli and Klebsiella pneumoniae. However, neutrophils were able to release NETs upon 4 h incubation with aggregates of Mycobacterium bovis BCG. These findings suggest that when organisms are small enough to be phagocytosed, they do not induce NETosis (Branzk et al., 2014).

Since most neutrophils die when they release NETs, the term NETosis is used to define the initially described cell death mechanisms behind this phenomenon (Fuchs et al., 2007). However, nowadays, there are two predominant distinct NET formation pathways described: (1) the NADPH oxidase 2 (Nox 2)-dependent pathway associated with suicidal NETosis and disruption of the plasma membrane after several hours of stimulation (Fuchs et al., 2007), and (2) an early vital NET vesicular formation which occurs within minutes (Pilsczek et al., 2010). During vital NET-formation, NETs are released via nuclear envelope blebbing and vesicular export, maintaining the plasma membrane intact and allowing neutrophils to stay alive to perform other immune functions (Pilsczek et al., 2010; Rochael et al., 2015).

The classical mechanism of late suicidal NETosis, is characterized by the translocation of MPO and NE to the nucleus, degradation of histones, decondensation of the nucleus, a pre-lytic rupture of the nuclear membrane, and the subsequent mixing of cytoplasmatic, nuclear, and granule components, that are released as fibers to the extracellular environment. Finally, released NET fibers are composed of nuclear DNA, citrullinated histones, neutrophil granule proteins like NE and MPO, cationic antimicrobial peptides such as the cathelicidin LL-37, and matrix-metalloproteinases like MMP-8 and -9.

NADPH-oxidase-dependent production of ROS has been shown to be required for NETosis. Fuchs et al. (2007) observed that chronic granulomatous disease (CGD) patients with mutations in the NADPH-oxidase complex are not capable of producing ROS and subsequently NETs. In agreement, the usage of an inhibitor of NADPH oxidase enzymes, diphenylene iodonium, completely suppressed the formation of NET structures (Fuchs et al., 2007). In this regard, phorbol myristate acetate (PMA) is the most efficient inducer of the NADPH-oxidase enzymatic complex and therefore, a potent activator of NET release, since it stimulates protein kinase C in a specific way. Also, NE appears to be essential for NET formation as NET structures were not found in a NE-deficient mouse model (Papayannopoulos et al., 2010). Similarly, patients lacking MPO were not able to produce NETs (Metzler et al., 2011).

NADPH-oxidase 2 dependent NETosis often initiates in neutrophils with protein kinase C activation, triggering the Raf-MEK-ERK pathway. This pathway subsequently induces phosphorylation and triggers the activation of a subunit of NADPH oxidase 2 (NOX2), leading to ROS production (Hakkim et al., 2011). However, individual cases as e.g., induced by amoebas, also show that NET-formation may involve Raf/MEK/ERK, but is independent of protein kinase C and ROS (Fonseca et al., 2018). Thus, multiple signalling events can lead to a similar phenotype and morphological characteristics of NETosis.

More recently, gasdermin D (GSDMD) from neutrophils has been implicated in NET formation, and NE is essential for GSDMD to be activated, with both participating in a “feed-forward loop” (Sollberger et al., 2018). GSDMD is a pore-forming protein that facilitates formation of pores first into the granule membranes, with subsequent release of NE. NE later translocates into the nucleus where histones are processed, and following pores formation by GSDMD in the plasma membrane, allow the release of NETs into the extracellular environment. The role of GSDMD is emphasized by studies with LDC7559, a compound based on the pyrazolo-oxazepine scaffold, found to inhibit the formation of ROS-dependent NETs by specifically binding GSDMD (Sollberger et al., 2018). Furthermore, Chen et al. (2018) confirmed the results from Sollberger et al. (2018) by showing that GSDMD-dependent cell death induced NET-formation. Although classical NETosis occurs independently of caspases (Fuchs et al., 2007; Remijsen et al., 2011), Chen et al. (2018) described the non-canonical inflammasome signalling including caspase-11 to induce GSDMD-dependent NETosis that acts independent of MPO, NE and PAD4, but with similar morphological features to those from the classical caspase-independent NETosis pathway. The caspase-11-induced NETosis is regulated by GSDMD, and mediates host protection in vivo via the bactericidal effect mediated by the release of NETs, as shown in a caspase 11/GSDMD deficient mouse model in which the bacterial burden in the spleens was enhanced compared to the wild-type control (Chen et al., 2018). GSDMD is found in NETs, therefore it is possible that it plays a role in pathogen killing by contributing to NET release but also by its antimicrobial properties (Sollberger et al., 2018).

It is interesting to note that although caspase-11–induced NETosis and classical NE-driven NETosis are resulting in morphological similar phenotypes, they both are initiated in response to different signalling mechanisms but, centering on GSDMD as the common denominator. Then, these data reinforce the view that multiple signal events initiate NETosis.

Besides suicidal NETosis, NET formation can also be induced via a cascade of signalling events that initiate the active release of DNA-containing vesicles which retain neutrophil integrity and viability. This process is often termed as “vital NET formation” or “vesicular NETosis,” and often occurs independent of NADPH-mediated ROS-formation, within less than an hour upon stimulation. The activation of this process involves complement-mediated pathogen opsonization or signaling by TLRs (Clark et al., 2007; Yipp et al., 2012). In particular, TLR-4-activated platelets boost the vital NET formation as a process to immobilize bacteria in septic blood (Clark et al., 2007). Additionally, the TLR-2 and complement receptor 3, are involved in vesicular NET-release upon neutrophil stimulation with Gram-positive bacteria (Pilsczek et al., 2010). Importantly, during this process the plasma membrane is not damaged, with the consequence that neutrophils are still able to maintain their competence to migrate and phagocytose microbial invaders (Yipp et al., 2012). However, at later stages, the nuclear membrane also undergoes a complete rupture, which is then further causing accumulation of chromatin fibers and NETs in the cytosol (Pilsczek et al., 2010). Thus, vesicular NET formation may also be, somehow, at a certain stage or condition, associated with suicidal NETosis, as recently reviewed by von Köckritz-Blickwede and Winstel (2022).

Independent of the phenotype of NET-formation, cit-H3 is described as a specific marker for NETs in both cases. Cit-H3 is a histone with arginine residues post-translationally changed into citrullines by deimination, contributing to a more relaxed chromatin structure (Wang et al., 2009). Hypercitrullination of histones is a central process for NETosis and also vesicular NET release, as catalyzed by the peptidylarginine deiminase 4 (PAD4) that mediates chromatin decondensation and subsequent NET formation. In a study by Hemmers et al. (2011) mice lacking PAD4 were not able to form NETs, with undetectable levels of hypercitrullination of the core histone H3. Conversely, Li et al. (2010) concluded that PAD4 plays a role mainly in antibacterial innate immunity mediated by NETs, rather than histone-mediated bacterial killing.



5.2. NETs during pulmonary TB disease

Whereas Figure 1 highlights the general role of neutrophils and NETs in the pathology of M.tb infection, Figure 2 summarizes the molecular mechanisms behind M.tb-induced NET formation. The main literature is also indicated in the Supplementary Table.
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FIGURE 2
M.tb induces formation of NETs in a NADPH-oxidase dependent manner. Infection with M.tb promotes release of NETs. However, NETs trap but do not kill the mycobacterium. (I.1) NET formation begins with phagocytosis of M.tb by neutrophils leading to neutrophil activation in a Ca2+ dependent manner, with ESAT-6 being directly involved. (I.2) The process possibly continues with the activation of a cascade of intracellular enzymes such as protein kinase C and the Raf-MEK-ERK pathway, leading to the phosphorylation of the (I.3) NADPH-oxidase (NOX) which converts O2 to superoxide (O2–) and subsequent generation of ROS. (I.4) (a) A downstream product of NADPH oxidase activation, H2O2, acts as substrate for MPO, and ROS promotes translocation of both NE and MPO from granules to the nucleus where (b) NE mediates chromatin degradation and decondensation by binding to histones. (I.5) PAD4 would also contribute to decondensation of the chromatin by histone citrullination in a process that is dependent on Ca2+. (II) DNA extrusion and chromatin decondensation contributes to nuclear swelling and to the disruption of the nuclear membrane. Therefore, chromatin fills the cell and would be released as a NET upon cell lysis, a process in which pore-forming proteins such as GSDMD, which is activated by NE, also participate. (III) NETs are finally released into the extracellular space containing different granular proteins and histones associated to tissue damage, as well as bacteria and bacterial components such as ESAT-6 that would co-localize with MPO. On the other hand, NETs sequester the toxic contents from dying neutrophils preventing damage to surrounding tissue. Created with BioRender.com. M.tb, Mycobacterium tuberculosis; NADPH-oxidase, nicotinamide adenine dinucleotide phosphate oxidase; ROS, reactive oxygen species; NETs, neutrophil extracellular traps; ESAT-6, early secretory antigenic target 6; NE, neutrophil elastase; MPO, myeloperoxidase; PKC, protein kinase C; PAD4, peptidylarginine deiminase 4; GSDMD, gasdermin D.


M.tb-induced NETs depend on ROS generated by NADPH-oxidase, as well as NE (Braian et al., 2013; Su et al., 2019) and MPO (Schechter et al., 2017; Su et al., 2019). Similar to some other pathogens e.g., C. albicans, M.tb-induced NET formation relies on phagocytosis (Urban et al., 2006; Braian et al., 2013). Also for M.tb infection, NETs have antimicrobial effects and the potential to trap the bacteria, thus immobilizing the pathogen, which may lead to the prevention of mycobacterial spread. Importantly, thereby NETs may modulate the process of granuloma formation and immune control in TB since macrophages get activated after phagocytosis of NETs during the early multicellular inflammatory reaction (Braian et al., 2013). However, NETs are not able to kill M.tb either in vivo or in vitro (Ramos-Kichik et al., 2009; Corleis et al., 2012). Similar results were obtained by Ramos-Kichik et al. (2009) after incubation of M. canettii with human neutrophils in vitro. Interestingly, Repasy et al. (2013) reported NETs formed in vivo in M.tb infected lungs of both interferon-c knockout and hypercholesterolemic ApoE null mice, suggesting that there may be an extracellular population of M.tb bacteria in the lung that is trapped by NETs. It was also reported that the M.tb-NETs formation occurs in a time dependent manner, since longer incubation periods of bacteria and neutrophils lead to greater release of NETs (Ramos-Kichik et al., 2009). However, M.tb-induced NETs were shown to kill Listeria monocytogenes, another intracellular pathogen, confirming once more their antimicrobial effect, and indicating that M.tb is more resistant to NETs microbicidal activity (Ramos-Kichik et al., 2009).

Contrary to the theory proposing the protective effects of NETs, type I IFN-induced NETs are suggested to facilitate the extracellular growth of M.tb in TB-susceptible mice, thus contributing to pulmonary lesions and inflammation (Moreira-Teixeira et al., 2020). Furthermore, cit-H3, besides being a NET-marker as previously shown by others (Biron et al., 2017; Thålin et al., 2017; Kuczia et al., 2020), is also a potential marker for lung tissue damage (LTD) induced by severe pulmonary TB (de Melo et al., 2019). Thus, significantly higher levels of neutrophilia-related serum cit-H3 are present in LTD patients and correlate with increased cavity formation, resulting in high titers after 60 days of anti-TB treatment (de Melo et al., 2019). This suggests a central role for NET induction during TB. Overall, NETs might promote lung injury in neutrophilic TB lesions, as they were shown to do so during severe influenza infections (Narasaraju et al., 2011).

Importantly, MMP-8, one of the key factors involved in tissue damage during TB, is found to be present in high amounts in NETs after M.tb infection in vitro, and its levels are increased in sputum from TB patients compared to controls (Ong et al., 2015). Moreover, neutrophils containing elevated MMP-8 and MMP-9 are localized in the inner wall of cavities, in the central area of necrotic granulomas in patients with pulmonary TB, correlating with matrix destruction (Ong et al., 2015). Similarly, comparable levels of MMP-8/9 were observed when stimulating human neutrophils with conditioned media from monocytes infected with M.tb (CoMTB) (Ong et al., 2015). Further, Ong et al. (2018) investigated the effect of hypoxia on neutrophil-derived enzymes and tissue destruction in TB. Thus, hypoxia led to increased levels of neutrophil-derived MMP-8/9 when stimulating these cells with CoMTB (Ong et al., 2018). Additionally, gene expression levels of NE were also enhanced. However, M.tb-induced NET formation decreased by 32% during hypoxia compared to normoxia, in stimulated primary human neutrophils after 4 h stimulation (Ong et al., 2018). Furthermore, differences were not found when comparing neutrophil phagocytosis of M.tb during both normoxia or hypoxia, and hypoxia led to a delay in apoptosis of neutrophils and a reduced number of necrotic cells after infection with M.tb (Ong et al., 2018). However, the authors concluded that decreased levels of NETs during hypoxia were not due to a decrease in cell viability in neutrophils (Ong et al., 2018). Nevertheless, although MMP-8/9 expression is differentially regulated compared to formation of NETs, NETs might serve to bind and accumulate MMPs and thereby, trigger a local high concentration with subsequent detrimental tissue damage. Likewise, high MMP-8 levels are also found in patients with other respiratory diseases (Mattey et al., 2012).

The potential for detrimental effects of NETs during TB, highlights the need for their efficient elimination by the host to prevent further tissue damage. Macrophages can engulf spent neutrophils by efferocytosis and may be able to eliminate NETs, thus preventing tissue damage (Braian et al., 2013; Andersson et al., 2020). Phagocytosis of dying neutrophils by macrophages has been shown to decrease viability of intracellular M.tb (Dallenga et al., 2017). Besides, macrophages can acquire resulting antimicrobial molecules from dying neutrophils by phagocytosis of NETs, favoring the killing of M.tb (Braian et al., 2013). Recruited macrophages engulf mycobacteria and secrete a collection of proinflammatory cytokines and chemoattractants. Importantly, macrophages co-cultured with M.tb induced-NETs, secreted increased levels of IL-6, TNF-α, IL-1b, and IL-10 (Braian et al., 2013).

Additionally, it is important to mention that the heat shock protein 72 (Hsp72) plays an important role in the interaction between neutrophils and macrophages. Hsp72 was found to be highly abundant in NETs induced by M.tb (Braian et al., 2013). What is more, NETs binding Hsp72 or recombinant Hsp72, were able to trigger cytokine release of IL-6, TNF-α, IL-1β, and IL-10 from macrophages. However, when neutrophils were treated with the NADPH oxidase inhibitor diphenylene iodonium, NET formation was impaired and the M.tb-activated neutrophils lost their stimulatory properties. Nevertheless, if this effect is contributing to a protective defense in the host or causing detrimental effects, is still unclear.

In addition, human antimicrobial LL-37 is a pro-inflammatory cathelicidin belonging to a family of small cationic pore-forming peptides. It participates in the antimicrobial activity of NETs when it is highly and locally concentrated in these trapping-like structures (Chow et al., 2010; Neumann et al., 2014a). Furthermore, LL-37 can stabilize NETs and thereby, protect them against bacterial nuclease-mediated degradation (Neumann et al., 2014c). Importantly, NET-bound cathelicidin LL-37 as well as DNA:LL-37 complexes are internalized by human macrophages and transported to macrophage lysosomes, where DNA is degraded. Resultant LL-37 was shown to co-localize with intracellular mycobacteria (Stephan et al., 2016). In the same study, Stephan et al. (2016) reported that LL-37 from LL37:DNA complexes contributes to the mycobacterial clearance inside BCG infected human macrophages by integration into bacterial membranes, as demonstrated by electron microscopy. This supports the idea that phagocytosis of NETs by macrophages prevents NET-induced inflammation and autoimmunity, and indicates that a balanced communication between neutrophils, NETs and macrophages could be critical for a protective rather than detrimental outcome of NETs activity.




6. M.tb recognition by neutrophils

M.tb expresses a wide variety of virulence factors, which have been addressed in detail in several reviews (Forrellad et al., 2013; Sharma et al., 2017; Singh et al., 2017). Therefore, here we will focus on some selected relevant examples connected to the detection and recognition by neutrophils.

The cell wall structure of M.tb is unique among prokaryotes and is a major determinant of virulence for the bacterium and critical for its long-term persistence in the host’s environment and for the progression of disease (Alderwick et al., 2015). M.tb cell wall contains a high proportion of mycolic acids, from which trehalose-6,6-dimycolate and sulpholipids are specifically recognized by neutrophils (Lee et al., 2012; Miyake et al., 2013). Other lipids like phthiocerol dimycocerosates and phenolic glycolipids are the principal components of the outer membrane of M.tb. Phthiocerol dimycocerosates contribute to the cell wall permeability barrier, mediate receptor-dependent phagocytosis of M.tb and, as reported recently, contribute to host cell escape and necrosis (Forrellad et al., 2013). In addition, mannose-capped lipoarabinomannan plays a key role in virulence. Mannose-capped lipoarabinomannan was found to facilitate the entrance of M.tb inside neutrophils by binding to lactosylceramide (Lac-Cer)-enriched lipid rafts, therefore, disrupting signalling necessary for phagolysosome formation (Nakayama et al., 2016). Other immunomodulatory properties have been conferred to the lipoprotein LpqH (19-kDa lipoprotein antigen), which is involved in the maturation of DCs (Hertz et al., 2001). Furthermore, the exposure of neutrophils to the M.tb 19-kDa lipoprotein induces neutrophil priming and activation by TLR-2 recognition (Neufert et al., 2001).

Notably, M.tb has sophisticated bacterial secretion systems to transport proteins important for virulence and host immune responses. Type VII secretion (T7S) systems, also called ESX systems, are necessary to ensure infection. Two members of T7SS, ESX-1 and ESX-5, have been shown to be involved in virulence. ESX-1 mediates the secretion of important virulent factors that are absent in the BCG vaccine, such as the early secreted antigenic target protein-6 (ESAT-6) and the 10-kDa culture filtrate protein (CFP-10). ESAT-6 and CFP-10 genes are located in a segment called region of difference 1 (RD1) and depletion of RD1 in an M.tb mutant resulted in attenuation of virulence (Lewis et al., 2003). Importantly, ESAT-6 and CFP-10 have been described to participate in necrosis of M.tb-infected neutrophils (Hsu et al., 2003; Corleis et al., 2012; Welin et al., 2015).


6.1. M.tb factors mediating formation of NETs

Factors that mediate NET formation by M.tb are suggested to be associated to the RD1 locus encoding for ESX-1, since RD1 has been shown to be important for neutrophil interaction (Corleis et al., 2012). However, its precise role in NET formation is controversially discussed. The RD1 region prevents the killing of M.tb by inducing a premature cell death of the infected neutrophils in a ROS-dependent manner. Thus, an RD1-deletion mutant was found to fail to induce necrosis in neutrophils and was also killed by neutrophils compared to the H37Rv M.tb wild-type strain (Corleis et al., 2012). Therefore, M.tb virulence factors encoded within the RD1 region seem to be required for escaping from neutrophil killing. In this regard, Dallenga et al. (2017) showed in a different study that ESAT-6 is required for M.tb growth in neutrophils and macrophages, supporting survival in phagocytic cells, since a ΔESAT-6 M.tb mutant induced apoptosis of phagocytic macrophages contributing to growth control. Interestingly, necrosis by neutrophils depends on ROS and was blocked when inhibiting MPO, thus restoring the mechanisms for mycobacterial growth control by macrophages (Dallenga et al., 2017). Furthermore, Rojas-Espinosa et al. (2021) observed morphological and functional changes in the nuclei of neutrophils from blood from TB patients including DNA extrusion, chromatin decondensation and nuclear swelling, suggesting that M.tb infection may induce NETosis. Nevertheless, recombinant proteins ESAT-6 and CFP-10, while inducing nuclear changes in stimulated neutrophils, did not activate formation of NETs (Rojas-Espinosa et al., 2021). Conversely, Francis et al. (2014) suggested in their study that ESAT-6-treated necrotic neutrophils produced NETs in a Ca2+ dependent manner with co-localization of ESAT-6 and MPO, supporting a role for ESX-1 in NET formation. In addition, neutrophils responded to M.tb infection with the release of NETs as early as 30 minutes post-infection, being evident by 4 h post-inoculation in a guinea pig model (Filio-Rodríguez et al., 2017), although the role of ESX was not dissected in that report.

Table 1 summarizes the M.tb factors involved in the interaction with neutrophils and NETs.


TABLE 1    M. tb virulence factors affecting NETs/METs.
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Several pathogens have developed strategies to escape from NETs, such as secretion of DNases or inhibition of the cathelicidin activity. Interestingly, many Gram-positive bacteria secrete nucleases, thus degrading NETs and impairing neutrophil survival and resistance. Examples are Streptococcus pyogenes and S. aureus that avoid NET-mediated killing (Buchanan et al., 2006; Walker et al., 2007; Berends et al., 2010). Furthermore, virulent encapsulated Streptococcus pneumoniae also resists killing by NETs (Beiter et al., 2006). There is the speculation that M.tb also has the capacity to escape NETs, due to expressing the extracellular nuclease Rv0888 (Dang et al., 2016). Rv0888, a protein belonging to the endonuclease/exonuclease/phosphatase family, is involved in the lysis of erythrocytes, constituting the main hemolytic factor of M.tb. Due to its sphingomyelinase activity, this factor enables also the bacterium to use sphingomyelin as a source of essential nutrients like carbon, nitrogen and phosphorus for intracellular growth during infection (Speer et al., 2015; Niekamp et al., 2021). Interestingly, besides the predicted nuclease activity, Dang et al. (2018) managed to express recombinant Mycobacterium smegmatis Rv0888NS, as well as a D438A nuclease mutant, and a sphingomyelinase mutant H481N, and observed formation of NETs exclusively in the lung tissues of mice administered with either recombinant M. smegmatis Rv0888NS or D438A. In agreement with this, levels of ROS and ceramide were found to be higher in those mice compared to H481N mutant and control groups, as determined in serum and lung homogenates (Dang et al., 2018). In the same study, human neutrophils from healthy human donors were stimulated with the respective recombinant M. smegmatis proteins, and NET structures were observed only when neutrophils were incubated with Rv0888NS and D438A, but not with H481N. All together, these findings suggest that formation of NETs does not occur upon exposure of neutrophils to the nuclease activity of the Rv0888 heterologously expressed in M. smegmatis (Dang et al., 2016, 2018). In contrast, recombinant Rv0888 sphingomyelinase activity induced NETs in vivo in the lungs of C57BL/6 mice in a ROS-dependent manner, and in vitro in human blood derived neutrophils (Dang et al., 2018). Hence, Rv0888 seems to be rather another NET formation inducing factor of M.tb. This is supported by Neumann et al. (2014b) who showed that neutrophils treatment with sphingomyelinase led to enhanced NET release.

Overall, the ability and efficiency of M.tb to induce NETs might highly depend on its virulence or immune evasion factor expression. However, from most studies it is evident, that M.tb is quite resistent to NET-mediated killing.




7. M.tb, macrophages and METs

Macrophages are well known as one of the first cell type arriving to the site of M.tb infection and for their ability to eliminate pathogens by phagocytosis. More recently, the formation and release of ETs by macrophages (METs) has been reported (Chow et al., 2010). METs formation was described to be regulated by molecular pathways similar to NETs (Chow et al., 2010). However, detailed investigations into mechanisms of MET release have been sparse. The knowledge on general MET-formation was recently reviewed by Doster et al. (2018) or Rasmussen and Hawkins (2022). METs can be indentified by the presence of typical ET markers such as e.g., MPO, MMPs or histones, among others (Chow et al., 2010; Wong and Jacobs, 2013; Halder et al., 2017; Kalsum et al., 2017). METs can also be formed in response to different stimuli as in the case of NETs, as reviewed by Doster et al. (2018). Interestingly, besides intracellular persistence in macrophages there is evidence that METs are also somehow induced by M.tb (Wong and Jacobs, 2013). Figure 3 summarizes the molecular mechanisms behind M.tb-induced MET formation. The main literature is also indicated in the Supplementary Table.
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FIGURE 3
M.tb induces formation of METs independent of NADPH-oxidase and ROS. Human macrophages release METs upon infection with M.tb. (I) This effect is specially boosted in presence of the so called “cording” or clustered phenotype, that is when the mycobacterium accumulates and clumps together occupying a bigger volume compared to when the bacteria appear disseminated (“non-cording M.tb”). Notably, “cording-M.tb” induces formation of METs in form of threads. (II) Similarly to NETs, M.tb-induced METs are of nuclear origin containing double stranded DNA and citrullinated histones in their composition and M.tb can be found binding to DNA fibers. Furthermore, the mechanism of MET-formation following M.tb infection is regulated by antigen ESAT-6 since an M.tb ESAT-6 deletion mutant blocked METs. M.tb-METs are also regulated by enzyme elastase. However, this mechanism is independent of the enzyme complex NADPH-oxidase and ROS. Interestingly, IFN-γ enhances formation of M.tb-caused METs and induces aggregation of M.tb which in turn leads to increased formation of M.tb-METs, both dependent on ESX-1. Additionally, pre-treatment with IFN-γ promotes cell death of infected macrophages in a ESX-1-dependent manner. Thus, IFN-γ amplifies ESX-1 effects. Created with BioRender.com. M.tb, Mycobacterium tuberculosis; NADPH-oxidase, nicotinamide adenine dinucleotide phosphate oxidase; ROS, reactive oxygen species; METs, macrophage extracellular traps; ESAT-6, early secretory antigenic target 6; ESX-1, early secretory antigenic target 6 secretion system 1; IFN-γ, interferon-gamma.


Wong and Jacobs reported for the first time that M.tb-induced macrophages participate in the release of ETs directly emerged from the nucleus and associated with cell death. They demonstrated that their structure was indeed similar to that in activated neutrophils (Wong and Jacobs, 2013). In the same study, they showed that METs induced by M.tb stimulation were regulated by elastase activities, and formed in a ESX-1 dependent manner since the formation of traps was blocked in an ΔESX-1 mutant (Wong and Jacobs, 2013). This was also shown in a different study by Kalsum et al. (2017) in which an ESAT-6 deletion mutant strain of M.tb did not form METs in human monocyte-derived macrophages. Furthermore, METs after M.tb infection were highly inducible by IFN-γ, a known mediator of antimycobacterial activity in murine macrophages, in an ESX-1 dependent manner (Wong and Jacobs, 2013). In this regard, IFN-γ pre-treatment also led to mycobacterial aggregation and necrotic death in macrophages infected with M.tb, whereas the same treatment had a minimal effect on macrophages infected with the M.tb-ΔESX-1 mutant (Wong and Jacobs, 2013). Interestingly, mycobacterial clumps more efficiently promoted ET formation than single bacteria, and macrophages with higher M.tb burden were prone to cluster together with extracellular traps during the progress of infection (Wong and Jacobs, 2013). Another study seems to point in the same direction. Thus, Kalsum et al. (2017) aimed to determine and characterize cord-forming M.tb induced-METs in human monocyte-derived macrophages, and were able to show that macrophages infected with non-cording bacteria produced relatively less METs compared to those released from cording-M.tb. Macrophages treated with the cording phenotype released ETs either in the form of threads or meshworks as visualized by electron microscopy. Together, both studies suggest that pathogen size may have an influence in the formation and release of NETs/METs. Although NETosis is known to be, in most cases, ROS-dependent as response to M.tb infection, the same is not true for METs, as diphenylene iodonium (a NADPH-oxidase-dependent ROS production inhibitor) did not show an inhibiting effect on MET production by human monocyte-derived macrophages (hMDMs) upon M.tb stimulation (Kalsum et al., 2017). These findings are in good correlation with other in vitro studies showing that MET formation is not dependent or linked to ROS and the NADPH-oxidase activity in response to cord-forming M. abscessus (Jönsson et al., 2013). ROS-independent formation of NETs is often associated with a vesicular NET-release (Pilsczek et al., 2010). However, such a morphological phenotype is until now not known for METs in response to M.tb infection.

Originally, ETs have been suggested as a protective mechanism that trap and possibly kill bacteria. However, the observation that ESAT-6 is required for the formation of METs suggests that it is beneficial for the bacteria (Kalsum et al., 2017). Finally, since MET-formation in response to M.tb infection is associated with cell death, this leads to unresolved inflammation, which is unable to reduce M.tb burden (Nathan and Ding, 2010). This highlights the need for a better understanding of the underlying mechanisms of MET-formation to develop possible treatment strategies that block this detrimental phenotype of macrophage activation.



8. Future perspectives of host-directed therapies including neutrophils, NETs and METs

The interactions between the host and M.tb are highly complex. Neutrophils have been shown to be phenotypically heterogeneous and to exert various functions during homeostasis and disease. Therefore, a better understanding of the neutrophil-pathogen interaction could shed light on disease mechanisms and help to develop potential new therapeutics. In addition, the different immune cells that are affected by neutrophils seem to differ based on TB disease stages and lesions. Apart from their direct effects upon infection with M.tb, neutrophils can mediate anti-inflammatory responses by releasing soluble mediators and NETs. With the increasing knowledge on NETs in TB pathogenesis, possible strategies or drugs that aim to modulate neutrophils or NETs could be useful for developing therapeutics for infection and disease control. In this context, host directed therapies (HDT) are potent TB therapies consisting of drugs that aim to suppress pro-inflammatory mechanisms to avoid excessive tissue damage and inflammation. Importantly, neutrophils are potent targets in HDT.

Neutrophils have been shown to play a detrimental role in promoting lung pathology during pulmonary TB, thus contributing to disease severity (Panteleev et al., 2017). Ibuprofen treatment, a non-corticoid anti-inflammatory drug, showed reduced levels of key enzymes involved in cellular processes for disease-control such as prostaglandin E2 synthesis and cyclooxygenase 2 in TB-susceptible mice, by strongly suppressing recruitment of neutrophils. Therefore, lesion size and mycobacterial loads were diminished when limiting neutrophil-mediated pathology in the lung throughout infection, confirming that neutrophils contribute to immunopathology of TB disease (Vilaplana et al., 2013). Similarly, Zileuton, a commercial 5-lipoxygenase inhibitor already approved for treating asthma, has been shown to reduce bacillary load and TB-induced lung damage in mice, while augmenting prostaglandin E2 (Mayer-Barber et al., 2014). Consequently, the inhibition of lipoxin biosynthesis may be a therapeutic approach to mycobacterial infection (Bafica et al., 2005). Furthermore, 1,25-dihydroxyvitamin D3 [1,25(OH)2D3], the active metabolite of Vitamin D, has diverse immunomodulatory properties for the control of M.tb. Vitamin D has been shown to enhance the expression of the antimicrobial peptide LL-37, the active form of human cathelicidin, which is expressed by various cells including neutrophils and macrophages, and thus, contributing to subsequent killing of intracellular M.tb (Coussens et al., 2009; Rekha et al., 2015, 2018). In addition, Vitamin D was shown to induce the production of ROS and nitrogen intermediates, while inhibiting M.tb-induced expression of metalloproteinases MMP-7, MMP-9, and MMP-10 in monocytes, facilitating the resolution of inflammatory responses (Liu et al., 2007). Hence, vitamin D supplementation could show beneficial effects in TB therapy by suppressing the pro-inflammatory response, and reducing the excessive tissue damage during active TB (Coussens et al., 2009). Importantly, the calcium-binding proteins S100A8/A9 (MRP8 and MRP14, respectively) expressed in neutrophils and monocytes, are known to accumulate in active TB granulomas from mice and macaques, and their expression seem to directly correlate with lung pathology (Gopal et al., 2013; Gideon et al., 2019). Therefore, they could be targeted as additional HDT for TB. In this context, previous studies by others proved mobilization of intracellular and extracellular calcium pools to be necessary to efficiently trigger NETosis when cells were incubated with IL-8 as physiological stimulus, since this inflammatory cytokine is known to contribute to calcium flux in neutrophils (Gupta et al., 2014). These results were further confirmed when calcineurin, a calcium-dependent serine/threonine protein phosphatase that is present in human neutrophils, was inactivated with the antagonist cyclosporine A (CsA) in IL-8 stimulated cells, resulting in the inhibition of the transport of calcium and, interestingly, a reduction in the formation of NETs (Gupta et al., 2014). Overall, avoiding excessive ROS generation, or NETosis by modulation of calcium transport, may help attenuate the excessive inflammatory response associated with TB. In furtherance of this knowledge, the presence of CsA impaired biofilm formation in M. smegmatis expressing PpiB, which is essential for this activity, suggesting that CsA physically interacts with PpiB (Kumar et al., 2019). Additionally, the authors showed that CsA also inhibits biofilm formation in M.tb through the same mechanism. M.tb biofilms can act as protective structures, making the bacteria less susceptible to the effects of antimicrobial agents. By inhibiting biofilm formation, CsA could enhance the accessibility of anti-TB drugs to the bacterium, increasing their effectiveness and potentially reducing the development of drug resistance (Kumar et al., 2019). Therefore, the potential use of CsA as an adjunct therapy to existing anti-tubercular drugs holds promise, as it targets multiple aspects of TB pathogenesis.

NET structures or NETosis are attractive targets for the development of therapeutics since their detrimental effects seem to predominate during active TB, especially when not efficiently eliminated by macrophages. In this regard, DNases are very effective at degrading NETs, however, several pro-inflammatory components such as histones and proteases associated to NETs, are also released upon DNA degradation leading to host tissue damage (Beiter et al., 2006; Buchanan et al., 2006; Kolaczkowska et al., 2015). Interestingly, anthracyclines, anti-neoplastic compounds that intercalate between base pairs and inhibit DNA replication and RNA transcription, have been shown to efficiently block NETosis through both the NOX-dependent and -independent pathways, without affecting bactericidal ROS production (Khan et al., 2019). Given the clinical relevance of NETs in TB pathogenesis, the more recently described LDC7559 (Sollberger et al., 2018), a potent inhibitor of ROS-dependent NET structures, may also represent a promising avenue for treating excessive release of NETs. LDC7559 binds to pore forming protein GSDMD and inhibits NET formation already at low concentrations, without interfering with phagocytosis, normal ROS production, and NE or MPO activity from neutrophils (Sollberger et al., 2018). Therefore, LDC7559 has potential as therapeutic agent directed to modulate detrimental NETosis while keeping neutrophil host defense mechanisms intact. Finally, therapeutic strategies directed to the inhibition of the PAD4 could block formation of NETs by avoiding citrullination of histones in both the NOX-dependent and -independent pathways (Hemmers et al., 2011). This is justified by a study by Kolaczkowska et al. (2015) in which PAD4-deficient mice showed 80% decreased NET release and significantly reduced tissue damage after methicillin-resistant S. aureus infection.

Since antimicrobial and immunomodulating peptides are well known to contribute to formation of ETs by neutrophils (Neumann et al., 2014a), it can be speculated that they might be promising targets for therapeutic interventions targeting NETs and/or METs. Hepcidin is a small peptide hormone secreted mainly by hepatocytes and highly expressed in response to infection or inflammation in TB (Olakanmi et al., 2007). This hormone turned out to not only regulate iron, but also has homology with peptides required for innate immune responses. Given the role of hepcidin in facilitating the recruitment of macrophages, it may be hypothesized that the peptide may have as well an effect on MET induction (Conceição-Silva et al., 2021). In a study by Zhang et al. (2021), it was shown that the formation of METs in adipose tissue was inhibited after blocking the expression of the hepcidin gene in a mouse model of diabetes. Importantly, hepcidin works as an antimicrobial peptide and has been recently shown to reduce the production of IFN-γ from T-cells, suggesting that modulation of hepcidin may be therapeutically useful for the control of TB (Tashiro et al., 2019).



9. Conclusion

Activated neutrophils use different mechanisms to fight M.tb infection. Though they do not have the capacity to efficiently kill the pathogen, neutrophils do have a huge impact in mediating immune responses by their interaction networks with other immune cells such as macrophages, and T cells, with different outcomes, from early clearance of infection to dissemination of viable bacteria. Importantly, NETs-formation is initiated as host’s early immune response to M.tb infection, which results in entrapment of the pathogen. NETs can trigger a proinflammatory cytokine response in adjacent macrophages during the early inflammatory reaction and thereby potentially also granuloma formation (Braian et al., 2013). However, the role of NETs in granuloma formation still remains to be elucidated. Apart from all antimicrobial repertoires of neutrophils and macrophages to eliminate the mycobacteria inside these cells, the release of ETs is an efficient mechanism to extracellularly fight these pathogens. Unfortunately, despite having these protective capacities, NET/METs can also lead to detrimental effects to the host, and therefore inhibiting extracellular traps may be beneficial to avoid tissue damage (de Buhr and von Köckritz-Blickwede, 2021). Accumulative evidence summarized in this review points toward massive detrimental effects of NETs and METs during M.tb pathogenesis. As a consequence, the use of nucleases may also be considered to possibly prevent excessive NET/METs formation during M.tb infection, as it was recently suggested for other severe lung infections such as COVID-19 disease (de Buhr and von Köckritz-Blickwede, 2021). Additionally, targeting NET/METs might be a promising future perspective for HDT to prevent long-lasting M.tb infection induced tissue damage and loss of function. The use of molecules or agents that target NET/METs can help in regulating the antimicrobial mechanisms of neutrophils and macrophages but without excessive inflammatory responses. Hepcidin might be another example to be tested in this context, since macrophages have been shown to over-express this peptide hormone in patients with severe pulmonary TB. However, whether hepcidin may attenuate the TB inflammatory response by also modulating METs and NETs is not known yet (Conceição-Silva et al., 2021) and should be investigated in future studies. Finally, understanding the role of NET/METs in the pathogenesis of TB may be crucial for identifying new treatment strategies for this very complex disease.
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Uropathogenic Escherichia coli (UPEC) is a major causative agent of urinary tract infections. The bacteria internalize into the uroepithelial cells, where aggregate and form microcolonies. UPEC fimbriae and flagella are important for the formation of microcolonies in uroepithelial cells. PapB/FocB family proteins are small DNA-binding transcriptional regulators consisting of approximately 100 amino acids that have been reported to regulate the expression of various fimbriae, including P, F1C, and type 1 fimbriae, and adhesins. In this study, we show that TosR, a member of the PapB/FocB family is the activator of flagellar expression. The tosR mutant had similar expression levels of type 1, P and F1C fimbriae as the parent strain, but flagellar production was markedly lower than in the parent strain. Flagellin is a major component of flagella. The gene encoding flagellin, fliC, is transcriptionally activated by the sigma factor FliA. The fliA expression is induced by the flagellar master regulator FlhDC. The flhD and flhC genes form an operon. The promoter activity of fliC, fliA and flhD in the tosR mutant was significantly lower than in the parent strain. The purified recombinant TosR does not bind to fliC and fliA but to the upstream region of the flhD gene. TosR is known to bind to an AT-rich DNA sequence consisting of 29 nucleotides. The characteristic AT-rich sequence exists 550–578 bases upstream of the flhD gene. The DNA fragment lacking this sequence did not bind TosR. Furthermore, loss of the tosR gene reduced motility and the aggregation ability of UPEC in urothelial cells. These results indicate that TosR is a transcriptional activator that increases expression of the flhDC operon genes, contributing to flagellar expression and optimal virulence.

KEYWORDS
 urinary tract infection, bacterial pathogenesis, virulence, flagella, fimbriae, Biofilm


Introduction

Urinary tract infection (UTI) is one of the most common infectious diseases. Uropathogenic Escherichia coli (UPEC) is the most major causative agent of UTIs in the community, with more than 80% of cases caused by this organism (Zhang and Foxman, 2003; Flores-Mireles et al., 2015). Antimicrobial agents are commonly used to treat infections, however drug-resistant UPEC such as quinolone-resistant and extended-spectrum β-lactamase (ESBL)-producing strains have increased in recent years (Mathers et al., 2015; Walker et al., 2016). For these reasons, the development of treatments for UPEC infections is desirable.

UPEC invades into the urinary tract cells, where they aggregate and form biofilm-like microbial colonies termed intracellular bacterial community (IBC; Anderson et al., 2003). This ability allows UPEC to escape various antimicrobial agents and the immune system (Mulvey et al., 1998, 2001). Hence, it is believed that UPEC infections are more likely to become refractory and recurrent.

Fimbriae and flagella are major protein structures contributing to the virulence of UPEC. Fimbriae, such as type 1, P and F1C fimbriae, are required for bacterial adhesion to and invasion of host urothelial cells (Virkola et al., 1988; Martinez et al., 2000; Lillington et al., 2014). Flagella are required for bacterial migration to infection sites as the bacteria colonize the bladder and kidneys, and flagellum-mediated motility contributes to bacterial fitness and aggregation in infected urinary tract cells (Lane et al., 2005; Wright et al., 2005; Hirakawa et al., 2019). In a study using a UTI mouse model, UPEC flagella were shown to be highly expressed within infected mice (Lane et al., 2007). Another studies showed that the flagellum-deficient strain had lower ability to invade bladder and kidney epithelial cells and to form microcolonies compared to the flagellum-producing strain (Pichon et al., 2009; Hirakawa et al., 2019). In addition to fimbriae and flagella, hemolysin is another important UPEC virulence factor. This protein, a type of pore-forming toxin, contributes to the development of cystitis, pyelonephritis, and sepsis by destroying immune system cells such as macrophages in addition to urinary tract epithelial cells (Dhakal and Mulvey, 2012).

We are interested in characterizing proteins involved in the pathogenicity of UPEC including bacterial aggregation leading to IBC formation, thereby contributing to the elucidation of the pathogenesis of this organism and the development of novel therapeutic strategies. PapB and FocB are DNA-binding transcriptional regulators of small size consisting of approximately 100 amino acids. They have been reported to regulate the expression of P and F1C fimbriae (Forsman et al., 1989; Lindberg et al., 2008). We studied the tosR gene found on the pathogenicity island (PAI) of the UPEC CFT073 strain. This strain was isolated from the blood and urine of a patient with acute pyelonephritis. The tosR gene encodes the PapB/FocB family transcriptional regulator and is part of an operon that includes the tosC, tosB, and tosD genes downstream (Welch et al., 2002). The tosC, tosB, and tosD genes were originally presumed to encode a group of proteins of the type 1 secretion system that contribute to hemolysin secretion. The tosA gene, encoding a repeat-in-toxin (RTX) nonfimbrial adhesin, is present downstream of the tosRCBD operon, and TosC, TosB and TosD were shown to contribute to the secretion of TosA (Lloyd et al., 2009). TosR has been shown to contribute to the formation of Auf fimbriae and biofilm (Vigil et al., 2012; Luterbach et al., 2018). However, the function of TosR remains understudied.

This study demonstrated that the TosR protein/regulator contributes to UPEC’s ability to aggregate in bladder epithelial cells. The gene deletion mutant had lower motility and flagellar expression and exhibited lower levels of aggregation within the bladder epithelial cells. However, P and F1C fimbriae and hemolysin activity were at the same levels as in the parent strain. The purified TosR protein bound to upstream region of flhD which encodes the master regulator for flagellar expression. Thus, TosR is an activator for UPEC virulence-associated flagellar expression.



Materials and methods


Bacterial strains and culture conditions

The bacterial strains and plasmids used in this study are listed in Table 1, 2, respectively. All bacteria were grown in Luria-Bertani (LB) medium. The cell growth was monitored by absorbance at 600 nm. For marker selection and maintenance of plasmids, antibiotics were added to growth media at the following concentrations; 150 μg/ml ampicillin, 30 μg/ml chloramphenicol, and 50 μg/ml kanamycin.



TABLE 1 Bacterial strains used in this study.
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TABLE 2 Plasmids used in this study.
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Cloning and mutant constructions

An in-frame deletion mutant of tosR (CFT073∆tosR) was constructed by sequence overlap extension PCR according to a strategy described previously (Link et al., 1997), with primer pairs, delta1 / delta2 and delta3 /delta4 primers as described in Table 3. The upstream flanking DNA included 450 bp and the first eight amino acid codons. The downstream flanking DNA included the last one amino acid codon, the stop codon, and 450 bp of DNA. This deletion construct was ligated into BamHI and SalI-digested temperature sensitive vector pKO3 (Link et al., 1997) and introduced into the chromosome of CFT073 strain. Then, sucrose-resistant/chloramphenicol-sensitive colonies were selected at 30°C. To construct CFT073∆tosRCBD and CFT073∆tosCBD, the locus of tosR to tosD and tosC to tosD was deleted using primers, tosR-delta1/tosRD-delta2/tosRD-delta3/tosD-delta4 and tosC-delta1/tosCD-delta2/tosCD-delta3/tosD-delta4, respectively. To construct isopropyl β-D-thiogalactopyranoside (IPTG)-inducible tosR expression plasmids, pTrc99AtosR and pTrc99KtosR, the tosR gene was amplified with the primer pairs shown in Table 3. The product was digested with NcoI and SalI and ligated into similarly digested pTrc99A and pTrc99K plasmid (Hirakawa et al., 2003a,b), respectively. The pTH18krtosR plasmid was constructed by amplifying tosR and the 300-bp upstream region including the promoter and ligating the product into pTH18kr (Hashimoto-Gotoh et al., 2000). Since this plasmid is compatible with pTurboGFP-B, these plasmids were introduced together into the tosR mutant to characterize bacterial colonies within bladder epithelial cells using fluorescent images. To construct pNNflhD-P-Long and pNNflhD-P-Short, lacZ reporter plasmids, 769-bp and 300-bp upstream region of the flhD gene were amplified using primer pairs flhD-PFLong/flhD-PREcoRV and flhD-PFShort/flhD-PRHindIII and cloned into the pNN387 plasmid with a promoterless lacZ (Elledge and Davis, 1989), respectively. We also constructed an IPTG-inducible C-terminal octahistidine-tagged TosR expression plasmid, pET42ctosR. The tosR gene was amplified using pETtosR-F and pETtosR-R primers, and ligated into the pET42c vector digested with NdeI and HindIII. All constructs were confirmed by DNA sequencing.



TABLE 3 Primers used in this study.
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Biofilm assays using 96-well plates

Levels of biofilm formation on 96-well plates were quantified as described previously with slight modifications (Hirakawa et al., 2019). Bacteria were cultured at 30°C for 24 h in LB medium without shaking. Each culture was diluted into LB medium containing 0.5% glucose at a 1:100 ratio, and 2.4 × 104 cells/well were seeded into the VIOLAMO 96-well flat bottom polystyrene plate (As ONE Corp., Osaka Japan, Catalogue number: 1–1,601-02). The plate was then incubated at 30°C for 24 h. Bacterial cells attached to the plate were stained with crystal violet and absorbance at 595 nm (A595) was measured. Bacterial aggregation ability was quantified as the A595 normalized to an OD600 of 1.



Infection of bladder epithelial cells

The ability of UPEC to invade bladder epithelial cells (HTB-9) was assessed by gentamicin protection assay as previously described (Hirakawa et al., 2019). We inoculated ~5.0 × 106 bacteria into ~5.0 × 105 host cells. The numbers of invaded bacterial cells were determined as ratios of CFU (as percentages) to total cell (invaded and non-invaded bacterial cells) CFU. We also imaged the bacteria in HTB-9 cells using confocal microscopy, as previously described (Hirakawa et al., 2019). A UPEC strain carrying a green fluorescence protein (GFP) expression plasmid, pTurboGFP-B (Evrogen, Moscow, Russia), was inoculated into cultured HTB-9 cells. The HTB-9 cells were stained with rhodamine-phalloidin (Life Technologies, Carlsbad, CA, USA). Fluorescent images were acquired on an Olympus FV10i-DOC microscope and processed using FV10-ASW software (Olympus Corp., Tokyo, Japan).



Hemagglutination assays

To estimate the activity of type 1 and P fimbriae, we tested the hemagglutination titers of guinea pig and human O-type erythrocytes, respectively, as previously described (Hirakawa et al., 2019).



Motility assays

Bacteria were statically grown overnight at 37°C. The bacterial cultures (2 μl) were spotted onto LB medium containing 0.3% agar and incubated for 9 h at 30°C.



Flagellum staining

Bacteria were cultured for 24 h at 30°C in Heart Infusion medium containing 1.5% agar. Flagella were stained with Victoria blue/tannic acid solution as previously described (Hirakawa et al., 2019).



RNA extraction and quantitative real-time PCR analyses

Bacteria were grown to the late-logarithmic growth phase (OD600 ~ 0.7) with shaking in LB medium. Total RNA extraction, cDNA synthesis and real-time PCR were performed as previously described (Hirakawa et al., 2021). Constitutively expressed rrsA and rpoD genes were used as an internal control. Primers are listed in Table 3.



Western blotting

To detect VSVG-tagged FliC from UPEC, bacteria were grown to early stationary phase and separated by centrifugation. The cell pellets were resuspended in 50 mM phosphate buffer containing 8 M urea and then lysed by sonication. Cell lysate (4.0 μg) proteins were separated on duplicate 10% acrylamide Tris-glycine SDS-PAGE gels. One gel was stained with Coomassie brilliant blue (CBB), and the other was electroblotted onto a polyvinylidene fluoride (PVDF) membrane (Bio-Rad Laboratories, Hercules, CA). VSVG-tagged FliC was detected with the Sigma anti-VSVG antibody (Merck KGaA, Darmstadt, Germany, Catalogue number: V4888) and the Sigma anti-rabbit horseradish peroxidase-conjugated immunoglobulin G (IgG) secondary antibody (Merck KGaA, Darmstadt, Germany, Catalogue number: A6154) using a SuperSignal West Pico kit (Thermo Fisher Scientific, Waltham, MA). VSVG-tagged FliC protein bands were visualized using a LAS-4010 luminescent image analyzer (GE Healthcare Japan, Tokyo).



Promoter assay

To measure promoter activities of flhD, fliA and fliC, UPEC strains carrying pNNflhD-P-Long, pNNflhD-P-Short, pNNfliA-P, or pNNfliC-P were grown at 37°C in LB medium. β-Galactosidase activities from lacZ expression in cell lysates were determined using a Tropix Galacto-Light Plus kit (Thermo Fisher Scientific, Waltham, MA, United States) as previously described (Hirakawa et al., 2018). The β-galactosidase activity was determined as the signal value normalized to an OD600 of 1.



Purification of TosR

C-terminally octahistidine-tagged TosR (TosR-His8) was purified from Escherichia coli Rosetta (DE3; Novagen, Philadelphia, PA). Bacteria containing the pET42ctosR plasmid were cultured at 37°C to logarithmic phase in LB medium, 0.5 mM IPTG was then added, and culture growth was continued at 16°C for 18 h. The cells were lysed using the BactYeastLysis reagent (ATTO, Tokyo, Japan) as previously described (Kurabayashi et al., 2016). An equal volume of purification buffer (50 mM Tris [pH 7.5], 200 mM NaCl, and 5% glycerol) was added to the lysate, and the mixture was centrifuged. The resulting supernatant was mixed with nickel-nitrilotriacetic acid (Ni-NTA) agarose (Qiagen, Valencia, CA) for 1 h. The agarose was washed three times with 10 mM imidazole and twice with 50 mM imidazole, and TosR-His8 was then eluted with 500 mM imidazole. The protein concentration was determined using a Bio-Rad protein assay (Bio-Rad, Hercules, CA).



Gel-shift assay

We used a 791-bp DNA probe containing the 769-bp region upstream of flhD. The DNA probe was prepared by PCR-amplifying with flhD-PFLong and flhD-PREcoRV primers, listed in Table 4. To generate the DNA probe lacking the TosR binding motif present upstream of flhD, flhD-PFShort and flhD-PRHindIII primers were used for PCR-amplification. This probe contains only the 300-bp region upstream of flhD. We also prepared for 321-bp DNA probes containing the 300-bp regions upstream of the fliA and fliC start codons by PCR-amplifying with primer pairs fliA-PF/fliA-PR and fliC-PF/fliC-PR, respectively. The probe fragments (0.30 pmol) were mixed with purified TosR-His8. After incubation for 20 min at room temperature, samples were separated by electrophoresis on a 5% nondenaturing acrylamide Tris-borate/EDTA (89 mM Tris-borate [pH 8.3], and 2 mM EDTA) gel in Tris-borate/EDTA buffer at 4°C. DNA bands in the gel were stained by 20,000-fold-diluted Novel Green Plus (BIO-HELIX Co., LTD., Keelung City Taiwan), and visualized under UV light at 300 nm.



TABLE 4 HA titers of the wild-type parent and the tosR mutant.
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Statistical analysis

The p value in each assay was determined by the unpaired t test with GraphPad Prism version 6.00.




Results


The tosR gene contributes to UPEC aggregation within uroepithelial cells

To investigate the role of TosR, we constructed a CFT073∆tosR strain lacking tosR. The tosR gene is speculated to form an operon together with the downstream tosC, tosB and tosD genes. TosC, TosB, and TosD were reported to be involved in the secretion of the adhesin TosA (Figure 1; Vigil et al., 2012). To clarify whether TosR, together with TosC, TosB, and TosD, is involved in the adhesion capacity of UPEC, we also constructed CFT073∆tosCBD strain with deletion from the start codon of tosC to the stop codon of tosD and CFT073∆tosRCBD strain with deletion from the start codon of tosR to the stop codon of tosD. As part of the evaluation of the adhesion capacity of UPEC, a static biofilm assay was performed. TosR overproduction has been reported to promote biofilm formation, however the tosR mutant formed biofilms comparable to the wild-type strain (static cultures at 37°C; Luterbach et al., 2018). In our experimental conditions (Bacteria were cultured at 30°C because our CFT073 strain poorly produced biofilms when cultured at 37°C), the tosR mutant (CFT073∆tosR) had a lower biofilm forming ability than the parent strain (CFT073). When the CFT073 parent strain, CFT073∆tosR, CFT073∆tosCBD, and CFT073∆tosRCBD were cultured on 96-well polystyrene plates for 24 h, the CFT073∆tosRCBD and CFT073∆tosR strains, but not CFT073∆tosCBD, showed approximately half the biofilm forming ability of the parent strain (Figure 2A). To confirm the contribution of the tosR gene to biofilm formation, we complemented the tosR gene to the CFT073∆tosR strain by introducing the pTrc99KtosR plasmid and examined its ability to form biofilms. The pTrc99KtosR plasmid allows tosR expression in an IPTG-inducible promoter-dependent manner. Initially, we performed the complementation experiment with 0.01 mM and 0.1 mM of IPTG. Even at a concentration of 0.01 mM IPTG, the complementation of biofilm formation capacity by the addition was observed (Figure 2B). Then, we observed that the bacterial growth in the 0.1 mM culture was noticeably lower, as indicated by the OD600 values, compared to both the non-complementary strain and the 0.01 mM culture. Due to this finding, subsequent experiments involving the pTrc99KtosR plasmid were conducted with the addition of 0.01 mM IPTG.
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FIGURE 1
 Locus of tosRCBDA on the UPEC CFT073 chromosome. Arrows indicate transcription/translation direction. Numbers refer to nucleotide coordinates in the UPEC CFT073 genome.
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FIGURE 2
 Biofilm formation on 96-well plates in the parent strain (CFT073) and its derivatives (A), or the parent and the tosR mutant carrying pTrc99K (empty vector) or pTrc99KtosR (tosR expression plasmid; B). Bacterial adhesion and aggregation were represented as A595 values normalized to OD600 of 1. Data plotted are the means of three biological replicates; error bars indicate standard deviations. *, P,0.01 relative to values for CFT073 (A) or CFT073/pTrc99K (B).


The biofilm forming ability of UPEC is closely related to invasion into and aggregation within urinary tract cells (Hirakawa et al., 2019). Therefore, we infected bladder epithelial cells with the parent strain and the tosR mutant, and compared the percentage of bacteria that entered the cells by gentamicin assay. The tosR mutant had a 2.7-fold lower value than the parent strain (0.020 +/− 0.002% vs. 0.054 +/− 0.009%, respectively; Figure 3A). Since there was no significant difference in total CFU/mL between the parent and mutant strains (CFU/mL of both strains were 1.2 × 108), the reduction in invasion efficiency caused by the tosR deletion was not due to a growth defect. The complementation of the tosR mutant with pTrc99KtosR plasmid increased invasive ability (Figure 3B). We constructed a parent strain and a tosR mutant carrying a GFP-expressing plasmid. By inoculating each strain within bladder epithelial cells, we imaged UPEC cells by GFP fluorescence. In the parent strain, aggregated bacteria were observed in some places in the host cells (Figures 4A,B). On the other hand, the tosR mutant exhibited clearly fewer aggregates than the parent strain (Figures 4A,B). We have also confirmed that introduction of the tosR complementation plasmid pTH18krtosR into the tosR mutant restores the defective aggregation ability (Figures 4A,B). These results indicate that the tosR gene contributes to UPEC aggregation in urinary tract cells.

[image: Figure 3]

FIGURE 3
 Internalization in bladder epithelial cells (HTB-9) of the parent strain (CFT073) and the tosR mutant (A) or the parent strain and the tosR mutant carrying pTrc99K or pTrc99KtosR (B). Values are percent CFU of internalized bacteria relative to total bacterial cell numbers. Data are means from three independent experiments; error bars indicate standard deviations. *, P,0.05 relative to values for CFT073 (A) or CFT073/pTrc99K (B).
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FIGURE 4
 Aggregation within HTB-9 for the parent strain, the tosR mutant, the fliC mutant and the tosR complementation strain. Bacteria carrying a green fluorescence protein (GFP) expression plasmid, pTurboGFP-B, and HTB-9 cells (Actin) stained with rhodamine-phalloidin were imaged with green and red fluorescence, respectively, using a 60x objective. Images were taken from above, and cross-sectional images correspond to the white boxes. Ph: Phase contrast images. We performed this experiment twice, then similar results were obtained.




The tosR mutant exhibits lower motility followed by a lower flagellar expression, than the wild-type parent

UPEC fimbriae are important for aggregation in uroepithelial cells. Since the tosR gene is presumed to encode a PapB/FocB family transcriptional regulator, we hypothesized that the reduced aggregation ability due to TosR defect may be due to reduced expression of fimbriae. Type 1 fimbriae agglutinate guinea pig erythrocytes in the absence of mannose, i.e., their agglutination activity is mannose-sensitive, and P fimbriae can agglutinate human erythrocytes regardless of the presence of mannose (Hagberg et al., 1981; Korhonen et al., 1985). We measured the activity of type 1 and P fimbriae in the presence and absence of mannose in the parent strain and the tosR mutant, using the agglutination titers of guinea pig and human erythrocytes as indicators. However, there was no difference in the titer values exhibited by the parent strain and the mutant strain under either condition (Table 4). We also compared the transcript levels of fimbriae genes between the parent and tosR mutant strains by quantitative PCR analysis. Transcript levels of fimA and papA/papA2, genes encoding proteins for the main component of type 1 and P fimbriae, were not significantly different between the parent strain and the tosR mutant (Figure 5). This result was consistent with the results of the agglutination test using guinea pig and human erythrocytes. Transcript levels for the focA gene, which encodes F1C fimbria, were not significantly different between the parent and tosR mutant (Figure 5).
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FIGURE 5
 Transcript levels of flagellum-related and fimbrial genes and hlyA in the parent strain (CFT073) and the tosR mutant. Transcript levels were determined relative to that of rpoD. Data are means for two biological replicates; error bars indicate the ranges.


Flagella and flagellum-mediated motility of UPEC contribute to the aggregation of bacteria within urothelial cells (Hirakawa et al., 2019). Therefore, we tested whether the reduced aggregation ability caused by tosR deletion is due to reduced motility. Cultures of the parent strain and the tosR mutant were spotted on soft agar, and motility was compared by spreading of the bacteria, indicating that the tosR mutant was less motile than the parent strain (Figure 6A). As a control, the fliC mutant (CFT073∆fliC) showed no motility. Flagella are essential for motility. The results of flagellar staining showed that the tosR mutant had fewer flagella than the parent strain (Figure 6B). We also observed no flagellum in the fliC mutant. Furthermore, when the pTrc99KtosR plasmid was introduced into the tosR mutant, motility and flagellar production were increased (Figures 6A,B).
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FIGURE 6
 Motilities and flagellar production for the parent strain, the tosR mutant, the fliC mutant and the tosR complementation strain. (A) Bacterial migration on LB medium containing 0.3% agar. (B) Flagella and bacterial cells were stained with Victoria blue/tannic acid were pictured using a 100x objective. We performed this experiment twice, then similar results were obtained.


We examined the expression levels of flagellin FliC, a major constituent protein of flagella (Minamino and Imada, 2015), by Western blotting. We previously used a commercially available anti-flagellin antibody, but since no flagellin was detected even in the parent strain, we introduced the pTH18krfliC-VSVG plasmid into UPEC as an alternative method and expressed VSVG-tagged FliC as a recombinant protein (Hirakawa et al., 2021). Then, FliC was successfully detected using anti-VSVG antibody. The pTH18krfliC-VSVG plasmid contains the promoter and gene region of fliC inserted in the opposite direction of the lac promoter, which is upstream of the cloning site. In addition, the VSVG sequence is inserted just before the stop codon of fliC. Therefore, it is expected that strains carrying pTH18krfliC-VSVG will express C-terminally VSVG-tagged FliC, depending on the promoter of fliC itself. In this study, we used the same method with the pTH18krfliC-VSVG plasmid that we did previously. We compared the FliC-VSVG levels between CFT073 and CFT073∆tosR strains carrying the pTH18krfliC-VSVG plasmid. Western blotting results showed that the amount of band signal corresponding to FliC-VSVG expression from CFT073∆tosR was clearly lower than the CFT073 strain (Figure 7). In addition, when the tosR expression plasmid pTrc99AtosR was introduced into the CFT073∆tosR strain, the FliC-VSVG level was elevated. We note that the effect of tosR deletion on reduced FliC-VSVG levels appears more pronounced than the effect of reduced flagellar production and motility. This may be due to the low sensitivity of the VSVG antibody or to differences in culture conditions (For Western blotting, the bacteria were cultured in liquid, whereas for motility assays and flagellar staining, the bacteria were cultured on solid medium.).
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FIGURE 7
 FliC expression in the parent strain (CFT073) and the tosR mutant. SDS-PAGE of cell lysates from the parent strain (CFT073) and the tosR mutant containing a VSVG-tagged FliC expression plasmid (pTH18krfliC-VSVG) and pTrc99A (empty vector) or pTrc99AtosR (tosR expression plasmid). Locations of molecular mass standards (in kilodaltons) are shown on the left. (Upper) VSVG-tagged FliC was visualized by probing with a VSVG antibody. (Lower) Proteins were stained with CBB. We performed this experiment twice, then similar results were obtained.


We measured the transcript levels of fliC and its regulatory genes. Consistent with the Western blotting results, the transcript level of fliC was lower in the tosR mutant than in the parental strain (Figure 6). Transcription of fliC is activated by the sigma factor FliA, which is activated by FlhD, a master regulator complex of flagellar expression and flhD is transcribed together with flhC as an operon (Soutourina and Bertin, 2003). We found that, like fliC, the transcript levels of flhD and fliA were approximately 2-and 8-fold lower in the tosR mutant than in the parental strain, respectively. In addition to the fliC, fliA, and flhD genes, the transcript level of the hlyA gene encoding hemolysin was also measured. However, no significant difference in the transcript level was observed between the parent and tosR mutant (Figure 6). Altogether, these results indicate that the reduction in aggregation ability due to tosR deletion is due to reduced motility associated with reduced flagellar production.



TosR is an activator of flhD gene expression

We investigated in more detail the role of TosR in regulating flagellar expression and its regulatory mechanisms. FlhDC also activates the transcription of genes that encode the flagellar components FlgB, FlhB, and FliL while the transcription of motA, encoding the motor protein for flagellar rotation, is induced by fliA (Macnab, 1992; Fitzgerald et al., 2014). The transcript levels of these genes in the tosR mutant were lower than those in the parental strain (Figure 6). These results indicate that reduced expression of flhDC and fliA due to tosR deletion leads to decreased transcript levels of flgB, flhB, fliL, and motA.

We also compared the promoter activities of flhD, fliA, and fliC in the parent and mutant strains. We determined the activity of each promoter by measuring the β-galactosidase activity corresponding to LacZ expression from the reporter plasmids pNNflhD-P-Long, pNNflhD-P-Short, pNNfliA-P, and pNNfliC-P. To evaluate flhD promoter activity, the pNNflhD-P-Long and pNNflhD-P-Short plasmids were used. TosR has been reported to bind to an AT-rich DNA sequence consisting of “WTWWTWTWWTWAAWKWTATKAWTDTDTD” (Luterbach et al., 2018; Figure 8A). We found a sequence similar to the TosR binding motif upstream of the flhD start codon at positions 550–578. The pNNflhD-P-Long plasmid is a reporter construct consisting of a 769-bp DNA fragment containing the entire intergenic region between flhD and its upstream gene, uspC. The pNNflhD-P-Short plasmid includes a region only 300 bases upstream of flhD lacking the AT-rich region, with a promoterless lacZ reporter gene. The promoter activity measurements revealed that these promoter activities from pNNflhD-P-Long, pNNfliA-P, and pNNfliC-P, but not pNNflhD-P-Short, were significantly lower in the tosR mutant than in the parent strain (Figure 8B). We also introduced the IPTG-inducible tosR expression plasmid pTrc99KtosR with each reporter plasmid, and measured LacZ activities. A concentration-dependent increase in LacZ activities was observed with IPTG (Figure 8C). We note that a growth defect was observed in the IPTG 0.1 mM culture similar to the biofilm assay, however a high degree of increased promoter activity was observed. These results suggest that the expression of tosR promotes the promoter activity of flhD, fliA, and fliC.
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FIGURE 8
 Promoter activities of flhD, fliA, and fliC and the TosR-binding to flhD upstream region. (A) DNA sequence upstream of flhD. flhD-PFLong, flhD-PFShort and flhD-PR are names of the primers and their locations. The red box is a DNA sequence to which TosR is presumed to bind. Nucleotides in red indicate nucleotides match within the TosR binding motif. (B) β-Galactosidase activities corresponding to flhD, fliA, and fliC promoter activities in the parent strain and the tosR mutant containing pNNflhD-Long, pNNflhD-Short, pNNfliA-P, or pNNfliC-P, the lacZ reporter plasmid. (C) β-Galactosidase activities corresponding to flhD, fliA, and fliC promoter activities in the tosR mutant carrying pTrc99K (empty) or pTrc99KtosR (IPTG-inducible tosR expression plasmid). Data are means from three independent experiments; error bars indicate standard deviations. *, P,0.01 relative to CFT073 or empty vector control. (D) Gel shift assay showing binding of TosR to the region upstream of flhD. The TosR protein (0, 7.5, 15 or 30 pmol) was added to reaction mixtures containing 0.3 pmol of DNA probe. We performed this experiment twice, then similar results were obtained. Promoters and DNA probes designated flhD-Long and flhD-Short contain the region from 769-bp (including the AT-rich site) and 300-bp (lacking the AT-rich site) upstream from the flhD start codon, respectively.


We examined the DNA binding ability of TosR by gel shift assay. In the presence of 7.5 pmol of TosR-His8 protein, a band shift was observed in the DNA probe containing the AT-rich region upstream of flhD (Figure 8D). We used a DNA probe containing only a region 300 bases upstream of flhD that lacked the AT-rich region. We also examined the binding ability of TosR to DNA probes containing the upstream 300 bases of fliA and fliC. As a result, no band shift in these DNA probes was observed even when 30 pomol of TosR-His8 was present (Figure 8D). These results indicate that TosR is an activator that binds to the AT-rich region upstream of flhD and stimulates the promoter activity of flhD.




Discussion

Flagella of UPEC contribute to bacterial aggregation leading to IBC formation in host epithelial cells (Hirakawa et al., 2019, 2021). On the other hand, flagellin binds to Toll-like receptor-5 and activate the host immune system (Miao et al., 2007). Therefore, the expression level of UPEC flagella must be tightly regulated within the infected host. Expression of the fliC gene, which encodes the major flagellar component flagellin, is activated by the sigma factor FliA (Soutourina and Bertin, 2003). Expression of fliA is activated by the master regulator of flagellar expression, FlhD-FlhC. Expression of fliC is also controlled by a number of regulatory proteins including CRP, LrhA, H-NS, QseB, RcsB, OmpR, Fur, TosEF and CytR (Bertin et al., 1994; Shin and Park, 1995; Soutourina et al., 1999; Lehnen et al., 2002; Francez-Charlot et al., 2003; Clarke and Sperandio, 2005; Engstrom et al., 2014; Kurabayashi et al., 2016; Hirakawa et al., 2020). In addition, the database RegulonDB revealed a set of potential regulators for FlhDC expression (Tierrafria et al., 2022; Figure 9). This study showed that TosR is also involved in the regulation of flagellar expression.

[image: Figure 9]

FIGURE 9
 Overview of the regulatory mechanism of flhD expression and contribution of this study. The red arrows positively regulate flhDC transcription while the blue bars indicate repression of flhDC transcription. The information on the regulator groups framed in black was taken from RegulonDB (Tierrafria et al., 2022). CytR recently characterized in our study was added (Hirakawa et al., 2020). TosR was clarified in this study.


TosR has been characterized as a PapB/FocB family transcriptional regulator that controls the expression of the nonfimbrial adhesin TosA (Engstrom and Mobley, 2016). TosR has also been shown to bind to AT-rich DNA sequences (Luterbach et al., 2018). Previously, a transcriptome analysis identified a set of genes whose transcript levels increase or decrease upon TosR overexpression (Luterbach et al., 2018). Interestingly, no flagellar gene was identified in that study. We noticed the presence of an AT-rich sequence upstream of the flhDC operon that resembles the TosR binding motif. Our gel shift assay revealed that TosR bound to a DNA probe containing the AT-rich sequence upstream of its flhD, while it did not bind to the DNA probe lacking the AT-rich sequence. Furthermore, in promoter assays, the LacZ reporter construct of the flhD promoter containing the AT-rich sequence showed reduced LacZ activity upon tosR deletion and increased LacZ activity upon tosR overexpression. In contrast, no effect of tosR deletion was observed for the LacZ reporter construct lacking the AT-rich sequence. These results suggested that TosR positively regulates flhDC expression.

Deletion of tosR causes reduced flagellar production. This is supported by the finding that tosR deletion reduces motility. However, a study conducted by Engstrom et al., showed that the tosR mutant exhibited motility comparable to that of the parental strain (Engstrom et al., 2014). Bacterial motility can be affected by even small differences in medium, temperature, and agar concentration. In Engstrom’s assay, the bacteria were stabbed on agar medium without yeast extract and evaluated after 17 h, whereas in our assay, the bacterial cultures were spotted on agar medium containing yeast extract and evaluated after 9 h. Our assay seems to inoculate more bacteria than Engstrom’s assay. If we incubate for 17 h as in the Engstrom’s assay, both the parent and mutant strains will migrate to the edge of the plate, making it impossible to compare motility between the two strains. We believe that the difference from the Engstrom’s assay is due to the difference in medium and inoculation method.

The tosR gene, together with the tosA gene, is encoded on a pathogenicity island on the chromosome of CFT073, and this pathogenicity island containing the tosR and tosA genes is also found in many UPECs besides CFT073 (Engstrom et al., 2014). Therefore, TosR may play a significant role in the regulation of flagellar expression in UPEC.

TosR is known to repress the expression of P fimbria while promoting the expression of Auf fimbria and Curli, amyloid-like fibers (Luterbach et al., 2018). Furthermore, TosR regulates tosA expression in a TosR level-dependent manner (Engstrom and Mobley, 2016). P and Auf fimbriae, Curli and TosA are involved in adhesion to urinary epithelial cells. The tosR mutant used in this study is actually less virulent to uroepithelial cells than the parent strain, although it is presumed to have increased P fimbria and TosA levels while expressing less Auf fimbria and Curli, at least compared to the parent strain. Colonization of UPEC within urinary tract epithelial cells is linked to UPEC’s ability to form biofilm (Hirakawa et al., 2019). UPEC colonization and biofilm formation in uroepithelial cells are positively correlated with the flagellar expression (Hirakawa et al., 2019, 2021). Taken together, we speculate that the reduced expression of Auf fmbria and Curli in the tosR defective strain, as well as the effect of reduced UPEC colonization and biofilm formation capacity due to reduced flagellar expression, mask the effect of increased P fimbria and TosA levels.

The region upstream of flhD where TosR acts is more than 500 bases away from the flhD start codon, and it is still unclear how TosR promotes flhD transcription by binding to a region far from the flhD promoter. Nucleoid-associated proteins, such as H-NS, are known to bind to DNA and modulate the local nucleoid structure, thereby regulating the expression of genes far away (Dorman, 2004). TosR is thought to regulate gene expression in a similar manner to nucleoid-associated proteins (Engstrom and Mobley, 2016). Therefore, it is possible that TosR binding to flhD promotes transcription through modulation of the local nucleoid structure.

Previous studies showed that tosR expression is repressed by H-NS in vitro (under 37°C, LB medium conditions), and its repression is alleviated in urinary tract infection mice (Vigil et al., 2011, 2012; Engstrom et al., 2014). However, in this study, the effect of tosR deletion on flagellar expression was observed at 37°C in LB medium, implying that tosR is expressed in vitro to some extents. The regulatory mechanism of tosR expression needs to be elucidated to understand the mechanism of virulence induction in UPEC, including flagellar expression.

In addition to TosR, a number of PapB/FocB family transcriptional regulators, including SfaB, DaaA, FaeB, FanA, FanB, ClpB, PefB, and AfaA, have been characterized in E. coli and Salmonella (Xia and Uhlin, 1999; Holden et al., 2001). While they have been described to regulate the expression of various fimbriae and other adhesin-related genes (Spurbeck et al., 2011), they have not been shown to regulate the flagellum. We provide evidence that TosR is a positive regulator of flagellar expression. We believe that our findings suggest additional possible functions for the PapB/FocB family of transcriptional regulators and provide further insight into the mechanisms of flagellar expression and pathogenesis in UPEC.
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Wound healing is a complex system including such key players as host, microbe, and treatments. However, little is known about their dynamic interactions. Here we explored the interplay between: (1) bacterial bioburden and host immune responses, (2) bacterial bioburden and wound size, and (3) treatments and wound size, using murine models and various treatment modalities: Phosphate buffer saline (PBS or vehicle, negative control), doxycycline, and two doses of A. baumannii phage mixtures. We uncovered that the interplay between bacterial bioburden and host immune system may be bidirectional, and that there is an interaction between host CD3+ T-cells and phage dosage, which significantly impacts bacterial bioburden. Furthermore, the bacterial bioburden and wound size association is significantly modulated by the host CD3+ T-cells. When the host CD3+ T-cells (x on log10 scale) are in the appropriate range (1.35 < x < = 1.5), we observed a strong association between colony forming units (CFU) and wound size, indicating a hallmark of wound healing. On the basis of the findings and our previous work, we proposed an integrated parallel systems biology model.
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 wound healing, phage treatment, bacterial bioburden, CD3+ T-cells, systems biology, bi-directional relationship between bacterial burden and host immune responses


1. Introduction

Wound healing is impacted by a complex system involving treatments, microbial bioburden, and both cellular and molecular responses of the host. Previous studies focused on single or pairwise aspects of the triangle, making it challenging to get a full, multi-dimensional picture of the wound healing system. Furthermore, “time” provides yet another dimension of variation and dependence to the system. The ultimate outcomes of the system related to wound care are either successful closure or dehiscence of the wound.

In the wound healing system, the host immune system plays significant roles in response to microbial infections and in regulation of wound healing (Krafts, 2010; Cooke, 2019). Regarding innate immune responses, circulating cell types, such as neutrophils and M1 macrophages, are among the key players that can release various inflammatory cytokines, such as tumor necrosis factor alpha (TNF-a), interleukin (IL)-1b, IL-6, IL-8, and chemokines, to trigger inflammatory responses (Krafts, 2010; Julier et al., 2017). On the other hand, after successful elimination of pathogens, the immune system can switch to an immunosuppressive state (Cooke, 2019). For example, cell types, such as N2 neutrophils and M2 macrophages, produce anti-inflammatory cytokines and growth factors that promote the generation and expansion of immunosuppressive cells, including NK regulatory cells (NKregs) and T regulatory cells (Tregs). Furthermore, M2 macrophages have demonstrated that they are one of the essential factors for scaffolding, re-epithelialization, and ultimately, successful wound healing (Snyder et al., 2016). This is the hallmark of transition from inflammation to anti-inflammation, sparking the initiation of the natural wound healing process (Krafts, 2010; Julier et al., 2017).

Various T-cell types play special roles in wound healing. In a full-thickness skin excisional wound study in Wistar rats, for example, CD3+ T lymphocytes in the wound bed were found to associate primarily with the phase of granulation tissue formation to promote wound healing (Agaiby and Dyson, 1999). Similar findings of CD3+ T-cells promoting and increasing the rate of wound healing were also reported during in vitro studies using human skin biopsies (Toulon et al., 2009). In skin wounds, the presence and migration of γσ + T lymphocytes are important for hemostasis, inflammation, proliferation and remodeling (Hu et al., 2022). γσ + T cell receptor-bearing dendritic epithelial T-cells (DETCs) are specialized T-cells that reside in the epithelial layer of human and murine skin. They recognize skin damage using T-cell receptors that are activated by antigens expressed by stressed keratinocytes (Jameson et al., 2002; Alexander-Savino et al., 2016). The removal of γσ + DETCs from murine skin significantly impaired keratinocyte proliferation in damaged skin, thus increasing wound healing time and demonstrating that these T-cells are important for the healing process (Hu et al., 2022). While other T-cell types are associated with enhanced wound healing, numerous studies have shown that the activity of CD8+ cytotoxic T cells in skin wounds can slow down the healing process (Krafts, 2010; Cooke, 2019). However, another study on the role of CD4+ and CD8+ T-cells in mouse skin wound healing found that the absence of either CD4 or CD8 lymphocytes changes infiltration of inflammatory cells and profiles of cytokine expression, but does not impair healing (Chen et al., 2014). In response to burn injuries, Labuz et al. (2023) found that conventional CD3+ T cells and MAIT cells produce elevated levels of critical pro-inflammatory cytokines than in non-burn tissue.

As antibiotic resistant strains of bacteria become more prevalent, the development of alternative sustainable treatments, such as bacteriophage (phage), is key to either complement or augment antimicrobial drugs (Lin et al., 2017). Compared to broad-spectrum antibiotics, phage therapy has the advantage of being highly specific toward target bacterial pathogens (Loc-Carrillo and Abedon, 2011; Sarker et al., 2017). Studies on murine models indicated that neutrophil-phage synergy is essential for infection clearance and the resolution of pneumonia (Roach et al., 2017). This “immunophage synergy” highlights the dynamic relationship between microbe and host immune system, and the impact a therapeutic agent can have on this interaction.

In the present study, using an established mouse wound infection model and multiple treatment modalities, we initiated to explore and represent the full picture about wound healing. We uncovered that the interplay between bacterial burden (CFU) and host immune responses is bidirectional. Similar to previous studies (Desgeorges et al., 2019), the host responses to CFU have a dynamic phase change from pro-inflammation to anti-inflammation. On the other hand, phage treatment delivered at 5 × 108 total plaque forming units or PFU (phage-High) can significantly reduce CFU, compared to phage-Med (5 × 107 total PFU), when there is a high percentage of CD3+ T-cells in the host immune cell population. Furthermore, we identified that when the T-cells (x on log10 scale) are in the appropriate range (1.35 < x < = 1.5) in mice, there is a strong correlation between CFU and wound size, indicating a signal for wound healing. These new findings clearly signify the importance of CD3+ T-cells – phage dosage synergy in the wound healing system, thus laying the foundation for future exploration of phage treatment in wound healing in humans.



2. Materials and methods


2.1. Mouse models and experimental design

Using an established mouse wound infection model, we aimed to understand the dynamic wound healing system. The experimental design is shown schematically in Figure 1. Six-week-old female BALB/c mice (N = 65) were administered intraperitoneally 50 μg of recombinant anti-mouse Ly6G monoclonal antibodies 2 days before inoculation for transient immunosuppression (Rouse et al., 2020). On Day 0, full-thickness dorsal wounds were created on the mice which were inoculated with ∼5 × 106 total colony forming units (CFU) of A. baumannii (strain AB5075:lux), followed by a Tegaderm bandage and sealed with Vetbond™ (3 M, St. Paul, MN). Wounded and infected mice were then randomly separated into four treatment groups: (1) phosphate-buffered saline (PBS) vehicle control (Vehicle), (2) doxycycline hyclate (Doxy), (3) phage 5 × 107 total PFU (phage-Med), and (4) phage 5 × 108 total PFU (phage-High) (Rouse et al., 2020). Doxycycline treatment was administered as a single topical 50 μg regimen 2-h post-inoculation on Day 0. Vehicle and phage treatments were administered as a topical solution between the layers of Tegaderm and wound at 2-, 24-, and 48-h post-inoculation. The five member phage mixture (AbArmy ϕ1, AbNavy ϕ1, AbNavy ϕ2, AbNavy ϕ3, and AbNavy ϕ4) that was designed to be lytic against AB5075:lux was added at equal volumes to generate a stock concentration of 1 × 109 PFU/mL and was described previously by Regeimbal et al. (2016). Mice were housed singly from Day 0 (inoculation) through Day 6. On Day 7 post-inoculation, each Tegaderm dressing was removed, and the wounds were left exposed to air for the remainder of the experiment. In vivo imaging system (IVIS) was performed on mice to visualize and semi-quantify the bacterial burden at the indicated time points. The Aranz Silhouette system wound measurement device was used to image and measure the total wound area of mice on Days 0 (baseline), 7, 9, and 11. Randomly selected mice were euthanized on Day 3 and 9 post-inoculation to excise wound beds for homogenization and microbial bioburden enumeration via serial dilution plating. Spleens were also excised, homogenized, processed for immunostaining, and analyzed using flow cytometry for host immune profiling (markers for T-cells, Neutrophils, Dendritic cells, and Macrophages).
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FIGURE 1
 Schematic time course for the experiments. Two days before inoculation for transient immunosuppression, 6-week-old female BALB/c mice (N = 65) were administered 50 μg of recombinant anti-mouse Ly6G monoclonal antibodies intraperitoneally. On Day 0, full-thickness dorsal wounds were induced on the backs of mice which were inoculated with ∼5 × 106 total colony forming units (CFU) of A. baumannii (strain AB5075:lux), followed by a Tegaderm bandage and sealed with Vetbond™ (3 M, St. Paul, MN). Wounded and infected mice were then randomly separated into four treatment groups: (1) phosphate-buffered saline (Vehicle, negative control), (2) doxycycline hyclate (Doxy), (3) phage 5 × 107 total PFU (phage-Med), and (4) phage 5 × 108 total PFU (phage-High). Doxycycline treatment was administered as a single topical 50 μl of 50 g regimen 2-h post-inoculation on Day 0. Vehicle and phage treatments were administered as topical regimens at 2-, 24-, and 48-h post-inoculation. In vivo imaging system (IVIS) was performed on mice to visualize and semi-quantify the bacterial burden at the indicated time points. The Aranz Silhouette system wound measurement device was used to image and measure the total wound area of mice longitudinally over multiple days. We focused on comparing the measurements on Days 3 and 9, respectively.


Serum was collected at various time points and stored at –20°C to later assess systemic cytokine/chemokine levels. A custom Millipore 25-plex Mouse Cytokine/Chemokine Magnetic Bead Panel kit (MCYTOMAG-70 K-PMX, Burlington, MA, USA) was performed on the serum samples according to the manufacturer’s instructions to analyze the following cytokines/chemokines on the Luminex platform: G-CSF, IFN-γ, IL-1α and IL-1β, IL-2, IL-4, IL-5, IL-6, IL-7, IL-9, IL-10, IL-12p40, IL-12p70, IL-13, IL-15, IL-17, IP-10, KC, MCP-1 MIP-1a, MIP-1b, MIP-2, RANTES, TNFα, and GM-CSF. The total numbers of inbred mice used was 65 on day 3 and 9, respectively, but some measurements, such as Luminex assay, was conducted on a subset of the mice (n = 32) on Day3.



2.2. Statistical analysis methods

To determine how critical variables, such as treatments (TRT), time course (TIME), and various immune cell types, impact bacterial bioburden (CFU), we fit a multiple mixed effects model for CFU prediction. In the model, cell types or ratios of cell types (such as CD4:CD3 and CD8:CD3) are treated as random samples from the total immune cell population of the host. In contrast, TRT and TIME are treated as fixed effects, as are the interactions of TRT and the cell types (or the ratios of cell types). The sample size (n = 65) provided enough power to estimate these effects accurately. To avoid model overfitting and power reduction, the cytokine/chemokine biomarker data was excluded from the modeling, due to the limited sample size (n = 32) shared between Day 3 and 9. However, the cytokine/chemokine profiles at the two primary time points (Day 3 and 9) allowed us to investigate dynamic changes of the host immune responses after bacterial infections. Furthermore, we scrutinized the dynamic association between treatments and wound size, given the condition of bacterial bioburden; and between bacterial burden and host wound size, given the host immunological status. The missing values in wound size were accurately imputed by using the random forest based non-parametric method (Stekhoven and Buhlmann, 2012), based on such covariates as bacterial burden and host immune cell compositions (CD3, CD4:CD3, and CD8:CD3 ratios).



2.3. Ethics statement

The experiments were conducted according to the compliance policy set by the Committee of Laboratory Animal Resources and Institutional Animal Care and Use Committee (IACUC) at the Naval Medical Research Center.



2.4. Resource availability

The inbred mouse strain BALB/c was purchased from the Charles River Laboratories International, Inc. Both the data and R scripts are archived at the shared Google drive within the Surgical Critical Care initiative (SC2i), which are available upon request to the manager Dr. Scott F. Grey (scott.grey.ctr@usuhs.edu).




3. Results


3.1. Phase changes of the host immune system in response to dynamic alternations of bacterial bioburden

We observed significant time-dependent changes in the cytokine/chemokine profiles, as shown by the two heatmaps of Day 3 (acute) and 9 (peak) in relation to course of infection, respectively (Figure 2). At each of the time points, there existed two distinct clusters (“Red” and “Blue”), corresponding to respective pro- and anti-inflammatory biomarkers that are coupled with immune cell types. On Day 3, the “Blue” cluster is composed of three subgroups: (1) the “Dark Blue” (or B1) that includes only three immune cell types: Ly6G (neutrophils), CD11c (dendritic cells), and F4-80 (or macrophages); (2) the “Light Blue” (or B2) that represents anti-inflammatory biomarkers (such as IL-2, IP-10, and IFNℽ) and ratio of CD4:CD3; and (3) the “Intermediate Blue” (or B3) that harbors anti-inflammatory biomarkers (such as IL-4 and IL-5) and coupled T-cells (Figure 2). In contrast, the “Red” cluster has only two subgroups: (1) the “Dark Red” (or R1) that includes proinflammatory biomarkers (such as IL-1a and IL-6) and cell types (such as killer cells or KC); and (2) the “Light Red” (or R2) that has proinflammatory biomarkers (such as IL-10 and TNFα) (Figure 2). Compared to Day 3, the Day 9 heatmap has a significantly reduced “Red” cluster and an expanded “Blue” cluster, due to the switching of R2 to the “Blue” cluster. These results clearly indicated a phase change of the host immune system in response to the dynamic alternation of bacterial bioburden (CFU). We then investigated how the phase change modulated the bacterial bioburden abundance and the dynamic association of bacterial bioburden and wound size.
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FIGURE 2
 Comparison of cytokines and chemokines profiling on Days 3 and 9. (A,B) Each row represents a sample or mouse individual, while each column is a cytokine/chemokine biomarker or an immune cell type. Wound CFU is the measure of total colony forming units (CFU) of A. baumannii (strain AB5075:lux) at the wound site. Trt indicates the four treatments: 1 = Vehicle (control); 2 = phage-Med; 3 = phage-High; and 4 = doxycycline. After scaling across the samples at each time point, the heatmap shows the relative intensity of a value (z-score) within the matrix. The values that are highest are given a “red” color and the numbers that are lowest are given a “blue” color. While it may be challenging to separate the colors, the clustering is the gold standard to separate different groups of cytokines and coupled immune cell types. The cytokines and cell types in the same cluster indicate that they are closely related to one another. We observed that the red and blue colors are representative of respective pro- and anti-inflammatory biomarkers and coupled cell types. Compared to Day 3, Day 9 has a heatmap that has a significantly shrunk “Red” cluster and an expanded “Blue” cluster, indicating reducing of pro-inflammatory and increasing of anti-inflammatory.




3.2. Bacterial bioburden is impacted by multiple factors including host immunological status

To determine how multiple factors and their respective weighted values, such as treatment (TRT), time course (TIME), and host immune cell types, affect bacterial bioburden (CFU), we fit a linear mixed effects model. The results indicated that both TRT and TIME have significant effects on CFU (Table 1). Comparison of the treatments from Vehicle (control) to phage-Med, phage-High, and doxycycline (Doxy), CFU decreased significantly in a linear fashion (r = −0.66; p = 0.005), indicating a signal of positive efficacy (Figure 3A). The time course effect has a value of p (0.0002) that is 10-folder lower than that (p = 0.004) for the treatment effect, suggesting that TIME effect may capture, at least in part, the natural phase change of host immune responses and competency, in addition to the concomitant effect of the exogenous treatments (Table 1). Furthermore, when we examined the immunological profile of wounded and infected mice, we found that three treatment-immune cell (or ratio of cell types) interactions (TRT-CD3, TRT-CD4:CD3 ratio, and TRT-CD8:CD3 ratio) demonstrated significant (p < 0.05) effects on CFU (Table 1). The TRT-CD3 interaction indicated that compared to phage-Med (and Vehicle), phage-High can significantly reduce CFU, when CD3 is one standard deviation above the its overall mean (Figure 3B). Conversely, the other two interactions demonstrated that phage-High can significantly reduce CFU, when the CD4:CD3 and CD8:CD3 ratios are one standard deviation below their respective means (Figures 3C,D). Collectively, phage-High can significantly reduce bacterial bioburden, when there is a high percentage of CD3+ T-cells in the host immune cell population; otherwise, there is no significant effect. Therefore, the threshold of CD3+ T-cells present coupled with the dosage of phage treatment may induce a synergistic regimen that is critical to therapeutic efficacy, efficiency of bacterial clearance, and promotion of wound healing. Interestingly, the interactions between TIME and CD3 (or the ratios of cell types) are non-significant.



TABLE 1 A mixed effects model for bacterial bioburden.1
[image: Table1]
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FIGURE 3
 Host CD3+ T-cells modulate phage treatment effect on bacterial bioburden. Bacterial bioburden was measured based on the total colony forming units (CFU) of A. baumannii (strain AB5075:lux). CFU is log base 10 transformed data. (A) Effect plot of treatments on CFU. With the treatments varied from vehicle (control) to phage-Med, phage-HIGH, and as compared to doxycycline (Doxy), CFU decreased significantly in a linear fashion (r = −0.66; p = 0.005), indicating a signal of positive efficacy. (B) Effect plot of the treatment-CD3 interaction on CFU. Compared to phage-Med (and Vehicle), phage-High can significantly reduce CFU, when CD3 counts are one standard deviation above the mean of the CD3 counts. (C,D) The two interactions showed that phage-High can significantly reduce CFU, when the CD4:CD3 and CD8:CD3 ratios are one standard deviation below the respective means, compared to phage-Med (and Vehicle). Similar results were observed for Doxy.




3.3. Dynamic association of bacterial bioburden and wound size is significantly modulated by the host immunological status

Another objective of this study was to define and determine the dynamic association of bacterial bioburden and wound size, differentiated from confounding factors. Our results indicated that there is a significant positive correlation between CFU and wound size (r = 0.396, value of p = 0.001). This means that the more CFU present in a wound, the larger the wound size will become, or vice versa (Figure 4A). Furthermore, the regression of wound size variable on CFU is impacted by time course, with both intercept and slope significantly changed between the two time points, indicating a dynamic association of CFU and wound size (Figure 5A). To further investigate the underlying mechanisms of the CFU-wound size association, we examined the role of host CD3+ T-cells. In our assessment, we stratified the log10 transformed CD3 variable (x) into four groups: Group 1 (x < = 1.15); Group 2 (1.15 < x < = 1.35); Group 3 (1.35 < x < = 1.5); and Group 4 (x > 1.5) (Figure 4F). The CFU-wound size associations stratified by host CD3+ T-cells are shown in Figure 4E. The regressions differed substantially in both slope (0.40, 0.09, 0.24, and 0.09 for the four groups, respectively) and intercept (−3.24, −1.46, −2.72, and − 1.65, respectively). Interestingly, significant correlation (r = 0.493, p = 0.023) was observed for only Group 3 (Figure 4E), indicating that a higher percentage of host CD3+ T-cells in the appropriate range (1.35 < x < = 1.5) is essential for moving the dynamic association of bacterial bioburden and wound size to the right direction for decreasing CFU and promoting wound healing. Compared to the first group (x < = 1.15), however, the CFU-wound size association does not reach to the low end, indicating that a low level of CD3+ T-cells does not contribute to wound healing. Our results indicated that only when the host CD3+ T-cells (x on log10 scale) are in the appropriate range (1.35 < x < = 1.5), there is a strong correlation between CFU and wound size, indicating a hallmark of wound healing. Therefore, importance of the interaction between threshold of host CD3+ T-cells and phage dosage is further corroborated in bacterial clearance and wounding healing.
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FIGURE 4
 The association of bacterial bioburden (CFU) and wound size (Aranz) is modulated by host CD3+ T-cells. Data in this figure are log base 10 transformed. (A) The overall relationship between CFU and wound size is significantly positive (r = 0.396, p = 0.001). (B) The association of host CD3+ T-cells (or CD3) and wound size is significantly negative (r = −0.434; p = 0.0003). (C,D) The correlation between the CD4:CD3 ratio and wound size is positive (r = 0.666; p < 0.001), while that between the CD8:CD3 ratio and wound size is negative (r = −0.580, p < 0.001). (E,F) The distribution of log10 transformed CD3 (x) is shown in panel F. We then split the x variable into four groups: Group 1 (x < =1.15); Group 2 (1.15 < x < = 1.35); Group 3 (1.35 < x < = 1.5); and Group 4 (x > 1.5). The stratified CFU-wound size associations are presented in panel (E). The regressions varied substantially in both slope and intercept. Corresponding correlation coefficients are 0.389 (p = 0.237), 0.194 (p = 0.287), 0.493 (p = 0.023), 0.238 (p = 0.481), respectively. Interestingly, only the correlation in group 3 is significant, indicating that a high percentage of host CD3+ T-cells in an appropriate range can drive the dynamic CFU-wound size association to the right direction of wounding healing.
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FIGURE 5
 Time dependent associations between bacterial bioburden (CFU) and wound size (A), and between treatments and wound size (B). Compared to Day3, stronger such associations were observed on Day 9, indicating that in the first 3 days after the infection the host immune system has to handle the bacterial clearance, while on Day 9 the host is characteristic of the wound healing process. Data in this figure are log base 10 transformed.


Furthermore, we observed a significant negative association between CD3 and wound size (r = −0.434; p = 0.0003) (Figure 4B). In an attempt to determine the impact of selected T-cell subsets, we found a positive association between CD4:CD3 ratio and wound size (r = 0.666; p < 0.001) (Figure 4C), while a negative correlation between CD8:CD3 ratio and wound size (r = 0.580, p < 0.001) (Figure 4D). Thus, our data indicates that CD8+ T-cells are the primary driving force of CD3+ T-cells responsible for reducing bacterial bioburden and minimizing wound size. These lines of evidence indicated that the dynamic association of bacterial bioburden and wound size is directly modulated by the host immunological status and selected immune populations.



3.4. Dynamic association of treatments and wound size is significantly modulated by the intensity of bacterial bioburden

The various treatments, which possessed different mechanisms of action in regards to antimicrobial activity, provided an important variable to examine the effects on wound size, with bacterial bioburden as a mediator. When the treatments varied from Vehicle to phage-Med, phage-HIGH, and as compared to doxycycline, wound size decreased significantly in a linear fashion (r = −0.493, value of p = 0.004), indicating a positive efficacy signal. However, the regression of wound size variable on treatments displayed different patterns between Day 3 and Day 9, with significant differences in both slope (−0.13 and −0.50 for Days 3 and 9, respectively) and intercept (−0.89 and 0.00, respectively) (Figure 5B). These clearly indicated a dynamic association of treatments and wound size. Compared to Day 3, we observed stronger association between treatment and wound size on Day 9, as is that between bacterial bioburden and wound size (Figure 5), indicating that in the first 3 days after the infection the host immune system has to deal with the bacterial clearance, while on Day 9 the host is characteristic of the wound healing process.

Since different treatments may contribute differentially in mean and variation to the overall treatment-wound size association (TWA), thus the TWA may be biased by a specific treatment, such as doxycycline. To avoid this, we then scrutinized the TWA by excluding one at a time the samples administered with a specific treatment (Figure 6A). In each of the scenarios, we compared the non-adjusted to the adjusted TWA, where the latter is the partial correlation given the status of CFU. Using this approach, we were able to estimate the relative contribution of CFU in mediation of the TWA. When the Vehicle (control) samples were dropped, both the correlation and partial correlation were non-significant, indicating that the control samples do not contribute to the TWA. When the phage-Med samples were removed, the correlation was significant (p = 0.013), but the partial correlation was non-significant (p = 0.175), implying that CFU as a mediator can explain away the TWA. In contrast, when the phage-High samples were taken away, both the non-adjusted and adjusted correlations were significant (p = 0.003 and 0.027, respectively), demonstrating that CFU as a mediator cannot explain away the TWA. Therefore, between the two phage dosages (phage-Med and phage-High), there existed a significant difference in path models: a model with only the left branch in Figure 6B against another model with both the left and right branches. Regarding all of the samples, the correlation was significant (p = 0.004), the partial correlation had a value of p = 0.096, suggesting that there is still some effect from the right branch, although the value of p is >0.05. Therefore, a path model is derived to explain the dynamic association of treatments and wound size that is modulated by the status of CFU (Figure 6B). This model intrigued us to develop a systems biology for wound healing.
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FIGURE 6
 Mechanistic understanding of the wound healing system. (A,B) We scrutinized the treatments-wound size association by excluding one at a time the samples administered with a specific treatment. In each of the scenarios, we compared the treatments-wound size correlation to the partial correlation, given the status of bacterial bioburden (CFU). Regarding all of the samples, the correlation was significant (p = 0.004), the partial correlation had a value of p of 0.096, suggesting that there is still some effect from the right branch of the path model in panel (B), although the value of p is >0.05. Therefore, the two-path model (B) can help explain the dynamic association of treatments and wound size that is modulated by the status of CFU. The numbers represent path coefficients or effect sizes. (C) Based on the interactions involved in the path model, we proposed an integrated systems biology model that has two branches: host- and microbe-centric. Regarding the host-centric branch, both cellular and molecular responses, especially in the immune system, play significant roles in coping with the bacterial bioburden and treatment stimuli. The arrows from treatments to bioburden and then to wound healing, and that from both cellular and molecular responses to wound healing represent only effects, as immune cells and both pro- and anti-inflammatory pathways can either promote or inhibit wound healing. In the gene regulatory subsystem, G represents sensors and global regulators, such as pattern recognition receptors that can identify molecules from pathogens (Takeuchi and Akira, 2010). X and Y are two different levels of transcription factors. Each Z is a large number of functionally related genes. In the subsystem, the top-down single-headed arrows denote activation, while the blue lines indicate suppression. In the gene regulatory subsystem, there are prevalent feed-forward loops, such as X1- > Y1- > Z1 and X1- > Z1, which play significant roles in shaping the responses to microbial infections. Double-headed arrows represent cross-talk between different biological pathways. The bottom-up single-headed and circular arrows indicate feedback regulation and autoregulation, respectively.





4. Discussion

Using an established mouse wound infection model and multiple treatment modalities, we uncovered that the interplay between bacterial burden (CFU) and host immune responses is bidirectional. Similar to previous studies that the presence of bacterial bioburden can stimulate the host to illicit cellular and molecular responses from various cell types (Grice and Segre, 2012; Desgeorges et al., 2019), our results indicate the host responses to CFU have a dynamic phase change from pro-inflammation to anti-inflammation (Figure 2). On the other hand, phage treatment delivered at 5 × 108 total PFU (phage-High) can significantly reduce CFU, compared to phage-Med (5 × 107 total PFU), when there is a high percentage of CD3+ T-cells in the host immune cell population. Furthermore, we revealed that when the T-cells (x on the log10 scale) are in the appropriate range (1.35 < x < = 1.5), there is a strong correlation between CFU and wound size (Figure 4E), indicating a signal for wound healing. These new findings clearly signify the importance of CD3+ T-cells – phage dosage synergy in the wound healing system, thus laying the foundation for future exploration of phage treatment in wound healing of human patients.

Wound healing is impacted by a complex system involving treatments, microbial bioburden, and competency of the host immune system (or “host-microbe-treatment” triangle). Furthermore, time series after the injury provides another variable within the multifaceted system that governs the outcomes of successful closure or dehiscence (failure) of wounds. For example, compared to Day 3, we observed stronger associations between bacterial bioburden and wound size, and between treatment and wound size (Figure 5), indicating that in the first 3 days after the infection the host immune system has to handle the stress of bacterial clearance, while on Day 9 the host is characteristic of the wound healing process.

We used both reductionist and holistic approaches to exploring and understanding the wound healing system. Since little is known in the research community about the dynamic interactions between the key components involved in the wound healing system, thus we took a first step to explore the interplay between: (1) bacterial bioburden and host immune responses, (2) bacterial bioburden and wound size, and (3) treatments and wound size. The pairwise interactions are not only time dependent as described above, but modulated by the other component(s) involved in the system. Therefore, we had to use sophisticated statistical methods, such as mixed effects linear regression modeling, covariate stratification, and path analysis, to handle the cofactors. After the reductionist analysis, we then initiated to explore and represent the full picture about the wound healing system.

The dynamic interactions, especially the bi-branch path model (Figure 6B), provoked us to develop a systems biology model for wound healing. The right branch in the path model (Figure 6B) is not a direct path biologically, as multiple layers of variables are absent from the present study, such as gene regulation and mRNA expression. Our study indicated that host immune cell types, such as both relative and absolute CD3+ T-cells are among the key players involved in the wound healing system. In a collaborative research project between the first author and Dr. Rachel Sparks at the National Institute of Allergy and Infectious Diseases (NIAID), we identified that different human immune cell types (such as CD4 and CD8) are characteristic of specific signatures of transcription factor activities that orchestrally regulate pro- and anti-inflammatory biological pathways (data not shown). We then suspect that gene regulation and expression in specific immune cell types, such as CD3+ T-cells, play significant roles in the wound healing system in humans and mice. Similarly, human regulatory T-cells (Tregs) are crucial coordinators of the immune responses to injury in several organs (Boothby et al., 2020). Above all, the host needs to be able to censor the outside stress signals, such as bacterial bioburden and treatment challenging, followed by triggering inducible immune responses at both cellular and molecular levels (Takeuchi and Akira, 2010; Iwasaki and Medzhitov, 2015; Paludan et al., 2021). Our results indicated that there exists a dynamic phase change of the host immune responses to the infections (Figure 2). The dynamic phase change in cytokines and chemokines along the downstream biological pathways results from upstream gene regulation mechanisms, such as the prevalent feed-forward loops in the gene regulatory system (Mangan et al., 2006; Li et al., 2015). The feed-forward loops facilitate fast responses to outside stimuli (Mangan et al., 2006). Therefore, we proposed an integrated systems biology model for wound healing (Figure 6C), with both host- and microbe-centric branches corresponding to the path model (Figure 6B). This model is coupled and evolved with the phase changes of immune cell types, such as macrophages at an early stage and T-cells at a later stage. It is noteworthy that the dynamic association of bacterial bioburden and wound size is too complicated to be captured by any single protein biomarker. However, it can be represented by the phase change of the host immune responses, where cytokine and chemokine biomarkers are coupled with corresponding immune cell types. When there is a change from the proinflammation-enriched phase 1 to the anti-inflammatory phase 2, we observed decreasing CFU and wound size, indicating a positive signal of wound healing.

As antibiotic resistant strains of bacteria become more prevalent, the development of alternative sustainable treatments, such as bacteriophage (phage), is key to augmenting antimicrobial drugs. Compared to broad-spectrum antibiotics, phage therapy has the advantage of being highly specific toward target bacterial pathogens without adversely affecting the host or host commensal microbiota (Sarker et al., 2017). A recent study on various murine models, such as healthy immunocompetence, MyD88-deficiency, lymphocyte-deficiency, and neutrophil-depletion, indicated that neutrophil-phage synergy is essential for infection clearance and the resolution of pneumonia (Roach et al., 2017). This new “immunophage synergy” concept provides clear evidence of microbe-host immune system interaction (Roach et al., 2017). In the present study, we identified that phage treatment delivered at 5 × 108 total PFU can significantly reduce bacterial bioburden, when there is a high percentage of CD3+ T-cells in the immune cell population of mice; otherwise, there is no such effect. This CD3+ T-cells-phage dosage synergy plays an important role in reducing bacterial burden and increasing wound healing, thus laying the foundation for future exploration in using phage treatments in wound healing. This synergy may be attributed to the dynamic interactions involved in the wound healing systems, especially the associations between treatments and host immune responses, and between bacterial bioburden and the immune responses. Interestingly, our modeling results showed that the neutrophil (or Ly6G) cell type had non-significant effects on bacterial bioburden (data not shown). This may be explained by the anti-Ly6G administered 2 days before the experiments (Figure 1). Further studies are needed to reveal the mechanisms underlying the dosage effect. Additional experiments are also needed to decipher the contribution of CD3+ T-cells in treatment efficacy and clearance of infection, examine other immune cell types, such as monocytes and neutrophils, and investigate the effectiveness of combination treatments (phage + antibiotics) on wound healing at lower doses of phage.

The dynamic bacteria-bacteriophage interactions were not explored in the present study. Investigation of such interactions will contribute to the understanding of how the wound etiology and microbiome as a whole is related to host immune responses in wound healing (Verbanic et al., 2022; Marchi et al., 2023). For successful therapy, it is critical to understand how bacterial pathogens might become resistant to phages and, therefore, recalcitrant to treatment.

There is a limitation in the present study. The power of this study to explore the wound healing system was limited by only one inbred mouse strain used. Different genetic backgrounds may play varied roles in shaping the dynamic interactions within the wounding healing system. More studies are needed by using heterogeneous animal model cohorts, such as the Collaborative Cross mice (Threadgill et al., 2011). The heterogeneous genetic background can mimic the human patient population and reproduce the complexity of human wounds (Threadgill et al., 2011). Furthermore, big data from multi-omics are needed to better understand the wound healing system. Collectively, However, our findings show strong relationships between host immune competency, therapeutic efficacy, bacterial clearance, and wound healing.
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Background: Severe liver diseases, such as liver fibrosis, cirrhosis, and liver cancer, are mainly caused by hepatitis B virus (HBV). This study investigated the differences between gut microbiota in HBeAg-positive and negative groups of patients with chronic hepatitis B (CHB) and investigated the effect of tenofovir alafenamide (TAF) on gut microbiota.

Methods: This prospective study included patients with CHB not taking nucleoside antivirals (No-NAs group, n = 95) and those taking TAF (TAF group, n = 60). We divided CHB patients into two groups according to the HBeAg status of the subjects on the day of data collection. Phase 1 are HBeAg-negative patients and phase 2 are HBeAg-positive patients. We investigated the improvement of clinical symptoms by TAF, as well as differences in gut microbiota between different groups by 16S rRNA high-throughput sequencing.

Results: Gut microbiota demonstrated significant differences between patients with HBeAg-positive and -negative CHB. Both the No-NAs and TAF Phase 2 subgroups demonstrated significantly increased microbiota richness and diversity, showing greater heterogeneity. Additionally, the Phase 2 subgroup exhibited a low abundance of pathways associated with glucose metabolism and amino acid metabolism. The TAF group demonstrated a significantly decreased HBV load, alanine aminotransferase, and aspartate aminotransferase and a significant increase in prealbumin compared with the No-NAs group. No significant difference was found in uric acid, creatinine, blood calcium, inorganic phosphorus, eGFR, and β2-microglobulin concentrations between the two groups. Additionally, the urea level in the TAF group was significantly lower than that in the No-NAs group, but with no significant effect on other indicators such as eGFR and β2-microglobulin.

Conclusion: This study revealed significant differences in gut microbiota composition and function between patients with HBeAg-positive and -negative CHB.

KEYWORDS
 hepatitis B virus, HBeAg, HBsAg, tenofovir alafenamide, gut microbiota


1. Introduction

Hepatitis B virus (HBV) infection is a global public health problem, and patients with chronic hepatitis B (CHB) frequently experience persistent low-grade liver inflammation (Lavanchy, 2004; Ott et al., 2012). HBV may cause severe liver diseases, such as liver fibrosis, cirrhosis, and liver cancer (Ding et al., 2012; Zeng et al., 2021). The World Health Organization reported that approximately 296 million people worldwide are infected with HBV (Chinese Society of Hepatology Chinese Medical Association; Chinese Society of Gastroenterology Chinese Medical Association; Chinese Society of Infectious Diseases, Chinese Medical Association, 2022). The liver is the initial organ that contacts substances from the gut, and nutrients, bacterial metabolites, or toxins from the gut enter the liver and play an important role in liver disease progression (Wiest et al., 2017). Increasing evidence indicated the important role of gut microbiota in liver disease development, progression, and treatment response (Schnabl and Brenner, 2014; Wang et al., 2017; Liu et al., 2019). Patients infected with HBV have altered intestinal permeability, increased bacterial and endotoxin translocation, and promoted immune-mediated liver injury (Kassa et al., 2021). Microorganism and bacterial toxin translocation, such as lipopolysaccharides, have been reported to exacerbate the clinical features of chronic liver disease (Woodhouse et al., 2018).

HBV infection cumulatively affects gut microbiota (Yun et al., 2019; Zhu et al., 2019). HBV is a hepatotropic virus, and HBV e-antigen (HBeAg) is a soluble secreted form of HBcAg and a viral replication serological marker. Hepatitis B seroconversion is classified into (1) HBeAg-negative and e antibody positive, called HBeAg seroconversion; or (2) HBsAg negative and s antibody positive, called HBsAg seroconversion. Both seroconversions suggest host immune control and low HBV replication (Bonino et al., 2010). However, studies on gut microbiota between patients with HBeAg-positive and -negative CHB have not been reported. HBeAg development may be associated with gut microbiota, as HBeAg clearance has been induced in HBeAg-positive patients by fecal bacterial transplantation, and symptom improvement in these patients is accompanied by significant changes in the gut microbiota composition (Ren et al., 2017). Additionally, HBeAg in patients with CHB can reduce TLR2 expression in hepatic Kupffer cells and monocytes (Kawasaki and Kawai, 2014). Thus, the effect of HBeAg on the gut microbiome profile remains to be investigated to identify potential microbiome targets to mitigate HBV infection. Additionally, investigating the differences in gut microbiota between HBeAg -positive and -negative infected individuals contribute to our understanding of HBV pathogenesis.

Tenofovir is currently the first-line treatment for HBV infection. Tenofovir is available in two main drug forms: tenofovir disoproxil fumarate (TDF) and tenofovir alafenamide (TAF). TAF is characterized by lower plasma pK exposure, lower nephrotoxicity, and less impact on bone structural integrity, thus TAF has gradually emerged as the drug of choice for HBV treatment (Di Perri, 2021; Kumada et al., 2021). Studies have demonstrated that entecavir can improve the intestinal flora of patients with CHB (Lu et al., 2021), but the effect of TAF on the gut microbiota has not been reported. Further investigation of the effect of TAF on gut microbiota can better understand the link between gut changes, considering its smaller amount and smaller toxicity, and their effect on the hepatic immune response is essential for improving HBV treatment.

Hence, our study investigated the differences in gut microbiota between 95 patients with CHB receiving no nucleoside analog drugs and 60 patients with CHB receiving TAF by high-throughput 16S rRNA sequencing, as well as the characteristics of gut microbiota in HBeAg-positive and -negative patients in different groups. This study aimed (1) to investigate the changes in the structure and diversity of the microbial community in HBeAg-positive and -negative patients during HBV infection, (2) to determine the effect of TAF on the gut microbiota of patients with HBV and the differences in metabolic pathways associated with it, and (3) to explore the correlation between gut microbiota and clinical parameters.



2. Methods


2.1. Study subjects

This study was conducted at Huashan Hospital from January 2020 to December 2021 and recruited 95 patients with CHB not receiving antiviral drugs (No-NAs group) and 60 patients with CHB receiving TAF (TAF group). The Ethics Committee of Huashan Hospital, Fudan University approved this study (Ethics No: IRB no. KY2019-598). The study protocol conformed to the ethical principles of the Declaration of Helsinki, and the study was conducted following the approved study protocol. All participants provided written informed consent upon registration.

Inclusion criteria: (1) Patients with CHB (CHB of >6 months), excluding patients with hepatitis C virus, hepatitis D virus, and other hepatitis virus infections; and (2) aged 18–65 years. HBV DNA, HBeAg, HBsAg, HBsAb and HBeAb levels were detected during follow-up. Subjects enrolled in this study received TAF from 3 to 36 months. We divided CHB patients into two groups according to the HBeAg status of the subjects on the day of data collection. Phase 1 are HBeAg-negative patients and phase 2 are HBeAg-positive patients.

Exclusion criteria: (1) Patients infected within 3 months; (2) received antibiotics within 3 months; (3) received probiotics and probiotics within 3 months; (4) concomitant hypertension; (5) diabetes; (6) obesity or significantly low body weight; (7) obvious atherosclerosis; (8) chronic kidney disease; (9) history of gastrointestinal surgery; (10) inflammatory bowel disease; (11) irritable bowel syndrome; (12) malignant tumors; (13) autoimmune diseases; (14) Parkinson’s disease, Alzheimer’s disease, and stroke; (15) mental illness; (16) pregnant or lactating women; and (17) patients who had cirrhosis or decompensated liver disease.




3. Measurements

We collected data on medical records and sociodemographic characteristics of the study subjects. Serum alanine aminotransferase (ALT), aspartate aminotransferase (AST), and other blood parameters were measured using an automatic chemical analyzer. An electrochemiluminescence immunoassay was used to detect HBeAg and HBeAb. HBV DNA was quantified by real-time polymerase chain reaction.


3.1. Collection of stool samples and 16S rRNA sequencing

Participants’ stool samples were collected on the day of medical examination and immediately refrigerated at −80°C until analysis. The QIAamp PowerFecal DNA kit (Qiagen, DE) was used to extract DNA from fecal samples. The sequence of the V3-V4 region of the bacterial 16S rRNA gene was amplified from fecal DNA samples using forward primer 341F (5′-CCTACGGGNBGCASCAG-3′) and reverse primer 806R (5′-GGACTACNVGGGTWTCTAAT-3′). Sequencing was performed on the Illumina MiSeq platform (Illumina, San Diego, CA, USA) following the manufacturer’s instructions to produce 2 × 300 bp reads.



3.2. Bioinformatics analysis

Usearch (Version 11.0.667)1 was used to analyze sequencing data, and USEARCH-unoise3 to generate amplicon sequence variants (ASVs) tables (Edgar, 2016). Representative sequences of ASVs were aligned to the 16S V18 database using the RDP classifier2 for taxonomic classification. Species accumulation was analyzed using the vegan package, and Venn visualization was drawn using the ggvd package.3



3.3. Statistical analysis

Alpha diversity (ACE, Chaos1, Shannon, and Simpson) and beta diversity analyses based on the ASV table were performed using Vegan 2.5-7 (Oksanen et al., 2020). The adonis2 function in the vegan package was used for PERMANOVA analysis to evaluate the significance of differences between groups. The effect size (adonis2 R2) of metadata on microbiota was also calculated using the adonis2 function in the Vegan package with 999 permutations. PICRUSt2 (v2. 5. 1) analysis (Douglas et al., 2020) was performed using ASVs to infer the function of microbial communities. Linear Discriminant Analysis Effect Size (LEfSe) (Segata et al., 2011) was used to identify genera as well as metabolic pathways with differential abundance in different groups. All results were visualized using ggplot2 (Wickham, 2017). Significant correlations between microbial abundance and clinical properties were calculated by the corr.test function of the psych package (Revelle, 2022). All statistical analyses were performed on the R4.2 platform (R Core Team, 2013).




4. Sequence and data availability

The 16S sequencing raw reads for this study are available on NCBI SRA (accession number is NCBI SRA: PRJNA924551, and PRJNA778613). Metadata is available by mail to the authors.



5. Results


5.1. Basic characteristics of participants

Information on participants, including age, sex, body mass index (BMI), and blood chemistry parameters, is presented in Table 1. No significant differences were found in gender, age, and BMI among the four groups. HBV load, ALT, and AST were significantly higher in the No-NAs group, while prealbumin levels were significantly lower in the Phase 2 subgroup than in the Phase 1 subgroup. These measures did not significantly differ between the two subgroups of TAF. Additionally, other blood parameters demonstrated no significant differences.



TABLE 1 Demographic and clinical characteristics of study participants.
[image: Table1]



5.2. Differences in gut microbiota between Phase 1 and Phase 2 in No-NAs group CHB patients

The results of species accumulation curves and the Venn plot (Figure 1A) revealed that 31 and 110 ASVs were independently present in Phase 1 and Phase 2 subgroups, respectively. This may be related to the larger sample size in the Phase 2 subgroup, but it indicates that the bacterial community in the Phase 2 subgroup tends to be heterogeneous. Alpha diversity analysis revealed similar results, with both gut microbiota richness (Chao1 index) and diversity (Shannon index) significantly increased in the Phase 2 subgroup. PCoA results revealed a significant difference in beta diversity in the gut microbiota between Phase 1 and Phase 2 subgroups (adonis2, value of p = 0.046). However, no significant difference was observed between Phase 1 and Phase 2 subgroups at the phylum level (Figure 1D). Firmicutes, Bacteroidetes, Proteobacteria, and Actinobacteria were the most abundant taxa, accounting for >97% of the total (Supplementary Figure S1A).

[image: Figure 1]

FIGURE 1
 Characteristics of gut microbiota in patients with hepatitis B and differences in intestinal flora between patients in Phase 1 and Phase 2 subgroups. (A) Species accumulation curve and Venn diagram. (B) Alpha diversity analysis based on ASVs. (C) Principal coordinate analysis of β diversity of flora based on Bary-Curits distance (PCoA). (D) Differences in phylum levels of intestinal flora between patients with Phase 1 and Phase 2 chronic hepatitis B. (E) LEfSe analysis at genus level. (F) PICRUSt analysis. Phase 1 are HBeAg-negative patients and phase 2 are HBeAg-positive patients.


Phase 1 and Phase 2 subgroups revealed significant differences in intestinal bacterial composition. LEfSe analysis revealed that Eubacterium_coprostanoligenes, Christensenellaceae_R_7, Oscillospirales_UCG_010, and Haemophilus were enriched in the gut microbiota of Phase 2 subgroup compared with Phase 1 at the genus level, while the relative abundance of Erysipelatoclostridium and Lachnoclostridium was decreased. The Phase 1 subgroup was enriched in pathways related to glucose metabolism, such as fructose and mannose metabolism, galactose metabolism, and pentose and glucuronate interconversions as well as phosphonate and phosphinate metabolism, while the Phase 2 subgroup was enriched in pathways related to bacterial chemotaxis, flagellar metabolism, sulfur relay system, and plant pathogen assembly.



5.3. Differences in gut microbiota between Phase 1 and Phase 2 in CHB patients treated with TAF

The TAF group had more independent ASVs in the Phase 2 subgroup (25 in Phase 1 and 145 in Phase 2), similar to the No-NAs group (Figure 2A). Alpha diversity analysis revealed significantly increased gut microbiota richness (ACE and Chao1 indices) and diversity (Simpson index) in the Phase 2 subgroup (Figure 2B). PCoA results revealed a significant difference in beta diversity in the gut microbiota between Phase 1 and Phase 2 subgroups (adonis2, value of p = 0.014) (Figure 2C). Firmicutes, Bacteroidetes, Proteobacteria, and Actinobacteria were the most abundant taxa in the gut microbiota of patients with CHB receiving TAF, as in the No-NAs group (Supplementary Figure S1B). However, significant differences were observed between the Phase 1 and Phase 2 subgroups at the phylum level, as shown by a significant increase in Bacteroidetes abundance and a significant decrease in Proteobacteria and Actinobacteria in the Phase 2 subgroup, unlike the No-NAs group (Figure 2D and Supplementary Figure S1B).
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FIGURE 2
 Characteristics of gut microbiota in patients with hepatitis B infection receiving TAF and differences in intestinal flora in Phase 1 and Phase 2 subgroups. (A) Species accumulation curve and Venn diagram. (B) Alpha diversity analysis based on ASV profile. (C) Principal coordinate analysis of β diversity of flora based on Bary-Curits distance (PCoA). (D) Differences in intestinal flora at phylum levels between patients with Phase 1 and Phase 2 chronic hepatitis B. (E) LEfSe analysis at genus level. (F) PICRUSt analysis. Phase 1 are HBeAg-negative patients and phase 2 are HBeAg-positive patients.


Bifidobacterium, Saccharimonadales, Eubacterium_ventriosum, and Saccharimonadaceae_TM7x were significantly lower in the Phase 2 subgroup compared with the Phase 1 subgroup at the genus level (Figure 2E). In contrast, several genera of the Phase 2 subgroup, such as Prevotella, Alistipes, Oxalobacter, and Butyricicoccaceae_UCG_009, were enriched compared with the Phase 1 subgroup (Figure 2E). Additionally, amino acid metabolism-related pathways were enriched in the Phase 1 subgroup, such as D-Arginine and D-ornithine metabolism, glutathione metabolism, tyrosine metabolism, lysine degradation, and tryptophan metabolism, in terms of metabolic pathways. Enrichment of related pathways, such as one carbon pool by folate, terpenoid backbone biosynthesis, and drug metabolism of other enzymes, were observed in the Phase 2 subgroup. Additionally, we observed enrichment of the phosphonate and phosphinate metabolism pathway in the Phase 1 subgroup in both patients unmedicated and TAF.



5.4. Effect of TAF on clinical parameters in patients with CHB

Table 2 shows the effect of TAF on clinical parameters in patients with CHB. The TAF group demonstrated a significantly decreased HBV load, AST, and ALT and a significant increase in prealbumin compared with the No-NAs group. No significant difference was found in uric acid, creatinine, blood calcium, inorganic phosphorus, eGFR, and β2-microglobulin concentrations between the two groups, indicating that TAF had little effect on renal function. Additionally, the TAF group had significantly lower urea levels than the No-NAs group.



TABLE 2 Demographic and clinical characteristics of subjects in No-NAs and TAF groups.
[image: Table2]



5.5. Effect of TAF on gut microbiota in patients with CHB

We compared the effect of TAF on gut microbiota. TAF demonstrated no significant effect on gut microbiota alpha diversity (Figure 3A) and beta diversity (Figure 3B) compared to patients with CHB in the No-NAs group. Additionally, differences were not observed in the relative abundance of gut microbiota at the phylum level between the TAF and No-NAs groups (Supplementary Figures S1C,D).
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FIGURE 3
 Effect of TAF on intestinal flora in patients with chronic hepatitis B. (A) Effect of TAF on alpha diversity of intestinal flora. (B) Principal coordinate analysis (PCoA) based on Bary-Curits distance to investigate the effect of TAF on beta diversity of intestinal flora. (C) LEfSe analysis at genus level. (D) PICRUSt analysis.


However, LEfSe analysis demonstrated a decreased Faecalibacterium, Anaerostpes, Veillonella, Christensenellaceae_R_7, Eubacterium_hallii, Halomonas, and Lachnospiraceae_NC2004 and an increased relative abundance of Pseudomonas and Allisonella in the TAF group (Figure 3C). We performed a KEGG analysis to further understand the biological function of gut microbiota in patients receiving (TAF group) and patients not receiving (No-NAs group) TAF medications. Vitamin B6 metabolism, styrene degradation, arginine and proline metabolism, caprolactam degradation, biofilm formation vibrio cholerae, and calcium signaling pathway-related metabolic pathways were increased in the TAF group, while hypertrophic cardiomyopathy HCM, spliceosome e, and atrazine degradation metabolic pathways were decreased (Figure 3D).



5.6. Correlation analysis between intestinal flora and clinical indexes in patients with CHB

PERMANOVA analysis revealed a significant effect of disease stage on the community (R2 = 1.6, p < 0.001). Additionally, effect size analysis revealed that albumin-globulin ratio, prealbumin, ALT, AST, and BMI could explain approximately 1% of the variance of the gut microbiota, in addition to the presence or absence of HBeAg (Phase 1 and Phase 2) (p < 0.05, Figure 4). These results indicated that gut microbiota was significantly associated with albumin-globulin ratio, prealbumin, ALT, AST, and BMI.

[image: Figure 4]

FIGURE 4
 Effect size (adoniss R2) of metadata on microbiota was calculated using the adonis2 function in the vegan package with 999 permutations.


We observed that Erysipelatoclostridium was negatively correlated with AST and ALT, and the bacterium was enriched in Phase 1 in the No-NAs and TAF groups (Figure 5). Additionally, Lachnoclostridium was positively correlated with prealbumin, and the bacterium was enriched in Phase 1 in the No-NAs group (Figure 1D). Pseudomonas was negatively correlated with AST and ALT (Figure 5), and the bacterium was enriched in Phase 1 in the TAF group (Figure 2D). Moreover, Anaerovoracaceae_Family_XIII_AD3011, Ruminococcaceae_uncultured, Coprobacter, and Lachnospiraceae_NK4A136 were negatively correlated with prealbumin (Figure 5), and these bacteria were enriched in Phase 2 of the No-NAs or TAF groups (Figures 1D, 2D). Haemophilus enriched in Phase 2 was negatively correlated with the albumin-globulin ratio in the No-NAs group.
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FIGURE 5
 Correlation between clinical parameters and gut microbiota. *p-value smaller than 0.05, **p-value smaller than 0.01 and ***p-value smaller than 0.001.


Halomonas was positively correlated with AST, ALT, and BMI (Figure 5), and the bacterium was enriched in the No-NAs group (Figure 3C), indicating that TAF could reduce the abundance of the bacterium. Additionally, Faecalibacterium and Lachnospiraceae_NC2004, which were negatively correlated with prealbumin, were also enriched in the No-NAs group (Figure 3C), and particularly Lachnospiraceae FCS020 was enriched in Phase 2 in the TAF group (Figure 2E), and the bacterium was positively correlated with ALT (Figure 5).




6. Discussion

This study investigated differences between gut microbiota in patients with HBeAg-positive and -negative CHB. The results revealed significantly elevated richness and diversity of gut microbiota in HBeAg-positive patients, showing greater heterogeneity. Additionally, the Phase 2 subgroup demonstrated a low abundance of pathways associated with glucose or amino acid metabolism. Moreover, patients with HBeAg-negative and -positive chronic HBV infection have a low viral load, high HBsAg clearance, good long-term prognosis, and low risk of further progression to cirrhosis and HCC (Invernizzi et al., 2016). These results indicate that gut microbiota is associated with HBV infection development. The gut microbiomes of HBV-infected individuals are highly diverse, and to our knowledge, this is the first time that differences in gut microbiota have been evaluated based on HBeAg status in patients with CHB.

No significant difference was found in blood calcium, inorganic phosphorus, β2-microglobulin, and eGFR contents in patients in the TAF group compared with the No-NAs group (Table 2), indicating that TAF had little effect on renal function. This is consistent with literature reports that TAF recipients have a higher rate of proximal renal function preservation and less phosphate loss from the proximal renal tubules (Sax et al., 2014, 2015; Wohl et al., 2016).

Additionally, we evaluated for the first time the effect of TAF on gut microbiota in patients with CHB. The results revealed that TAF resulted in visible, but not significant changes in gut microbiota in patients with CHB compared with the No-NAs group. Significant effects of entecavir on gut microbiota have been reported in patients with CHB (Lu et al., 2021). This study revealed no significant changes in gut microbiota, which may be related to the low use of TAF and low plasma pK exposure. In general, TAF (25 mg) was used at a lower dose than TDF (245 mg), resulting in a 90% reduction in TAF plasma concentrations (Lee et al., 2005; Sax et al., 2014). Further, the variable length of medication in the TAF group (1–36 months, mean = 5.5 months), brings some heterogeneity. Intestinal microbial changes are one of the causes of systemic immune activation caused by chronic HBV infection. Numerous studies on the gut-liver axis have the important role of gut microbiota in CHB development (Chou et al., 2015; Zhu et al., 2019). Additionally, we observed that TAF caused changes in the metabolic pathways of gut microbiota. Vitamin B6 metabolism, arginine and proline metabolism, caprolactam degradation, and calcium signaling pathway-related metabolic pathways increased in abundance in the TFA group (Figure 3D). Gut microbe translocation and its products have been suggested to exacerbate clinical symptoms in patients with CHB virus infection (Tsiaoussis et al., 2015; Kang and Cai, 2017). However, reports in this area are limited. Therefore, future further clinical trials to investigate the effects of TAF on gut microbiota and metabolism are beneficial to understand the relationship between gut microbiota and CHB, as well as for better treatment modality development. Bile acids (BAs) influence the structure and function of the gut microbiota, whereas the metabolic capacity of the gut microbiota and external factors such as antibiotics and diet may influence the composition of Bas (Collins et al., 2023). Bidirectional interactions between the gut microbiota and metabolome are becoming increasingly important for diseases such as metabolic and tumor diseases. Recent studies have shown that not only is the gut microbiota altered in CHB patients, but also the proportion of conjugated BAs and primary BAs is significantly increased in CHB patients (Sun et al., 2021). Bao et al. (2023) demonstrated alterations and interactions in the gut microbiome and BA during enterohepatic circulation in patients with acute-chronic liver failure and sub-massive liver necrosis. Thus, modulation of the gut microbiota could become an important tool to improve the response to CHB/HCC immunotherapy (Shen et al., 2022).

This study covers patients with CHB in the No-NAs group and patients with CHB receiving TAF, as well as a group study of patients with HBeAg-positive and -negative CHB, to reveal the characteristics of the gut microbiota in patients with different stages of CHB virus, which may help improve the therapeutic effect in patients with CHB by intervening the gut microbiota in the future. However, our study has several limitations. First, patients in the No-NAs and TAF groups were not the same, so we could not conclude the effect of TAF on gut microbiota by self-control. Second, our sample size was not large enough, and we just observed the potential of TAF to influence gut microbiota. Therefore, the effect of TAF on gut microbiota should be evaluated through a prospective self-controlled trial with a large sample in the future. Additionally, the future treatment of patients with CHB by probiotics combined with TAF may bring better benefits to patients and is also a topic worthy of further study in the future, considering the important role of gut microbes in liver disease development.



7. Conclusion

In conclusion, we investigated gut microbiota alterations in HBeAg -positive and -negative subjects from patients with CHB and the effect of TAF on gut microbiota. Beneficial bacteria, such as Lachnoclostridium, Erysipelatoclostridium, and Bifidobacterium, were reduced in the HBeAg -positive group (Phase 2). The abundance of pathways related to glucose and amino acid metabolism decreased in the HBeAg -positive group (Phase 2) on metabolic pathways. Additionally, clinical features and gut microbiota demonstrated correlations, particularly with changes in leukocyte ratio, prealbumin, AST, and ALT levels. Alternatively, TAF intervention caused visible but insignificant changes in gut microbiota compared to the No-NAs group.
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Introduction: SARS-CoV-2 subverts host cell processes to facilitate rapid replication and dissemination, and this leads to pathological inflammation.

Methods: We used niclosamide (NIC), a poorly soluble anti-helminth drug identified initially for repurposed treatment of COVID-19, which activates the cells’ autophagic and lipophagic processes as a chemical probe to determine if it can modulate the host cell’s total lipid profile that would otherwise be either amplified or reduced during SARS-CoV-2 infection.

Results: Through parallel lipidomic and transcriptomic analyses we observed massive reorganization of lipid profiles of SARS-CoV-2 infected Vero E6 cells, especially with triglycerides, which were elevated early during virus replication, but decreased thereafter, as well as plasmalogens, which were elevated at later timepoints during virus replication, but were also elevated under normal cell growth. These findings suggested a complex interplay of lipid profile reorganization involving plasmalogen metabolism. We also observed that NIC treatment of both low and high viral loads does not affect virus entry. Instead, NIC treatment reduced the abundance of plasmalogens, diacylglycerides, and ceramides, which we found elevated during virus infection in the absence of NIC, resulting in a significant reduction in the production of infectious virions. Unexpectedly, at higher viral loads, NIC treatment also resulted in elevated triglyceride levels, and induced significant changes in phospholipid metabolism.

Discussion: We posit that future screens of approved or new partner drugs should prioritize compounds that effectively counter SARS-CoV-2 subversion of lipid metabolism, thereby reducing virus replication, egress, and the subsequent regulation of key lipid mediators of pathological inflammation.

KEYWORDS
 lipidomics, autophagy, lipophagy, COVID-19, RNA sequencing, metabolism, antiviral


1. Introduction

The pandemic spread of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has resulted in >1.1 M deaths in the United States alone and > 770 M cases and > 6.9 M deaths worldwide (Dong et al., 2020). In 2020, there was a rapid global effort to study SARS-CoV-2 infection kinetics in vitro to identify pathways that are involved in entry, replication, and egress of the virus as new targets that can be treated with existing drugs (Vincent et al., 2005; Liu et al., 2020; Wang et al., 2020; Zhou et al., 2020). However, the worldwide effort since then has been fraught with study inconsistencies ranging from the mammalian host cell used for infection studies, to overall study design., This has made it difficult to identify common host cell pathways critical to virus biology that can be targeted with available compounds. We have an opportunity now to determine how best to identify and evaluate the utility of repurposed drugs during a rapidly evolving pandemic response to global virus threats, such as SARS-CoV-2.

Critical steps in virus entry and egress involve interactions with key host cellular organelles and processes, most especially those involved in autophagy (Rubinsztein et al., 2012; Prabhakara et al., 2021; Chen and Zhang, 2022). Autophagy is a conserved, homeostatic cellular process involving the lysosomal degradation pathway and autophagic degradation of intracellular lipid droplets (lipophagy), as a function of lipid metabolism (Rubinsztein et al., 2012). Indeed, several viruses have been shown to modulate and be affected by rates of lipid droplet metabolism (lipophagy) during infection (Rubinsztein et al., 2012; Chen and Zhang, 2022). As such, it is reasonable to focus on understanding how virus infection affects autophagy to identify new or repurposed drugs that can support interim public health responses to pandemic viruses until vaccines are available.

Chloroquine (CQ) and hydroxychloroquine (HCQ), which are indicated for treating malaria, have been shown to also have antiviral activity against SARS-CoV-2, putatively through their actions on autophagy (Vincent et al., 2005; Dyall et al., 2014; Mauthe et al., 2018; Liu et al., 2020; Wang et al., 2020). However, the direct and rapid translation of this finding to clinical studies during the pandemic was either equivocal at best, or disastrous (Axfors et al., 2021). Although no studies to date have specifically and comprehensively explored the underlying antiviral mechanism of action (MOA) for these two drugs, they nonetheless moved quickly to COVID-19 clinical studies. CQ and HCQ are 4-aminoquinolines (4-AQ). Another human-safe 4-AQ drug, amodiaquine (AQ), has also been shown to have antiviral activity against SARS-CoV-1, Middle East respiratory syndrome coronavirus (MERS-CoV) (Vincent et al., 2005; Dyall et al., 2014), as well as Ebola virus (Mauthe et al., 2018), suggesting that there are common MOAs underpinning broad 4-AQ antiviral activity. These 4-AQ compounds were initially, considered as candidate partner drugs that can be used along with remdesivir (Wang et al., 2020) for the treatment of COVID-19 (Goldman et al., 2021). However, the exact nature of the cellular pathways and processes that are targeted by these 4-AQs resulting in reductions in virus propagation remains unknown. Direct protein interaction studies with CQ suggest broad pleiotropic effects on the cell including the inhibition of autophagosome-lysosome fusion and autophagic flux (Mauthe et al., 2018; Gordon et al., 2020; Wang et al., 2020), which would be problematic at higher doses of the drug used in clinical trials (Borba et al., 2020). Importantly, to date, the use of such drugs for COVID-19 or any virus treatment is discouraged as evidence for their efficacy is not well supported.

Niclosamide (NIC), Another anti-parasitic drug, suppresses MERS-CoV propagation by inhibiting autophagosome-lysosome fusion through the Beclin1 (Bec1, autophagy regulator/antiapoptotic protein)-SKP2 (S-phase kinase-associated protein 2) pathway (Gassen et al., 2019). NIC is a salicylanilide and is an orally administered anti-helminthic drug used in human and veterinary medicine. Akin to the 4-AQs, it also appears to have functional effects beyond the Bec1-SKP2 axis in a cell. As result, despite its broad anti-infective properties in vitro, NIC also suffers from poor translational potential to the clinic for COVID-19.

Herein, we explored lipophagy during SARS-CoV-2 infection. Lipophagy is a selective form of autophagy that is influenced by autophagic flux and an important process in lipid metabolism and homeostasis. Lipophagy has been directly linked to flavivirus infection processes in human cells (Zhang et al., 2018; Qin et al., 2022), but a direct link to its involvement has not been fully explored. We profiled the host cell lipidome following SARS-CoV-2 infection and used NIC specifically as a chemical probe to evaluate its effect on the virus-induced lipidomic profile. We hypothesized that NIC exerts pleiotropic functional activities on a host cell that result in the perturbation of two intimately associated cellular pathways: autophagy and lipid metabolism. These two processes are dysregulated at critical SARS-CoV-2 life cycle checkpoints during virus infection (Stukalov et al., 2021), and treatment with NIC is hypothesized to reverse this dysregulation by altering host cell lipid metabolism. Recently, a multi-omics analysis of clinical samples from COVID-19 patients also described a marked change in lipidomics profiles that correlated with disease severity (Overmyer et al., 2021), but this approach could not identify the mechanism at the cellular level. By examining more closely its global effects on host cells we also sought to uncouple NIC’s reported antiviral MOA via the Bec1-SKP2 pathway from intrinsic cytotoxicity (Gassen et al., 2019), which clouds its potential utility as a repurposed drug (Wu et al., 2004; Xu et al., 2020; Prabhakara et al., 2021). We identified and characterized autophagic or lipophagic pathways (and wider linked cellular networks) that are targeted by NIC in the presence and absence of a SARS-CoV-2 infection and used the lipid signatures induced by this anti-parasitic compound to detect pathways that are predicted to either lead to direct antiviral effects or to cellular dysregulation and cell death. Finally, we discuss the utility of this approach in informing the selection of repurposed drugs that may have more clinical benefit, better bioavailability, and lesser cytotoxicity to support future pandemic virus responses.



2. Results


2.1. Lipidomic and transcriptomic profile of Vero E6 cell cultures

To achieve a comprehensive multiomics analysis of lipophagy and lipid metabolism, we first examined Vero E6 cell responses using a time-of-drug-addition assay approach (Aoki-Utsubo et al., 2018). This approach examines the cell response in the absence of infection, and with or without NIC treatment to establish a baseline for both the 16 h and 48 h time points of the virus intracellular life cycle (Figure 1). Lipidomic analysis showed a decrease in the expression of plasmalogens (ether-linked lipids) and triglycerides (TG) at the later timepoint with NIC treatment (Figures 2A,B). Transcriptomic analysis did not identify any significantly differentially expressed (DE) genes over time in our Vero E6 culture alone (0 h vs. 16 h, 0 h vs. 48 h, 16 h vs. 48 h) (See Supplementary Table S1), suggesting that while the cellular background of Vero E6 cells during these different time periods may be changing as a function of culture, the age of the cell culture did not confound other comparisons made in this study.

[image: Figure 1]

FIGURE 1
 Workflow for lipidomic and transcriptomic profiling of Vero E6 cells after SARS-CoV-2 infection with and without niclosamide treatment. We used a time-of-addition assay experimental design to (i) capture the lipidomic profile of SARS-CoV-2 infected Vero E6 cells, and (ii) explore the effect of niclosamide on the lipidomic profile of Vero E6 cells when added in the absence of infection, with SARS-CoV-2 virus, or at 24 h post-infection. Each replicate experimental condition (n = 3) was processed for LC-HRMS/MS or RNASeq analyses. Samples were seeded 48 h prior to the start of the experiment (t = 0 h). For all samples, media was changed at the start of the experiment (t = 0 h) and infected with virus (for infected sample groups). Sample collection is denoted by an up arrow and tube above the timeline, media changes are denoted by red bottles, addition of virus and DMSO/drug are denoted as well. Separate samples for each condition were collected for LC-HRMS/MS and RNAseq analysis, respectively. Created with BioRender.com.
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FIGURE 2
 Niclosamide modulates lipid metabolism in Vero E6 cells in the absence of SARS-CoV-2 infection. (A,B) Bar graphs combining the log P-value (colored in blue) and the Log2 fold change (colored in orange) for total lipid expression at 16h vs 16h NIC (A) and 48h vs 48h NIC (B), data is sorted by low to high fold change. (C) Heatmap clustering of the top 50 lipids across all classes measured in Vero E6 cells showing the differential lipid regulation from 16h to 48h. NIC treatment increased several phosphatidylcholines (PC) and decreased several triglycerides (TG) comparing 16hr to 48hr. TG and PC Plasmalogens were increased at 16hr and 48hr without NIC but were decreased at 16hr and 48hr following NIC treatment.




2.2. NIC treatment distinctly impacts ether lipids in the absence of infection

In total, we identified 520 differentially expressed lipids across all samples, with distinct profiles between DMSO (vehicle) control and NIC treated cells (See Supplementary Table S2). We observed a profound reduction across both time points in the lipid profiles for plasmalogens and TG, and this effect was more pronounced at the 48 h time point (Figures 2A-C, and see Supplementary Table S3). It is clear from our results that NIC alters the plasmalogen and TG content early as we observed a significant decrease at 16 h + NIC compared to 16 h without NIC and this host lipid alteration continues to a greater extent at 48 h + NIC compared to 48 h without NIC (Figure 2B). In the absence of NIC treatment, plasmalogens (plasmanyl-PE, −TG, and -PC as well as plasmenyl-LPC, -PE, -LPE, -PC and -TG) were found to be differentially abundant at 48 h as compared to 16 h, which is expected given the cell growth during this time frame (Nahapetian et al., 1986; Nardacci et al., 2021) (Figures 2A,C, and see Supplementary Table S4). However, at the 48 h time point (24 h post drug treatment) NIC reduced the abundance (>2 log2 fold-change) of HexCer-NDS, while in parallel, increased the abundance (>2 log2 fold-change) of plasmenyl- and plasmanyl-TG, PI, plasmanyl-PE and -PC, as well as Bis (monoacylglycerol)phosphates (BMPs) (Figure 2B). Upon treatment with NIC, it appears that this lipid pathway is disrupted significantly. The correlation matrix across the groups with and without NIC showed a distinct clustering when evaluating all lipids (Figure 3A) as well as when looking only at TG lipids (Figure 3C). In addition, principal components analysis (PCA) revealed clear clustering based on lipid profiles between early (16 h) and later (48 h) time points with and without NIC using total lipids (Figure 3B) and only TG lipids (Figure 3D).
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FIGURE 3
 Clustering analysis of virus free Vero E6 cell cultures comparing early growth (16 h) and late growth (48 h) with and without NIC. Pearson correlation and PCA including all lipids identified (A,B). Pearson correlation and PCA including only TG lipids detected (C,D). Clustering was evident in all cases, but correlation with all lipid expressions was primarily based on time points while correlation using only TG expression was from NIC treatment.




2.3. SARS-CoV-2 infection alters the host cell lipidome

The mechanism by which SARS-CoV-2 enters host cells and systematically alters the cellular environment remains one of the most compelling areas of study to support the development of antiviral interventions (V’kovski et al., 2021). Evidence suggests that SARS-CoV-2 subverts pre-existing cellular lipids and lipid- signaling mechanisms for entry, intracellular trafficking, and egress (Mazzon and Mercer, 2014; Theken et al., 2021). To investigate the role of lipids in SARS-CoV-2 during the infection cycle in host cells, we profiled the global lipidome from Vero E6 cells at 16 h and 48 h post-infection with SARS-CoV-2. To increase relevance, we used an infectious dose that mimics natural exposure (i.e., low multiplicity of infection, MOI) through aerosols in enclosed settings experienced by the majority of the population (Lednicky et al., 2020; Coleman et al., 2022; Vass et al., 2022), and then subsequently assessed for consistency of the observations at a higher infectious dose or MOI. The correlation matrix across the groups studied showed a distinct clustering in SARS-CoV-2 infected cells as well as clear clustering with virus and NIC treatment (Supplementary Figures S1A,B, respectively), discussed below. In addition, PCA revealed clear clustering based on lipid profiles between early (16 h) and late (48 h) timepoints post viral infection (Supplementary Figure S1C). Furthermore, PCAs also showed clustering with NIC treatment of virus infected cells at early (16 h) and late timepoints (48 h) (Supplementary Figures S1D,E, respectively). Measurement of supernatant SARS-CoV-2 genome copy with RT-qPCR revealed a significantly higher quantity of released progeny genomes at 48 h than 16 h, indicating that more viral egress is occurring at the 48 h timepoint, which is consistent with literature (Kavaliauskiene et al., 2014; Ju et al., 2021) (Figure 4).
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FIGURE 4
 Impact of Niclosamide (NIC) treatment on SARS-CoV-2 genome copy and infectious virion production. (A) The addition of NIC did not impact the log10 genome copy number of SARS-CoV-2 treatments at 16 or 48 h. There was a significantly higher number of genome copies in the 48 h treatments than the 16 h SARS-CoV-2 and NIC treatment. (B) The addition of NIC significantly reduced the infectious virion production (PFU/mL) of SARS-CoV-2 at 48 h; although this trend was also present at 16 h, it was not statistically significant. Statistically significant differences between treatment conditions (three biological replicates represented by each dot) were determined using a two-way non-parametric ANOVA with Dunn’s post-hoc test was performed in GraphPad Prism v.6.0 and assessed at an α = 0.05. Treatments without a common letter were found to be statistically significant.


As SARS-CoV-2 infection caused perturbations in the global lipid profiles (Figure 5), we next sought to characterize the modulations of different lipid classes between early (16 h) vs. late (48 h) timepoints post virus infection. In total, we identified 720 lipids from 34 classes (See Supplementary Table S5) in SARS-CoV-2 infected host cells covering all major lipid classes (Figure 5A). Phosphatidylcholine (PC), phosphatidylethanolamine (PE), plasmalogens, and TG represented the most frequent lipid classes identified, which is expected given their abundance in cell membranes and lipid droplets (Figure 5).
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FIGURE 5
 Global lipidomics analysis in SARS-CoV-2 infected Vero E6 cells at 16 h and 48 h. (A) Hierarchical cluster heatmap analysis depicting the major affected lipid clustering between 16 h and 48 h infection. (B) Volcano plot showing the differential lipid abundance with SARS-CoV-2 infection between 16 h and 48 h. The primary significantly upregulated lipids include plasmalogens, diglycerides and triglycerides. (C) Bar graph showing the total abundance of ether lipids between the time points. Lipid molecule abbreviations (shown in panel B): PC-76 [1_PC (16,0_20:4) + Na], PC-114 [1_PC (18,1_20:4) + Na | 1_PC (16,0_22:5) + Na], PC-381 [2_PC (16,0_17:1) + Na | 2_PC (15,0_18:1) + Na], TG-584 [2_TG (18,1_22:4_22:4) + NH4], TG-590 [2_TG (20,2_22:3_22:4) + NH4], TG-598 [2_TG (22,3_22:3_22:3) + NH4], SM-524 [2_SM (d17:1/20:3) + H], Cer-NS-317 [2_Cer-NS (d17:1/14:0) + H], DG-15 [1_DG (16,0_18:1) + NH4 | 1_DG (16,1_18:0) + NH4], DG-19 [1_DG (18,1_18,1) + NH4 | 1_DG (16,0_20,2) + NH4 | 1_DG (16,1_20,1) + NH4 | 1_DG (18,0_18,2) + NH4], DG-341 [2_DG (16:1_18:1) + NH4 | 1_DG (16,1_18,1) + NH4 | 1_DG (16,0_18,2) + NH4 | 1_DG (14,0_20,2) + NH4], Ether-LPC-183 [1_Plasmanyl-LPC (O-18:0) + H], Ether-TG-493 [2_plasmanyl-TG (O-16:1_20:0_20:0) + NH4 | 2_plasmenyl-TG (P-16:0_20:0_20:0) + NH4], Plasmanyl-PC-167 [1_Plasmanyl-PC (O-18:0/16:0) + H], Plasmanyl-PC-170 [1_Plasmanyl-PC (O-16:0/22:2) + H], Plasmanyl-PC-175 [1_Plasmanyl-PC (O-16:0/22:1) + H], and Plasmanyl-PC-178 [1_Plasmanyl-PC (O-18:1/22:2) + H | 1_Plasmenyl-PC (P-18:0/22:2) + H].


The repertoire of lipid classes that partitioned to early steps in virus infection (16 h) and later stages of increased virus replication and egress (48 h) are shown in Figure 5. Hierarchical clustering analysis of the differentially regulated lipids (FC > 1.5, adjusted value of p <0.05) revealed specific lipid classes were associated with early or late events during productive virus infection (see Supplementary Table S5). TGs, cholesterol esters (CE), and hexosylceramides (HexCer) were elevated at early stages of infection (16 h) (Figure 5 and see Supplementary Table S5). Lipids that contained longer chain fatty acids with higher degrees of unsaturation including TGs (4–9 double bonds (db)), PC (4–5 db), CL (5–6 db), PE (1–6 db), and PS (1–4 db) were elevated in early (16 h) viral infection (Figure 5A, see Supplementary Table S5), a trend consistent with what was described in SARS-CoV-2 infected golden Syrian hamsters (Rizvi et al., 2022). In contrast, saturated fatty acids (SFA), monounsaturated fatty acids (MUFA) and long chain fatty acids (LCFA) were found to be significantly downregulated in early (16 h) viral infection but elevated at 48 h post viral infection (See Supplementary Table S6), consistent with previous reports (Koyuncu et al., 2013; Nguyen et al., 2018).

We also found that plasmalogens including plasmanyl-TG, plasmenyl-TG, plasmanyl-LPC, plasmanyl-PC, plasmenyl-PC, and plasmenyl-PE, as well as diacylglycerides (DG) were elevated at 48 h post virus infection (Figures 5A,B, see Supplementary Table S6). We measured the relative abundance of the total ether-linked lipids and observed a highly significant elevation (p-value = 2.94E-38) of total ether-linked lipids at 48 h post virus infection (Figure 5C). A comparative extracted ion chromatogram of plasmanyl-PC (O-18:0/16:0) + H, as an example of a specific ether lipid (Supplementary Figure S4), conveys the clear difference in profiles between the two time points tested. However, it should be noted that we also observed a similar increase in plasmalogens during normal (uninfected) cell growth comparing 16 h vs. 48 h (Figure 2C), suggesting that SARS-CoV-2 infection is not disrupting all ether-linked lipid regulation in Vero E6 cells.

Altogether, we identified changes in lipids that may be related to a cellular response to compensate for virus energy utilization, viral particle formation from lipid droplets (Dias et al., 2020), vesicle transport and autophagosome formation, noting a significant increase in plasmalogens, sphingolipids (SM and CerNS), glycerophospholipids (PI, PS, and PG), lysophospholipids (LPE) and glycerolipids (DG) and a significant decrease in TG and CE lipids at 48 h (Figure 5); which was not observed under normal cell growth. We observed a differential regulation of lipids at 48 h post-infection vs. 16 h post-infection. Of note, we observed significant increases in PG, PS, and PI, but not a significant change in PC or PE phospholipids. This differential regulation of phospholipids could suggest formation of membranes for the viral envelope as most mammalian cells are high in PC and PE phospholipids (Deng and Angelova, 2021).



2.4. Effect of NIC on SARS-CoV-2 infected cells

NIC was previously found to suppress MERS-CoV propagation by enhancing autophagic flux through the Beclin1-SKP2 pathway (Gassen et al., 2019), and as such, NIC was proposed to be a potent candidate drug for repurposing in the treatment of SARS and COVID-19 (Xu et al., 2020; Prabhakara et al., 2021). The influence of SARS-CoV-2 infection on Vero E6 cell metabolism, and inhibition of autophagic flux encouraged us to assess how NIC can potentially modulate SARS-CoV-2 infection-induced changes to host cell lipid metabolism. We analyzed the genome copy and infectious virion production of SARS-CoV-2 with and without NIC and determined that in our hands, NIC does not reduce genome copy number (Figure 4A) but reduces infectious SARS-CoV-2 virion production at 16 h and 48 h (Figure 4B). Although the reduction was more modest at 16 h as compared to the log-fold reduction observed at 48 h, both were statistically significant. Importantly, treatment with 5 μM NIC alone did not significantly change the number of viable cells compared to vehicle controls at either timepoint, as measured by the cell counting kit 8 assay (Supplementary Figures S2A,B). However, cells infected with SARS-CoV-2 and then treated with NIC or NIC treatment alone had significantly reduced viability compared to cells treated with virus plus DMSO vehicle at 16 h (Supplementary Figure S2C). At 48 h, virus plus NIC and virus plus vehicle conditions were equivalently viable, but both were significantly less viable than the vehicle control alone (Supplementary Figure S2D). This indicates that despite NIC reducing the quantity of infectious virus particles produced by the cells, it does not rescue the cells from the cytopathic effect of virus infection.

Having established a baseline effect of NIC on lipid metabolism in Vero E6 cells, we next sought to use NIC as a probe to manipulate host cell lipid metabolism during SARS-CoV-2 infection using two different infectious doses, at a low and a high MOI. The infectious dose is an important factor in assessing the MOA for a drug in the treatment of a virus infection, especially if it is more relevant to actual transmission dynamics. A lower MOI represents what can be expected from a natural, non-clinical aerosol exposure that leads to downstream infection (Lednicky et al., 2020; Coleman et al., 2022), and the higher MOI, would represent what clinicians and first-responders would be exposed to in a virus-rich ambulatory or indoor hospital setting, with virus exposure resulting from a high rate of expulsion of a combination of virus in large droplets and aerosols (Lednicky et al., 2020; Cheng et al., 2021; Ju et al., 2021; Coleman et al., 2022; Vass et al., 2022). We globally profiled lipids from cells infected with SARS-CoV-2 and then treated with DMSO and cells infected with SARS-CoV-2 and treated with or without NIC at 48 h (Figure 6; Supplementary Table S6) using our UHPLC-HRMS approach. A PCA on the lipidomic data identified a clear separation between NIC treated and untreated SARS-CoV-2 infected samples (Supplementary Figures S1C–E). We observed that the treatment of Vero E6 cells with NIC for 24 h starting at 24 h after SARS-CoV-2 infection (48 h) robustly impacted the global lipid profile as compared to NIC treatment beginning simultaneously with SARS-CoV-2 infection (Figures 6A,B), suggesting that effective antiviral activity of NIC is dependent on time of addition. At low viral load (Figure 6A), we observed a reduction in plasmalogens, DG, CerNS, and HexCer-NS with NIC treatment, which would have otherwise increased during SARS-CoV-2 infection (or under normal cell growth conditions) at the 48 h time point (Figure 6A, also Figure 5). We also observed in parallel, an increase in phospholipids (PC and PE) at 48 h that had higher degrees of unsaturation including 20:4, 22:5, and 22:6 containing fatty acids; a change that we did not observe during virus infection (no NIC) at this time point. We then compared these results with the lipidomic changes associated with NIC treatment at a higher MOI after 48 h (Figure 6B). We observed a similar reduction in plasmalogens, but in contrast to the lower MOI condition, we noted an unexpected increase in TGs. Furthermore, although we also identified a small number of phospholipids (PC and PE) with higher degrees of unsaturation that increased in abundance, we also observed a reduction in phospholipids that contain lower degrees of un-saturation (less than 2 double bonds).
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FIGURE 6
 Impact of Niclosamide (NIC) treatment on lipid production during low and high viral load. (A) Heatmap of the top 50 lipids with a low viral load showing an increase in phospholipids (PL) with a high amount of unsaturation under NIC treatment. (B) Heatmap of the top 50 lipids with a high viral load showing an increase in both triglycerides (TG) and phospholipids having a high degree of unsaturation, but a decrease in TG and PLs with lower degrees of unsaturation under NIC treatment. We observed a decrease in plasmalogens at both high and low viral load.




2.5. Transcriptional profiling captures the broader cellular impact of virus infection and treatment with NIC

We assessed if virus-induced changes in lipidomic profiles corresponded to canonical transcriptional regulation of genes that are known to be involved in lipid metabolism, autophagy, phosphorylation, and vesicle transport. Furthermore, we explored if treatment with NIC alters this profile, and whether time of NIC addition alters the course of infection. To do this, we used RNASeq to capture the global cellular gene expression of (i) Vero E6 cells over time (effect of time), (ii) Vero E6 cells during cellular SARS-CoV-2 infection (effect of virus), and (iii) following treatment with NIC (effect of drug) (Figure 7).

[image: Figure 7]

FIGURE 7
 Significantly differentially expressed genes across SARS-CoV-2 and Niclosamide conditions. Genes were designated as significantly expressed using DESeq2 when their Bonferroni adjusted p-value was ≤0.05, and the |log2 (Fold Change)| was ≥1. Each dot represents an individual gene. Blue dots are significantly downregulated genes, red dots are significantly upregulated genes, and grey dots are not significantly differentially expressed genes. Comparisons analyzing the effect of virus by comparing no virus and virus conditions include: (A) DMSO treated no virus vs. DMSO treated, virus samples at 16 h, (B) DMSO treated no virus vs. DMSO treated virus samples at 48 h, (C) Niclosamide-treated no virus vs. niclosamide-treated virus samples at 16 h, and (D) Niclosamide-treated no virus vs. niclosamide treated virus samples at 48 h. Comparisons analyzing the effect of NIC by comparing no NIC and NIC conditions include: (E) DMSO-treated no virus vs. niclosamide treated no virus samples at 16 h, (F) DMSO-treated no virus vs. niclosamide treated no virus samples at 48 h, and (G) DMSO-treated virus vs. niclosamide treated virus samples at 16 h. Lastly, comparisons analyzing the effect of time by comparing 16 h and 48 h conditions are: (H) DMSO-treated virus at 16 h vs. 48 h, and (I) Niclosamide-treated, no virus samples at 16 h vs. 48 h.


We did not observe any DE genes between cells treated with SARS-CoV-2 and NIC at 16 h vs. 48 h (Supplementary Table S7). We did, however, observe differences with NIC treated cells at 16 h vs. 48 h (860 DE genes, 474 up-regulated and 386 down-regulated at 48 h) (Supplementary Table S8), as well as SARS-CoV-2 infected cells at 16 h vs. 48 h (109 DE genes, 48 up-regulated and 61 down-regulated at 48 h) (Supplementary Tables S7, S8).

There were significant transcriptomic differences noted at 16 h and 48 h with NIC treatment (Figures 7E,F), and at 48 h with NIC treatment and SARS-CoV-2 infection (Supplementary Table S8; Figure 7D; Supplementary Figure S3). NIC treatment alone (compared to no NIC treatments) induced 2,447 DE genes at 16 h (1,301 up-regulated, 1,146 down-regulated), and 2,846 genes at 48 h (1,707 up-regulated, 1,139 down-regulated), while viral infection and NIC treatment (compared to treatments with virus but without NIC) resulted in 3,617 DE genes at 16 h (1,698 up-regulated, 1,919 down-regulated), although no DE genes were noted by 48 h (Figures 7E–G; Supplementary Table S8; Supplementary Figure S3). Overrepresented GO terms with NIC treatment related to autophagosome assembly, regulation of autophagy, intracellular lipid metabolism, lipid localization and lipid homeostasis (Supplementary Figure S3). Similar genes were noted associated with the effect of NIC as the effect of virus. RB1CC1 was up-regulated at 16 h with virus infection (Figure 7A) but was down-regulated upon NIC treatment (Figure 7E) at 16 h. Conversely, BMF was down-regulated with NIC at 48 h, but was up-regulated upon NIC and virus treatment at 48 h. Other genes that were down-regulated with viral infection (GOLGA2, IFI16, WDR81, HK2, SQSTM1, ULK1) remained down-regulated with NIC treatment (with and without virus).

SARS-CoV-2 infection resulted in a significant number of DE genes across all our comparison groups (Supplementary Table S8; Figure 7; Supplementary Figure S3). Viral infection (as compared to treatments without virus) resulted in 585 DE genes at 16 h (474 up-regulated, 111 down-regulated), and 562 DE genes at 48 h (433 up-regulated, 129 down-regulated) (Supplementary Table S8). SARS-CoV-2 and NIC conditions resulted in more DE genes than SARS-CoV-2 infection alone; NIC and viral infection (compared to treatments with NIC but without virus) resulted in 3,083 DE genes (1,301 up-regulated, 1,782 down-regulated) at 16 h, and 1,595 DE genes (706 up-regulated, 889 down-regulated) at 48 h (Supplementary Table S9). Overrepresented GO terms associated in both up- and down-regulated DE datasets contained several terms associated with lipid phosphate metabolism, lipid transport, autophagy, and lysosome activities. Terms related to phosphatidylinositol, phosphatidylethanolamine and phosphatidylglycerol were especially prevalent, mirroring observed changes in the lipidomics data (Supplementary Figure S3). At 16 h, viral infection induced an up-regulation of GABARAPL1, MAP1LC3A, PIK3C3, USP30, and TBK1 (also up-regulated at 48 h), and a down-regulation of STK11, LARP1, ZC3H12A, TFEB, TICAM1, GOLGA2, PIK3R2, IFI16, ULK1, WDR81, SQSTM1 (also down-regulated at 48 h), and HK2. As per viral infection, NIC and virus treated cells (at 48 h) also saw an up-regulation of GABARAPL1, MAP1LC3A, USP30, BMF, and TBK1; WDR81 was also down-regulated in the NIC and virus treatment at 48 h.




3. Discussion

A virus subjugates host lipid molecules as a vehicle for entry, intracellular transport, virus replication, assembly of infectious viral particles, and egress (Miyanari et al., 2007). Ether lipids have been identified as an important lipid class for efficient membrane trafficking, endocytosis, transcytosis, and internalization of particles (Thai et al., 2001). Deficiency of ether lipids in several model systems affects plasma membrane function, as well as structural changes in the ER and Golgi cisternae (Bazill and Dexter, 1990; Gorgas et al., 2006). SARS-CoV-2 infection has demonstrated a diverse range of COVID-19 disease severities that correlate with increased viral replication (Fajnzylber et al., 2020). However, the role of lipid metabolism or ether lipids in particular during SARS-CoV-2 infection has not heretofore been described. Unlike during the early infection stage at 16 h, where virus load and replication is low, we observed that SARS-CoV-2 infection elevated primarily PC plasmalogens after 48 h of infection, a phase that represents increased virus replication, virus assembly and egress as well as host cell energy utilization (Dimitrov, 2004; Mazzon and Mercer, 2014; Theken et al., 2021). Under normal Vero E6 cell growth, we observed an increase in plasmalogens at 48 h, but the plasmalogens were a mix of TG, PC, and PE. Clearly, follow-up studies focusing entirely on just plasmalogens is needed to further explore their role during virus infection.

We observed that NIC treatment significantly downregulates the ether lipid profile during infection. We also observed that NIC treatment in Vero E6 cells significantly alters the host lipidome along several pathways including a reduction in TG content at both 16 h and 48 h suggesting a disruption of lipid droplet formation and reducing the availability of TGs for viral replication (Figure 2A). NIC has previously been tested as an anti-obesity drug, and a study using it associated with a high fat diet showed a decrease in total TGs, thus our results confirm that NIC directs a clear modification of host lipid levels (Al-Gareeb et al., 2017). NIC treatment alone also affects several other major lipid species, including PE, which may stimulate the autophagy process and inhibit ether lipid elevation during viral propagation. However, NIC has dual activity in cells and is capable of influencing autophagic processes through canonical and non-canonical pathways (Liu et al., 2019). Whereas in uninfected cells, NIC reduces autophagic flux as well as the global lipid profile (causing a decrease in plasmalogens, TGs and PE lipids), in infected cells, NIC induces autophagy and the subsequent reduction of the ether lipid profile. NIC has been shown to affect the function of lysosomes by preventing the acidification of the vacuole (Jung et al., 2019). This disruption of lysosomal function results in increased autophagic flux similar to the likely primary mechanism of action underlying the broad antiviral activity of chloroquine (Chen and Zhang, 2022). Importantly, we identified that ether-linked lipids were only affected by NIC treatment relative to productive virus infection at 48 h, suggesting that the activity of NIC may be dependent on the cellular state or level of virus burden and virus replication kinetics.

To understand the critical lipids related to autophagy activation, we analyzed the PE levels in NIC treated SARS-CoV-2 infected cells (Figure 6). PE is one of the central lipids that conjugates the factors for induction of autophagy through the formation of the autophagosome (Xie et al., 2020). We observed that the relative abundance of PE was significantly elevated with NIC treatment at 48 h while there was no impact of NIC on PE levels at 16 h, suggesting that NIC enhanced the autophagy machinery upon viral replication to directly affect downstream virus assembly, trafficking, and egress. Different signaling lipids such as PS, PI, and PGs play critical roles in endosome trafficking and maturation (Mazzon and Mercer, 2014) and help in infectious viral particle transport. Our study first identified that NIC treatment significantly reduced the global level of different glycerophospholipids such as PS, PI, and PG at 48 h, but had no impact on early infection at 16 h.

TGs are the major form of lipids enriched in lipid droplets. Lipid droplets are used by cells to store neutral lipids that are utilized for energy needs, but viruses require these lipids for replication and thus hijack the lipid droplets to enable their own growth. In fasting conditions, lipid droplets are utilized for fatty acid oxidation to produce energy as intact TGs are broken down to release fatty acids in a process called lipophagy. Drugs that stimulate TG downregulation usually activate autophagy and lipophagy and may protect a cell from virus infection. In support of this hypothesis, we observed that NIC treatment in the absence of virus lowers TG levels at 48 h. However, we also observed that SARS-CoV-2 infection in the absence of NIC also reduces TG levels at 48 h. The significant decrease in TGs and CEs during virus infection minus drug treatment is likely related to virus utilization of lipid droplets to make viral particles needed for replication. The increase in PC plasmalogens, which are involved in lipid droplet formation is also associated with viral replication. Increased levels have been detected in the serum of patients with ZIKV and other viruses (Mazzon and Mercer, 2014; Deng and Angelova, 2021). However, we also noted that normal host cell growth at 48 h results in an increase in plasmalogen levels but a mixture of PC, PE, and TG. Considering that we observed clear downregulation of TG with NIC alone, control of the host TG content could be a key driver in preventing viral replication. This is an observation that is often missed by proteomics and transcriptomic studies exploring SARS-CoV-2 infection and the mechanism of action of antivirals in vitro. Unexpectedly, NIC treatment of a SARS-CoV-2 infection at 48 h, resulted in increased TG levels, indicating that normal cell growth occurring at 48 h plus increased viral replication can overcome the effects of NIC on the lipidomic profile of SARS-CoV-2 infection of Vero E6 cells and suggests that the dose of NIC needs to be adjusted based on viral load.

Bis (monoacylglycerol)phosphates (BMP), identified as a new lipid of endosome-derived extracellular vehicles (EVs), also act as cholesterol transporters in cooperation with other fac-tors and facilitate virus infection and replication (Luquain-Costaz et al., 2020). Interestingly, our study detected three different forms of BMP and two different forms of cholesterol esters (CE) that were all significantly downregulated with NIC treatment. Besides the impact of NIC on different autophagy related lipids, we also investigated the role of NIC on bioactive lipid metabolism and apoptosis. We observed a dichotomous pattern of CerNS and SM lipids, where CerNS decreased after NIC treatment (48hV vs. 48 hV + NIC) while SM were increased, indicative of cell death or cell survival, which may be partly explained by the cell state-dependency of NIC that we have observed in the presence or absence of SARS-CoV-2 infection in Vero E6 cells. Interestingly, we identified a notable reduction of gangliosides detected as HexCer (which are also called glycosphingolipids) upon NIC treatment at 48 h in both uninfected and SARS-CoV-2 infected Vero E6. Gangliosides have been implicated in the induction of autophagic death in mammalian cells (Hwang et al., 2010), suggesting that NIC can increase cell survival at homeostasis as well as under stress/infection conditions. This activity may in part contribute to the low cytotoxicity for this drug for several different cell lines, with the reported CC50 = 250 μM (Zhang et al., 2018; Prabhakara et al., 2021). Although gangliosides have also been shown to bind cooperatively with ACE-2 to the SARS-CoV-2 spike protein (Fantini et al., 2021), our experimental design did not include a pretreatment of cells prior to virus infection. The search for highly safe drugs for prophylaxis against COVID-19 remains elusive and controversial, but these data may suggest a role for NIC in future outbreaks given its broad antiviral activities and its control of the host lipidome. Considering the potential link between plasmalogens and the observed cytokine and lipid storms (Dias et al., 2020) in severe COVID-19 patients, NIC may offer to a two-pronged treatment approach, i.e., reduce virus abundance by reducing host lipids necessary for virus production and provide a check on an uncontrolled inflammatory response induced by SARS-CoV-2.

These findings are further supported by the global transcriptome profile that we captured for each of the treatments/conditions, wherein hallmarks of and the induction of autophagy related genes (such as DEPP1 (an autophagy regulator) (Salcher et al., 2017)), several lipases (Wu et al., 2004), as well as genes implicated in the induction of apoptosis and genes that are markers of cell proliferation. Furthermore, GO overrepresentation analyses showed significantly upregulated terms such as death receptor activity, MAP kinase phosphatase activity, tumor necrosis factor-activated receptor activity, and phosphatidylinositol kinase activity (Supplementary Figure S3). To investigate the role NIC has on the reversal of SARS-CoV-2 infection induced autophagy dysregulation, we explored the function of several genes that were differentially expressed. RB1CC1 (RB1 inducible Coiled-Coil 1) along with ULK1 are part of the ULK complex that initiates and regulates autophagy (Zachari and Ganley, 2017). RB1CC1 has also been shown to influence viral infection (Mauthe and Reggiori, 2016), as a depletion of RB1CC1 led to an increase of encephalomyocarditis virus replication. Here, RB1CC1 was up-regulated by SARS-CoV-2 at 16 h; however, was significantly down-regulated with treatment of NIC at 16 h. We also observed down-regulation of ULK1 in NIC treated cells at 16 h. This elucidates the potential role of RB1CC1 and ULK1 in early infection with SARS-CoV-2 and illuminates how NIC may regulate autophagy. Interestingly, BMF was down-regulated at 48 h with NIC, but up-regulated upon NIC treatment of virus infected cells at 48 h. BMF encodes for a Bcl-2-modifying factor that is responsible for apoptotic regulation and has been re-ported as a target facilitating viral evasion (Zamaraev et al., 2020). Additionally, autophagy genes IFI16 (Duan et al., 2011; Wichit et al., 2019; Kim et al., 2020; Jiang et al., 2021), ZC3H12A (Srivastava et al., 2020), SQSTM1 (Wu et al., 2004), WDR81 (Zhu et al., 2021), and PIK3R2 (Weisberg et al., 2020) are associated with viral infection, including SARS-CoV-1 (Wu et al., 2004; Srivastava et al., 2020) and were downregulated in this study when cells were treated with NIC. Taken together, this provides evidence that SARS-CoV-2 infection leads to dysregulation of autophagy, and that NIC acts to reverse this effect.

Several omics studies have made a significant contribution to the identification and understanding of potential antiviral therapies for COVID-19 (Mahmud and Garrett, 2020). Bioactive molecules including PUFA lipids such as oleoylethanolamide (OEA), arachidonic acid (AA), eicosapentaenoic acid (EPA), and docosahexaenoic acid (DHA) are known from existing viral pathogenesis to inactivate enveloped viruses and inhibit pathogen proliferation/replication (Tam et al., 2013; Das, 2020; Ghaffari et al., 2020). Accumulation of lipids including sphingolipids such as ceramides has been shown to negatively affect viral pathogenesis (Young et al., 2013; Soudani et al., 2019). Lipid metabolism: specifically, catabolism, biosynthesis, and peroxidation play critical roles in autophagy or apoptosis-mediated cellular homeostasis including cell survival and death (Xie et al., 2020). Autophagy can act as an anti-viral or pro-viral mechanism; however, most viruses are found to inhibit autophagy signaling (Jackson, 2015). In the case of SARS-CoV-2, we know little about the relationship of virus infection with autophagy signaling. Importantly, although we also observed elevated levels under normal growth conditions, we observed further elevation of the levels of ether lipids (plasmanyl and plasmenyl) with increased viral replication, which was reported as a key lipid class for efficient membrane trafficking (Thai et al., 2001). We revealed that lipids are critical molecular factors for SAR-CoV-2 infection, entry, and viral replication into host cells. These lipids, which were elevated by SARS-CoV-2 infection may be counteracted by PUFA and VLCFA that the virus suppresses upon infection and entry (Kang et al., 2019).

Collectively, these data provide new insight into the mechanism of action for the antiviral activity of NIC, namely induction of lipophagy through the induction of autophagic pathways (Figure 8), which expands as well as refines our understanding of the pleiotropic antiviral mechanisms described for NIC (Kao et al., 2018; Braga et al., 2021; Miao et al., 2021). We can mechanistically infer that SARS-CoV-2 infection wrests control of cellular autophagy to ensure a productive infection of the host cell. Therapeutically, we demonstrated that NIC treatment stimulated autophagy by elevating PE levels and in parallel, downregulated total ether lipids, TGs, and other lipid molecules. Reduction of these key lipids by NIC treatment may lead to inhibition of SARS-CoV-2-induced signaling, which in turn drives viral endocytosis, vesicular trafficking, propagation, and viral egress. Activating autophagy using small molecule inhibitors/activators, oxysterols, or peptides is a promising approach for treating viral infections (Rubinsztein et al., 2012; Chen and Zhang, 2022; Chen et al., 2023). However, most of the potential treatments (including NIC) suffer translational obstacles due to adverse side effects, inefficient drug delivery to target tissues, and poor bioavailability (Skotland et al., 2015). Although NIC is considered an essential medicine and is well tolerated, the long history of dosing safety is based on oral delivery and anti-parasitic activity within the gastrointestinal tract. SARS-CoV-2 infection begins in the lungs but has been shown in several clinical studies to have a cosmopolitan infectivity profile, including the brain, heart, and gastrointestinal tract. Notably, several repurposed drugs for COVID-19 were found to be associated with autophagy induction (Kim et al., 2012), raising the possibility that some drugs that are already in clinical use for the treatment of parasitic or bacterial infections may be acting, at least in part, via autophagy. The recent clinical testing of intranasal or inhaled NIC (Backer et al., 2021) suggests that the potential of this drug for use in mitigating COVID-19 severity is being explored in earnest.

[image: Figure 8]

FIGURE 8
 The effect of SARS-CoV-2 infection and NIC treatment on host cell lipid metabolism. SARS-CoV-2 infection in Vero E6 cells alters host cell lipid metabolism during early and late stages of infection. Increased transcription of lipid receptors LRP2 and VLDLR, and phosphorylation signaling regulators are observed throughout viral infection. Changes in TG composition from unsaturated to saturated acyl-chains occur as a function of viral replication, with an overall decrease in TG lipids at late infection timepoints. This change corresponds with an increase to DG and BMP lipids that is indicative of energy consumption and incorporation into membranes and vesicles, activation of autophagy pathways, as well as impacting viral replication. Treatment of cells with NIC alters lipid composition and gene regulation corresponding to apoptosis and autophagy related pathways. Decreases to ether lipids (TGs and DGs) and BMP are observed and reflect a decrease to exocytosis pathways for viral egress. Created with BioRender.com.


Although we used a C. sabaeus kidney epithelial cell line (Vero E6) and a SARS-CoV-2 strain isolated from a Floridian patient, we observed a similar (in direction and magnitude) transcriptomic response to other SARS-CoV-2 transcriptomic studies using human cell lines, despite differences in MOI and experimental sampling timepoints. Furthermore, consistency in the lipidomic response detected between our initial and secondary experiments (conducted at an MOI of 0.001 and an estimated MOI of 0.5, respectively), suggests that the overall apoptotic and lipophagic responses are conserved in NIC and SARS-CoV-2 infections regardless of MOI. These changes were consistent across another Vero E6 study noting cell stress and apoptosis (DeDiego et al., 2011), as well as other cell systems, including human lung cells (Wyler et al., 2021), cardiomyocytes (Sharma et al., 2020), adenocarcinomic human alveolar basal epithelial cells (Daamen et al., 2021), and bronchial epithelial cells (Yoshikawa et al., 2010), infected with different betacoronaviruses, suggesting the responses detected herein may represent a core set of host SARS-CoV viral response genes, and that these genes are not exclusive to our study system. Although it is likely that Vero E6, a transformed cell line, have disrupted transcriptional regulation, lipidomes, lipid metabolism, lipophagic, and autophagic processes as compared to primary human cells, the phenomenological and phenotypic consistency reported above, supports the significance of the work reported herein. Furthermore, although our work is limited to an in vitro model, it was recently shown in a multiomics study of COVID-19 patient samples that the lipidomic profile can effectively partition COVID-19 disease severity (Xu et al., 2020); implying that the biology captured in our culture model is relevant in vivo. These data support thoughtful consideration of MOAs in screening for repurposed drugs and compels prioritized focused on drugs that promote the antiviral activities of lipophagy, which may in turn lead to the reduction of virus egress and the subsequent regulation of key lipid mediators of pathological inflammation.



4. Materials and methods


4.1. Data availability statement

The raw and processed data generated here have been deposited in publicly accessible databases; the RNA sequencing data is available through NCBI’s GEO repository (Accession: GSE178157), and the lipidomics data is accessible via MetaboLights (Accession: MTBLS5782). Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.Vero E6 cell culture.



4.2. SARS-CoV-2 culture

Vero clone E6 cells (ATCC: CRL-1586) were obtained from Dr. Pei-Yong Shi (University of Texas Medical Branch). Vero E6 cells are an immortalized kidney epithelial cell line obtained from a female African green monkey (Chlorocebus sabaeus). These cells have been authenticated by a commercial testing laboratory and repository.

Cells were maintained at 37°C and 5% CO2, in Dulbecco’s Modified Eagle Medium (ThermoFisher #11965118) supplemented with 10% heat-inactivated fetal bovine serum (FBS), 1X L-glutamine (Gibco #25030–081), and 1X penicillin/streptomycin (Corning #30-001-CI). For all conditions, the cell culture was maintained at 3% FBS.

SARS-CoV-2/human/USA/UF-13/2020 (GenBank: MT620766.1) was passaged in Vero E6 cells, with culture conditions as described above except using reduced serum media with 3% FBS rather than 10% FBS during the initial infection and maintenance in reduced serum media until harvest. Virus was collected after 4 days to establish a low passage virus stock within our biosafety level 3 (BSL-3) laboratory at the Emerging Pathogens Institute.



4.3. Plaque assay

Vero E6 cells were seeded 48 h before they were infected at a density of 4,500 cells/well of a 96 well plate. A 10-fold dilution series of samples were applied to Vero E6 cells and incubated at 37°C with 5% CO2 for 1 h. After this 1-h incubation, an overlay of 0.8% methylcellulose prepared in reduced serum DMEM was added, and the cells were incubated at 37°C at 5% CO2 for 5 days, after which the overlay was removed, and cells were fixed and stained with 1% crystal violet (1, 1 methanol, acetone) for 30 min.



4.4. Experimental infection and niclosamide treatment

Cells were seeded in 6 well plates at a density of 500,000 cells/well. Each replicate sample represents an individual plate well, with three biological replicates per condition, per time point. The investigators were not blinded to the conditions. At hour zero (48 h post seeding), media was removed and replaced with reduced serum Dulbecco’s Modified Eagle Medium (supplemented with 3% FBS, 1X L-glutamine, and 1X penicillin/streptomycin) to facilitate infection.

One vial of SARS-CoV-2 stock was thawed and virus was inoculated into each well with 12.5 μL of diluted virus stock for an intended MOI of 0.001 infectious virus particles/Vero E6 cell, calculated from an estimated plaque forming units (PFU)/mL value based on the genome copy of the virus stock (1×1011 genome copies/mL). Subsequent experiments used a 1.5×106 PFU/mL virus stock at a known MOI of 0.5.

Niclosamide [MedChemExpress #HY-B0497, (NIC)] stock was dissolved in molecular grade DMSO and added to the indicated wells for a final concentration of 5 μM (0.5% v/v DMSO final concentration). An equivalent amount of molecular grade DMSO was used as a vehicle control. This low concentration of NIC was selected to have antiviral effect but be well below the reported 50% cytotoxic concentration (CC50) of the drug in Vero E6 cells (250 μM) to avoid inadvertent cell lysis in treated conditions (Xu et al., 2020). In our culture system, no significant reduction in cell viability in comparison to vehicle control was seen at concentrations below 20 μM NIC (Supplementary Figures S2A,B).

Samples were prepared and collected following a time of addition experimental design (Aoki-Utsubo et al., 2018) as follows (Figure 1; Supplementary Table S1). The “0 h” (0 h) samples were collected 48 h after cell seeding. The “16 h” (16 h) conditions were infected with virus and treated with NIC or DMSO at hour zero and harvested at hour 16 of the experiment (Figure 1). The “48 h” (48 h) conditions were infected with virus at hour zero, supernatant was removed after 24 h, and cells were treated with NIC or DMSO in fresh media with 10% FBS. Cells were harvested at hour 48. Uninfected samples (with and without drug treatment) were also prepared and collected as above. For samples from infected conditions, the supernatant was removed at the indicated harvest timepoint, taking care not to disturb the cell monolayer, and retained at −80°C. The cells were washed once with 1X PBS. The PBS wash was removed and 0.25% trypsin–EDTA (ThermoFisher #25200056) was added to each well. The plates were then incubated at 37°C and 5% CO2 for 5–10 min until cells had completely detached from the cell surface. Trypsinization was halted by the addition of 1 mL FBS. The supernatant was removed, the cell pellet was resuspended in 1X PBS, and the sample was centrifuged at 700 RPM for 5 min. Supernatant was aspirated, and 100% methanol was added to each sample purposed for lipid analysis. Alternatively, 750 μL of TRIzol reagent (ThermoFisher #15596026) was added to each sample purposed for RNASeq. All samples were stored at −80°C until analysis. For uninfected conditions, harvest proceeded the same as described above except trypsinization was halted using 4 mL of complete Dulbecco’s Modified Eagle Medium instead of FBS, and pellets were flash frozen in liquid nitrogen instead of being resuspended in a chemical inactivation agent after the last centrifugation step. All samples were stored at −80°C until analysis.



4.5. Cell counting kit 8 (CCK-8) viability assay

Vero E6 cells were seeded in a 96 well plate at a density of 10,000 cells per well, with 3 technical replicate wells per condition. The experiment began at “0 h,” 48 h after seeding. For the dose curve experiment (Supplementary Figures S2A,B), at 0 h cells were transferred from complete DMEM to complete DMEM without phenol red (ThermoFisher #31053028) to avoid phenol red interfering with the absorbance measurement. For the experiment including virus infection (Supplementary Figures S2C,D), cells were transferred to reduced serum DMEM without phenol red. The 16 h samples were treated with the indicated concentration of NIC or DMSO vehicle control along-side virus at an MOI of 0.001 at 0 h and harvested at 16 h, and 48 h samples were infected at 0 h, treated at 24 h, and harvested at 48 h. The 10% DMSO condition functioned as a positive control expected to induce cell death. At the harvest timepoint, 10 μL of CCK-8 assay reagent (APExBIO #K1018) was added to each well, and cells were returned to the 37°C and 5% CO2 cell culture incubator for 90 min. The absorbance of the plate at 450 nm was determined using a Byonoy Absorbance 96 microplate reader.



4.6. Global lipid extraction

Cell pellets from each time point and condition were extracted using a modified Folch biphasic extraction procedure (Ulmer et al., 2018). Samples were pre-normalized to the protein concentration (800 μg/mL) obtained using a Qubit 4.0 Fluorometer (Thermo Fisher Scientific). Lipids were extracted using ice cold 4:2:1 chloroform:methanol:water (v:v:v) containing 20 μL of a 10X diluted internal standard mixture (stock solution of 50 ppm, w: v), and the organic phase was collected after centrifugation at 3260 x g for 5 min at 4°C, dried under nitrogen gas, and reconstituted in 75 μL of isopropanol (IPA) plus 1 μL of injection standard mixture (100 ppm, w,v). Internal standards used in this analysis covered a range of lipid classes and structures including: lysophosphatidylcholine (LPC 17:0), phosphatidylcholine (PC 17:0/17:0), phosphatidylethanolamine (PE 15:0/15:0), phosphatidylserine (PS 14:0/14:0), phosphatidylglycerol (PG 14:0/14:0), ceramide (Cer d18:1/17:0), diacylglycerol (DG 14:0/14:0), and sphingomyelin (SM d18:1/7:0). For injection standards, triacylglycerol (TG 17:0/17:0/17:0), LPC 19:0, PE 17:0/17:0, PS 17:0/17:0, and PG 17:0/17:0 were used. Except for TG, all other lipid standards were purchased from Avanti Polar Lipids (Alabaster, AL) while TG was purchased from Sigma Aldrich. All lipid standards were diluted prior to analysis in 1:2 (v/v) chloroform:methanol (CHCl3:MeOH) and a working standard mix was then prepared by diluting the stock solution with the same solvent mixture.



4.7. LC-HRMS-based lipid data collection and analysis

Ultra-high-pressure liquid chromatography coupled to high resolution mass spectrometry (UHPLC-HRMS) was used for data collection. Chromatographic separation was achieved using reversed phase chromatography (Dionex Ultimate 3,000 RS UHLPC system, Thermo Scientific) with a Waters Acquity C18 BEH column (2.1 × 50 mm, 1.7 μm) (Waters, Milford, MA, United States). The mobile phases consisted of solvent A (60:40 acetonitrile:water) and solvent B (90:8:2 isopropanol:acetonitrile:water), both containing 10 mM ammonium formate and 0.1% formic acid. The flow rate was 500 μL/min and the column temperature was maintained at 50°C. A multi-step gradient was used for separation starting with 0% B from 0–1 min, increasing to 30% B from 1–3 min, then up to 45% B from 3–4 min, 60% B from 4–6 min, 65% B from 6–8 min, held at 65% B from 8–10 min, increased to 90% B from 10–15 min, then increased to 98% B from 15–17 min and finally held at 98% B from 17–18 min before returning to initial conditions to equilibrate for the next injection. Samples were analyzed in positive and negative electrospray ionization as separate injections on a Thermo Scientific Q-Exactive high resolution mass spectrometer (Thermo Scientific, San Jose, CA). Lipidomics data were compiled and annotated using LipidMatch (Koelmel et al., 2017).



4.8. RNA extraction

For total RNA extraction from flash frozen cells, the cell pellet was thawed on ice. Cell pellets were resuspended in 1 mL TRIzol, and 200 μL chloroform was added to each sample. Samples were mixed thoroughly by vortexing, then incubated at room temperature for 3 min. Samples were centrifuged at 12,000 x g for 15 min at 4°C. The upper aqueous layer was transferred to a new tube and 500 μL isopropanol was added and mixed by vortexing, prior to incubation at room temperature for 10 min. RNA was pelleted by centrifuging at 12,000 x g for 10 min at 4°C, and supernatant was discarded. The pellet was rinsed in 75% ethanol and pelleted by centrifuging at 7,500 x g for 5 min at 4°C. The ethanol wash and spin were repeated a second time. The pellet was air dried in an inverted tube. Genomic DNA was digest-ed using the TURBO DNA-free™ Kit (Invitrogen #AM1907) according to manufacturer instructions. Samples were mixed with 350 μL buffer RLT from the RNeasy® Mini kit (Qiagen #74104) and 250 μL 100% ethanol, then transferred to a RNeasy® Mini kit spin column. Columns were centrifuged at 8,000 x g for 15 s at room temperature, and flow-through was discarded. Buffer RPE (500 μL) was added to the column, which was centrifuged at the same conditions, and flow-through was discarded. The RPE wash was repeated a second time. The column was transferred to a fresh collection tube and centrifuged at 12,000 x g for 1 min to dry. RNA was eluted by adding 50 μL of nuclease free water and centrifuging for 1 min at 8,000 x g and was immediately frozen at −80°C. To extract viral RNA from culture supernatant, supernatant was thawed, 200 μL of supernatant was mixed with 200 μL DNA/RNA Shield, and RNA was immediately extracted using the Quick-DNA/RNA™ Viral MagBead kit (Zymo Re-search #R2140), according to manufacturer instructions and then immediately frozen at −80°C.



4.9. Real-time RT-qPCR

To quantify the virus genome copies in supernatant, one step real time reverse transcription qPCR (RT-qPCR) was performed using 4x Quantabio UltraPlex 1-Step ToughMix No Rox (VWR #10804–946) and CDC 2019-nCoV_N1 (nucleocapsid) primer and probe mix (see Key Re-sources Table for primer and probe sequences) at a final concentration of 22.5 μM, in a 20 μL reaction volume with 5 μL template. All samples were run in technical duplicates. RT-qPCR was run on a BioRad CFX96™ Real-Time System. The thermal cycling conditions were as follows: 50°C for 20 min, 94°C for 2 min; followed by 45 cycles of 94°C for 15 s, 55°C for 30 s, and 68°C for 10 s. The samples were quantified using a standard curve generated using a 2019-nCoV_N_Positive Control plasmid (IDT # 10006625). Standard curve points were plotted in Microsoft Excel v.2102 and cycle threshold values of unknown samples were determined from the logarithmic line of best fit equation to calculate genome copies/mL.



4.10. RNASeq analysis

All 27 RNA samples (see Supplementary Table S1) were directly sent to Novogene,1 where in-house RNA quality control and library preparation was performed. Libraries were sequenced on an Illumina NovaSeq6000 platform using a 150 bp kit with paired end read mode. RNA sequencing was only performed on the initial experiment.



4.11. Mapping, expression, and pathway, analyses

Bioinformatic processing was completed using Galaxy2 (Ulmer et al., 2018). Quality control was performed with Cutadapt v 1.16 (Martin, 2011) and FastQC v 0.11.83 to remove adapters, <20 nucleo-tide reads and low-quality reads. RNA STAR v2.7.7a (Batut et al., 2018) was used to map samples to the Chlorocebus sabaeus genome and associated annotation (GenBank accession # GCA_015252025.1). featureCounts v 2.0.1 (Liao et al., 2014) was used with Infer Experiment v2.6.4.1 (Wang et al., 2012) to determine the strandedness of the samples, and sum reads for each gene. Read counts for each sample were input into DESeq2 v 1.22.1 (Love et al., 2014) to call differential gene expression, analysing the effect of time, drug, and virus on the samples. Resultant differential expression files were manually annotated using a combination of NCBI (O'Leary et al., 2016) and Ensembl (Yates et al., 2020) due to the poor annotation quality of the genome.4 Significantly regulated gene names were separately parsed out for each comparison and uploaded to ENRICHR (Kuleshov et al., 2016) for downstream gene ontology GO (Harris et al., 2004) and pathway analyses using Reactome (Fabregat et al., 2016), MSigDB (Liberzon et al., 2015), and KEGG (Ogata et al., 1999) databases.



4.12. Statistical analysis

Unless indicated in the figure legend, all experiments were performed in triplicate and results are presented as mean ± standard error of mean (SEM) of absolute values or percentages of control. Each replicate was a separate tissue culture well processed in parallel. A list of all samples used for subsequent analysis can be seen in Supplementary Table S1.

Statistical p-values were obtained by application of the appropriate statistical tests using GraphPad Prism v.9.0. Lipidomics data was normalized to the total ion signal, glog transformed, autoscaled and analyzed with Metaboanalyst v.3.0 (Pang et al., 2021). For quality control, internal lipid standards added to each sample were used to assess technical reproducibility, achieving ≤15% relative standard deviation (RSD) across all samples. Correlation heatmaps were generated for the lipid samples using Pearson’s r. Heatmap clustering was performed using a T-test or an ANOVA, showing the most significant lipids. For lipidomics applications, Bonferroni false discovery rate (FDR) adjusted p-values lower than 0.05 and an absolute fold-change greater than or equal to 1.5 were considered significant. For RNASeq differential gene ex-pression, gene ontology and pathway analyses, statistical significance was corrected for multiple comparisons (Bonferroni adjusted) and assessed at an α = 0.05. Genes with absolute log2 fold changes ≥1 were considered significantly differentially expressed. For supernatant genome copy RT-qPCR, CCK-8, and plaque assay data, a two-way non-parametric ANOVA with Dunn’s post-hoc test was performed in GraphPad Prism v.6.0 and assessed at an α = 0.05. Since no statistical differences were observed between technical replicates of the same condition in the supernatant genome copy RT-qPCR data, technical replicate wells were pooled in the reported analysis.
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1   https://en.novogene.com/


2   https://galaxyproject.org
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4   https://www.ncbi.nlm.nih.gov/genome/annotation_euk/Chlorocebus_sabaeus/100/
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European brown hare syndrome (EBHS) is a highly contagious and fatal viral disease, mainly affecting European brown hares (Lepus europaeus). The etiological agent, EBHS virus (EBHSV), belongs to the Lagovirus genus within the Caliciviridae family. The Italian hare (Lepus corsicanus) is endemic to Central-Southern Italy and Sicily and is classified as a vulnerable species. L. corsicanus is known to be susceptible to EBHS, but virological data available is scarce due to the few cases detected so far. In this study, we describe the occurrence of EBHS in two free-ranging L. corsicanus, found dead in a protected area of Central Italy. The two hares were identified as L. corsicanus using phenotypic criteria and confirmed through mitochondrial DNA analysis. Distinctive EBHS gross lesions were observed at necropsy and confirmed by subsequent histological examination. EBHSV was detected in the livers of the two animals initially using an antigen detection ELISA, followed by an EBHSV-specific reverse transcription-PCR, thus confirming the viral infection as the probable cause of death. The EBHS viruses detected in the two hares were identical, as based on blast analysis performed for the VP60 sequences and showed 98.86% nucleotide identity and 100% amino acid identity with strain EBHSV/GER-BY/EI97.L03477/2019, isolated in Germany in 2019. Phylogenetic analysis places our virus in group B, which includes strains that emerged after the mid-1980s. This study supports previous reports of EBHS in L. corsicanus and further expands the knowledge of the pathological and virological characteristics of the etiological agent. The ability of EBHSV to cause a fatal disease in the Italian hare represents a serious threat to the conservation of this vulnerable species, especially in populations kept in enclosed protected areas.

KEYWORDS
 European brown hare syndrome, EBHSV, Lepus corsicanus, hare, outbreak, Lagovirus, virus characterization, Italy


1. Introduction

European brown hare syndrome (EBHS) is a highly contagious and fatal viral disease mainly affecting European brown hares (Lepus europaeus) (Frölich and Lavazza, 2007; Capucci et al., 2021; Fitzner et al., 2022). The disease was known to occur in brown hares since the early 1980s and was diagnosed in free-ranging and farmed hare populations across Europe, including Italy, where it is endemic (Lavazza and Vecchi, 1989; Gavier-Widén and Mörner, 1991; Poli et al., 1991; Duff et al., 1994; Scicluna et al., 1994; Chiari et al., 2014). EBHS generally occurs in an acute form with a high mortality rate, between 90% to 100% in adult animals of naïve populations, strongly impacting on the population dynamics (Wirblich et al., 1994). Acutely affected hares often die suddenly of hepatic failure and necrosis without overt clinical signs (Gavier-Widén and Mörner, 1991; Zanni et al., 1993; Lavazza and Neimanis, 2021; World Organisation for Animal Health (WOAH), 2021). Diffuse hemorrhagic lesions and liver degeneration characterize the acute form of the disease. Hares younger than 2–3 months old are considered resistant to EBHS as they do not manifest clinical signs and mortality, but develop antibodies (Zanni et al., 1993; Edwards et al., 2000; Lavazza and Neimanis, 2021). In endemic areas, virus circulation is correlated to hare population density, animal age and season (Scicluna et al., 1994; Paci et al., 2011; Chiari et al., 2014). Where EBHS is endemic, mortality rates are usually lower due to pre-existing population immunity (World Organisation for Animal Health (WOAH), 2021).

EBHS is transmitted by the oral-faecal route through direct or indirect contact with infected sources. Carnivores, insects, birds, and humans can facilitate virus spread, and insects can act as mechanical vectors, but no reservoir hosts other than lagomorphs have been definitively identified. Indirect transmission occurs through contaminated fomites, including equipment, cages, clothes, vehicles, and utensils, likely occur. Infection via contaminated green forage and vegetation is also possible, and lagomorph carcasses are believed to contribute to the environmental persistence of the virus (World Organisation for Animal Health (WOAH), 2021).

The etiological agent, EBHS virus (EBHSV), belongs to the Lagovirus genus of the Caliciviridae family and has a single-stranded RNA of positive polarity, approximately 7.5 kb in length (Capucci et al., 1991; Poli et al., 1991; Wirblich et al., 1994). The genome contains two open reading frames (ORFs): ORF1 encodes a polyprotein, which is processed by virus-encoded 3C-like protease (3CLpro) for the release of mature non-structural proteins and the capsid protein VP60; ORF2 encodes a minor structural protein (VP10) (Le Gall et al., 1996). Phylogenetically, two lineages are described: group A, which persisted until 1989, when it apparently disappeared; group B, which appeared in the mid-1980s and contains the most recently detected strains (Lopes et al., 2014). Previous studies showed a high genetic homogeneity of EBHSV strains from different European countries despite their geographical occurrence and time of discovery. These strains are phylogenetically closely related (over 97% homology), likely confirming the slow evolutionary dynamics of this lagovirus species (Fitzner et al., 2021).

The Italian hare (Lepus corsicanus) is endemic to Central-Southern Italy and Sicily and is classified as Vulnerable according to the International Union for Conservation of Nature in its Red List (Randi and Riga, 2019). Currently, the most conspicuous populations live in protected areas (Buglione et al., 2020). L. corsicanus was included among the lagomorph species susceptible to EBHSV (Lavazza and Neimanis, 2021; World Organisation for Animal Health (WOAH), 2022). Sporadic disease cases and serological evidence of specific antibodies were repeatedly reported in free-ranging L. corsicanus from Northern Italy (Guberti et al., 2000; Capucci, personal communication). Nevertheless, extensive genetic identification and characterization of the EBHSV strains detected from Italian hares and genetic species identification of the positive hares have yet to be performed. In addition, L. corsicanus is also susceptible to RHDV2 (Camarda et al., 2014), a lagovirus which can cause mortality and lesions overlapping those caused by EBHSV, therefore requiring a differential diagnosis.

The present study aims to describe an outbreak of EBHS involving two free-ranging L. corsicanus in a protected area of Central Italy and to investigate the viral phylogenetic relationships to reference EBHSV strains identified previously in Italy and Europe.



2. Materials and methods


2.1. Hare population and location

In January 2023, two death adult female wild hares (ID: Rm23-1 and Rm23-2), provisionally identified as L. corsicanus according to the morphological and phenotypic criteria (Riga et al., 2001; Rugge et al., 2009), were found inside the protected area of Castelporziano Presidential Estate (CPE) (Figure 1). The two dead hares were found 1 week apart in the exact geographical location of the CPE. The CPE is located in Central Italy at around 25 km from the centre of Rome (41°44′037.83″00 N. 12°24′02.20″00 E.) and extends over a surface of 59 km2 (5,892 hectares). It englobes most coastal ecosystems typical of the Mediterranean (Latium region, Ecoregion: Mediterranean forests, woodlands, and scrub). Most of the CPE consists of lowland hygrophilous woodlands featuring evergreen and deciduous oak trees and, more specifically, hygrophilous species, especially near the wetlands. Inside the CPE hunting was prohibited since as early as 1977. In 1999, the CPE was assigned the status of Natural State Reserve and subjected to protection measures in line with those protecting natural areas. Regarding hares, the CPE hosts a steady L. corsicanus population (latest estimated hare population density of 8.66 hares/km2 performed in 2015 based on spotlight counts) with no reported presence of L. europaeus (Trocchi and Riga, 2001; Freschi et al., 2022) and apparently no contact with exogenous lagomorph populations. Considering the nature and behaviour of the species involved, although the protected area is fenced, this does not guarantee complete isolation from the brown hare population, which is abundant in the surrounding areas.
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FIGURE 1
 Map of the Castel Porziano Estate, Rome, Italy. At the upper right corner location within Italy and location within the Latium Region are showed. Red lines represent the borders.


Owing to the ongoing research activities, including enhanced passive mortality surveillance of wild animals in the CPE, following the finding of the two hare carcasses, these were submitted to the diagnostic laboratories of the Istituto Zooprofilattico Sperimentale del Lazio e della Toscana “M. Aleandri” (IZSLT) to determine the possible causes of death.



2.2. Pathology, sample collection, histopathology, bacteriology and parasitology

A complete necropsy and examination of the two hare carcasses were performed. Samples were taken from several organs, namely liver, lung, trachea, brain, kidney, spleen, heart, uterus, and intestine content; parts were fixed in 10% neutral buffered formalin for histopathological examination, and parts were subjected to standard bacteriological and parasitological analyses. Briefly, for bacteria isolation and identification, tissue/organs were cultured on Columbia agar supplemented with 5% sheep blood (VWR, Belgium) and brain heart infusion broth; following incubation for 24 to 48 h under aerobic and microaerobic (10% CO2) conditions at 37°C, growth colonies were subcultured and pure colonies screened by means of standard techniques including colony morphology, Gram staining, catalase test, oxidase test, and biochemically identified at species level with API test kits (bioMérieux, France). Intestine content was screened for the presence of Salmonella spp. following international recommendations (World Organisation for Animal Health (WOAH), 2022), as previously described (Alba et al., 2013).

Parasites were screened by macroscopic examination of the intestinal content to detect the presence of proglottids, nematodes and/or fragments of parasites. Samples were subsequently analyzed microscopically by fresh smear and flotation method using saturated NaCl solution (specific gravity 1.2), to evaluate the presence of helminth eggs and/or protozoan (oo) cysts (Riggio et al., 2013).

Livers were also submitted for lagovirus detection by laboratory diagnositic methods, considering the overlapping lesions for RHDV2 and EBHS. Muscle and liver samples were collected to confirm the hare species as L. corsicanus, using DNA molecular analyses.



2.3. Molecular identification of hares at the species level

Analysis of the mitochondrial control region (CR) was employed to confirm the hare species identification. Total genomic DNA was isolated from tissues (liver, muscle) using QIAamp DNA Mini Kit (Qiagen, Hilden, Germany), following the manufacturer’s instructions. DNA was diluted in 100 μL RNAse-free molecular grade water. A 230 bp fragment in a highly variable region of the mitochondrial CR was amplified through PCR and sequenced (Pierpaoli et al., 1999). Primers were newly designed using the Primer3 web tool1 (CR_lepus: F 5′ CATCAGCACCCAAAGCTGAA 3′; R 5′ GCAGGGAATGTGCTATGTCCTA 3′). PCR conditions were the following: an initial activation step at 94°C for 3 min; 38 cycles at 94°C for 30 s, 56°C for 30 s, 72°C for 30 s, followed by a final extension of 5 min at 72°C. Both positive and negative extraction and amplification controls were included. Sequencing was performed using the Applied Biosystems BigDye Terminator Cycle Sequencing Kit (Thermo Fisher Scientific, Waltham, MA, United States), and DNA products were loaded on Applied Biosystems ABI 3130 Genetic Analyzer (Thermo Fisher Scientific, Waltham, MA, United States). Sequences were checked manually and aligned using Geneious Prime 20222 with 15 available online sequences of L. corsicanus and L. europaeus.



2.4. EBHSV detection

Liver homogenates of the two hares were initially analyzed for the presence of lagoviruses, EBHSV and rabbit hemorrhagic disease viruses using a sandwich ELISA followed by a second sandwich ELISA to discriminate between RHDV2 and EBHSV. These methods were set up and validated by the WOAH Reference Laboratory for RHD at the Istituto Zooprofilattico Sperimentale della Lombardia e dell’Emilia Romagna (IZSLER) (Capucci et al., 1991; Le Gall-Reculé et al., 2013; Puggioni et al., 2013; Camarda et al., 2014) and are described in detail in the WOAH Manual of Diagnostic Tests and Vaccines for Terrestrial Animals (World Organisation for Animal Health (WOAH), 2022).

Briefly, the first sandwich ELISA is based on RHDV-EBHSV specific IgG as catcher adsorbed onto the solid phase and a pool of mouse-derived MAbs anti-lagoviruses followed by incubation with rabbit anti-mouse IgG HRP as tracer. The test sample consists of 10% w/v liver extract in phosphate buffer solution, clarified by low-speed centrifugation and tested at two dilutions (1/5 and 1/30) as previously described (Capucci et al., 1991; World Organisation for Animal Health (WOAH), 2022). The second ELISA, the “typing ELISA,” employs a panel of MAbs able to discriminate between RHDV2 or EBHSV (Le Gall-Reculé et al., 2013; Puggioni et al., 2013; World Organisation for Animal Health (WOAH), 2022).

The presence of EBHSV and RHDV2 RNA was also tested by RT-PCR. The total RNA was extracted from the liver using Trizol Reagent (Qiagen, Hilden, Germany), according to the manufacturer’s instructions. Specific RT-PCR for the two viruses (Velarde et al., 2017; World Organisation for Animal Health (WOAH), 2022) were carried out using the Superscript III One-Step RT-PCR kit (Invitrogen, Carlsbad, CA, United States).



2.5. EBHSV sequencing and phylogenetic analysis

To determine the VP60 sequences of the field isolates, amplification by reverse transcription (RT)-PCR of four overlapping genome fragments was conducted using primers specific to the EBHSV genome (Table 1). PCR amplicons were visualized in 2% agarose gel, purified (Nucleo Spin PCR and Gel Clean-up, Machery-Nagel, Germany) and directly sequenced in both directions using the ABI Prism BigDye Terminator v3.1 Cycle Sequencing Kit on an ABI 35000XL Genetic Analyzer (Applied Biosystem, Carlsbad, CA, United States). Contigs assembly and genome sequence analysis were performed using Seqman NGen DNASTAR version 11.2.1 (DNASTAR, Madison, WI, United States). For comparative analysis of nucleotide sequences of EBHSV strains, BLASTn software was used (accessed on May 2023). The phylogenetic tree was constructed based on 47 complete VP60 sequences (1731 bp) of lagoviruses by using the maximum likelihood (ML) method and general time reversible model, and the analyses were conducted in MEGA X (Nei and Kumar, 2000; Kumar et al., 2018). Branch support was estimated using 1,000 bootstrap replicates. The phylogenetic relationship among the sequences analyzed was considered reliable when the bootstrap value was higher than 70%.



TABLE 1 Primers used for sequencing the VP60 of EBHSV.
[image: Table1]

In addition, to investigate a possible recombination event, the non-structural portion of the EBHSV_Rm23-1 genome was sequenced, and a 5,625 nt fragment was amplified by RT-PCR using HaCV-AF/Rab2 primers (Strive et al., 2009; Cavadini et al., 2021). After purification from agarose gels, the amplicon was subjected to NGS sequencing using the Illumina platform (Illumina, Inc., San Diego, CA, United States) and the full genome was subjected to an RdP4 analysis (Martin et al., 2015).




3. Results


3.1. Pathology, histopathology, bacteriology and parasitology

At necropsy, the hare carcasses presented a good conservation status and body conditions and no apparent external lesions or signs of predation. Macroscopically, the first hare showed blood spilling from the vulva, diffuse congestion and hemorrhages in the tracheal mucosa, mild discolouration and degeneration of hepatic parenchyma, kidney congestion, diffuse congestion, and presence of blood in the left uterine horn. Undigested food was found inside the stomach. The second hare was in lactation and showed blood spilling from the left nostril, tracheal mucosa congestion with multifocal hemorrhages (Figure 2), mild hepatic parenchyma degeneration, splenomegaly, kidneys congestion with cortical petechial hemorrhages and areas of congestion in the left lung. Undigested food was found inside the stomach, showing mild gastric mucosa congestion. Enteric or brain lesions were absent in both animals. The main histopathological finding was liver parenchyma necrosis, associated with periportal hepatitis with lymphoplasmacytic infiltration and rare neutrophils (Figure 3). In addition, kidneys presented diffuse cortical tubulonephrosis, with the formation of multiple small cysts containing amorphous eosinophilic material (a sign of proteinuria), associated with mild membranous glomerulonephritis and vascular congestion. One of the animals (hare ID Rm23-2) also showed areas of vascular congestion in the lung and moderate follicular reactive hyperplastic splenitis, with congested and oedematous red pulp. Streptococcus gallolyticus was isolated from the trachea, uterus and intracardiac blood clot and Acinetobacter lwofii from the intracardiac blood clot of the first hare. In contrast, for the second hare, all bacteriological cultures were negative. The parasitological examination of the intestine contents performed by flotation detected nematodes and protozoa, namely Passalurus ambiguus and Eimeria sp. in the first hare, Trichostrongylus retortaeformis and Eimeria sp. in the second.
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FIGURE 2
 Hare 2. Trachea. Congestion of the tracheal mucosa with multifocal hemorrhages.


[image: Figure 3]

FIGURE 3
 Hare 2. Liver. Multiple foci of hepatocyte necrosis (asterisks). Hematoxylin and eosin stain, 20×.




3.2. EBHSV detection, sequencing and phylogenetic analysis

The livers of both hares tested positive using EBHS sandwich ELISA, and the presence of EBHSV RNA and the absence of RHDV2 were confirmed using the specific RT-PCR amplification. Blast analysis performed on the VP60 (1731 bp) sequences of EBHSV_Rm23-1 and Rm23-2 showed they had a 98.86% nucleotide identity and 100% amino acid identity with the strain EBHSV/GER-BY/EI97.L03477/2019 isolated in Germany in 2019. The phylogenetic analysis conducted on the VP60 sequences showed that the EBHSV_Rm23 strain clustered within the GII.1 genotype, group B, which includes strains that emerged after the mid-1980s (Figure 4). The EBHSV_Rm23-1 genome sequence was deposited in GenBank with accession number OR096234. The RdP4 analysis performed on the full genome sequence of the EBHSV_Rm23-1 revealed no apparent recombination event with other known lagoviruses (data not shown) and showed a 98.56% nucleotide identity with the full genome of EBHSV/GER-BY/EI97.L03477/2019.

[image: Figure 4]

FIGURE 4
 Phylogenetic tree performed with ML-GTR + G + I. The sequence fragments correspond to 47 complete VP60 sequences (1731 bp) of Lagovirus retrieved from GenBank. Bootstrap values greater than 70% are shown. Taxa organization of the Lagovirus genus (Rabbit Lagovirus: GI; Hare Lagovirus: GII) is indicated as proposed by Le Pendu et al. (2017).




3.3. Hares genetic identification at the species level

Mitochondrial CR sequences obtained from both hares were identical and clustered within the L. corsicanus group. Sequences matched 100% with a haplotype already reported within the L. corsicanus species from Central Italy by Pierpaoli et al. (1999) (Genbank Accession number: AF157424).




4. Discussion

EBHSV was first detected in European brown hares (L. europaeus), and this should be considered the elective host species. However, it is less frequently found also in mountain hares (L. timidus) (Lavazza and Vecchi, 1989; Gavier-Widén and Mörner, 1991; Frölich and Lavazza, 2007). The same EBHSV strains can indistinctly infect and cause disease in different hare species, even living in the same areas (Frölich and Lavazza, 2007).

This study describes the molecular characterization of an EBHSV strain detected in two Italian hares (L. corsicanus). These results reinforce and complement the already known data regarding the susceptibility of L. corsicanus to infection with EBHSV (Guberti et al., 2000) and extend the case history reports of this fatal disease in this species. On the other hand, EBHS was never reported in other European hare species, such as the Iberian hare (L. granatensis) and the Broom hare (L. castroviejoi), both present mainly in the Iberian Peninsula and in the Cape hare (L. capensis var. mediterraneus), present in Sardinia (Italy) (Puggioni et al., 2013; Velarde et al., 2017). In addition, field and experimental data demonstrated that the eastern cottontail (Sylvilagus floridanus) is susceptible to infection with EBHSV (but not RHDV), occasionally causing EBHS-like disease. So far, infection of the eastern cottontail with EBHSV is considered a spillover event, as this species is deemed a dead-end host, unless new evidence is collected to support an active role in the epidemiology of EBHSV (Lavazza et al., 2015).

In our study, gross pathological and histopathological findings in the two hares investigated were consistent with those described by other authors as typical of lagovirus diseases, mainly characterized by hemorrhages and tracheal mucosa congestion, degeneration of hepatic tissue with necrosis, splenomegaly, lung and kidney congestion (Marcato et al., 1991; Zanni et al., 1993; Gavier-Widén, 1994; Scicluna et al., 1994; Velarde et al., 2017). The good body condition of both animals and the presence of food in the stomach suggest a peracute or acute form of infection. The isolation of bacteria (Streptococcus gallolyticus and Acinetobacter lwofii) from one of the two hares is probably attributable to secondary infections or post-mortem dissemination, while the detected parasites represent a normal finding in free-living hares. Taken together, acute death, gross and histopathological lesions, positive ELISA and PCR results, in the absence of other evident causes of death, demonstrate that EBHS is the most probable cause of death for both animals. Furthermore, the diagnostic approach used allowed to confirm the presence of a lagovirus in the organs examined, identifying it as EBHSV (EBHSV_Rm23), while ruling out the possibility that it could be RHDV2. This latter virus, which emerged in 2010, is also capable of infecting several other species of hares and other lagomorphs and was repeatedly identified in recent years in Europe, Australia, and the Americas (Puggioni et al., 2013; Camarda et al., 2014; Hall et al., 2017; Velarde et al., 2017; Neimanis et al., 2018; Asin et al., 2021).

The phylogenetic analysis conducted, based on the VP60 sequences, showed that the OR096234 strain belongs to group B, clustering with the GII.1 (EBHSV) genotype, showing 98.86% nucleotide identity and 100% amino acid identity with a strain isolated in Germany in 2019 (Szillat et al., 2020). These findings are consistent with previous VP60 sequence analyses of European EBHSV strains (Lopes et al., 2014; Fitzner et al., 2021), with group B representing the totality of the strains detected recently in Europe, while group A viruses, which encompasses the oldest strains from the Scandinavian Peninsula, disappeared in the late 1980s.When dealing with lagovirus diseases, it is always difficult to trace the origin of the infection, due to the multiplicity of ways, especially indirect, by which the virus is transmitted. Likely, we can rule out that the virus can “persist” in an environment without giving any sign of mortality for years. In fact, to date, the existence of healthy carrier status among lagomorphs or asymptomatic hosts was never demonstrated, as we exclude the cottontail species presence in the CPE, considered as potential spillover species. On the other hand, the virus can also be indirectly transmitted by animated subjects (e.g., predators, both mammals and birds, insects, and humans) and fomites. Considering that in 2023 in Central Italy cases of EBHS were numerous, both in captive and in wild animals, we can consider one of these indirect modes of transmission as the probable source of infection, explaining the epidemiology of this outbreak. Although the entire CPE is fenced, this is unlikely to act as a complete physical separation, considering the epidemiology of lagoviruses and the host species, able to jump over 1.80 meters. It is therefore not possible to prevent contact between the species inside the reserve and those outside, and the possible passage of any EBHSV infection in a context where susceptible species are present. This is precisely the situation that is currently observed in Central-Southern Italy, at least if we refer to the numerous cases recently diagnosed in free-living brown hares (Lavazza, personal communication). It will be interesting to genetically compare our strain with those that have been recently causing cases in Italy, when those sequences will be made available. Our strain is related with a virus lineage consisting of Swedish and French strains discovered from 2008 to 2014, and in particular to newer German strains identified from 2019 to 2020 (Szillat et al., 2020), confirming the successful dispersal and persistence of this lineage throughout Europe (Lopes et al., 2014). High similarities between strains detected in different countries is quite a common evidence for most of the lagoviruses. This is basically due to the low EBHSV genetic variability, and its slow evolutionary dynamics compared with other lagovirus species, such as RHDV (Lopes et al., 2014; Fitzner et al., 2021). Precise definition of the origin of the virus is almost impossible, considering the several ways of transmission described for lagoviruses, however the hypothesis of indirect transmission is the most likely. Data available from some European countries collected during the last 50 years show a drastic decline in the abundance of free-living brown and mountain hares due to environmental and demographic reasons, heavy predation, anthropogenic factors such as poaching, and the occurrence of infectious diseases (Edwards et al., 2000; Smith et al., 2005). In Europe, a constant decline of the L. europaeus and L. timidus populations was indeed reported due to EBHSV outbreaks (Gavier-Widén and Mörner, 1991; Morisse et al., 1991; Edwards et al., 2000; Fitzner et al., 2021). A threat for hare populations is also represented by RHDV2, which was demonstrated to be able to overcome the interspecies barrier and cause a fatal disease with clinical symptoms similar to EBHS in various hare species, as well as infecting non-lagomorph species (World Organisation for Animal Health (WOAH), 2022). RHDV2 was already reported to infect L. corsicanus, although the virulence of RHDV2 is clearly reduced when compared with the far higher mortality observed in Oryctolagus cuniculus (Camarda et al., 2014).

Lepus corsicanus is classified as vulnerable according to the International Union for Conservation of Nature in its Red List (Randi and Riga, 2019). The distribution of this endemic species was subjected in the last decades to a substantial contraction accompanied by a significant reduction in the population density, mainly due to habitat alterations, low numbers and fragmented populations, and ecological competition with the sympatric European hare (Buglione et al., 2020; Freschi et al., 2022). The occurrence of EBHS in a protected enclosed area, such as the CPE, represents an important threat to the conservation of this vulnerable species that could possibly lead to the point of extinction of the local population. This event would have consequences on the maintenance of the balance and biodiversity in the local wildlife. Although control of the disease in such a situation is difficult, an effort to maintain a disease-free sub-population could be made by isolating some CPE zones or groups of hares combined with the implementation of a vaccination programme, using autovaccines (Drews et al., 2011; World Organisation for Animal Health (WOAH), 2021).



5. Conclusion

In this work, we described the anatomo-histopathological lesions and reported the genomic characterization of the EBHSV strain causing an outbreak involving two free-ranging Italian hares (L. corsicanus) in a protected area of Central Italy. The identified strain belonged the group B and was phylogenetically related to other EBHSV strains circulating in Europe in L. europaeus.

Our findings further confirm that EBHSV can cause fatal disease in the Italian hare, thus representing an important threat to the conservation of this vulnerable species, especially in populations kept in enclosed protected areas.
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Introduction: The European Medicines Agency (EMA) and the United States Food and Drug Administration (FDA) announced conditions for using recombinant human interleukin-1 receptor antagonist (rhIL-1ra) to treat hospitalized patients with Coronavirus disease 2019 (COVID-19) and risk for progression. These decisions followed publication of the suPAR-guided Anakinra treatment for Validation of the risk and early Management OF seveRE respiratory failure by COVID-19 (SAVE- MORE) phase 3 clinical trial that yielded positive results.

Methods: We conducted a literature review and theoretical analysis of IL-1 blockade as a therapy to treat COVID-19. Using a stepwise analysis, we assessed clinical applicability of the SAVE-MORE results and evaluated conceptual support for interleukin-1 suppression as a suitable approach to COVID-19 treatment. This therapeutic approach was then examined as an example of inflammation-suppressing measures used to treat sepsis.

Results: Anakinra use as a COVID-19 therapy seems to rely on a view of pathogenesis that incorrectly reflects human disease. Since COVID-19 is an example of sepsis, COVID-19 benefit due to anti-inflammatory therapy contradicts an extensive history of unsuccessful clinical study. Repurposing rhIL-1ra to treat COVID-19 appears to exemplify a cycle followed by inflammation-suppressing sepsis treatments. A landscape of treatment failures is interrupted by a successful clinical trial. However, subsequent confirmatory study fails to replicate the positive data.

Discussion: We suggest further experimentation is not a promising pathway to discover game-changing sepsis therapies. A different kind of approach may be necessary.

KEYWORDS
 anakinra, COVID-19, sepsis, cytokines, cytokine storm, inflammation, Interleuhin-1, Interleukin-1 receptor antagonist


Introduction

Anakinra (recombinant human interleukin-1 receptor antagonist or rhIL-1ra) was fully approved by the European Medicines Agency (EMA) human medicines committee for use in Coronavirus Disease 2019 (COVID-19) that followed a prior indication extension 17 December 2021. In the United States an emergency use authorization (EUA) from the Food and Drug Administration (FDA) was issued for anakinra to treat COVID-19 on 8 November 2022. Patient eligibility criteria include hospitalized adults infected with Severe Acute Respiratory Syndrome Coronavirus Type 2 (SARS-Cov-2) with pneumonia requiring oxygen supplementation and risk for progression. Progression risk is defined by increased inflammation, presumedly indicated by elevated soluble urokinase plasminogen-activator receptor (suPAR) levels, or by a list of patient characteristics issued by the FDA (see below). The phase 3 clinical trial SAVE-MORE (suPAR-guided Anakinra treatment for Validation of the risk and early Management OF seveRE respiratory failure by COVID-19) provided substantial rationale for endorsing rhIL-1ra for clinical use for treatment of COVID-19 (Kyriazopoulou et al., 2021b). Interest in treating COVID-19 with rhIL-1ra represents the latest chapter in a recurring story. We refer to the use of anti-inflammation strategies designed to treat serious infections (severe sepsis). This approach has followed a pattern consisting of extended periods of negative clinical trial results punctuated by an occasional positive study. In every case, the impact of positive studies weakens over time and fails to deliver accepted sepsis therapies. The recent authorizations for anakinra to treat COVID-19 motivated us to determine whether we are entering another such cycle that will terminate in disappointment. On the other hand, is it possible this case is different and COVID-19 sepsis is treatable with anakinra anticytokine therapy? Recent acceptance of anakinra to treat COVID-19 provides a rare opportunity to predict the subsequent fate of this clinical application before a final determination of efficacy (or not) is established. As presented in this hypothesis and theory report, we believe there will be trouble ahead leading to declining interest in this approach to COVID-19 treatment. If our prediction proves correct, this will provide firmer evidence our analysis has merit than if we describe events retrospectively. We accept the risk that our prediction may prove incorrect. Anakinra is a prototype specific cytokine (interleukin-1 or IL-1) antagonist designed to quell the so-called cytokine storm thought to cause sepsis. As such, we evaluate existing experimental and conceptual information supporting or questioning anakinra use in COVID-19. We view anakinra as a case study for prospective assessment of our theoretical concerns about the hyperinflammation approach to sepsis.

Our analysis is segregated into 4 steps. In Step 1 we present evidence supporting anakinra use for COVID-19. A description of the SAVE-MORE study is presented, and it is shown to possess many laudable design characteristics. In Step 1a we explain the motivation to develop non-direct acting agents like anakinra to treat COVID-19 and other causes of sepsis. In Step 2 we describe reasons for caution before accepting anakinra as a COVID-19 treatment. This section is divided into Steps 2a-2e. In Step 2a we describe features intrinsic to SAVE-MORE that pose challenges for using anakinra as COVID-19 therapy. Steps 2b-e review the prior experience treating COVID-19 and other causes of sepsis with IL-1 suppressing drugs. Also, interleukin-1 concentrations in COVID-19 and in sepsis are evaluated to determine if amounts are sufficient to cause organ malfunction or death. Analyses in Step 2 suggest the case for anakinra to treat COVID-19 is weak. In Step 3 we briefly review our previous detailed explanation why hyperinflammation does not cause sepsis (Shapiro et al., 2022). This section broadens the scope of analysis to include the program of defeating sepsis (including COVID-19) with inflammation-suppressing measures. Finally, in Step 4 we broaden our scope further and point out the cytokine storm concept has fed myriad potential sepsis therapies into a cycle characterized by a landscape of failures punctuated by an occasional positive clinical study. The occasional positive result never translates to an accepted sepsis treatment.

We conclude there is no special reason to believe anakinra use to treat COVID-19 will avoid the disappointing pattern of prior cytokine suppressive therapies. We anticipate waning enthusiasm for using anakinra as a COVID-19 treatment. Equipped with an understanding of why we keep failing suggests a qualitatively different kind of research program is needed to discover successful specific sepsis therapies.


Step 1– the case for recombinant human interleukin-1 receptor antagonist (rhIL-1ra) to treat COVID-19

A pivotal factor supporting use of IL-1ra in COVID-19 is results from the phase 3 SAVE-MORE clinical trial conducted in 37 sites (29 Greece and 8 Italy) (Kyriazopoulou et al., 2021b). This phase 3, randomized, double-blind, placebo-controlled study with intention to treat design enrolled COVID-19 patients between 23 December 2020 and 31 March 2021. This study recruited hospitalized adult male or female COVID-19 patients with molecular test-confirmed SARS-CoV-2 infection, imaging showing lower respiratory involvement, and plasma soluble urokinase plasminogen receptor (suPAR) concentrations ≥6 ng/mL. Exclusions included patients using mechanical ventilation, use of continuous positive airway pressure (CPAP)/bilevel positive airway pressure (BiPAP), or partial pressure of oxygen divided by fraction of inspired oxygen (PaO2/FiO2) <150. Other exclusions included primary immunodeficiency, peripheral blood neutrophil concentration < 1,500/mm3, prednisone use ≥0.4 mg/kg/day for >15 days, or use of anticytokine therapy in the previous 30 days. Entry criteria enrolled patents with non-critical severe illness with lower ventilatory tract disease that warranted hospital admission with and with supposed risk for future excessive inflammation predicted by elevated suPAR. Patients were randomized 2:1 (Anakinra 100 mg in 0.67 mL subcutaneous daily for 7–10 days: saline placebo 0.67 mL subcutaneous daily). Patients with severe disease according to WHO definition received dexamethasone 6 mg/day for 10 days as standard of care. Primary outcome was distribution of patients after 28 days within the 11-point World Health Organization (WHO) Clinical Progression Scale (CPS) (Characterisation, WHOWGotC, and Management of, C-i.A, 2020). The score used in this study comprised:

1. Fully recovered and polymerase-chain reaction (PCR) negative for SARS-CoV-2 genome.

2. Asymptomatic with SARS-CoV-2 PCR positive.

3. Symptomatic and functionally independent.

4. Symptomatic and assistance needed.

5. Hospitalized without exogenous oxygen.

6. Hospitalized with exogenous oxygen (nasal cannula or mask),

7. Requirement for high-flow oxygen or non-invasive ventilation (NIV).

8. Mechanical ventilation and paO2/FiO2 > 150 mmHg.

9. Mechanical ventilation and paO2/FiO2 < 150 mmHg or vasopressors.

10. Mechanical ventilation and paO2/FiO2 < 150 mmHg and vasopressor or hemodialysis or extra-corporeal membrane oxygenation (ECMO).

11. Death.

Secondary endpoints included changes in WHO-CPS at day 14 or at day 28 compared to score at enrollment, change in Sequential Organ Failure Assessment (SOFA) score at day 7 vs. enrollment, time to hospital discharge, and time residing in an intensive care unit (ICU) for patients admitted to the ICU. In patients receiving Anakinra (N = 189) or placebo (N = 405), dexamethasone was given at enrollment to 88.4% (Anakinra group) and 88.9% (placebo group). Primary endpoint results showed statistically significant lower 28-day distribution in the WHO-CPS in anakinra patients compared to controls (p < 0.001). This included a total 50.4% of anakinra patients with score = 1 compared to 26.5% in control (placebo) group. Statistical analysis indicated treatment effect size was homogenous across all 11 points of the WHO-CPS hierarchy. A mortality difference (not a primary endpoint) favored anakinra patients (score = 11), with 13 deaths in 406 anakinra subjects (mortality 3.2%) compared to 13 deaths in 189 placebo subjects (mortality 6.9%), p = 0.045. Median absolute decrease in WHO-CPS score from day 1 to day 28 was numerically larger for anakinra group compared to controls (decrease of 4 compared to decrease of 3 scale points with p < 0.0001). Dexamethasone use associated with worse 28-day WHO-CPS distributions scores, and authors ascribe this unexpected result to selective steroid administration to sicker patients. No separate analysis of patients using vs. not using steroids was provided.

A follow-up publication expanded the description of results in SAVE-MORE with a focus on subgroup analyses (Akinosoglou et al., 2023). Anakinra conferred significant WHO-CPS distribution benefit (lower distribution) for COVID-19 patients in all subgroups assessed. Subgroups included enrollees with suPAR levels 6–9 ng/mL or > 9 ng/mL, those of age < 65 or ≥ 65, male compared to female patients, those with Charlson Comorbidity Index <2 or ≥ 2 and benefit regardless of enrolment time after symptom onset (0–7 days, 8–9 days, 10–11 days, or > 11 days). Anakinra benefit defined as lower distribution of WHO-CPS score was maintained at days 60 and 90. Hospital costs were reported to be lower by up to 40% in anakinra patients compared to placebo.


Step 1a: what motivates interest in using anti-inflammation strategies to treat COVID-19?

Since high mortalities were associated with severe forms of COVID-19 during early phases of the pandemic, an urgent desire to improve COVID-19 outcomes instigated a search for readily available or “off-the-shelf” therapies (Chakraborty et al., 2021; Govender and Chuturgoon, 2022). In a study reporting on the first 20 months of the pandemic, 104,590 electronic health records were obtained from 21 US health care systems in a retrospective cohort study of hospitalized adult COVID-19 patients (Fiore et al., 2022). A 16.9% standardized mortality February–April 2020 subsequently decreased to 9% later in the pandemic July–September 2021. A Centers for Disease Control and Prevention (CDC) report calculated crude COVID-19 hospital mortalities during the Delta (July–October 2021), early Omicron (January–March 2022), and late Omicron (April–June 2022) periods (Adjei et al., 2022). Decreasing rates of 15.1, 13.1, and 4% were observed during these 3 pandemic periods, respectively. Fall in mortality in these studies likely resulted from improved supportive care, emergence of novel therapies, vaccinations, and virus mutations that produced less lethal SARS-CoV-2 variants. It remains possible mortality may increase in the future due to mutation with emergence of vaccine or therapy-resistant virions or waning immunity.

Motivation to lower COVID-19 mortality applies to mortality in sepsis, since severe COVID-19 is a form of sepsis (Karakike et al., 2021; Kocak Tufan et al., 2021; Vincent, 2021; Herminghaus and Osuchowski, 2022). Sepsis is currently defined as infection with severity sufficient to elevate SOFA score by 2 points (Singer et al., 2016), where SOFA assigns increasing point values for degrees of dysfunction of pulmonary, cardiovascular, hepatic, central neurologic, renal, or coagulation systems. Several sepsis mortality analyses reveal a troubling cessation in mortality improvement. Sepsis mortality was quantified in a meta-analysis of 170 interventional or observational studies conducted 2009–2019 (Bauer et al., 2020). Pooled international sepsis 24- and 90-day mortalities were 24.4 and 32.2%, respectively. For patients with septic shock, 28-day and 90-day mortalities were 34.7 and 38.5%. This report also found a time-dependent decline in 30-day septic shock mortality until 2011 that was followed by cessation of improvement after 2011. A separate study of sepsis 28-day mortality in 44 randomized controlled trials (RCTs) 2002–2016 showed no significant improvement in sepsis mortality between 1991 and 2013 after adjusting for sepsis severity (Luhr et al., 2019). Considered together, mortality assessments in COVID-19 and sepsis indicate there is significant residual mortality despite best medical care. Moreover, it appears progress in sepsis mortality reduction have stalled. Although COVID-19 mortality has shown gratifying reductions, there is no guarantee more lethal variants will not emerge and result in a prolonged period of increased mortality. Residual mortality despite best medical care in COVID-19 and sepsis is the target of adjunctive therapies. Adjunctive treatments are those separate from supportive care and direct acting antipathogen drugs (antibiotics or antivirals). Interventions that suppress host inflammation occupy a central position in the thinking used to devise adjunctive treatments.




Step 2– the case against anakinra to treat COVID-19

Authorizations to use anakinra to treat severe COVID-19 appear to rely on problematic evidence and rationale. We focus on two different kinds of reservations. The first kind concerns intrinsic qualities of the design of the SAVE-MORE study. The second or extrinsic kind concerns the conceptual foundation that undergirds anakinra COVID-19 therapy; namely using anti-inflammation measures to treat COVID-19.


Step 2a: SAVE-MORE intrinsic concerns

European approval and American FDA EUA to use anakinra to treat COVID-19 put forth eligibility criteria based on SAVE-MORE. The FDA EUA applies to hospitalized adults with positive SARS-CoV-2 viral testing and pneumonia requiring supplemental (low or high-flow) oxygen, are at risk of progressing to respiratory failure, and thought likely to have elevated circulating suPAR ≥6 ng/mL. Since suPAR is not a readily available clinical test, the FDA EUA lists surrogate indicators thought to associate with increased baseline suPAR. The EUA stipulates presence of 3 or more of the following 8 characteristics:

1. Age ≥ 75 years.

2. Severe pneumonia by WHO criteria.

3. Current/previous smoking.

4. SOFA score ≥ 3.

5. Neutrophil-to-lymphocyte ratio ≥ 7.

6. Hemoglobin ≤10.5 g/dL.

7. History of ischemic stroke.

8. Blood urea ≥50 mg/dL and/or medical history of renal disease.

The FDA substituted clinical criteria in place of suPAR quantification as an alternative predictor of future inflammation excess. Methods reported in the SAVE-MORE study appear to be strong (Kyriazopoulou et al., 2021b). However, some features of this anakinra COVID-19 trial weaken the case for widespread application to COVID-19 patients. The SAVE-MORE primary endpoint of distribution within the WHO-CPS scale is unusual for a sepsis-related study and authors employ a slightly modified scale compared to the original WHO description (Characterisation, WHOWGotC, and Management of, C-i.A, 2020). Different distributions in WHO-CPS scores between study groups was statistically significant but small in absolute magnitude (median 1 WHO-CPS level improvement compared to baseline in anakinra group compared to controls). Moreover, we find different distributions in the WHO-CPS score challenging to interpret clinically, and this is not unusual for this kind of endpoint. Other than death, patients can transfer up or down the remaining 10 levels of disease severity during the study and presumedly continued to do so after study completion. Since only mortality is unmodifiable, it is possible anakinra causes temporary beneficial WHO-CPS distribution that disappears with time. Eventually all enrolled patients will probably reside in levels 1 (fully recovered and polymerase-chain reaction (PCR) negative for SARS-CoV-2 genome) or 11 (death). The mortality benefit reported in SAVE-MORE (a secondary endpoint) seems likely to represent a fragile result that may diminish over time and lose statistical significance (see below). Skepticism about anakinra effect on mortality derives from experience in prior sepsis phase 3 IL-1ra trials. Two well-designed studies did not demonstrate mortality benefit in a combined study population of 1,589 patients (Fisher et al., 1994; Opal et al., 1997). On the other hand, it is possible patients residing in levels 1–10 may develop prolonged disability due to COVID-19 infection. Perhaps anakinra will lower this risk, but this was not explored in this study. It is hoped SAVE-MORE investigators report longer-term follow up for study subjects that will define the final outcomes of enrolled patients after hospital discharge and illness resolution. Will there be long-lasting anakinra benefit? This will entail follow-up for a longer period than reported so far (Akinosoglou et al., 2023).

The SAVE-MORE primary endpoint deserves comment. It is a kind of composite endpoint since 2 or more outcomes are combined into a single endpoint that is compared between control and intervention groups. Use of composite endpoints has been commented on specifically for use in sepsis or COVID-19 studies (Brown and Ezekowitz, 2017; Desai and Gyawali, 2020; Brown et al., 2021). Composite endpoints are gaining popularity in cardiology studies, are being used more frequently over time, and possess several advantageous qualities. These include increased efficiency since the probability that endpoints accrue during a study is increased compared to lower accrual in studies containing a single endpoint like mortality. This enhances the power of studies to detect significant endpoint differences in treatment arms (Ferreira-Gonzalez et al., 2007a,b, 2008; Armstrong and Westerhout, 2017; Gasparyan et al., 2022). For similar reasons, composite endpoint studies can be conducted faster than other designs, reduce costs and use of other resources, and can capture a more complete range of responses to interventions (McCoy, 2018). These are desirable characteristics for studies conducted during a pandemic where there is urgency to identify useful therapies. The kind of composite endpoint in SAVE-MORE appears to be a variant of a hierarchical composite endpoint (HCE) since outcomes 1–11 are ranked or ordered by severity (Brown and Ezekowitz, 2017; Desai and Gyawali, 2020; Brown et al., 2021; Gasparyan et al., 2022). However, composite endpoints can pose challenges. Composite endpoints can be non-intuitive and difficult to interpret, outcome components cannot be regarded as primary endpoints, disproportionate intervention effect on clinically less important outcomes with smaller effects on more significant outcomes like mortality can distort interpretation of results, and intervention effect on one outcome can be missed due to intervention-induced inhibition of other outcomes (Freemantle et al., 2003; Montori et al., 2005; Ross, 2007; Ferreira-Gonzalez et al., 2007a,b, 2008; Choi and Cheung, 2016; Armstrong and Westerhout, 2017; McCoy, 2018; Palileo-Villanueva and Dans, 2020; Gasparyan et al., 2022; Ramirez and Diaz-Quijano, 2022). A recent positive development in understanding composite outcome results is invention of the maraca plot that graphs HCE results in a single picture (Karpefors et al., 2023). Problems that seem to apply to SAVE-MORE include the presence of a non-intuitive endpoint and outcome components that are of unequal clinical significance (Ferreira-Gonzalez et al., 2007a; McCoy, 2018). Outcomes 1–3 in WHO-CPS are of less clinical significance than outcomes 8–11, making overall anakinra impact on COVID-19 patients challenging to interpret. The primary outcome in SAVE-MORE may prove challenging to translate to patient care and may leave clinicians uncertain what anakinra accomplished in the trial. A thoughtful review of composite endpoints suggests 3 criteria to evaluate the quality of composite endpoints (Montori et al., 2005). The recommended criteria include (1) clinical equivalence (importance to patients) of each outcome, (2) outcome frequencies should be similar in the control group and not favor less clinically-important outcomes, and (3) intervention effects on outcomes should be similar (similar relative risk reductions). The SAVE-MORE study does not satisfy at least the first 2 criteria set forth by Montori et al. (2005).

Mortality or WHO-CPS level 11 was not a primary endpoint in SAVE-MORE. The reported day 28 mortality in anakinra patients was 3.2% (13 of 405), and placebo control mortality was 6.9% (13 of 189 patients, p = 0.045). Seven fewer deaths in the placebo group would equalize mortality in placebo and anakinra patients. Furthermore, it is likely fewer than 7 fewer deaths would be needed to convert the value of p to >0.05. The observed SAVE-MORE mortality difference does not appear to be robust. For a study demonstrating mortality benefit with intervention, the fragility index is a mathematical tool that determines the change in number of deaths required to nullify statistical significance of benefit. It is a measure of robustness of trial results (Walsh et al., 2014; Tignanelli and Napolitano, 2019; Andrade, 2020; Dettori and Norvell, 2020; Itaya et al., 2022; Garcia et al., 2023). The SAVE-MORE study design does not permit precise fragility assessment since calculation requires 1:1 randomization into control and experimental groups (SAVE-MORE randomized patients 2 anakinra:1 control). The apparent non-robust mortality data in SAVE-MORE is not unusual for COVID-19 clinical studies. An overview of COVID-19-related RCTs revealed a median fragility index of 2.5. This means an average mortality change of 2–3 patients would nullify statistical significance of positive study results (Itaya et al., 2022). De-emphasis of mortality as a primary outcome in HCE studies has been specifically criticized in a survey of COVID-19 clinical trials. This survey showed HCEs endpoints predominated and included the comment “when lives are at stake, the trials should literally measure if lives can be saved; any other endpoint would be like a straw in the river- a society drowning in a pandemic may clutch at it with optimism but would nevertheless not be rescued” (Desai and Gyawali, 2020).

Use of dexamethasone in 80–90% of both treatment and placebo groups is a potential concern, since dexamethasone is expected to suppress both IL-1 production and IL-1 bioactivity (Chin and Kostura, 1993; Monick et al., 1994; Jeon et al., 2000). The extremely low circulating levels of IL-1 in COVID-19 (Step 2d) poses a conceptual challenge for understanding additive benefit of anakinra when used with inflammation-suppressive corticosteroids. Summarizing intrinsic issues with SAVE-MORE, we note a composite endpoint that is clinically challenging to interpret with outcomes of unequal clinical significance, an anakinra benefit that may not project into the future, and no established mortality benefit. The reported significant mortality reduction in anakinra patients was not a primary endpoint and the reported mortality reduction appears to be fragile.



Step 2b: SAVE-MORE extrinsic concern regarding the record of IL-1 blockade to treat COVID-19

There is a history of treating COVID-19 with anakinra that provides context for interpreting the SAVE-MORE results. The record of clinical investigation includes interventional RCTs and observational investigations. An overview of anakinra effect in COVID-19 concluded anakinra has shown mixed results in benefitting COVID-19 patients (Nguyen et al., 2023). Two broad types of investigations used to assess efficacy of anakinra as a COVID-19 therapy include RCTs and observational studies. First and foremost, randomized controlled trials are interventional experiments that randomly assign COVID-19 patients to intervention (anakinra group) or to no intervention (placebo or standard care) group. This design employs external deliberate specific intervention on a proposed cause of disease (excessive IL-1β for the case of anakinra trials) to assess effect on outcome or clinical course of COVID-19. Two recent systematic reviews and meta-analyses including only RCTs in adults hospitalized with COVID-19 evaluated anakinra therapy with study accrual extending to 2022 and no language restriction (Dahms et al., 2023; Shang et al., 2023). These 2 analyses pooled data from the same 5 anakinra RCTs, and the SAVE-MORE study was included in both reports. Considered together, these analyses found no anakinra mortality benefit at 14-, 28-, or 90-day endpoints. Analysis restricted to studies using higher anakinra doses also showed no mortality benefit. The most recent Cochrane Review assessed anakinra effect in COVID-19 by combining RCT data in adult hospitalized patents up to 5 November 2021 (Davidson et al., 2022). Four RCTs including SAVE-MORE satisfied inclusion criteria, and no anakinra effect on 28-day mortality (2 RCTS) or on mortality at ≥60-days (4 RCTs) emerged. Additionally, no anakinra effect was detected for 28-day clinical improvement (3 RCTs) or for clinical improvement at ≥60 days (1 RCT). Certainty of evidence for these outcomes ranged from moderate to very low. The Cochrane report noted an additional 15 COVID-19 registered anakinra trials with results unavailable. This included 3 completed studies with no results reported, 4 terminated studies, and 3 that were not recruiting patients. It seems doubtful the 4 terminated studies were concluded for efficacy, and the 3 studies with no available results may show no anakinra benefit. Unreported data of this kind can impair evaluation of overall treatment effects due to underrepresentation of negative studies. This has been described in detail by Goldacre (2013).

Several meta-analyses that did not limit assessment to RCTs reported on anakinra in COVID-19 patients. These analyses included observational studies as well as RCTs and descriptions of these analyses are summarized in Table 1. Each meta-analysis in Table 1 reported significant anakinra benefit for reducing mortality or need for mechanical ventilation. Most studies assessed were not RCTs and included various kinds of observational (non-interventional) studies. The number of RCTs in each report compared to the total number of studies analyzed was 0/9 (Barkas et al., 2021), 2/7 (Kyriakoulis et al., 2021), 1/9 (Kyriazopoulou et al., 2021a), 0/4 (Pasin et al., 2021), 1/15 (Somagutta et al., 2021), 0/3 (Wang et al., 2021), and 5/24 (Cavalli et al., 2023). In Cavalli et al., analysis restricted to RCTs included in the meta-analysis showed no mortality anakinra benefit (Cavalli et al., 2023). Comparing estimates of anakinra effect reported in RCTs in Dahms et al, Shang et al. and Davidson et al. to effects in observational studies in Table 1 meta-analyses shows a disconnect between RCTs and observational studies. There was absence of anakinra benefit in RCTs and positive net effects in observational studies. We believe this difference weakens the case for anakinra use to treat COVID-19, since RCTs (not observational studies) are considered the “gold standard” design to assess therapy efficacy (Schillaci et al., 2013; Fonarow, 2016; Gerstein et al., 2019; Fanaroff et al., 2020; Wallace et al., 2022). The importance of RCTs in medical investigation is underscored by noting all medical treatment is based on manipulation of a cause of disease with the goal of alleviating disease effect or severity. This represents clinical application of the interventionist account of causation in science, as described in Step3 below (Woodward, 2003; Woodward, 2010). The RCT design can approach this goal by using a parallel control group similar in relevant ways to the intervention group except for the intervention. By comparing outcome or effect in the intervention and control groups it can be inferred that difference(s) are due to manipulation of the cause. For the case of anakinra, IL-1 is a proposed cause of COVID-19 and intervening by blocking IL-1 with anakinra should alter COVID-19 by reducing severity.



TABLE 1 Meta-analyses of studies using anakinra to treat COVID-19 that determined significant anakinra benefit.
[image: Table1]

Unlike RCTs, observational studies cannot directly test the concept that IL-1 is a cause of COVID-19 since these designs do not permit uncontested assessment of how changing the cause (blocking IL-1) alters the effect (COVID-19). Observational studies comprise several kinds that can include cohort, cross-sectional, and case–control designs (Mann, 2003). Observational studies are prone to two weaknesses referred to as bias and confounding. Bias and confounding compete with a true cause-effect relationship for explaining association between exposure (presumed cause) and outcome (effect). When present, these weaknesses can distort the relationship between an exposure (anakinra) and clinical outcome like mortality or mechanical ventilator requirement. This distortion can manifest as false positive or false negative association, and can alter the magnitude of a real association.1 Observational studies cannot establish causality because they cannot ensure the proposed cause or exposure is the only factor being manipulated that influences the effect or outcome. Bias in studies refers to defects in design that are systematic or intrinsic to the study and can result in artifactual associations (Skelly et al., 2012; Schillaci et al., 2013; Fonarow, 2016; Fanaroff et al., 2020). There are >50 kinds of bias and many can be grouped as selection biases or information biases (Tripepi et al., 2010). Selection bias refers to imbalances in important patient characteristics between the intervention (treatment or anakinra) group and non-exposed control group. Since COVID-19 mortality relates to characteristics like age, sex, comorbidities, habitus, and smoking (Dessie and Zewotir, 2021), if a drug like anakinra is given to exposed patients with few of these mortality risks, and the control group contains patients harboring a surplus of patients with these mortality risks, differences in outcome comparing exposed (anakinra) and unexposed controls may be due to elevated pre-existing mortality risk in controls. In such a case, the drug can appear to be effective even if it is not. While observational studies can be designed to reduce selection bias, observational study design features that can produce imbalances in outcome-associated characteristics can be subtle and difficult to account for. As an example, recruiting people who volunteer for intervention can selectively populate the intervention group with healthier people compared to those in the control group (Ganguli et al., 1998). People who volunteer to be intervened upon can be healthier than people who do not volunteer. Observational studies assessing anakinra may give the drug to COVID-19 patients who volunteered for this intervention, resulting in an anakinra group that may have improved outcome due to healthier patients in the anakinra group compared to less healthy patients in the comparator controls. Therefore, lower mortality in the anakinra group may reflect better COVID-19 prognosis in the healthier volunteer population with little or no contribution of anakinra to lower mortality. Selection bias in clinical investigation was specifically examined by comparing 50 RCTs to 56 observational studies that used historical controls that assessed 6 therapies (Sacks et al., 1982). Outcomes (including mortality) for the same therapies were less favorable in historical controls than in RCT controls; statistical adjustments in historical control groups did not equalize outcomes. The upshot is that selection bias in observational studies can irreversibly influence observational studies to favor intervention. Information biases refer to how data in observational studies are acquired and interpreted. If patient information is gathered differently in exposed (anakinra) compared to non-exposed (controls), associations between exposure and outcome may reflect imbalance in data collected and not due to exposure to drug. For example, intervention (anakinra) patients may have more complete data entered into the medical record compared to untreated controls. If missing mortality data is more frequent in controls, and missing mortality data is interpreted as death, this could inflate an apparent anakinra mortality benefit (Grimes and Schulz, 2002; Tripepi et al., 2010).

Confounding is a different kind of problem that can affect observational data. Unlike bias, confounding applies to associations in observational studies that are true associations extracted from the study. The problem arises due to interposition of a hidden factor that is associated with both exposure (drug such as anakinra) and outcome like mortality (Skelly et al., 2012).2 In its simplest form there is a separate cause or explanation for the outcome that is statistically associated or linked to the exposure. Since the exposure/drug of interest and the hidden factor(s) both affect the outcome, the association between exposure/drug and outcome represents a combined or mixed association between intended exposure (intervention or drug) along with associated confounder(s). As a hypothetical example, if COVID-19 patients given anakinra (exposure) were moved into hospital areas with an increased number of nursing staff (compared to non-exposed COVID-19 patents), an anakinra association with lower mortality may result from increased nursing attention (Haegdorens et al., 2019). Since increased numbers of nurses in hospital is associated with lower patient mortality (Haegdorens et al., 2019), imbalance in number of nurses caring for anakinra-exposed patients (more nurses) compared to fewer nurses caring for unexposed control patients can be an alternative explanation for an apparent anakinra mortality effect. Unlike bias, there exist statistical manipulations that can reduce the interfering effects of confounding (Grimes and Schulz, 2002; Mann, 2003; Skelly et al., 2012; Varga et al., 2023). However, no confounding-mitigating technique can correct confounding factors that are unmeasured or unknown. A significant advantage of randomization in RCTs is that randomization can balance the distribution of confounding factors known and unknown into exposed (intervention) and unexposed control groups. The concern that observational studies can produce faulty associations has been evaluated empirically. In several reports, interventions initially believed true based on observational studies were subsequently overturned by contradicting RCTs and more advanced clinical understanding (Schillaci et al., 2013; Fonarow, 2016; Fanaroff et al., 2020). Of course, RCTs are also imperfect and subject to biases as well (Phillips et al., 2022), and observational and RCT studies often agree (Benson and Hartz, 2000). However, for the case of anakinra intervention in COVID-19, the results from observational studies and RCTs do not agree. We believe the above discussion weighs in favor of believing RCTs more accurately reflect true anakinra effect compared to observational reports. To summarize, we believe RCTs more likely reflect the true relationship between anakinra and clinical outcome compared to observational data. Currently, higher-quality information weighs against anakinra clinical benefit.

Canakinumab is a recombinant human antibody designed to neutralize IL-1β biological action, and it has been assessed as a possible COVID-19 therapy. The same Cochrane meta-analysis of anakinra COVID-19 effects also assessed canakinumab in COVID-19 patients (Davidson et al., 2022). Two RCTs showed no canakinumab effect on 28-day mortality (2 RCTs) and no decrement in mortality at ≥60 days (1 RCT). No 28-day clinical improvement due to canakinumab was observed (2 RCTs). Certainty of evidence ranged from moderate to very low. The first published meta-analysis of canakinumab treatment in COVID-19 reported lower mortality associated with canakinumab use (Ao et al., 2022). This meta-analysis included 6 studies, but only 2 were RCTs. Visual inspection of the included graph shows no significant mortality anakinra benefit in either RCT. Therefore, canakinumab mortality benefit suggested in this analysis is based on questionable source data.

Distilling the above information, we do not find convincing evidence supporting IL-1 blocking strategies to treat COVID-19. Viewed in context, positive clinical benefits reported in SAVE-MORE appear to represent outlier results. Inability of IL-1 suppressing drugs to treat COVID-19 agrees with previously established inability of rhIL-1ra to treat sepsis generally (Step 2c below). Since COVID-19 is a variety of sepsis, negative results in COVID-19 described above were expected (Karakike et al., 2021).



Step 2c: SAVE-MORE extrinsic concern regarding history of IL-1 blockade as a sepsis treatment

The history of IL-1 blocking agents used to treat sepsis is relevant when considering anakinra as a COVID-19 treatment. Nearly all cases of severe COVID-19 with attendant organ malfunction or death represent cases of sepsis (Kocak Tufan et al., 2021; Vincent, 2021; Herminghaus and Osuchowski, 2022). A systematic review and meta-analysis quantifying sepsis prevalence in hospitalized COVID-19 patients included 151 studies with 218,184 subjects. Sepsis was defined as severe disease satisfying SEPSIS 1 or 2 criteria (Gul et al., 2017), SEPSIS 3 criteria (Singer et al., 2016), or patients with quick SOFA >2 (Singer et al., 2016). This analysis showed 33.3% sepsis prevalence for adults hospitalized without ICU admission, 77.9% prevalence of sepsis in COVID-19 patients in the ICU, and 51.6% for all hospitalized COVID-19 patients (Karakike et al., 2021). Acute respiratory distress syndrome (ARDS) was the most common organ malfunction in ICU patients at 87.5, and 36.4% in the ICU had septic shock. Since severe COVID-19 is a form of severe sepsis and 2 previous well-designed clinical trials failed to demonstrate rhIL-1ra mortality benefit in sepsis patients (Fisher et al., 1994; Opal et al., 1997), it is difficult to understand why anakinra would benefit COVID-19 sepsis patients. Moreover, numerous alternative therapies that reduce cytokine levels or biological function have uniformly failed to treat sepsis. These failures cast additional doubt on the idea that IL-1 inhibition can treat sepsis (Shapiro et al., 2022).

The SAVE-MORE report references a previously described in vivo mouse model designed to show plasma from humans with COVID-19 contains factors that generate inflammation in tissues (Renieris et al., 2022). Localized inflammation in mouse tissues was indicated by tissue concentrations of tumor necrosis factor alpha, IL-6, interferon gamma, and myeloperoxidase. Results showed human COVID-19 plasma injected into mice induced compartmented inflammation. These studies also indicated human calprotectin stimulated synthesis of mouse IL-1α, and IL-1α in turn induced the inflammation. Two notable outcomes included correlation between plasma levels of human calprotectin and circulating suPAR concentrations, and tissue inflammation was suppressed in mice treated with anakinra. These results suggested suPAR could serve as a quantitative surrogate marker of inflammation in COVID-19 patients, and the idea that IL-1 blockade could reduce COVID-19-caused tissue-specific inflammation. It appears these observations encouraged use of suPAR as a measure of inflammation in the SAVE-MORE trial, and supported use of anakinra as a COVID-19 treatment. However, given the goal of serving as a model of COVID-19, the conceptual foundation supporting this mouse in vivo model likely misrepresents human disease. Although it presents interesting and well-conducted experimental results, the model appears to mirror animal models of sepsis using endotoxin infusion. The failure of animal endotoxin sepsis models to represent natural human sepsis has been described (Piper et al., 1996; Deitch, 1998; Rittirsch et al., 2007). We believe the same kind of disconnect applies to these anakinra mouse studies. There is a special kind of interdependence between these in vivo mouse studies and the SAVE-MORE clinical trial that may explain why sepsis research has been steadfastly unproductive as a generator of specific sepsis therapies.



Step 2d: SAVE-MORE extrinsic concern regarding low IL-1 levels in COVID-19

Interleukin-1 is produced as 2 forms referred to as IL-1α and IL-1β. Both bind the type 1 IL-1 receptor and are likely biologically equivalent (Di Paolo and Shayakhmetov, 2016). Anakinra blocks biological activity of both IL-1 forms. Most IL-1 sepsis research and clinical investigation has focused on IL-1β, with IL-1α receiving less attention. If anakinra is indeed a treatment for severe COVID-19, it seems IL-1 in blood should be present at amounts sufficient to cause severe disease, organ malfunction, or death. Since no report provides a general assessment of IL-1 concentrations in COVID-19, we examined studies that quantified IL-1 in plasma or serum using enzyme-linked immunosorbent assay (ELISA) or bead-based immunoassay technologies. One large study measured serum IL-1β in 1,715 hospitalized COVID-19 patients that included 1,959 measurements obtained at hospital admission. Median and mean IL-1β concentrations were 0.4 pg./mL and 0.9 pg./mL, respectively, with an upper 99th percentile level of 8.3 pg./mL. No significant difference was noted comparing IL-1β in COVID-19 patients with levels in 9 healthy controls (Del Valle et al., 2020). A second sizable study analyzed plasma IL-1β in 168 COVID-19 patients and revealed a median 1.52 pg./mL. Median IL-1β in 8 healthy controls was 3.0 pg./mL (Mudd et al., 2020). In 118 hospitalized COVID-19 patients (78% considered severe), 0.11 pg./mL median IL-1β was measured in plasma. In 44 healthy controls 0.10 pg./mL was observed with no difference in levels determined between COVID-19 patients and controls (Hawerkamp et al., 2023). Serum IL-1β was measured in 46 COVID-19 patients in intensive care (median 0.35 pg./mL), in 30 COVID-19 patients not in intensive care (median 0.32 pg./mL), and in 24 healthy volunteers (median IL-1β 0.11 pg./mL). No significant IL-1β difference between intensive care and non-intensive care COVID-19 patients was observed (Mazaheri et al., 2022). In serum collected 1–11 days after onset of SARS-CoV-2 infection, median IL-1β in 4 asymptomatic persons infected with SARS-CoV-2 was 6.67 pg./mL, 13.07 pg./mL was measured in 66 symptomatic persons with COVID-19, and in 4 healthy controls median IL-1β was 4.78 pg./mL (Chi et al., 2020). Plasma IL-1β in hospitalized COVID-19 patients in China showed median level of about 1.5 pg./mL in 13 ICU patients and about 1.5 pg./mL in 27 non-ICU patients; 4 healthy control subjects had median levels of approximately 0.3 pg./mL. No sample had a level > 8.0 pg./mL and only 7 values were > 2.0 pg./mL (Huang et al., 2020). It seems IL-1α is studied less frequently in COVID-19 than IL-1β. In the 168 patients studied in Mudd et al. plasma IL-1α median was 2.9 pg./mL and in 8 healthy controls IL-1α median was 2.4 pg./mL (Mudd et al., 2020). To derive perspective on blood IL-1β concentrations in COVID-19, we calculated the weighted average of median IL-1β concentrations in the 2,187 patients described in the studies above. Median values were used since medians were most reported. The weighted average of median blood IL-1β in COVID-19 is 0.88 pg./mL. Measurement of circulating IL-1β concentrations may underestimate or overestimate true concentrations due to factors that interfere with assay performance. As an example, substances like soluble IL-1 receptors may mask recognition of IL-1β in immune recognition-based assays by blocking access of antibody to IL-1β that is required for detection. This would be expected to underestimate true IL-1β concentrations The limited literature on problems that may confront multiplex bead-based assays discusses this phenomenon (Khan et al., 2004; Phillips et al., 2006; de Jager et al., 2009). However, the 3 studies describing most COVID-19 patients referenced above measured IL-1β in 2,001 patients and in healthy controls. These reports showed circulating IL-1β levels no higher in COVID-19 patients compared to levels in uninfected healthy control persons. This suggests IL-1β blood levels are minimally elevated, if at all, in COVID-19 patients independently of assay deficiencies. With assay caveats in mind, IL-1β concentrations in COVID-19 appear to be far lower than levels we determined in patients with sepsis (mean 21.8 pg./mL) (Gharamti et al., 2021). Higher IL-1β amounts in sepsis compared to COVID-19 carries implications. Since Interleukin-1 blockade has proved ineffective as a sepsis treatment (Step 2c), it is difficult to understand how blocking IL-1 would prove effective for treating COVID-19 where levels appear to be lower. Based on measurements of IL-1β in the circulation, we conclude IL-1 concentrations seem too low to provide rationale for using IL-1 blockade to treat COVID-19.

It has been conjectured that there is a tissue reservoir of IL-1β that is not reflected by IL-1β levels in blood. Supporting information includes studies in humans with genetic anomalies in the NLRP3 gene. These anomalies result in gain-of-function overactivation of the IL-1b-activating-NLRP3-associated inflammasome and excessive IL-1β production (Lachmann et al., 2009). These anomalies cause a group of rare human diseases collectively known as cryopyrin-associated periodic syndromes (CAPS) and includes Muckle-Wells Syndrome, Familial Cold Autoinflammatory Syndrome, and Neonatal Onset Multisystem Inflammatory Disease (Kuemmerle-Deschner, 2015; Welzel and Kuemmerle-Deschner, 2021). Although originally characterized as 3 separate diseases, they are now thought to represent different clinical expressions of the same underlying condition with varying severity (Kuemmerle-Deschner, 2015; Welzel and Kuemmerle-Deschner, 2021). Lachmann et al. set out to determine IL-1β kinetics in CAPS patients, which is difficult to determine due to the short IL-1β half-life of 3.5 h. On the other hand, the half-life of inactivated IL-1β complexed to canakinumab (see Step 2b above) increases to 30 days (Lachmann et al., 2009). Lachmann et al. used canakinumab as a trap to maintain IL-1β in blood and in tissues which enabled IL-1β measurement without the complicating factor of rapid IL-1β metabolism. A 2-compartment model (plasma and interstitial fluid) was derived that calculated whole-body daily IL-1β synthesis. The model calculated 6 ng/day whole-body IL-1β production in healthy volunteers and total body IL-1β production of 31 ng/day in CAPS patients. In the absence of canakinumab infusion, serum IL-1β in CAPS patients and in healthy controls was undetectable using an IL-1β assay with detection limit 0.1 pg./mL. Therefore, increased IL-1β synthesis (determined using canakinumab) in CAPS patients was not detectable by measuring IL-1β in blood. Since it is assumed IL-1β synthesis occurs in the tissue compartment, results of this study present the possibility of a hidden IL-1β tissue reservoir in sepsis that is not reflected in IL-1β blood measurements. While there is need for further study, caution should be exercised before assuming existence of a similar hidden tissue reservoir of IL-1β in sepsis like the case for CAPS. First, tissue concentrations of IL-1β in sepsis are unknown and the existence of such a reservoir is unestablished. Second, it is difficult to understand a cause for diffuse IL-1β tissue production in sepsis as is thought to occur in CAPS patients. Genetic anomaly in CAPS likely affects many or all cells capable of producing IL-1β, whereas sepsis usually originates from a focal infection and far less whole-body IL-1β production is expected compared to CAPS patients. Third, the established and often dramatic beneficial effect of IL-1 blocking therapies in CAPS contrasts dramatically with difficulty showing benefit of IL-1 inhibition in sepsis (see Step 2c above) (Kuemmerle-Deschner, 2015; Welzel and Kuemmerle-Deschner, 2021). If a large, sequestered tissue source of IL-1β causes sepsis, it is mysterious why IL-1 inhibiting therapies have not conferred clinical benefit. Third, the clinical course of CAPS contrasts markedly with that in sepsis. Cryopyrin-associated periodic syndromes are not characterized by the acute organ malfunction or death in advanced cases of sepsis. Despite belief there is unrelenting lifelong inflammation in some patients, life expectancy in milder forms of CAPS patients is similar to longevity in the population (Ahmadi et al., 2011). In more severe cases of CAPS mortality up to 20% has been described (Kuemmerle-Deschner, 2015). Although there is no definitive understanding of the cause of death in CAPS patients, it seems reasonable that amyloidosis is a primary etiology (Rodrigues et al., 2022). Amyloid deposition sufficient to cause organ dysfunction of death requires a prolonged period of inflammation and induction of acute-phase proteins. This emphasizes the fact no obvious mechanism links inflammation to the kind of acute disease seen in COVID-19 or sepsis generally.

Is there empirical evidence suggesting existence of an occult IL-1β tissue reservoir that contributes to COVID-19 pathogenesis? For COVID-19, the most relevant conjectured location for tissue IL-1β bioactivity is within lung tissues. Lung tissue constituents may be accessible for study through acquisition of bronchoalveolar lavage fluid (BALF) acquired during bronchoscopy by injected saline into lung segments and then aspirating the fluid along with entrapped contents. Several studies investigating BALF IL-1β levels in patients with COVID-19 have been reported (Nossent et al., 2021; Reynolds et al., 2021; Zaid et al., 2021; Cambier et al., 2022; Voiriot et al., 2022). These reports showed variable median IL-1β BALF concentration between 1.0–1,000 pg./mL. The BALF results in Cambier et al. were different from the other studies with a BALF IL-1β median about 1,000 pg./mL. This contrasts with the 4 other studies reporting median IL-1β BALF concentrations of approximately 1, 3. 60, and 100 pg./mL. To assess the proposal that IL-1β is selectively elevated in a lung tissue reservoir, it is relevant to understand how amounts of IL-1β in BALF compare to levels in the circulation. No conclusive studies in COVID-19 patients address this comparison. A study in 70 mechanically ventilated immunocompetent patients with pneumonia-associated ARDS measured 22 biomarkers (IL-1β was not measured) in both BALF and blood (Bendib et al., 2021). Thirteen of the biomarkers were cytokines, and the ratio of BALF to serum biomarker levels was calculated. Twenty-one of 22 biomarkers studies showed no difference in levels comparing BALF to serum, with only IL-8 showing significant elevation in BALF compared to serum. Although IL-1β may be exceptional and indeed show elevated BALF levels compared to amounts in blood, this is not established. Bendib et al. data do not support existence of an occult substantial tissue cytokine storm in sepsis (Bendib et al., 2021). A full understanding of relative IL-1β levels in BALF compared to blood awaits additional investigation.

Interleukin-1 beta bioactivity in lung tissues is most relevant for assessing a role for localized IL-1β in tissue damage. A study in patients with ARDS or at risk for ARDS examined specific BALF IL-1 biological activity by measuring IL-1β effect on A549 cell adhesion molecule response (an IL-1 biological action) in samples collected over 21 days (Park et al., 2001). This communication showed significantly increased BALF IL-1β bioactivity in BALF (compared to healthy controls) only at day 1 of study in patients with ARDS or at risk for ARDS. No increased IL-1β bioactivity was observed over the remaining 21 days of study. No significant BALF difference in IL-1β protein quantification in patients compared to healthy controls was observed over the entire 21 days of assessment. Simultaneous BALF measurement of IL-1β and the natural IL-1 antagonists IL-1ra and soluble IL-1 receptor type 2 (sIL-1Rll) showed substantial excess of the IL-1β antagonists compared to IL-1β. Molar ratios of IL-1ra to IL-1β in BALF ranged between 125-fold to 500-fold, and the molar ratios for sIL-1RII to IL-1β ranged from 2-fold to 200-fold. There was statistically significant molar ratio overabundance of antagonist compared to IL-1β for one or both antagonists for days 1–7 in ARDS patients compared to controls. This exuberant production of IL-1 inhibitors may account for the near absence of IL-1β biological activity in BALF in these patients. Concluding this Step, it seems likely there are very low IL-1β levels in the circulation in COVID-19 patients, and levels are likely lower than average levels in sepsis patients. Studies of BALF IL-1 weigh against the presence of an occult substantial tissue reservoir of bioactive IL-1. The idea there is compartmentalized IL-1β in tissues sufficient to cause organ failure or death is unestablished. Available data, though not definitive, seem inauspicious for this concept.



Step 2e: SAVE-MORE extrinsic concern regarding how much IL-1 is present in sepsis and how much IL-1 humans can tolerate

Detailed understanding of IL-1 concentrations in sepsis has received little attention. Relatedly, there is little understanding of amounts of IL-1 humans can tolerate without severe clinical consequences. Answers to both questions seem important for understanding the conceptual rationale for treating COVID-19 (or sepsis in general) with IL-1 blocking agents. In response, we conducted a systematic review and meta-analysis that quantified IL-1 levels in sepsis and determined a mean 21.8 pg./mL IL-1β in the circulation in sepsis patients (Gharamti et al., 2022), demonstrating IL-1β blood levels in sepsis far exceed those in COVID-19 (Step 2d). Since blocking IL-1 with IL-1ra has failed as a sepsis therapy (Fisher et al., 1994; Opal et al., 1997), it is difficult to understand how blocking IL-1 would benefit COVID-19 patients but not sepsis patients.

The importance of understanding how much IL-1β can be tolerated by humans is underappreciated. The claim that IL-1 in the circulation causes sepsis depends on the presence of IL-1 amounts sufficient to generate severe disease or death. There are obvious ethical restrictions for determining how much IL-1 is needed to harm humans. However, there exists a small but relevant history of IL-1 infusion into humans that provides clues to how much IL-1 humans can tolerate. Recombinant IL-1β was infused intravenously over 30 min into 19 human cancer patients at several doses that produced calculated serum concentrations between 50–2,550 pg./mL (Crown et al., 1991). Interleukin-1β was well-tolerated with non-pressor-requiring hypotension being the most serious adverse effect and 2 patient withdrawals due to hypotension at the highest dose (calculated IL-1β of 2,550 pg./mL). Several clinical reports describe intravenous infusion of IL-1α in cancer patients. Since cell signaling is equivalent for IL-1α and IL-1β, they are predicted to have similar physiological effects (Di Paolo and Shayakhmetov, 2016). Intravenous IL-1α was infused over 15 min in 15 cancer patients daily for 7 days with each dose producing calculated serum levels between 255 and 25,450 pg./mL (Smith et al., 1992). Calculated concentrations below 2,545 pg./mL were well-tolerated, and calculated concentrations 7,635 or 25,450 pg./mL produced occasional hypotension requiring volume or pressor support. In a separate report in 10–15 cancer patients, IL-1α was infused intravenously over 15 min daily for 5 days at doses producing calculated serum concentrations 760–7,600 pg./mL (Smith et al., 1993). This study assessed IL-1α as a drug to bolster platelet levels in cancer patents. Calculated IL-1α levels up to 2,500 mg/mL were well-tolerated. Patents receiving the highest dose and calculated serum concentrations of 7,600 pg./mL had reversible hypotension in 9/15 patients and mild pulmonary capillary suffusion in 6 of 15 patients. These analyses of IL-1 tolerability have several shortcomings, including serum IL-1 concentrations that were calculated based on body mass and blood volume estimates and may inaccurately represent true circulating IL-1 levels. Also, adverse IL-1 effects described in these studies likely overestimate detrimental IL-1 effects compared to effects in natural sepsis. In these studies, IL-1 was infused intravenously as a bolus given over minutes. Several studies injected IL-1 repeatedly over several days. Natural infection will produce more gradual cytokine elevations (unlike a bolus infusion), and repeated IL-1 surges caused by recurring injections does not have a natural counterpart. Importantly, natural sepsis is accompanied by substantial increases in circulating endogenous IL-1 suppressors IL-1ra and sIL-1Rll (Waage and Steinshamn, 1993; van der Poll et al., 1997; Olszyna et al., 1998). In contrast, bolus IL-1 infusions elevate IL-1 unaccompanied by increased natural IL-1 inhibitors. Consequently, biologically active IL-1 during sepsis will be lower than measured IL-1 levels. It is also likely that many natural sepsis patients possess increased physiological reserve and may tolerate IL-1 adverse effects better than IL-1-infused late-stage cancer patients. With caveats, we conclude there is substantial conceptual distance between IL-1 levels that produce organ malfunction or death and concentrations observed in COVID-19 or sepsis patients. The magnitude of difference between IL-1β levels observed in COVID-19 (about 1.0 pg./mL see Step 2d) or sepsis (approximately 20 pg./mL (Gharamti et al., 2021)) compared to IL-1 amounts capable of causing severe disease in humans appears to span orders of magnitude. It appears humans tolerate IL-1 levels of 2,500 pg./mL, and levels of about 7,600 pg./mL can be tolerated with non-severe adverse effects. We believe the preponderance of evidence suggests IL-1β is not a cause of organ malfunction or death in COVID-19.




Step 3– is there a good reason to believe hyperinflammation is a cause of sepsis?

Due to Step 2 concerns, we view interest in using anakinra to treat COVID-19 as the latest example of an approach to sepsis therapy that is difficult to understand. Problems described in Steps 2b-e have the effect of lowering the pre-test probability for success using anakinra to treat COVID-19. Moreover, the underlying concept that supplies rationale to use interventions like anakinra to treat sepsis is defective in several ways. This confers further doubt that anakinra can treat COVID-19. The underlying concept we refer to is the idea that hyperinflammation or cytokine storm is a cause of organ malfunction of death in sepsis. Despite lack of success in developing a specific sepsis therapy using this concept of pathogenesis, the hyperinflammation or cytokine storm idea continues to dominate thinking in sepsis investigation. Viewed within the context of historical record, beneficial use of inflammation-suppressing therapies like anakinra to treat COVID-19 would be a highly improbable event. We published a detailed analysis that shows why the idea that hyperinflammation or cytokine storm causes sepsis is dubious (Shapiro et al., 2022). The hyperinflammation pathogenesis concept of sepsis has not been precisely described. A sketch of what this idea appears to entail is listed as a sequence:

Infectious agents are recognized by host pattern recognition receptor molecules that initiate production of pro-inflammatory substances that include cytokines. Physiological (beneficial) cytokine functions include host immunity enhancement and tissue repair.

Excessive cytokine production sometimes occurs and causes hyperinflammation. This is the “cytokine storm.”

Hyperinflammation causes physiological and structural derangements that can result in organ failure and possibly death.

This duality of cytokine function as both promoters of innate immunity and causes of tissue damage accounts for the proposed “two-edged sword” role for cytokines (Chaudhry et al., 2013). Table 2 summarizes challenges that weaken the case for assigning hyperinflammation as a cause of COVID-19 and sepsis generally (Karakike et al., 2021). The conceptual confusion row in Table 2 refers to ideas or definitions that are vague and imprecise which confounds attempts to apply the hyperinflammation concept to sepsis investigation and treatment. Inflammation itself is the most problematic concept (Kushner, 1998; Weissmann, 2010; Groopman, 2015; Antonelli and Kushner, 2017; Shapiro et al., 2022). No account of inflammation provides criteria that can reliably differentiate pro-inflammatory from anti-inflammatory molecules or categorize molecules into those that cause inflammation from others that are non-causal effects or markers of inflammation. This imprecision, combined with the advent of multiplex assay platforms that can simultaneously measure up to 100 molecules in blood (Kupcova Skalnikova et al., 2020) has resulted in conflicting reports enumerating molecules relevant for linking sepsis to inflammation. A sampling of COVID-19 reports list blood levels for 20 (Hawerkamp et al., 2023), 27 (Huang et al., 2020), 35 (Mudd et al., 2020), 48 (Tjan et al., 2021), or 53 (Herr et al., 2021) molecules. These quantifications include molecules thought to be pro-inflammatory like IL-1 and TNF, anti-inflammatory cytokines such as IL-6 and IL-10, interferons, chemokines, soluble cell receptors, complement components, ferritin, tumor markers, the acute-phase protein CRP, procalcitonin, and chitinase 3-like 1 (YKL-40). It is uncertain which of these substances is/are causing COVID-19-associated inflammation as opposed to substances related to but do not participate in COVID-19 inflammation. Assuming hyperinflammation causes sepsis, it is essential to separate molecules that cause inflammation from those that do not. Only those that cause sepsis are candidates for blockade to treat patients. Moving forward seems to necessitate a detailed and precise concept of inflammation that focuses research and clinical study on molecules that truly cause inflammation. Other investigators have called attention to some of these deficiencies (Sinha et al., 2020; Stolarski et al., 2021). The notion of a cytokine storm is also problematic. Supposedly, cytokine storm refers to a suite of molecules serving as messengers/mediators of inflammation that in sufficient quantities cause pathologies that can result in organ malfunction or death (Mayr et al., 2014; Gul et al., 2017; Fajgenbaum and June, 2020). A precise account of what constitutes cytokine storm depends on an understanding of inflammation. Researchers and clinicians seem left to decide for themselves which molecules in what combinations are elevated to unspecified amounts constitutes a genuine “storm.” Therefore, the conceptual confusion intrinsic to our ideas about inflammation apply equally to cytokine storm. Given imprecision of the terms inflammation and cytokine storm, it is unsurprising there is no characterization of amounts of inflammatory molecules that portend transition from a useful pathogen-defeating inflammatory response into a destructive hyperinflammation condition. This quantitative uncertainty questions the usefulness of the “2-edged sword” analogy, where inflammation is useful when present at some appropriate amount and detrimental when present at undefined excessive levels (Chaudhry et al., 2013). Since sepsis is described as a “dysregulated host response to infection,” the conceptual foundation of sepsis appears to depend on understanding inflammation (Singer et al., 2016). We believe it is essential to develop notions of inflammation, cytokine storm, and sepsis that can be used to direct and constrain investigation in a way that permits us to test the hyperinflammation sepsis idea. Improved accounts can guide conduct of better-defined experiments that can be used to qualify results as confirmatory or disconfirmatory for the hyperinflammation idea. This is pointed out in the last column of the first row in Table 2. As things stand now, it appears no conceivable experimentation can falsify or discredit the hyperinflammation concept. More precise concepts may narrow the scope of acceptable experimental conduct and qualify results into those that count as confirmatory data.



TABLE 2 Does hyperinflammation cause sepsis?
[image: Table2]

Reference to causality in Table 2 points out hyperinflammation does not satisfy the essential criterion that can identify inflammation as a cause of sepsis. At the heart of experimental evidence showing causality is understanding what a phenomenon (like sepsis) depends on. This notion is captured by an interventionist account (“gold standard”) of causation (Woodward, 2003; Woodward, 2010). Intuitively, if you wiggle a genuine cause, you should jiggle the effect. Manipulating the cause changes the effect. Applying this interventionist account of causality to the idea that hyperinflammation causes sepsis, it should be the case that intervening (blocking) inflammation should alter/treat/cure sepsis. Since numerous studies have failed to treat sepsis by blocking inflammation, the hyperinflammation concept of sepsis has not satisfied the gold standard criterion for causation. The final column in row 2 of Table 2 points out an alternative concept of sepsis should fulfill the interventionist criterion of causation. Mathematical challenges in Table 2 refers to the importance of focusing attention on accurate quantification of relevant cytokines in sepsis and comparing these values to those in other diseases. Are cytokine levels in severe sepsis truly extraordinary, or are they comparable to amounts seen in diseases with far less or minimal severity? We responded to this need with our report on these issues (Gharamti et al., 2022), but more work needs to be done. A related mathematical consideration is an understanding of how much cytokine humans can tolerate. This can help us understand cytokine levels measured in sepsis by answering the question “is that a lot?” This is discussed for IL-1β in Step 2e above and for tumor necrosis factor alpha in a prior report (Shapiro et al., 2022). It is fair to say humans can tolerate amounts of cytokines far more than what is intuitively believed. Finally, the role of history in the hyperinflammation characterization of sepsis refers to the peculiar fact the hyperinflammation concept persists without question despite prodigious failure in clinical trials. The hyperinflammation concept of sepsis appears to be unfalsifiable. This refers to remarkable persistence of the hyperinflammation concept despite a striking history of unsuccessful clinical trials based on this concept. We think survival of the hyperinflammation idea in the face of this record is a fascinating and understudied phenomenon. This kind of falsification-resistance in science has been the subject of intense study and discussion (Kuhn, 1962; Popper, 1972). As we have described elsewhere, characterizing hyperinflammation as a scientific paradigm in the sense intended by Thomas Kuhn may account for resistance to falsification (Kuhn, 1962; Wray, 2011; Shapiro et al., 2022). We believe the only cure for this problem is to generate a competing sepsis theory that possesses more empirical power than the hyperinflammation concept. Empirical power of a novel sepsis theory refers to three pivotal features. These features include first a way to explain sepsis which amounts to showing what sepsis depends on. This would include a description of cause-effect interactions that combines objects or cell functions within the theory (examples may include specific cytokines or other molecules, defined cell activities) in a way that produces clinical manifestations of sepsis (Woodward, 2003; Woodward, 2010; Illari et al., 2011). The second feature is the capacity to make predictions about yet unobserved empirical (including clinical) facts or experiments (Carnap, 1946). Finally, an effective theory would point the way to effective sepsis interventions (treatments). In this final sense, the practice of medicine is like engineering due to the existence of a bottom line or goal (treatment of patients) and appropriation of scientific concepts from other fields that can be applied to this bottom line (Illari et al., 2011). Comparing empirical power of competing theories can provide criteria for recognizing a superior concept of sepsis. In our view, the most promising path to progress in understanding and treating sepsis resides in the realm of novel theory development (Shou et al., 2015). Empirical disconfirmations of the current hyperinflammation concept have failed to propel us forward, and we see little reason to expect advancement in the future.



Step 4– cycles of sepsis futility

Decades of testing sepsis therapies in patients has been characterized by cycles of repetitive negative clinical trials punctuated by intermittent positive studies. This has been followed invariably by loss of enthusiasm for these positive results (Quezado et al., 1994; For sepsis, the drugs don't work, 2012) Prominent examples of this pattern include initial excitement about HA-1A, a human monoclonal antibody directed against endotoxin to treat sepsis. This antibody preparation was approved for clinical use in Europe and in parts of Asia but not in the United States (Sweeney et al., 2008). Approval for clinical use in Europe was withdrawn 1993 after follow-up studies showed lack of mortality benefit (perhaps harm) in sepsis patients. Similarly, human activated protein C showed initial promise as an adjunctive sepsis therapy with marketing approval for sepsis in 2001. Once again, follow-up data suggested absence of clinical sepsis benefit and the drug was withdrawn in 2011. Use of a cocktail of hydrocortisone, vitamin C, and thiamine to treat sepsis was widely publicized as an antisepsis therapy that lowered sepsis mortality (Marik et al., 2017). However, this approach suffered enthusiasm decay following a series of nonconfirmatory clinical studies (Chang et al., 2020; Fujii et al., 2020; Mitchell et al., 2020; Mohamed et al., 2020; Moskowitz et al., 2020; Sevransky et al., 2021). This recurring pattern has been described previously (Sweeney et al., 2008). Now we have anakinra to treat the COVID-19 variety of sepsis. Since specific sepsis therapies have never proved conclusively efficacious (Step 3), simple induction suggests anakinra COVID-19 therapy will likewise fail to become an established COVID-19 treatment.

We believe emergence of anakinra as a COVID-19 treatment should be taken as a time to question why we again retrace a pattern of events that will likely conclude with yet another failed attempt to treat sepsis by blocking some element of inflammation. Experience suggests further basic and clinical experimentation is an unlikely means of uncovering successful adjunctive sepsis therapies. We believe a plan for escaping the futility cycle should include 2 parts. First, there should be an explanation for why this cycle exists and recurs. Second, this understanding should be used to generate approaches to avoid these cycles. A quote attributed to Einstein states insanity is doing the same thing over and over and expecting different results. This reminds us that we should recognize the existence of repeated cycles of failure and take steps to avoid repetitions. Sepsis investigation is caught in this kind of cycle. An often-overlooked necessity to follow Einstein’s advice is the need to understand what “the same thing” refers to. Correcting mistakes requires knowing why we make them.

After publication of the SAVE-MORE results, a randomized controlled open-label phase 2/3 trial assessed intravenous anakinra in COVID-19 patients with severe pneumonia (Fanlo et al., 2023). Enrollees were adults (age ≥ 18) with PCR-proved SARS-CoV-2 infection with pneumonia (infiltrates in lung imaging), and presumed elevated inflammation indicated by IL-6 > 40 pg./mL, ferritin >500 ng/mL, C-reactive protein >3 mg/dL, or lactate dehydrogenase >300 U/L. Severe pneumonia was required and defined by room air pulse oximetry percent ≤94, oxygen pressure/fraction inspired oxygen ≤300, or pulse oximetry percent/fraction inspired oxygen ≤350. Control patients received standard of care and the anakinra group received standard care with intravenous anakinra 100 mg 4 times daily for up to 15 days. Randomization was 1:1 and primary outcome was absence of mechanical ventilation assistance at 15 days after study entry. Mechanical ventilation could be either invasive (endotracheal intubation with ventilator support) or non-invasive (presumedly use of mechanical ventilator device without intubation). Several secondary outcomes were assessed that included 28-day mortality and viral clearance from nasopharyngeal swab specimens by day 15. The intention-to-treat analysis included 78 control patients and 83 anakinra patients. Methylprednisolone was given to controls (39.1%) and to anakinra patients (37.1%) as part of standard care. The primary outcome of absent mechanical ventilation use up to day 15 was not significantly affected by anakinra (77.1% in anakinra vs. 85.9% control with relative risk = 0.9 and p = 0.16). In fact, anakinra use associated with increased use of mechanical ventilation up to day 15, albeit without statistical significance. Selected secondary endpoint analyses showed no anakinra effect on 28-day mortality and no effect on viral load clearance by day 15. Does this study indicate we are now entering the kind of cycle described above?




Conclusion

Recent government support to use anakinra to treat COVID-19 should remind us of the unproductive history of developing specific sepsis therapies. There are none. We believe caution should accompany interpretation of the positive SAVE-MORE results and we recommend reflection before adoption. Some intrinsic design features of SAVE-MORE temper persuasiveness to use anakinra as a COVID-19 treatment. Taking a general view, we believe SAVE-MORE should be interpreted in the context of previous sepsis and COVID-19 investigation. Pooled analyses of RCTs testing anakinra use in COVID-19 have not shown benefit, and analysis of IL-1 concentrations in COVID-19 and in sepsis generally are inconsistent with a significant role for IL-1 in pathogenesis. Clinical study of antiinflammation strategies to treat sepsis has been characterized by a predictable cycle of abundant clinical failures punctuated by an intermittent positive result. Subsequently, the positive result fades from prominence. We fear anakinra use to treat COVID-19 is already tracing this familiar path (Fanlo et al., 2023), and we may find ourselves back where we started. We believe any pathway to successful sepsis therapy will require escape from this recurring pattern. There is need to understand the larger forces at work that compel us to use these kinds of therapies to treat this kind of disease.
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Lumpy skin disease is recognized as a transboundary and emerging disease of cattle, buffaloes and other wild ruminants. Being initially restricted to Africa, and since 1989 the Middle East, the unprecedented recent spread across Eurasia demonstrates how underestimated and neglected this disease is. The initial identification of the causative agent of LSD as a poxvirus called LSD virus, was well as findings on LSDV transmission and epidemiology were pioneered at Onderstepoort, South Africa, from as early as the 1940s by researchers such as Weiss, Haig and Alexander. As more data emerges from an ever-increasing number of epidemiological studies, previously emphasized research gaps are being revisited and discussed. The currently available knowledge is in agreement with the previously described South African research experience that LSDV transmission can occur by multiple routes, including indirect contact, shared water sources and arthropods. The virus population is prone to molecular evolution, generating novel phylogenetically distinct variants resulting from a diverse range of selective pressures, including recombination between field and homologous vaccine strains in cell culture that produce virulent recombinants which pose diagnostic challenges. Host restriction is not limited to livestock, with certain wild ruminants being susceptible, with unknown consequences for the epidemiology of the disease.
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1. Introduction

The previous decade has seen an unprecedented increase in scientific reports and publications on lumpy skin disease virus (LSDV), mainly due to its spread into new geographic regions and its adverse economic impacts on a global scale leading to greater interest in the disease and the causative agent (Bianchini et al., 2023). LSDV is a double-stranded DNA (dsDNA) poxvirus virus from the genus Capripoxvirus, transmitted in a similar manner to other capripoxviruses, i.e., sheeppox- (SPPV) and goatpox- (GTPV) viruses, via indirect contact and arthropod bites (Sprygin et al., 2019a; Nesterov et al., 2022; Shumilova et al., 2022a,b), although the most efficient route of transmission for SPPV and GTPV is direct and indirect contact whereas the main mode of transmission of LSDV is mechanical via blood-feeding arthropod vectors (Hamdi et al., 2021). It has warranted more focused attention since exceeding the previous limited geographic range in Africa, and then the Middle East, moving rapidly within the last decade into Turkey, Europe, Russia and Asia (Wainwright et al., 2013; Al-Salihi and Hassan, 2015; Ben-Gera et al., 2015; Ripani and Pacholek, 2015; Ince et al., 2016; Tasioudi et al., 2016; Zeynalova et al., 2016; Sameea Yousefi et al., 2017; Abutarbush and Tuppurainen, 2018; Mercier et al., 2018; Sprygin et al., 2018b; Manić et al., 2019). Furthermore, recombinant lineages, not sharing clonality with LSDV from the Middle East and Africa, have spread into China and many neighboring countries in eastern Asia, including Mongolia, Vietnam, Cambodia, Laos, Thailand, Malaysia, Singapore and Indonesia (Tran et al., 2021; Huang et al., 2022; Khoo et al., 2022; Sariya et al., 2022; Sprygin et al., 2022; Tsai et al., 2022; Krotova et al., 2022a).

Recent work already highlighted several knowledge gaps, including the development of cost-effective, safer and more effective vaccines that can Differentiate Infected from Vaccinated Animals DIVA, the efficacy of vaccines and the immunological protection of vaccines (including immunogenic epitopes for a protective response), direct and indirect transmission of capripoxviruses and the role of various arthropod vectors, and the development of improved diagnostic tests (including pen-side and CRISPR/Cas assays) (Tuppurainen et al., 2017; Sprygin et al., 2019c; Haegeman et al., 2020; Tuppurainen et al., 2021; Jiang et al., 2022; Liao et al., 2022).

This review will update and critically revisit the major gaps and limitations on transmission. In addition, this review describes a comprehensive historical description of observations on LSDV from South Africa (RSA) obtained from the Onderstepoort Veterinary Institute’s archives not previously accessible in electronic format.



2. Geographic distribution of LSDV

Lumpy skin disease (LSD) was first reported in 1929 in the Mazabuka, Lusaka, and Kufue districts of Northern Rhodesia (Zambia), where it was called pseudo-urticaria (MacDonald, 1931; Morris, 1931). In the absence of the known causative agent, the disease was predominantly characterized by firm circumscribed skin lesions, considered to be caused by insect stings or plant poisons, since transmission experiments using blood from infected animals constantly failed to produce disease symptoms (MacDonald, 1931; Le Roux, 1945). In 1943, an outbreak of the disease was reported in the Ngamiland district of Botswana (Von Backstrom, 1945), before its recognition in 1944 in the Groot Marico region of the Transvaal Province (North West Province) of South Africa. It spread rapidly across the country with outbreaks reported in all provinces, affecting up to eight million cattle. It was at this stage that the infectious nature of the disease was established, by inoculation of blood and tissue material from infected animals (Thomas, 1945). The disease then became endemic, with especially severe outbreaks being recorded in 1953–54, 1957 and 1962 (Thomas and Maré, 1945; Haig, 1957; Weiss, 1968). Southern Rhodesia (Zimbabwe) reported outbreaks in 1945 and by 1947 the disease had spread to Lesotho, Swaziland and Mozambique (Huston, 1945; Diesel, 1949; De Sousa Dias and Serra, 1956). By 1956, it was reported in Madagascar, Tanzania and Belgian Congo, whilst in December 1957, it was reported in the Nakuru district of Kenya (Haig, 1957; MacOwen, 1959). The LSDV strain isolated from Kenya in 1959 (NI-2490) was the first to be subjected to complete genome sequencing (AF325528) (Capstick and Coackley, 1961; Tulman et al., 2001). Concurrently, in 1957 in South Africa, Alexander et al. (1957) demonstrated the true causative agent of LSD, with the identification of a poxvirus. The Neethling strain of this virus, now called lumpy skin disease virus (LSDV), isolated from the Western Cape Province of South Africa, became the type strain. The complete genome of this isolate (Neethling/1957: OM793608), as well as four additional isolates from South Africa in the 1950s (Haden/1954: MW656252; Potter/1958: OM793606; Hoffmeyer/1958: OM793605; Fourie/1959: OM793607) were only recently sequenced and published (van Schalkwyk et al., 2022). Although viruses, NI-2490/1958 (Kenya) and Neethling/1957 (RSA), were circulating in their respective countries during the same period, they each belong to a different genetic cluster of LSDVs, based on recent sequencing evidence (to be discussed later in this review).

In the latter half of the 20th century, the disease became endemic to the majority of sub-Saharan African countries. In 1988, Egypt reported its first cases of LSD, followed by Israel in 1989. LSD then became endemic in North Africa and the Middle East, resulting in its subsequent spread across Turkey (2013) to the European Union (2015), the Balkans and Russia (2015). Complete genome sequencing was performed on various LSDV isolates from Israel (155,920/Israel/2015; KX894508), Turkey (Pendik/Turkey/2014; MN995838), Greece (Evros/Greece/2015; KY829023), Russia (Dagestan/2015; MH893760), Serbia (Bujanovac/Serbia/2016; KY702007) and Bulgaria (210-249/Bulgaria/2016; MT643825), obtained during outbreaks in these countries (Mathijs et al., 2016; Toplak et al., 2017; Agianniotaki et al., 2017a,b; Sprygin et al., 2019b). Sequence comparisons between these LSDVs indicated a high percentage of sequence identity amongst them, pointing toward a shared origin of the LSDV isolates involved in these outbreaks (van Schalkwyk et al., 2022).

The first novel recombinant strain was identified in Saratov, Russia, in 2017 (Sprygin et al., 2018b). This was subsequently followed by the identification and characterization of four additional unique, novel recombinants. These were isolated from non-typical outbreaks in Udmurtya, Russia, 2018 (Sprygin et al., 2020), Tuymen, Russia, in 2018 (Krotova et al., 2022b) and Xinjiang, China in 2019 (Ma et al., 2022). Recombinant viruses clustering with the LSDV identified in China have spread across China, Mongolia (2021), Vietnam (2020), Thailand (2021) and Eastern Russia (2022) (WAHIS, 2023). In 2019, the first outbreaks of LSD were reported in Bangladesh and India, but in contrast to the novel recombinants described in southeast Asia, the isolate responsible for these outbreaks was caused by a KSGPO-like vaccine strain (Roche et al., 2020; Sudhakar et al., 2020; Kumar et al., 2021). This parental strain of the KSGPO-like vaccine then spread from Bangladesh and India to Nepal, Myanmar, Sri Lanka, Pakistan and Afghanistan (Hasib et al., 2021; Pandey et al., 2021; Maw et al., 2022).



3. Host tropism of LSDV

Capripoxviruses have a narrow host tropism and are non-zoonotic viruses. SPPV and GTPV have a host tropism for sheep or goats, respectively, however there are some strains that can infect both sheep and goats. Furthermore, there is evidence that GTPV can infect closely-related wildlife with outbreaks in wild Red Serow (Dutta et al., 2019) and Himalayan goral (Bora et al., 2021). Although inoculation of some SPPVs in cattle can cause clinical signs of disease (Abutarbush and Tuppurainen, 2018), there have been no reports of SPPV or GTPV infecting cattle naturally in the field. This is best illustrated in countries endemic with SPPV or GTPV and free of LSDV, where cattle do not demonstrate a capripoxvirus-like disease. The primary host for LSDV is cattle with other hosts including the Asian water buffalo. LSDV does not cause clinical signs of disease in sheep or goats, however, some LSDVs can replicate in sheep and goats following inoculation (Zewdie et al., 2021). This is illustrated in regions such as southern Africa, which are endemic for LSDV and free of SPPV or GTPV, where sheep and goats do not show clinical signs of capripoxvirus disease. The one documented occurrence of LSDV in sheep in Kenya was most likely a rare event and surprising, as the clinical disease was mild with the absence of skin lesions (Davies, 1976). Furthermore, it is possible that the KSGPO-240 virus subsequently isolated was either contaminated or mislabeled during processing or storage in the laboratory, which went undetected since no molecular tests or genomic sequencing were available at the time. The KSGPO-240 virus used as a SPPV and GTPV vaccine, or inappropriately as a LSDV vaccine, is indeed a LSDV (Vandenbussche et al., 2016). Further surveillance of sheep and goats using virus isolation from swabs and tissues where LSDV is present is required to determine if sheep and goats can get infected with LSDV subclinically in field conditions.

In contract, LSDV has a broader host tropism, as illustrated by the isolation of LSDV genomic DNA from skin lesions from springbok, Oryx and giraffe, as well as the severe clinical reactions resulting from experimental infection of impala and giraffe (Young et al., 1970; Gelaye and Lamien, 2019; Dao et al., 2022). A nasal swab from an oryx was positive for LSDV by molecular methods (Molini et al., 2021), as well as suspected LSDV infection in a captive-bred Arabian oryx (Oryx leucoryx) from Saudi Arabia, although the latter was only serologically confirmed as a capripoxvirus (Greth et al., 1992). With the recent geographic expansion of the disease, clinical symptoms and molecular identification of LSDV have been identified in camels and free-tanging Indian gazelles (Gazella bennettii) in India in 2022 (Kumar et al., 2023; Sudhakar et al., 2023). Additionally, LSD caused high mortality in yaks in China (Li et al., 2023) and clinical signs in gaurs (Bos gaurus), Mainland serow (Capricornis sumtraensis) and banteng (Bos javanicus) in Thailand in 2021 (World Organization for Animal Health, LSD, FAQ, 2022). Given the history of LSD emerging in Africa, the major question arises as to which species is the natural host, from which the virus then jumped to cattle. To address the research gap in understanding the host tropism for capripoxviruses, a concerted effort using comprehensive surveillance is required to identify potential hosts. In support of this question, antibody surveillance of game animals in the Kruger National Park in South Africa was performed and in addition to the previously mentioned antelope species, antibodies against capripoxviruses were detected in African buffalo (Syncerus caffer) (Fagbo et al., 2014).

The majority of disease cases are reported in cattle. It has been observed that the breed, age, color and sex of the animal plays a role in the likelihood of the animal to be susceptible to the disease (Weiss, 1968; Bianchini et al., 2023). Despite these intrinsic factors, the disease could be controlled by restricting the movement of diseased animals and prevented through annual vaccination campaigns (Hunter and Wallace, 2001).



4. Transmission of LSDV

Since the first outbreaks of LSD in southern Africa, the predominant mode and mechanism of transmission has been a contentious issue. This is in part due to the nature of the disease, as well as different conditions under which it was described. The original outbreaks in South Africa in the 1940s were vastly different from what was observed in Kenya in the 1950s (Thomas and Maré, 1945; MacOwen, 1959). The South African outbreak spread across the country within a year, whilst in 12 months in Kenya it was confined to 58 farms in a 25 miles radius. This could be due to social political conditions, the individual countries’ preparedness and responses toward the disease or the difference in cattle populations, farming practices or viral strains (Henning, 1956; MacOwen, 1959). In contrast to the strict quarantine measures implemented by Kenya, the disease outbreaks in South Africa were congregated along the railways and roads, which fit into movement of animals as a source for new infections (Haig, 1957). The initial outbreak in Kenya could not be linked to the introduction of cattle, but the first farm did report the importation of fat-tailed sheep (MacOwen, 1959). Cases in Kenya were less severe compared to the ones described by Thomas and Maré (1945) in South Africa. The latter was observed to persist throughout the year with the highest incidence reported during the summer months. Although it abated during the winter, new outbreaks were reported from farms where heavy frosts were occurring, suggesting a possible alternative to vector-borne transmission (Haig, 1957; Weiss, 1968). Yet, since the control measures could not effectively prevent the spread of LSD and the disease was mostly prevalent during wet summer months, especially in low-lying areas, led researchers to surmise that insects play an important role in transmission (Von Backstrom, 1945; Diesel, 1949; Henning, 1956).

At the same time, Haig (1957) reported infection in the absence of insects, which is feasible, either directly or indirectly through fomites, where infected saliva could be involved. A number of outbreaks occurred many miles away from the known source of infection, which could be explained by cattle movement rather than insects (Haig, 1957). Additional evidence for alternative modes of transmission is provided by the ineffectiveness of insecticides in preventing the spread of LSD (Haig, 1957).

Different routes of transmission of LSDV have been reported under laboratory (experimental) conditions. The shedding of the virus in skin nodules of affected animals, infected saliva, ocular and nasal discharges and semen were reported as possible sources of virus. Also, transmission was achieved when naïve cattle were allowed to share a drinking trough with severely infected animals in insect-free facilities (Weiss, 1968; Ali et al., 2012). The prolonged excretion of LSDV in bovine semen, even in asymptomatic bulls, raises concerns for venereal spread (Irons et al., 2005) and transmission by artificial insemination of spiked semen has been established experimentally (Annandale et al., 2014), while intrauterine transmission was reported in the field (Rouby and Aboulsoud, 2016).


4.1. Vector transmission of LSDV

The inefficient transmission of LSDV in the absence of arthropod vectors has been reported (Carn and Kitching, 1995), which is indirectly supported by the seasonality of outbreaks being mainly linked to warm and rainy months, with much rarer occurrences in winter (Byadovskaya et al., 2022). Mechanical transmission by arthropods (some tick species, Stomoxys, Aedes, and Culex), has been assumed to be the most significant mode of viral transmission, with no evidence of active virus replication in insects or ticks (Tuppurainen et al., 2013a; Sprygin et al., 2019a,b,c). Supporting evidence for arthropod transmission includes the appearance of the disease several hundred kilometers away from the initial outbreak within a short time period, linked to the observation that the disease outbreaks are predominantly occurring during the rainy seasons and along water courses associated with an increase in insect activity. In addition, LSDV has spread into new regions at a significantly higher pace compared to SPPV and GTPV. These differences could be attributed to the ease of spread of LSDV by multiple vectors in contrast to SPPV and GPPV which are not transmitted efficiently by vectors over long distances but there is scope for that. Alternatively, the greater spread of LSDV into new regions might be related to movement of animals (especially where this is human-assisted), animal feed and/or products, which is in other words, fomite transmission. Weather changes, including cold spells and freezing winter conditions, adversely affect the insect vector populations and thus a reduction in LSDV transmission is observed, although outbreaks during the dry season and winter months have been reported in Africa (Haig, 1957; Davies, 1982).

Although live LSDV has been isolated as early as the 1960s from stable flies Stomoxys calcitrans and Biomyia fasciata (Musca confiscata) after feeding on infected cattle (Du Toit, 1965), vector transmission studies only started in the 1990s and are difficult to perform, with inconsistent results. In a more recent study, the intrathoracic injection of three Stomoxys species (Stomoxys calcitrans, Stomoxys sitiens, and Stomoxys indica) with LSDV was able to demonstrate the viability of the virus in the haemolymph (Issimov et al., 2020).

Female Aedes aegypti mosquitoes and Stomoxys calcitans flies have been demonstrated to have the ability to successfully transmit LSDV (Chihota et al., 2001; Issimov et al., 2020). In other studies, however, LSDV transmission from infected to susceptible cattle using mosquitoes (Anopheles stephensi), stable flies (Stomoxys calcitrans) and biting midges (Culicoides nubeculosus) was not achieved (Chihota et al., 2003).

The variations in experimental results are likely due to low levels of viraemia in the blood of infected animals contributing to the inefficient transmission of LSDV by biting flies feeding on blood, alone. It was suggested that biting flies have to feed on skin lesions, or nasal and ocular discharge, to obtain sufficient virus load for subsequent transmission to occur. Insects feeding on a subclinical animal are 97% less likely to acquire LSDV compared to feeding on an animal displaying clinical symptoms (Sanz-Bernardo et al., 2021).

The virus persists in the skin and could be isolated 38 days post-infection (Weiss, 1968), whilst viral DNA was detected using PCR in skin lesions for more than 90 days (Tuppurainen et al., 2005). The questions pertaining to the most suitable source and form of LSDV for obtaining vector-mediated transmission, i.e., the source of virus from either blood and/or skin, and intracellular mature virus (IMV) and/or the extracellular enveloped virus (EEV) forms, still remain unanswered. There is little doubt that cattle with skin lesions allow for transmission of LSDV via vectors. As part of the successful control measures to contain LSD spread in Europe, cattle with skin lesions were stamped out, whilst in 1958 strict quarantine measures inhibited spread of LSD in Kenya to 25 square-miles, without the control of insect populations (MacOwen, 1959). However, the question concerning the capabilities of viremic cattle without skin lesions to transmit LSDV in the field remains unanswered and additional laboratory and field experiments are required to investigate the transmission of LSDV from asymptomatic infected animals to uninfected animals. Recently, it was demonstrated that LSDV genomes could be detected using real-time PCR in ear notch and skin biopsies of subclinically-infected cattle, further complicating the issue (Van Campe et al., 2021). Until in a recent study performed by Haegeman et al. (2023a,b), the transmission of LSDV from sub-clinically infected animals by Stomoxys calcitrans was demonstrated. Authors of the study performed an in vivo transmission study with 13 donors, experimentally inoculated with LSDV, and 13 naïve acceptor bulls whereby S. calcitrans flies were fed on either subclinical- or preclinical-infected donor animals. Transmission of LSDV from subclinical donors showing proof of productive virus replication but without formation of skin nodules was demonstrated in two out of five acceptor animals, while no transmission was seen from preclinical donors that developed nodules after S. calcitrans flies had fed. Interestingly, one of the acceptor animals which became infected developed a subclinical form of the disease (Haegeman et al., 2023a,b).

LSDV DNA has been detected in Culex quinquefasciatus, Anopheles stephensi and Culicoides nubeculosus species after feeding on infected cattle or an infectious blood meal (Chihota et al., 2003), as well as in field-caught pools of Culicoides punctatus (Sevik and Dogan, 2017). However, transmission studies of the virus to susceptible animals have not been confirmed for these insects. In a more recent experimental study, Aedes aegypti, Culex quinquefasciatus, Stomoxys calcitrans, and Culicoides nubeculosus acquired the virus and could retain virus for more than 8 days (Sanz-Bernardo et al., 2021), although it was not possible to demonstrate viral replication in these vectors and the authors concluded that S. calcitrans, C. nubeculosus, and A. aegypti can potentially be efficient mechanical transmitters of the virus.

The life cycle of many species of ticks (such as Amblyomma spp.) enables them to be competent disease vectors. Ticks may feed on several different mammal, bird and reptile species. Those feeding on birds or mammals may be effective transmitters of a virus such as LSDV in the field. The life cycles of ticks long and individual life cycle stages may survive for years without a blood meal (Tuppurainen et al., 2011). LSDV was detected in different life cycle stages of various tick species and can survive in tick populations throughout the entire life cycle of the tick. The viral DNA presence also persists in tick tissues that do not undergo histolysis (synganglia and hemocytes) and in tissues that emerge anew during the molting such as reproductive organs (Tuppurainen et al., 2011, 2013b; Lubinga et al., 2014a,b). This may explain the apparent overwintering of the virus and the sudden reappearance of the disease after an absence of several years in tropical climate. However, experiments were carried out on African tick species and further studies are required to look at the vector-competency of tick species present in geographic regions of the Northern Hemisphere.

The maximum distance that LSDV can transmit by vectors is currently unknown. It is known that LSDV has spread over waterways in Southeast Asia and will likely continue to spread throughout the islands in the region (Das et al., 2021). Monsoons and cyclones in the region can likely increase the distance vectors can be spread. The risk of the virus entering Australia, a LSDV-free country, is high and natural transmission via insects, driven by wind, is currently predicted as the most likely mechanism by which it may enter. Bluetongue virus, a Culicoides-transmitted virus, has previously entered Australia from Southeast Asia via wind-borne infected Culicoides spp. (Boyle et al., 2012).



4.2. Non-vector borne and indirect transmission

The unprecedented spread of LSDV in Russia, in a northern and eastward direction, has exposed the existing gaps in the understanding of LSDV transmission including overwintering mechanisms in northern latitudes such as environmental contamination of grazing fields as can occur with SPPV and GTPV, spread outside of putative insect vector abundances, role of fomites, as well as differences in the distribution of LSD outbreaks between dairy farms compared to beef cattle farms (Byadovskaya et al., 2022; Singhla et al., 2022). The currently available epidemiological evidence suggests transmission by non-vector routes (Sprygin et al., 2020; Singhla et al., 2022; Shumilova et al., 2022a,b).

Kononov et al. (2020) demonstrated indirect transmission with the novel recombinant LSDV field strain, Saratov/2017, in line with previous observations of indirect transmission from South Africa, but in which a Neethling-type strain of virus was used. The genome of the recombinant Saratov/2017 is represented by a Neethling LAV strain as the major parent and Kenyan vaccine strain KSGP as the minor parent (Sprygin et al., 2018a). Recombination occurring in viruses has a tremendous influence on viral divergence, change of virulence and host-switching/expansion (Esposito et al., 2006; Smithson et al., 2014; Zhao et al., 2015; Sprygin et al., 2022), and thus further characterization of the novel Saratov/2017 strain was performed. Under controlled conditions in an insect-proof facility, the Saratov/2017 strain demonstrated an ability to transmit to in-contact animals sharing water and feed troughs. The in-contact animals became viraemic around 3 weeks after the onset of viraemia in inoculated animals. This was the first experimental demonstration that LSDV can transmit to other animals in an indirect manner. Importantly, sharing of water troughs was first raised as a risk factor in the early days of LSDV studies (Weiss, 1968), but this mode was overlooked due to its claimed inefficiency and was not pursued further (Sprygin et al., 2019a). Classical field LSDV strains (belonging to either cluster 1.1 or 1.2) are primarily spread by vectors feeding on cattles.

Following this observation, the Saratov/2017 and Dagestan/2015 strains were evaluated for transmission via oral feeding. The results obtained demonstrate Saratov/2017’s unique characteristics in relation to its ability to infect cattle following oral inoculation, while cattle inoculated orally with the non-recombinant Dagestan/2015 strain did not become infected. The direct comparison used in the study points to a clear difference in transmission efficiency between classical and recombinant isolates. Further studies are required to determine the impact of additional transmission mechanisms of LSDV in the field.

The LSD outbreak reported in 2019 in Russia during freezing winter conditions with snow, demonstrates the importance of transmission in the absence of vectors (Sprygin et al., 2020). Following genomic characterization, the recombinant strain isolated from the outbreak, designated Udmurtiya/2019, was identified as another novel mosaic strain in which the viral parental contributions were predominantly those of a KSGP vaccine strain, with a Neethling vaccine strain as a minor parent. Its transmission properties were evaluated and compared to Saratov/2017. It was observed that Udmurtiya/2019 can infect in-contact bulls in an indirect manner in a similar fashion to Saratov/2017 (Nesterov et al., 2022).

The reviewed literature demonstrates an intensified focus on understanding LSDV transmission. Classical field isolates belonging to Cluster 1.2 are actively examined in terms of putative vectors, while recombinant LSDV strains are being assessed for alternative modes of transmission (Chihota et al., 2001; Lubinga et al., 2014a; Wang et al., 2022). Recombinant LSDVs do exhibit improved oronasal transmission compared to classical field isolates, due to their altered genomes. Of paramount importance, two major pools of LSDV lineages must be treated separately: the classical lineage (cluster 1.2), restricted to Africa, Middle East and the recombinant lineages prevailing in Russia and South Eastern Asian countries (Krotova et al., 2022c). It would be counter-productive to generalize the global epidemiology as a single pool and, more importantly, to extrapolate conclusions drawn on classical field isolates onto recombinant lineages displaying unique features of indirect transmission similar to the LSD capripoxvirus counterparts, SPPV and GTPV.

The global virus population of LSDV is represented by multiple clusters and lineages (Krotova et al., 2022a). Prior to 2000, it is suspected that South African researchers worked with Cluster 1.1 isolates, whilst the recent findings involving arthropods were derived exclusively from Cluster 1.2 isolates (Paslaru et al., 2021; Sanz-Bernardo et al., 2021; van Schalkwyk et al., 2022). In contrast, recent experiments into indirect transmission mechanisms are solely based on recombinant vaccine-like isolates that occurred since 2017 in Russia, Kazakhstan, China and South Eastern Asian countries (Nesterov et al., 2022). Objectively considering the available findings, LSDV is contagious and vector-borne disease in agreement with past work in Onderstepoort institute that first delineated the nature of LSDV transmission. Moreover, being a capripoxvirus, LSDV can use the modes of transmission exhibited by sheep pox virus and goat pox virus, and poxviruses in general (Sprygin et al., 2018a; Nesterov et al., 2022). Further studies to determine the impact of both mechanical and oronasal transmission on transmission in the field are required.



4.3. Direct contact and migration of domestic or wild ruminants

Based on the recent findings using molecular epidemiology, it is evident that human-associated movement of animals plays the biggest role in the spread of the disease. This was initially observed by Diesel in 1949, indicating that LSD predominantly spread along the railways and motorways. Long distant and transboundary spread of the disease is due to the movement of infected animals, whilst short distance spread could be due to direct contact or mechanically via insects (Sprygin et al., 2019b). The impact of wildlife in the spread of the disease has not been investigated in-depth (Molini et al., 2021).




5. Control through vaccination

The uncontrollable spread of LSDV into new regions even with the use of vaccines demonstrates the need to understand how to implement a proper control plan. Unlike SPPV and GTPV which can be eradicated through stamping out, stamping out in the absence of vaccination has not been effective to eradicate LSDV. Europe first demonstrated that LSDV could be eradicated using vaccination in addition to other control measures (Calistri et al., 2020).

Several different live attenuated vaccines have been developed and used in cattle to protect against LSDV. These vaccines have been referred to as homologous when the vaccine derived from the same capripoxvirus (LSDV) and heterologous vaccines derived from a different capripoxvirus (SPPV or GTPV). It should be noted that there are differences in efficacy and safety between homologous vaccines as well as between heterologous vaccines with respect to efficacy, so care must be taken when describing the vaccine used (Haegeman et al., 2021a,b).

In South Africa, the Neethling/1957 isolate was serially passaged 61 times on lamb kidney cell monolayers and an additional 20 times in the chorioallantoic membranes of embryonated hen’s eggs to obtain an attenuated vaccine phenotype (Neethling-LW-1959) (van Rooyen et al., 1959). The complete genome of this live attenuated vaccine (LAV) has been determined (AF409138) and forms the basis for three commercial vaccines currently used in South Africa (Onderstepoort Biological Products [OBP], KX764645; Herbivac, KX764644 and MK441838; and, SIS-Lumpyvax, KX64643) (Kara et al., 2003; Mathijs et al., 2016; Lojkić et al., 2018; Douglass et al., 2019). In contrast, Kenya employed a heterologous vaccine strategy and combined viruses isolated from sheep and goats following serial passage attenuation steps (Davies et al., 1971) to develop a vaccine. The use of heterologous vaccines to protect against LSD are possible due to the cross-protection afforded by the three capripoxviruses, SPPV, GTPV and LSDV, considered as host-adapted genotypes of a single virus considering how names were originally given to pathogens affecting each host. A Kenyan vaccine known as Kenyan sheep-and-goatpox (KSGP) ovine-240 (KSGPO-240, later known as KS-1), were developed using limited passage in cell culture from field strains isolated from sheep and goats (Capstick and Coackley, 1961; as referred to by Davies, 1976; Davies and Otema, 1978; Davies and Mbugwa, 1985). Earlier work, using restriction fragment length polymorphisms of viral DNA and later confirmed using gene sequencing and complete genome sequencing, showed that the commercial vaccine based on KS-1 was actually LSDV, rather than SPPV or GTPV (KSGPO-240; KX683219) (Tuppurainen et al., 2014; Vandenbussche et al., 2016). These vaccines, as well as other SPPV and GTPV vaccines used to control outbreaks of LSD, were recently reviewed by Tuppurainen et al. (2021).

The Neethling-based live attenuated vaccines (LAV) developed in South Africa (Onderstepoort Biological Products), (Herbivac) and (SIS-Lumpyvax), have been used extensively in cattle since the development in the late 1950s of the Neethling-LW1959 vaccine. These vaccines can cause some side effects, i.e., skin reactions, following administration in cattle. Genetically, seven single nucleotide polymorphisms (SNPs) have been identified between the original Neethling (WC-RSA-1957) isolate and the Neethling LAV(LW1959) strain (van Schalkwyk et al., 2022). Currently, the genetic link between virulent and attenuated phenotype has not yet been established (van Schalkwyk et al., 2022).

A comparative study of LSDV Vaccines (Onderstepoort Biological Products OBP; South-Africa), Lumpyvax (MSD-Animal Health; South-Africa), Kenyavac (Jordan Bioindustries Center Jovac; Jordan), Herbivac LS (Deltamune; South-Africa) and Vaccin LSD Neethling O vivant (MCI Santé Animale; Morocco) was performed in cattle demonstrating the efficacy of these vaccines (Haegeman et al., 2021b).

The Kenyan sheep- and goatpox (KSGP) vaccines, which have been genetically characterized as LSDVs, have been used for vaccines against SPPV and GPPV (Vandenbussche et al., 2016). The KSGP vaccines are not completely attenuated and can cause clinical disease in cattle especially in dairy cattle (Yeruham et al., 1994). Furthermore the LSDV outbreaks in the Indian subcontinent from this virus (Sudhakar et al., 2022) demonstrate that this is a virulent LSDV which can cause outbreaks in naive cattle.

Comparing the genome sequence of the KSGP vaccine to the Neethling-based vaccines revealed disruption of kelch-like proteins 19 and 144 as well as 134 (B22R) in Neethling-LW1959 vaccines and only disruption of 134 (B22R) in the KSGP vaccine indicating molecular differences in attenuation (Biswas et al., 2019).

Eradication in Europe was achieved using LAV homologous vaccines from South Africa in addition to other control measures including stamping out of cattle with clinical disease (Calistri et al., 2020). Despite the same vaccines used in South Africa, LSDV remains endemic in the region. The reason for this is not the lack of vaccine efficacy but rather vaccine coverage that is not high enough to break the transmission cycle (Hunter and Wallace, 2001). Other factors which can influence the success of a vaccination campaign are ‘Vaccine breakdown’ or disease outbreaks have been linked to: Vaccination of animals that were already incubating the disease. Confusion of the disease with ‘pseudo lumpy skin’ disease (Allerton virus, BHV-2). LSDV infection in unvaccinated calves, after the disappearance of maternal antibodies after 3 months (Hunter and Wallace, 2001; Agianniotaki et al., 2018). Poor maintenance of the cold chain resulting in decreased vaccine efficacy. In addition, incorrect vaccination schedules – in winter - long before the ‘season’ virus/disease is not seen regularly lead to producers believing vaccination is not worth the effort. Furthermore, there are cultural perceptions where not all farmers believe in vaccination (Masemola et al., 2021). The infrequent or improper use of the vaccine – re-use of needles as well as the availability of some LSDV vaccines in the country, lead to inadequate vaccination coverage. In addition, the increased susceptibility of European high producing cattle breeds to LSDV compared to African cattle breeds may influence the decisions to have cattle vaccinated (Davies, 1991). All these factors demonstrate that eradication of LSDV requires a national mandate to be achievable.

Despite the value of vaccination in controlling and preventing the spread of LSDV, contaminated vaccines played a disastrous role in the spread of LSD. In 1945, isolation attempts of LSDV samples submitted to the ARC-Onderstepoort, resulted in the spread of the disease to stables where cattle designated for the maintenance and production of Anaplasma centrale were kept. Of the 83 cattle involved in the A. centrale trial 43 manifested with clinical symptoms of LSD, including two oxen bled for A. centrale blood vaccine days before the onset of clinical symptoms. The A. centrale blood vaccine was unfortunately already administered and 12 days later the vaccinated cattle displayed signs of LSD, indicating the first transmission of the disease through inoculation with infected blood samples (Henning, 1949).

The European Union utilized the Neethling-based LSD vaccines, commercially available from manufacturers in South Africa, to control the spread and subsequently eradicate the disease in the Balkans (Calistri et al., 2020). In contrast, Russia employed a heterologous vaccination strategy based on the NISKHI SPPV vaccine. Despite vaccination with attenuated Neethling/vaccine being prohibited in Russia, the latter was identified in outbreaks in the Orenburg, Bashkortostan and Samara regions in 2017 (Kononov et al., 2019). Kazakhstan employed a vaccination campaign between 2017 and 2019, using the commercial vaccine Lumpivax from KEVEVAPI (Nairobi, Kenya) and AU-PANVAC (Debre Zeit, Ethiopia) (Vandenbussche et al., 2022). Recently, this vaccine was reported to contain both Neethling/LW1959, KSGPO-like, as well as GTPV genetic material (Vandenbussche et al., 2022).

Recent examples of the spread of LSD through contaminated vaccines include the numerous novel recombinant strains isolated in Russia, Kazakhstan and China, linked to the contaminated Lumpivax vaccines administered in Kazakhstan (Vandenbussche et al., 2022). The vaccine contains the genetic material of both the Neethling-LW1959 and KSGPO-like vaccines, and was administered between 2017 and 2019. This coincided with the detection of five novel recombinant strains, each sharing various patterns of the parental strains, Neethling-LW1959 and KSGPO-like vaccines.

The first report of LSD in India was in 2019, with the detection of KSGPO-like strains circulating in the sub-continent. This vaccine virus spread from Bangladesh or India to Nepal, Sri Lanka and Pakistan, yet the introduction of this vaccine strain to the region is not yet known (Hasib et al., 2021; Pandey et al., 2021; Maw et al., 2022). It is possible that LSDV entered Bangladesh or India either through vectors, which is unlikely since there was no LSDV outbreak near the Indian region where the first outbreak of LSDV occurred, and the virus was also of African origin. Live LSD-infected cattle imported legally or illegally could also be a source of the virus. Since SPPV and GTPV are present in these countries, there is a market for vaccines for SPPV and GTPV and the potential for the illegal importation of vaccines. Thus, another possibility is the illegal importation of a KSGP vaccine and use in animals. It is speculated that this commercial vaccine against SPPV and GTPV was either administered to the corresponding animal species and subsequent, natural transmission to cattle occurred or that cattle were vaccinated against the instructions of the manufacturers or contaminated needles were used when cattle were vaccinated.



6. Use of SPPV and GTPX vaccines in cattle to protect against LSDV

With the introduction of LSDV into new regions which were endemic for SPPV and GPPV, the use of locally produced heterologous vaccines have been used due to political and economic reasons. The scientific rationale for using these vaccines is that these viruses are genetically related and serologically identical. However, these vaccines were used before performing efficacy studies in cattle.

A large field study in Israel compared the efficacy of RM65 SPPV vaccine with the OBP vaccine, indicating that the efficacy of the RM65 SPPV vaccine was not as effective compared to the OBP vaccine (Ben-Gera et al., 2015). An experimental study compared the efficacy of the Romania SPPV vaccine to a Neethling LSDV vaccine in cattle against LSDV challenge. This study demonstrated only partial protection with the Romania SPPV vaccine while complete protection was observed with the Neethling vaccine (Hamdi et al., 2020a,b). The extensive use of the Bakırköy SPPV vaccine in Turkey has probably contributed to some control of LSDV (Uzar et al., 2022). However, there is a clear difference with respect to the length of time required to control LSDV in Turkey, compared to Europe, which has not yet eradicated the disease. Furthermore, Russia has used the NISKHI SPPV vaccines to control LSDV in the field (Kurchenko et al., 1991), yet it has been shown to be less effective compared to the G20-LKV vaccine in protecting cattle following an experimental LSDV challenge (Zhugunissov et al., 2020).

The mechanism for the decreased efficacy of SPPV vaccines is not known, however, the immunity generated from these vaccines is not as effective as the live attenuated LSDV vaccines. The small genetic differences between antigens are unlikely to be the reason for the decreased efficacy of SPPV vaccines. It is likely that these vaccines are too attenuated and do not replicate enough in cattle to stimulate protective immune responses. Further work is required to determine why live attenuated SPPV vaccines provide partial protection against LSDV in cattle. Notwithstanding this, the NISKHI strain was capable of eradicating LSD outbreaks, caused by a classical field strain, in 2015–2016 at 100% vaccination coverage (Byadovskaya et al., 2022).

The use of GTPV vaccines to control LSDV has been demonstrated to be effective to protect cattle from experimental LSDV infection using Gorgan (Gari et al., 2015) and G20-LKV vaccines (Zhugunissov et al., 2020). Although field testing of these vaccines has not yet determined their efficacy, there are clear differences between the efficacy of live attenuated SPPV and GTPV vaccines with respect to the level of protection against LSDV in cattle. Further demonstration of the effectiveness of GTPV in the field is required to answer the question about the efficacy of live attenuated GTPV vaccines to protect against LSDV in cattle in the field.



7. Immunity

Lumpy skin disease induces both antibody and cellular immunity following natural or experimental infection. The level of antibody induced can depend on the severity of clinical disease with animals that have severe disease and skin lesions generally having higher levels of antibodies due to the presence of high levels of viral antigen to stimulate the B cell response. However, some cattle subclinically infected do not develop detectable levels of antibodies following infection (Tuppurainen et al., 2005; Osuagwuh et al., 2007).

It was demonstrated, using serum transfer experiments, that antibody alone could protect against capripoxvirus infections (Kitching, 1986). Unfortunately, these studies were not done using capripoxvirus specific antibodies in cattle. The role of antibody responses in protection against LSDV is further demonstrated by inactivated LSDV vaccines being able to induce antibody responses and protection following experimental infection (Wolff et al., 2020; Hamdi et al., 2020a,b).

The role of cellular immunity in the protection of cattle against LSDV is demonstrated by live attenuated vaccines being able to protect against LSDV in the absence of detectable antibody responses (Haegeman et al., 2021b). The importance of CD4+ and CD8+ T lymphocytes in the protection elicited following vaccination with live attenuated vaccines is not yet known since CD4+ and CD8+ depletion studies have not been performed in cattle.

The current experimental evidence suggests that immunity against LSDV is a combination of both antibody and cellular immune responses and that a weak response in either immunity can be compensated for.



8. Research gaps in the development and use of vaccines

The development of live attenuated LSDVs through either serial passage of gene deletion must not only demonstrate that the virus is safe and effective, but also that this virus will not spread and cause disease in a susceptible cattle population. The KSGPO-240 LSDV vaccine transmits and causes disease in susceptible cattle as illustrated by the LSDV outbreaks in the Indian subcontinent (Roche et al., 2020; Sudhakar et al., 2020; Kumar et al., 2021).

Despite the fact that live attenuated vaccines have been demonstrated as an effective tool to control LSDV, they are not ideal to use in countries free of the disease, due to these countries losing their freedom of disease status. This inhibits the prevention of LSDV spreading into new countries, since preventative vaccination is not practiced in countries at risk.

Although inactivated LSDV vaccines have been demonstrated to be effective in experimental trials (Wolff et al., 2020; Hamdi et al., 2020a,b), application of these vaccines offer little benefit since it is not DIVA, using current serology based assays. In addition, the ability of inactivated capripoxvirus vaccines to protect against LSDV, SPPV and GTPV has not yet been demonstrated under field conditions. Results from these trials will provide additional understanding of the similarities between the protective antibody responses against capripoxviruses.

To develop a lumpy skin disease virus DIVA vaccine requires both a vaccine and compliment diagnostic test. Currently, there are limited ELISAs which could theoretically be used as a DIVA assay (Milovanović et al., 2019). Different ELISAs currently available, could be used in future to develop DIVA companion tests, by generating novel vaccines (Heine et al., 1999; Dashprakash et al., 2019; Berguido et al., 2022).

The requirements for the development of an effective live attenuated DIVA vaccine are: Having validated companion diagnostic ELISAs that can differentiate infected from vaccinated animals (2 tests, one to identify vaccinated animals and one to identify vaccinated animals which have been infected); Being able to delete the antigen encoded gene from one of the validated diagnostic ELISAs in a live attenuated vaccine. This requires the specific gene to be non-essential for viral replication. Following successful generation of the gene deleted live attenuated vaccine, this vaccine must be able to still induce protective immunity. If the deleted antigen is required to induce a protective immune response then the vaccine will not be effective. Finally, vaccinated animals following exposure to the virus are required to induce an antibody response to the antigen used in the companion diagnostic test.

An alternative approach to develop a DIVA vaccine is to identify the antigen(s) of LSDV that elicit a protective immune response, which are currently unknown. However, the complicating factor with LSDV is the numerous antigens present which makes identification difficult compared to many other viruses. In addition, it is not known if a single or more antigens are able to elicit a protective response against the virus. Once these antigen(s) have been identified there are many different vaccine platforms including subunit, mRNA and adenoviral vectors (Riel and de Wit, 2020). which could be used to develop an alternative effective vaccine for LSDV.

Another critical point for consideration is the consequences of the use of live attenuated vaccines (Hanley, 2011; Bull, 2015). Since they are replication-competent there is a risk for a single cell to be coinfected by two different parental genotypes. The recombination in general for capripoxviruses was only a hypothesis before 2017 (Gershon et al., 1989; Krotova et al., 2022a). The recent insights into the LSDV molecular epidemiology exhibited the involvement of Neethling and KSGP vaccine strains in the emergence of virulent vaccine-like strains with novel features reviewed here (Sprygin et al., 2018a). It is now evident that recombination in poxviruses occurs at a greater scale than thought and by mechanisms that are unique to poxviruses only (Evans, 2022).

Importantly, recombination is troubling not only for its contribution to virulence, but also because of its potential to generate new species of poxviruses. For example, Malignant rabbit virus (MRV) is the result of recombination between myxoma virus and Shope fibroma virus (Sprygin et al., 2022). It is hypothesized that capripoxviruses diverged from a common ancestor through both genetic drift and recombination at different rates (Gershon et al., 1989; van Schalkwyk et al., 2022). Molecular clocks calculated for capripoxviruses for the first time in history showed that LSDV as a species appeared about 500 years ago (van Schalkwyk et al., 2022).



9. Global molecular epidemiology

Understanding molecular epidemiology is a necessity for implementation of control strategies. Complete genome sequencing of an isolate provides in depth analysis of phylogenomic relationships, evolutionary changes and molecular epidemiology related to an outbreak. Genetic characterization and phylogenetic analysis during outbreaks of LSDV aids in understanding several aspects, for example, disease hotspot areas, level of transboundary circulation, origin of LSDV and detection of any new variants (Ochwo et al., 2020).

Since LSDV was first described in 1929 in Zambia, the genome of the virus was stable, illustrated by genetic analysis of field isolates from Africa displaying only minor differences. Furthermore, a comparison of field isolates from the Middle East in 2012 and Europe in 2015 to African isolates also demonstrated the genetic stability of LSDV (Stram et al., 2008; Agianniotaki et al., 2017a).

The genome of LSDV is about 150 kbp in length composed of a central coding region containing about 156 ORFs and sandwiched by identical inverted terminal repeats about 2.4 kbp in length each. Complete genome comparisons between the genome of LSDV to chordopoxviruses of other genera, indicated 146 genes conserved over the species. At the same time comparing LSDV central coding region to other known mammalian poxviruses (Suipoxvirus, Yatapoxvirus, and Leporipoxvirus) indicated colinearity and amino acid conservation of sequence identity up to 65%, yet this conservation decreases to 45% or even 0% when comparing the inverted terminal repeats (Tulman et al., 2001). In 2017, a novel recombinant was isolated from an active outbreak in Saratov, Russia. Genomic characterization of the virus indicated that it had a backbone of a Neethling/LW1959 vaccine strain, with 27 major recombination events involving a KSGPO-like vaccine integrated throughout (Sprygin et al., 2018a). A virus with high sequence identity to Saratov/2017 was isolated in Saratov in late 2019, indicating the ability of the novel recombinant LSDV to overwinter in the freezing winter conditions of Russia (Shumilova et al., 2022a). A second novel recombinant LSDV strain was isolated and characterized in March 2018 in Udmurtia, Russia, during frozen winter conditions (Sprygin et al., 2020). In contrast to the first recombinant, Saratov/2017, the second LSDV (Udmurtia/2018) had a genomic backbone identical to KSGPO-like strains with portions of Neethling/LW1959 contained within due to unique recombination events between the two strains (Sprygin et al., 2018a). These two novel recombinants were genetically unique and appeared to be restricted to localized outbreaks within a specific region (Shumilova et al., 2022b).

A third novel recombinant was identified in Tuymen, Russia in 2019 with a genomic backbone identical to the Neethling vaccine with patterns of KSGPO-like vaccine contained within (Krotova et al., 2022b). This was soon followed by the description of the fourth novel recombinant strain in China from 2019 (Lu et al., 2020). The virus spread rapidly across China to neighboring countries including Vietnam, Cambodia, Laos, Mongolia, Russia and Thailand (Seerintra et al., 2021; Tran et al., 2021; Sprygin et al., 2022; Suwankitwat et al., 2022; Krotova et al., 2022a). This is currently the dominant lineage spreading in southeast Asia, including Malaysia, Singapore and Indonesia.


9.1. Molecular analysis based on full-genome sequencing

Complete genome sequencing of LSDVs obtained from outbreaks in new geographic regions or representing isolates with differences in pathogenicity or transmission phenotype, is required to investigate virus evolution and gene selection. Genetic changes can be further characterized to confirm their effect on the phenotype. Currently, 59 complete genome sequences of LSDV isolates are available in Genbank, representing vaccine strains and viruses isolated from several countries where the virus circulates (Figure 1). These sequences represent isolates from Africa, the Middle East, Europe, Russia and Asia.
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FIGURE 1
 Maximum likelihood phylogenetic analysis based on full genome sequences of LSDV isolates obtained from Genbank and representing all the groups and clusters of the virus.


The phylogenetic analysis of these isolates divided them into three major groups; clusters 1.1, 1.2 and the new cluster 2 consisting of novel recombinants. The latter cluster is subdivided into five separate clusters, designated 2.1 to 2.5, with the majority of these sub-clusters consisting of sequences from one or two isolates (Figure 1).

As demonstrated in Figure 1, clusters 1.1 and 1.2 consist of isolates from different regions of the world as well as a large temporal distribution. The earliest isolate is from South Africa in 1954, whilst the newest from India in 2020 (Kumar et al., 2021; van Schalkwyk et al., 2022). In contrast, the five sub lineages of novel recombinant strains constituting cluster 2 were detected from 2017 and only in Russia, Kazakhstan and Asian countries (Sprygin et al., 2018a, 2020; Krotova et al., 2022a,b,c).

The geographical distribution of isolates whose complete genomes have been elucidated are indicated in Figure 2.
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FIGURE 2
 Geographic distribution of different LSDV clusters based on the full genome sequences of isolates from these regions. Countries where more than one phylogenetic cluster were identified are indicated in gray, whilst the different clusters present in these countries are included in small colored squares (each colored square represents a different cluster). This map represents outbreaks from 1954 to 2022.


Based on complete genome sequences, it has been calculated that clusters 1.1 and 1.2 shared a common ancestor around 550 years ago (van Schalkwyk et al., 2022). The first characterized isolates representing both these clusters were circulating, respectively, in South Africa (1.1) and Kenya (1.2) in the 1950’s (Tulman et al., 2001; van Schalkwyk et al., 2022). Cluster 1.1 is represented by the LSDV type strain Neethling, isolated in 1957 and attenuated to a commercial vaccine in 1959 (Alexander et al., 1957; van Rooyen et al., 1959). Seven nucleotide differences were detected between the virulent Neethling/1957 and vaccine/1959 strains (van Schalkwyk et al., 2020). The currently available commercial vaccines based on this isolate, are grouped into the same cluster with minimal nucleotide differences between them, indicating stable maintenance of the vaccine stock (Kara et al., 2003; Mathijs et al., 2016; Douglass et al., 2019). Additionally, Cluster 1.1 contains virulent field isolates from South Africa isolated in the 1970’s and 1990’s, with 69 nucleotide differences within this cluster, possibly due to genetic drift (Figure 3; van Schalkwyk et al., 2020, 2022).
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FIGURE 3
 Maximum likelihood phylogenetic tree representing the complete genomes of South African isolates and Neethling-LW1959-based vaccines belonging to Cluster 1.1.


Approximately, 2,200 nucleotide differences were described between isolates belonging to clusters 1.1 and 1.2 (Kara et al., 2003). In contrast to the limited geographical distribution of Cluster 1.1, currently consisting of isolates only from South Africa, Cluster 1.2 has samples from Africa, the Middle East, Europe and Asia (Figure 4). The sequences contained in this cluster could be subdivided into three sub-lineages, based on ~260 nucleotide differences between them (Figure 4). The basal lineage consists of the original NI-2490 and KSGPO-240 from Kenya in 1958 (Capstick, 1959), as well as the KSGPO-240 vaccine isolates from India, Nepal and Bangladesh in 2019–2020 (Figure 4). The second cluster contains isolates from sub-Saharan Africa, including sequences from Namibia and South Africa, with the latter only since 2000 (Di Felice et al., 2020; van Schalkwyk et al., 2022). In contrast, the third sub-cluster has a short temporal, but vast spatial distribution. Isolates from the Middle East, Europe and Asia represent outbreaks from 2010 to 2016 (Agianniotaki et al., 2017a,b; Sprygin et al., 2019b).
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FIGURE 4
 Maximum likelihood phylogenetic tree representing the complete genomes of isolates belonging to Cluster 1.2.


As illustrated in Figure 2, isolates from Cluster 1.1 were restricted to a specific region, whilst isolates belonging to Cluster 1.2 were isolated in several countries starting from South Africa in Africa, to Kazakhstan and the Russian Federation in Asia, Israel in the Middle East and the EU countries (Greece, Serbia and Bulgaria). These isolates have been circulating for more than 70 years with a high level of genome stability. In contrast, isolates belonging to cluster 2 are already distributed to 5 different clusters due to the high level of intergenic recombination occurring across the genomes of these viruses, despite the first description only in 2017 (Sprygin et al., 2018a, 2020; van Schalkwyk et al., 2022).

As previously mentioned, the isolate from Saratov in Russia in 2017 was the first novel recombinant strain to be described and formed with a second isolate from the same region in 2019 in cluster 2.1 (indicated with green in Figure 5). These viruses had 60% of the SNPs identical to the Neethling-LW1959 vaccine and the remaining 40% were identical to KSGPO-240, thus sharing a close common ancestor to Cluster 1.1 (Figure 6; Sprygin et al., 2018a; Krotova et al., 2022a; Shumilova et al., 2022b). Cluster 2.2 consists of the second recombinant strain identified in Udmurtiya in Russia, in 2019, indicated with light blue in Figure 5 (Sprygin et al., 2020). The isolate LSDV/Russia/Udmurtiya/2019 was genetically different from Saratov/2017, except for the shared parental strains Neethling-LW1959 vaccine and KSGPO-240. This isolate shared 55% of the SNPs with KSGPO-240 and only 45% with Neethling-LW1959 vaccine resulting in a closer phylogenetic association to Cluster 1.2 (Figure 6; Krotova et al., 2022a). The complete genome sequence of a third unique novel recombinant strain Kostanay/Kazakhstan/2018 was submitted to GenBank, but no additional information pertaining to this isolate was published (Figure 5, dark blue). Despite also sharing 55% of the SNPs with KSGPO-240 and 45% with Neethling-LW1959 vaccine, the complete genomes of Kostanay/Kazakhstan/2018 and LSDV/Russia/Udmurtiya/2019 are not identical, resulting in Kostanay/Kazakhstan/2018 forming into Cluster 2.3 (Figure 6; Krotova et al., 2022a). Cluster 2.4 contains yet another novel recombinant from Russia in 2019, LSDV/Russia/Tyumen/2019 (Figure 5, light purple). It shares 38% of the SNPs with KSGPO-240 and 62% with Neethling-LW-1959 vaccine, resulting in a closer phylogenetic relationship to Cluster 1.1 (Figure 6; Krotova et al., 2022a,b). The last lineage to be identified in 2019, Cluster 2.5, was first described in an outbreak in the Xinjiang region of China in 2019 (Lu et al., 2020). Viruses belonging to this lineage, indicated in dark purple in Figure 5, have spread across China south to Vietnam, Taiwan, Thailand, Cambodia, Malaysia and Indonesia as well as north to Mongolia and Russia in 2020 (Figures 5, 7). The dominant lineage has 48% of the SNPs identical to KSGPO-240 and 52% identical to Neethling-LW-1959 vaccine (Figure 6; Krotova et al., 2022a). It is interesting to note, that during the same time novel recombinant Cluster 2.5 were spreading across South-East Asia, one of its parental strains, the vaccine strain KSGPO-240, were introduced and spread across Bangladesh, India, Myanmar, Nepal, Bhutan, Pakistan and Sri-Lanka. As yet, no subsequent recombination between recombinant cluster 2.5 and parent vaccine KSGPO-240 strains has been reported (Figure 7).
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FIGURE 5
 Geographic distribution of LSDV strains circulating in Asia. The dominant lineage in South-East Asia is the recombinant Cluster 2.5, whilst the vaccine KSGPO-240 is causing outbreaks in the Indian subcontinent. This map represents outbreaks from 2015 to 2022.
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FIGURE 6
 Maximum likelihood phylogenetic tree representing the complete genome sequences of isolates belonging to Cluster 2 in relation to their parental strains in Cluster 1.1 and Cluster 1.2.
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FIGURE 7
 World wide distribution of LSDV based on available information of sequenced genome markers. This map represents outbreaks from 1929 to 2022.




9.2. Molecular analysis based on sequencing of specific genome markers

Complete genome sequencing of an isolate provides in depth analysis of phylogenomic relationships, evolutionary changes and molecular epidemiology related to an outbreak. Since complete genome sequencing requires specialized infrastructure and equipment it is still expensive, laborious and not attainable by many laboratories. The complete genome of LSDV exceeds 150 kbp in length, rendering full genome sequencing of each isolate impractical, yet an affordable and easy method to characterize a large representative of an outbreak is to sequence several genome loci. In the case of LSDV this is based on sequencing four genes; GPCR, RPO30, P32 and EEV (Lamien et al., 2011; Ochwo et al., 2020; Sprygin et al., 2020; Sudhakar et al., 2020; Badhy et al., 2021).


9.2.1. P32

The WOAH-approved molecular test to identify capripoxviruses was developed by Ireland and Binepal in 1998. It is based on the 192 bp region of the LSDV ORF LW074, encoding the P32 intracellular mature virus (IMV) envelope protein. Due to the small size of this amplicon and the limited SNPs contained within, it only divides LSDV into four clusters, 1.1, 1.2, 2.1, and 2.4 (Table 1). Based on the sequences of P32, clusters 2.2 and 2.3 (Udmurtiya/Russia/2019 and Kostanay/Kazakhstan/2018) grouped with Cluster 1.1, whilst Cluster 2.5 (represented by GD1/China/2019) grouped with cluster 1.2.



TABLE 1 Capability of genome markers to detect recombinant LSDV strains.
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9.2.2. GPCR

The G-protein-coupled chemokine receptor (GPCR) gene, located in ORF LW011 was identified as a gene target which could be used for differentiating between the three capripoxviruses (Le Goff et al., 2009). Since it is a large region and contains various polymorphisms, in addition to identifying the capripoxvirus, it can be used to cluster viruses into individual sub-lineages. Currently, this marker clusters LSDV isolates into seven clusters, 1.1, 1.2, 2.2, 2.3, 2.4, 2.5 and a possible new recombinant Group 2.6 (Table 1). Unfortunately, it does not discriminate between sequences in Cluster 1.2 and 1.2-KSGO and additionally, Saratov/Russia/2017 (2.1) is clustered with 1.1 (Sprygin et al., 2018a).



9.2.3. RPO30

The genome marker RPO30 is based on ORF LW035 that encodes the 30 kDa subunit of the RNA polymerase. Originally designed to differentiate between the three capripoxviruses, it was soon implemented to contribute to the molecular epidemiological characterization of LSD outbreaks (Lamien et al., 2011). The genetic variability within each of the capripoxviruses is generally low, thus any nucleotide sequence variation is highly indicative of a true difference between isolates, i.e., vaccine strains versus field isolates, or in the case of LSDV the difference between Cluster 1.1 and 1.2 (Molini et al., 2018). Amplification, sequencing and phylogenetic analysis of a 486 bp region of the ORF, enables the clustering of all the known LSDV isolates into six clusters, i.e., Clusters 1.1, 1.2, 1.2 KSGP, 2.1, 2.4 and 2.5 (Table 1). This implies that two of the previously described novel recombinant clusters (2.2 and 2.3) were not identified as individual clusters (Sprygin et al., 2020). The sequences of Udmurtiya/Russia/2019 (2.2) clusters with 1.2-KSGO, whilst Kostanay/Kazakhstan/2018 clusters with Saratov/Russia/2017 in Cluster 2.1.



9.2.4. EEV

The extracellular enveloped (EEV) glycoprotein, encoded by LSDV ORF LW126, is preferentially used as a marker to differentiate between vaccine (Neethling-LW1959) and field isolates belonging to Cluster 1.2 (Menasherow et al., 2014). This DIVA strategy is based on the amplification of a 1,051 bp fragment of the ORF, subsequent sequencing and comparison to the vaccine strains. The EEV glycoprotein gene sequence has a 27-nucleotide insertion in the genome of field isolates (Cluster 1.2) in comparison to vaccines in Cluster 1.1. These 27 bps are present in all isolates of Cluster 1.2, including the KSGP-0240 derived vaccines and historical NI2490 (1958) and LSDV Kenya (1950) sequences from Kenya. As a marker for epidemiological clustering of isolates, this marker has the ability to differentiate isolates into five clusters, i.e., 1.1, 1.2, 1.2-KSGP and two novel recombinant clusters 2.2 and 2.5. The remainder of the novel recombinant viruses belong to Cluster 1.1.

The majority of the previously described markers were designed to either identify the capripoxvirus species or to differentiate vaccine and field viruses, however, they all discriminate between isolates belonging to clusters 1.1 and 1.2. Comparison of the genomes of recent virulent field viruses belonging to Cluster 1.1 and novel recombinant viruses, demonstrated these markers could not accurately identifying recombinant viruses (Sprygin et al., 2018a, 2020; Ma et al., 2022; van Schalkwyk et al., 2022; Krotova et al., 2022a,b). In addition to the recombinant strains identified in Russia, Kazakhstan and South-East Asia, a description of a single cattle vaccinated in Kenya (Embu/B338/2011) with mixed features, has been described (Chibssa et al., 2021). Based on sequence analysis of the partial PRO-30, GPCR, EEV and B22R genes, the field virus LSDV Embu/B338/2011 from displayed features of both LSDV Neethling vaccine and field isolates using these markers, although no full genome was provided (Chibssa et al., 2021). A summary of the ability of each marker to identify the novel recombinant strains, are provided in Table 1.

As demonstrated in Table 1, not a single genome marker harbors enough information to differentiate between the recombinant isolates, yet used in combination the markers could identify the currently recognized recombinant strains, but might misidentify novel strains.

For this reason Krotova et al. (2023), suggested using a single marker capable of differentiation and identification between all the different recombinant clusters. The authors identified a region in open reading frame (ORF) LW134, that is 705 bp in size. Where 13 informative single nucleotide polymorphisms (SNPs) were capable of segregating the novel recombinant vaccine-like strains RVLSs accurately into previously designated clusters, based on complete genomes sequences. This assay is based on a single PCR reaction followed by DNA sequencing to identify previously described recombinant strains and cluster them into pre-identified groups.





10. Similarities and differences between classical and recombinant vaccine-like LSDV

The impact of an LSDV outbreak, in a new region, on the cattle industry is severe regardless of the strain of the virus. The clinical signs and severity of the disease are similar between classical LSDV, KSGPO and recombinant LSDV strains. In outbreaks these viruses display variability in morbidity, mortality and severity of clinical disease. The patterns of virus replication and secretion between experimental infection of classical LSDV (Babiuk et al., 2008b) and recombinant LSDV observed in the field are similar (Li et al., 2022).

Differences between the recombinant viruses and classical LSDV and KSGPO are the improved transmission by contact with recombinant viruses. The molecular mechanism for this is not understood. All three lineages (Figure 1) have demonstrated the ability to spread into new geographic regions as these viruses can be spread over distance by vectors.

To date, there is no evidence that recombinant or KSGPO LSDV isolates can evade control by safe and effective live attenuated vaccines.



11. DIVA diagnostics

Rapid and reliable diagnostic tools have always been instrumental for disease control and eradication. The initial PCR assays on LSDV were conventional PCR approaches targeting capripoxvirus genus specific genes (Ireland and Binepal, 1998), followed by real-time PCR to detect capripoxviruses (Bowden et al., 2008). The geographic expansion of LSDV beyond Africa into the Middle East and Europe and the use of live attenuated LSDV vaccines required a diagnostic to be able to differentiate LSDV between field isolates and the live attenuated vaccines used. Different approaches were used that identified genetic differences between the circulating LSDVs in the field, predominantly belonging to Cluster 1.2, and the commercially available live attenuated vaccines based on Neethling-LW1959 (Vidanović et al., 2016; Agianniotaki et al., 2017b; Erster et al., 2019; Sprygin et al., 2019a,b,c). These DIVA diagnostics were fit-for-purpose prior to the emergence of recombinant LSDVs, even though these diagnostics did not target specific LSDV genes critical for the virulence of field isolates.

With the emergence of recombinant vaccine-like LSDVs, the DIVA diagnostics became problematic because the genomic rearrangements in LSDV genomes due to recombination caused a breakdown in the performance of the all existing assays and kits (Byadovskaya et al., 2021). The currently established lineages in South East Asia cluster 2.5 is detected as vaccine by two assays: the GPCR gene based real time PCR (Agianniotaki et al., 2017a,b) and real-time PCR assay targeting the vaccine LSDV strain (Sprygin et al., 2018b), whereas the KSGP strains from India and Bangladesh are detected positive by the GPCR assay developed by Agianniotaki and negative by the vaccine assay developed by Sprygin (Agianniotaki et al., 2017a,b; Sprygin et al., 2019c).

Interestingly, virulent strains like Haden/RSA/1956 and the prototype strain Neethling/RSA/1957, circulating in South Africa before 2000, belonged to cluster 1.1. If tested using the aforementioned DIVA assay, they would test positive using both the vaccine Agianniotaki GPCR assay and the vaccine Sprygin 008 (Agianniotaki et al., 2017a,b; Sprygin et al., 2019c).

The current understanding of molecular epidemiology objectively necessitates a need for further efforts in the search for proper genetic targets related to virulence and transmission to differentiate the current lineages using PCR.

Based on analysis of full-genome sequences of the RVLS of LSDV researchers are developing new RT-PCR kits that can differentiate between field isolates, vaccine strains and RVLS. Krotova et al. (2023) identified a 705-bp region in open reading frame (ORF) LW134 that can be used for this purpose. Based on a single run of nucleotide sequencing and phylogenetic analysis, the region with 13 informative single nucleotide polymorphisms (SNPs) was capable of accurately segregating the novel RVLSs into the same five clusters previously confirmed by whole-genome sequencing (Krotova et al., 2023). Haegeman et al. (2023a,b) of a validated RT-PCR allowing to differentiate wild-type LSDV strains, including the Asian recombinant strains, from Neethling-based vaccine strains (Haegeman et al., 2023a,b). This work was directly followed by a research validating another RT-PCR allowing to targeting open reading frame LW032, capable of specifically detecting KSGP-related isolates and recombinant LSDV strains containing the KSGP backbone (Sprygin et al., 2023).



12. Conclusion

LSDV is continuing to spread into new regions and still poses multiple challenges both to farmers and policy makers, complicating its control and eradication in livestock and wildlife. The ability of LSDV to spread into new regions has historically been underestimated (Roche et al., 2020). The current spread of LSDV into most of Asia continues to threaten Southeast Asia and Australia. In addition, since LSDV can easily transmit in naive cattle, an outbreak in the Western hemisphere would likely spread uncontrollably in Central or South America. For these reasons LSDV continues to be an emerging global threat to cattle (Babiuk et al., 2008a). South African researchers first established that LSDV could be transmitted via contact, shared water and vectors, with recent investigations only echoing the original observations at a more sophisticated laboratory level. Current observations from around the globe confirm these findings and give further impetus to studying the overwintering capacity of LSDV not only under tropical winters but also freezing winters with snow cover.

The genesis of recombinant LSDVs occurring as a result of multiple homologous recombination events between the two widely used vaccine strains Neethling and KSGP gave rise to a plethora of unique virus variants, followed by positive selection of the fittest currently established in South Easten Asian countries and represented by the single lineage cluster 2.5.

Of note, the cluster 2.5 viruses are the lineage spreading across the region, with cluster 1.2 KSGP viruses radiating out from India possibly due to the use of the KSGP based vaccine (KS-1) against sheep pox with an escape and spillover into susceptible cattle populations in India and spreading to neighboring countries. The future spread of these viruses between regions is not known. It is possible that either both viruses cluster 2.5 and cluster 1.2 continue their spread into neighboring regions or that one cluster becomes the dominant virus.

The lack of fit-for-purpose DIVA assays to properly distinguish virulent viruses and live attenuated vaccines remains a research gap. The previously used approaches for DIVA assays using a small range of genomic sequences of only classical and vaccine strains, were not effective for use with the emergence of the recombinant LSDVs. New approaches using genes required for virulence are needed to discriminate between live attenuated Neethling vaccines and virulent LSDV viruses.
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Mice were immunized with a combination of self-amplifying (sa) RNA constructs for the F1 and V antigens of Yersinia pestis at a dose level of 1 μg or 5 μg or with the respective protein sub-units as a reference vaccine. The immunization of outbred OF1 mice on day 0 and day 28 with the lowest dose used (1 μg) of each of the saRNA constructs in lipid nanoparticles protected 5/7 mice against subsequent sub-cutaneous challenge on day 56 with 180 cfu (2.8 MLD) of a 2021 clinical isolate of Y. pestis termed 10-21/S whilst 5/7 mice were protected against 1800cfu (28MLD) of the same bacteria on day 56. By comparison, only 1/8 or 1/7 negative control mice immunized with 10 μg of irrelevant haemagglutin RNA in lipid nanoparticles (LNP) survived the challenge with 2.8 MLD or 28 MLD Y. pestis 10-21/S, respectively. BALB/c mice were also immunized with the same saRNA constructs and responded with the secretion of specific IgG to F1 and V, neutralizing antibodies for the V antigen and developed a recall response to both F1 and V. These data represent the first report of an RNA vaccine approach using self-amplifying technology and encoding both of the essential virulence antigens, providing efficacy against Y. pestis. This saRNA vaccine for plague has the potential for further development, particularly since its amplifying nature can induce immunity with less boosting. It is also amenable to rapid manufacture with simpler downstream processing than protein sub-units, enabling rapid deployment and surge manufacture during disease outbreaks.
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Introduction

Currently, there is no approved and accessible vaccine for plague, which remains a life-threatening endemic disease in global regions (WHO R&D blueprint, 2018). In recent years, significant advances toward an approved vaccine have been made (WHO R&D blueprint, 2018), including the exploitation of immunogens and further characterization of the key protective antigens, F1 and V. When secreted by the causative bacterium Yersinia pestis during infection, these antigens control important virulence mechanisms: F1 is exported to the bacterial surface where it is the major component of a protective capsule that has anti-phagocytic activity (Friedlander et al., 1995; Tito et al., 2001); the V antigen is key to the bacterial Type 3 secretion mechanism during which, on host cell contact, an injectisome is formed through which V antigen is exported and reassembled on the injectisome’s tip where, with the aid of pore-forming Yersinia outer proteins, it is delivered to the host cell with cytotoxic and immunomodulatory effects (Mueller et al., 2005; Cornelis, 2006).

These sub-units have been produced in a recombinant form, either as a fusion protein (F1-V) or in simple admixture (F1 + V), and have been shown to be highly immunogenic and efficacious to protect a range of animal models against either injected or aerosolised exposure to Y. pestis (Sun and Singh, 2019). Additionally, both presentations of the protein sub-units (F1-V and F1 + V) have been evaluated in clinical trials and have been shown to be safe and immunogenic in many hundreds of volunteers (Williamson et al., 2005; Hart et al., 2012).

However, the scaled-up expression and GMP manufacture of these protein sub-units and their subsequent formulation is an expensive and labor-intensive exercise that does not lend itself well to an emergency requirement. Messenger RNA (mRNA) vaccine manufacture offers a more streamlined approach to translational development since mRNA constructs for F1 and V can be prepared and formulated at GMP and deployed directly. As a further modification, by incorporating a viral replicase in the RNA constructs these become self-amplifying (sa) in vivo (McKay et al., 2020), providing a potential lower-dose and cost-effective alternative to mRNA. In this context, the use of lower doses maximizes the number of doses per production batch, which is also advantageous in outbreak situations (Kis et al., 2020).

Here, we prepared saRNA constructs for the two key protective antigens, F1 and V. We immunized both inbred and outbred mice with these combined constructs, which were formulated and delivered intra-muscularly (i.m.) in lipid nanoparticles (LNP), and we assessed the immune responses induced. Subsequently, we challenged the mice by the sub-cutaneous (s.c.) route with a recent Malagasy clinical isolate of Y. pestis (Y. pestis 10-21/S) (Andrianaivoarimanana et al., 2021) to determine the protective efficacy induced.

These data represent a significant step forward in the search for an easily manufactured and more broadly protective vaccine for plague and build on recent data from Kon et al., who showed that an RNA construct encoding only F1 was efficacious in mice against the virulent KIM53 strain of Y. pestis (Kon et al., 2023).



Materials and methods


Preparation of constructs for immunogenicity studies

In initial studies, individual DNA constructs for each F1 (n = 5) and V (n = 4) were prepared to determine the most immunogenic sequence on which to base subsequent RNA constructs. For an initial immunogenicity study, these DNA constructs were administered i.m. by electroporation (Mann et al., 2014). DNA constructs were designed as follows: V1 = secreted monomer, where a secretion signal peptide was placed upstream of the original bacterial sequence; V2 = truncated secreted monomer (V1), with C-terminal truncation following N281 to improve potential secretion; V3 = membrane-tethered trimer, where the secreted monomer (V1) was fused to the D8 transmembrane domain of OPG105 from vaccinia to promote trimerisation; V4 = secreted V1-ferritin fusion protein where the secreted monomer of V1 was fused via a flexible linker (GSGGG) to a ferritin monomer, designed to promote the secretion of a self-assembling ferritin particle with V1 on the outer facing surface; F1 = the original bacterial F1 sequence with a deletion of the N terminal 21 amino-acid signal sequence; F2 = F1 with a 35 amino acid N-terminal deletion (ΔN) to remove additional hydrophobic residues with the aim of improving secretion; F3 = where a secretion signal peptide was placed upstream of the ΔN terminal sequence; F4 = where the transmembrane sequence of CD74 followed by a short linker was placed upstream of the ΔN sequence to provide a membrane tethered version with potential for cell surface display of the antigen; F5 = secreted F1-ferritin fusion protein where the F3 version of F was fused by a flexible linker (GSGGG) to a ferritin monomer to promote secretion of a self-assembling ferritin particle with F on the outer facing surface (see Supplementary Information for sequence data).

Each DNA open reading frame was inserted into a standard plasmid vector immediately after a CMV promoter for constitutive intracellular transcription, together with a Kozak translation initiation sequence, which was placed adjoining the ATG start codon. For the saRNA template plasmid constructs that were used to generate saRNA by in vitro transcription (IVT), the V or F1 sequences (selected from the options above) were inserted downstream of the viral replicase and subgenomic promotor of the Venezuelan Equine Encephalitis virus (VEEV), replacing the viral non-structural proteins, and assembled in a T7 expression plasmid as previously described (McKay et al., 2020). saRNA was generated by IVT with the final concentrations each of 5 mM NTP, 40 mM Tris–HCL pH 8, 10 mM DTT, 2 mM Spermidine, 0.002% Triton, 27 mM Magnesium Acetate, 20 U T7 RNA polymerase per 1 ug DNA template, 1 U/uL RNase inhibitor, and 5 mM CleanCap AU (N-7114, Trilink Biotechnologies, CA, USA). SaRNA was then formulated in a lipid nanoparticle (LNP), utilizing C12-200 (Corden Pharma, Switzerland) as the complexing ionizable lipid (N/P ratio of 8), 1,2-distearoyl-sn-glycero-3-phosphocholine (DSPC) (Avanti® Polar Lipids, US) as the helper lipid, cholesterol (plant-derived) (Avanti® Polar Lipids, US), and 1,2-dimyristoyl-sn-glycero-3-phosphoethanolamine-N-[methoxy(polyethylene glycol)-2000] (ammonium salt) (DMPE-PEG2000) (Avanti® Polar Lipids, US) as previously described (McKay et al., 2020). Z-average diameter and zeta potential were analyzed using a Zetasizer Nano ZS (Malvern Instruments, UK) and encapsulation using a Quant-iT RiboGreen assay (Thermo Fisher Scientific, UK). The Z-average diameter was 80–100 nm with a PDI of 0.2–0.3 and a Zeta potential of −4 to −6 mV. Encapsulation efficiency was >90%. The LNP-formulated saRNA vaccines were shipped on dry ice and stored at <-60°C before use.



Immunogenicity testing

All animal studies were carried out according to protocols approved by the Institutional Animal Care and Use Committees in each location, at Imperial College London (ICL) and Institut Pasteur Madagascar (IPM). BALB/c mice were obtained from Charles River, and OF1 mice were bred at IPM.

In an initial screening study at ICL, the DNA constructs for F1 and V (10 μg each) were delivered intra-muscularly (i.m.) in the quadriceps with electroporation (Mann et al., 2014) to immunize female BALB/c mice (groups of 5) on days 0 and 28. On each occasion, post-injection, the sites received electroporation via tweezer electrodes from an ECM830 square wave EP system (BTX). Pulses were 100 V of positive or negative polarity at 1 pulse/s, with each lasting 50 mseconds.

Subsequently, a single saRNA construct for each of F1 [based on DNA construct F1 (1)] and V (based on DNA construct V1) was prepared for a further immunogenicity study at ICL, followed by immunogenicity and efficacy testing at the Institut Pasteur de Madagascar (IPM). At ICL, saRNA constructs for the down-selected F1 and V sequences were used to immunize 8 BALB/c mice at two doses (1 μg and 5 μg), i.m. At IPM, these saRNA constructs were used to immunize groups of 8 female outbred (OF1) mice using the same dose levels and route.

In each location, the immunization schedule was the same. On the day of each vaccination (0, 28), the saRNA vaccines were thawed at ambient temperature, mixed thoroughly, and used within 2 h. Mice were immunized i.m. in a total volume of 0.05 mL/mouse into the gastrocnemius muscle such that the F1 (1) construct was delivered into one hind leg in 0.05 mL i.m. and the V construct into the contralateral leg (0.05 mL i.m.). At ICL, mice underwent venepuncture on days 0, 21, and 35. At IPM, whole blood samples were collected and placed onto a seropad on days 0, 23, and 51 and then analyzed as previously described (Dromigny et al., 1998; Andrianaivoarimanana et al., 2021). The antibody response was determined by standard ELISA (Williamson et al., 2005), and the neutralizing antibody (NAb) response directed toward the V antigen was detected by competitive ELISA (Moore et al., 2022). The assay was conducted on murine test serum and pooled by the treatment group. NAb was assayed by competing the test serum for binding to the V antigen on the solid phase with the neutralizing biotinylated monoclonal antibody 7.3 (Mab 7.3). The binding of biotinylated Mab 7.3 was detected with a streptavidin peroxidase antibody, so a reduction in the OD signal indicated a reduction in biotinylated Mab 7.3 binding to the V antigen.

As previously described, splenocytes collected at day 35 were assayed by ELIspot (Tregoning et al., 2023). In brief, splenocytes (1.25 × 106/ml) were restimulated in vitro with a combination of F1 and V antigens (20 μg/mL) and incubated overnight at 37°C, 5% CO2. IFNγ secretion was quantified by immunostaining, and the enumeration of the spots was read using AID ELISpot reader ELR03 with AID ELISpot READER software (Autoimmun Diagnostika GmbH, Germany). The data were reported as spot-forming units (SPU) per 106 splenocytes.



Efficacy testing

At IPM, the groups of female outbred OF1 mice (n = 8 per group) were allocated to treatments as shown in Table 1 and immunized i.m. as described above. Negative control groups received either 10 μg of irrelevant RNA (heamagglutinin, HA) encapsulated in LNP or 20% v/v alhydrogel, both administered i.m. For the reference vaccine, the F1 and V sub-unit proteins were combined, formulated in 20% v/v alhydrogel, and the vaccine was divided between each hind leg (0.05 mL/leg) to deliver 5 μg of each protein.



TABLE 1 Immunogenicity and efficacy testing in OF1 mice: treatment groups and schedule.
[image: Table1]

Mice were blood-sampled serially to monitor the immune response induced, and 28 days after the booster dose on day 56, they were exposed to Y. pestis 10-21/S (Andrianaivoarimanana et al., 2021) by the subcutaneous (s.c.) route at either a target dose of 102 or 103 cfu in 0.1 mL/mouse. The median lethal dose (MLD) of the capsulated Y. pestis 10-21/S isolate had previously been determined as 65 cfu (Andrianaivoarimanana et al., 2021). Prior to use, the Y. pestis 10-21/S isolate was grown in brain-heart infusion (BHI) broth (Oxoid Ltd., UK) for 2 days at 28°C to provide an inoculum and on Cefsulodin-Irgrasan-Novobiocin (CIN) agar plates to enumerate viable bacterial colonies.

IPM is a WHO Collaborating Center for Plague. The IPM facility for the safe handling of infected animals utilizes a biosafety cabinet with vertical laminar airflow venting to the atmosphere, and operators use personal protective clothing, gloves, and masks; this is classed as a P2+ operation, equivalent to BSL2 + .

Post-infection (p.i.), mice were closely monitored for 14 days, with those showing clinical signs representing the humane endpoint being culled by cervical dislocation. At 14 days p.i., surviving mice were also culled, and blood and spleens were collected post-mortem.



Retrospective enumeration of challenge dose levels

The challenge inocula were retrospectively cultured on CIN agar plates (Rasoamanana et al., 1996) and enumerated to estimate the number of colony-forming units (cfu) delivered in a 0.1 mL inoculum per mouse.



Bacteriology post-mortem

The blood and spleens collected post-mortem were cultured to detect Y. pestis on CIN agar and BHI with API20E identification (Rasoamanana et al., 1996). To identify colonies that morphologically did not resemble Y. pestis, MALDI-TOF (Bruker Biotyper) identification was also conducted, according to the manufacturer’s instructions. In brief, bacterial colonies were collected and extracted with an organic solvent comprising 50% acetonitrile, 47.5% water, and 5% trifluoroacetic acid with vigorous mixing for 20 min, followed by 5 min of incubation at room temperature. Subsequently, the extracted samples were centrifuged, and 1 μL aliquots were analyzed by MALDI-TOF to confirm the bacterial species.



Statistical analysis

Graphs were generated using the software GraphPad PRISM (V9.0). Antibody titer data from initial experiments was log-transformed and analyzed by a linear model. The validity of the analysis against assumptions was assessed using standard diagnostic plots. Pairwise comparisons were made using Bonferroni’s correction for familywise error.

Competition ELISA data were analyzed by a linear model where dilution and construct were included as non-continuous variables. The validity of the analysis against assumptions was assessed using standard diagnostic plots. Pairwise comparisons were made using Bonferroni’s correction for familywise error.

Antibody titer data from immunogenicity studies on the mixed saRNA was log-transformed and analyzed using multiple t-tests. The data were split by sample time and by antigen. The validity of the analysis against assumptions was assessed using Levene’s tests for unequal variance and a QQ plot. Bonferroni’s correction factor of 4 was used to account for familywise error. Survival was compared using IBM SPSS and log-rank tests.




Results


Preparation and down-selection of DNA constructs

Previous studies have shown that DNA constructs for F1 and V were immunogenic in mice (Leary et al., 1995; Grosfeld et al., 2003). For this reason, an initial screen was performed using DNA encoding variations of the sequences for F1 (n = 5) and V (n = 4), each administered IM with electroporation to groups of five female BALB/c mice. All the DNA constructs were shown to be immunogenic at 3 weeks, with an increased titer at week 5, 1 week after boosting (Figure 1).

[image: Figure 1]

FIGURE 1
 Specific IgG titer induced by immunization of Balb/c mice (5 per group) with 9 different DNA constructs encoding saRNA encoding V (4 constructs) (panel A) and F1 (5 constructs) (panel B) antigens; serum IgG titers at weeks 3 and 5 post-immunization are shown in ng/ml. No cross-reactivity to the antigens was detected in day 0 blood samples. These data were analyzed using linear models. Individual comparisons between constructs were made using Bonferroni’s post-tests, including both time points. These tests are summarized below each figure. The graphic under the figure compares the designs of the constructs.


At 3 weeks, mice had developed median anti-F1 IgG titers of 0.5 μg/mL, rising to 5 μg/mL by 5 weeks. The corresponding values for anti-V titers were 100 μg/mL, rising to 500 μg/mL. These data were analyzed using statistical models. With regard to the responses to the four V constructs, we found evidence that titers increased over time (p < 0.001) and that there were different amplitudes of response against the different constructs (p < 0.001). There was no evidence for the different constructs having an altered response at different times (p = 0.146). Post-tests indicated that the V1 construct elicited a stronger response when compared to the others (p < 0.01). With regards to the responses to the five F1 constructs, we found evidence that titers increased over time (p = 0.004) and that there were different amplitudes of response against the different constructs (p < 0.001). There was no evidence for the different constructs having an altered response at different times (p = 0.441). Post-tests indicated that the F1, F4, and F5 constructs elicited higher responses than the F2 and F3 constructs. Of these, the F1 construct was the most authentic representative of wild-type protein. Of the four V constructs, V1 appeared to be the most immunogenic.

Thus, V1 and F1 (construct 1) were down-selected for the derivation of saRNA constructs and testing in a further immunogenicity study.

The appropriateness of down-selection of the V1 construct was further confirmed by assaying for NAb. Within the total antibody response to V, the NAb component was assayed in test sera from immunized BALB/c mice, pooled by the treatment group (Figure 2). Test sera from mice immunized with construct V1 competed with Mab 7.3 for binding when the test sera were concentrated (<1:100), as indicated by the reduction in OD signal. By comparison, sera from mice immunized with construct V3 competed with Mab 7.3 only when diluted <1:10. The data indicated that construct V1 was significantly more potent than construct V3, and therefore, V1 was taken forward for the efficacy study, together with the most immunogenic F1 construct (hereafter denoted F1).

[image: Figure 2]

FIGURE 2
 Assay of NAb directed toward the V antigen by competitive ELISA. Test sera, collected at week 5 of the immunization schedule, were pooled and then diluted in PBS in the range of 1:5 to 1:2000 before use. At low dilution (<1:100), they competed with 80 ng of the neutralizing biotinylated Mab 7.3 for binding to the V antigen, as detected with anti-mouse IgG streptavidin peroxidase, indicating the induction of NAb. Neutralizing activity was greater in sera from the V1-immunized mice compared with the V3-immunized group. The significance marker indicates a difference in titer compared to the negative control using the interaction term of a linear model (** shows p < 0.01).


These data were analyzed using statistical models. Evidence was found for a dilution effect (p < 0.001), a difference between vaccinations (p < 0.001), and an interaction between the two (p = 0.007). This interaction was critical due to the different background optical densities for the three conditions, and the interaction represents the altered response to higher titers. Post-tests using the interaction term indicated no evidence for a V3 effect (p = 0.110), but there was evidence of competition by V1 (p < 0.002).



Immunogenicity screening of saRNA constructs

The individual saRNA constructs, encoding F1 or V1 and formulated in LNP, were combined to immunize groups of eight female BALB/c mice. The mice were immunized at two different dose levels (1 μg and 5 μg) by the i.m. route and developed dose-related antibody titers to each antigen, which increased 10-fold over the 35 day study period (Figures 3A,B). These data were analyzed using t-tests. Evidence was found for vaccine dose-enhancing response in F1 terminal bleeds (p < 0.004), V terminal bleeds (p < 0.004), and V tail bleeds (p = 0.012), but not F1 tail bleeds (p = 0.171).

[image: Figure 3]

FIGURE 3
 Specific IgG titer induced by immunization of BALB/c mice (8 per group) with saRNA encoding V and F1 antigens; serum IgG titers at week 4 (tail bleed, panel A) and 6 post-immunization (terminal, panel B) are shown in ng/ml. The bar indicates the sample median, and each data point represents a single mouse. Panel C: IFN-gamma-producing splenocytes from Balb/c mice (n = 8) immunized by saRNA encoding V and F1 antigens; cells were restimulated by two different doses of a mixture of V and F1 antigens or concanavalin A mitogen. The bar indicates the sample median in terms of spot-forming units (SPU) per 106 splenocytes, and each data point represents a single mouse. The significance marker indicates a difference in titer compared to the negative control using Bonferroni’s corrected T-tests (* shows p < 0.05 and ** shows p < 0.01). For (panel C), significance markers indicate the results of a Dunn’s post-test comparing each stimulated group to unstimulated cells (** is p < 0.01 and *** is p < 0.001).


Splenocytes collected at the end of the study were tested in vitro for a recall response to F1 and V, which showed that immunized mice also developed antigen-specific T cell responses to the combined F1 and V antigens (Figure 3C), which were significantly greater (p < 0.01) than the cells+medium only response.



Immune response in OF1 mice

Prior to the pathogen challenge, groups of OF1 (outbred) mice were immunized with the F1 and V1 constructs in combination and then monitored for titer development at days 0, 23, and 51. The mice were challenged with Y. pestis s.c. at day 56. The number of mice per group positive for titer to F1 at each time point was recorded in Table 2 so that most vaccinated mice had detectable antibodies to F1 by day 51. The effect of the challenge was to boost anti-F1 titers and induce an anti-F1 response in some animals in the negative control groups. Surprisingly, in two animals (one each from groups 2 and 6), we noted that the effect of the challenge was to render these seronegative for F1. We had not previously sampled mice post-challenge for antibody titer and so had not previously observed this.



TABLE 2 Seropositivity in OF1 mice pre-and post-challenge.
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The number of challenged mice positive for antibodies to V at day 60 correlated closely to the number of survivors per group at day 70. In vaccinated groups, increases in anti-V titers at day 60 post-challenge, compared with the day 0 baseline OD414 provided by the pre-immunization sera, were sevenfold to ninefold (Table 3).



TABLE 3 Fold increase in titers to V in OF1 mice at day 60.
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Pre-challenge observations

After immunization and before boosting and subsequent challenge, there were some spontaneous single deaths in some groups, i.e., on day 3 (group 1), on day 7 (group 2), on day 8 (negative control group 7), on day 17 (group 4), and on day 38 (alhydrogel negative control group 8) (Table 2). These deaths occurred in the RNA-negative and alhydrogel control groups as well as in the immunized groups and were not chronologically related to the procedure or a vaccine. At post-mortem, spleen homogenates from the affected animals were cultured on CIN agar and in BHI medium, and none showed typical Y. pestis colonies (Table 4). The individual mice that died pre-challenge in groups except group 7 showed Gram-negative colony growth on CIN agar. E. coli was confirmed by MALDI-TOF in the individual mouse from group 8.



TABLE 4 Comparison of times to death p.i. with Y. pestis for vaccinated and negative control groups, showing the statistically significant impact of vaccination on survival.
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Enumeration of the challenge dose levels

Retrospective culture determined the challenge dose levels delivered in a total volume of 0.1 mL/mouse to groups 1–3 as 180 cfu/mouse s.c. and to groups 4–8 as 1800 cfu/mouse s.c., representing 2.8 and 28 MLD, respectively.



Survival

All surviving immunized mice were challenged s.c. with Y. pestis 10-21/S on day 56 of the schedule and monitored for 14 days p.i. Two target dose levels of Y. pestis were used to challenge the mice: 102 or 103 cfu, and the survival curves are shown below (Figures 4A,B). Panel Figure 4C summarises the immunisation schedule prior to challenge.

[image: Figure 4]

FIGURE 4
 Survival. Groups of mice immunized on days 0 and 28 were challenged s.c. with Y. pestis 10-21/S on day 56 and observed for 14 days p.i. Survival in mice challenged with 180 cfu (panel A) or 1800 cfu (panel B) is shown. Significance markers are indicative of log-rank tests comparing each vaccinated group to its relevant control. * implies p < 0.05. (Panel C) shows the study timeline.


At the lower dose level (180 cfu Y. pestis), 1 μg or 5 μg of RNA vaccine protected 5/7 mice, compared with 1/8 survivors in the negative control group. At the higher challenge level (1,800 cfu), 5/7 mice or 5/8 mice immunized with 1 μg or 5 μg of the RNA vaccine respectively, survived the challenge compared with 7/8 mice in the positive control; in the negative control groups, there was 1 surviving mouse in each.

Analysis of time to death (TTD) p.i. with Y. pestis showed a significant difference between the vaccinated groups and their matched negative controls (Table 4). Negative control mice (7/8) that were given 2.8 MLD were dead at 5.38 ± 1.22 days, whereas 12/14 negative control mice receiving 28 MLD were dead before day 5. In contrast, 21/29 (73%) of RNA-vaccinated mice survived for 14 days. At the lower challenge level, the significant difference between TTD for OF1 mice vaccinated with 1 μg or 5 μg saRNA and their matched negative controls was p = 0.039 and p = 0.01, respectively. At the higher challenge level, there was a significant difference in TTD for saRNA-vaccinated mice at the 1 μg dose level compared with their matched negative controls (p = 0.022).



Bacteriology post-mortem

The results of bacteriological analysis at post-mortem in mice challenged with Y. pestis clearly show the effect of saRNA vaccination on the clearance of Y. pestis from the spleens, with 5/7 or 6/7 vaccinated mice in groups 1 and 2 culture-negative on CIN agar for Y. pestis after the challenge with 2.8 MLD (Table 5). By comparison, only 1/8 mice in the negative control group 3 were culture-negative for Y. pestis. In the groups challenged with 28MLD Y. pestis, 5/7 or 5/8 vaccinated mice in groups 4 and 5 were culture-negative for Y. pestis compared with 1/7 in each of the matched negative control groups. By comparison, 7/8 mice in the reference vaccine group were culture-negative for Y. pestis after challenge with 28MLD.



TABLE 5 Post-mortem bacteriological analysis on CIN agar showing Y. pestis colonies and MALDI-TOF analysis of atypical colonies, where CNC = colonies on CIN agar that are not Y. pestis; and FCNR = fine, small red colonies typical of Y. pestis.
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Where Y. pestis growth was found on CIN agar, this was also confirmed by culture of spleen homogenates in BHI medium, with two exceptions. Individual surviving mice (one each from group 6 (sub-unit vaccine) and group 7 (negative control)) had positive growth on BHI, which was not Y. pestis, determined when culled at day 14 p.i. (Table 5).

These data show a significant influence of vaccination on the clearance of Y. pestis from the spleens. MALDI-TOF analysis on bacterial colonies other than Y. pestis growing on CIN agar showed Klebsiella pneumoniae in one mouse from the RNA vaccine group 1 and E.coli in one mouse from the negative control group 3 and in one mouse from the negative control group 7.




Discussion

BALB/c mice immunized with a DNA construct for V responded with the secretion of functional antibodies. The latter competed with the neutralizing Mab7.3 for binding to V antigen in vitro. This is significant since Mab7.3 recognizes a key conformational epitope on the V antigen and has also been shown to protect mice, both on administration before and after their exposure to Y. pestis (Andrianaivoarimanana et al., 2021). These results strongly suggest that the delivery of a nucleotide vaccine resulted in a conformationally authentic production of the V antigen in vivo, with the neutralizing epitope preserved. BALB/c mice subsequently immunized with the down-selected saRNA constructs for F1 and V demonstrated 100% seroconversion, and also developed a significant in vitro recall response to the combined antigens, as determined by the ELISpot assay. The CMI response did not increase with vaccine dose level, a facet of CMI that was previously noted (Billeskov et al., 2019).

The OF1-outbred mice also responded to immunization with the down-selected saRNA constructs with the induction of specific IgG for F1 and V. While vaccine dose level resulted in a significant difference in antibody titer to both F1 and V in BALB/c mice, this was not the case for the OF1 mice, and the antibody titer was slower to develop in the OF1 mice. However, at day 60, 4 days p.i., the OF1 mice had antibody titers to V that were not significantly different from those given the reference vaccine at the 5 μg dose level. Regarding the challenge with a contemporary Malagasy clinical isolate of Y. pestis, 70–80% protection was achieved with as little as 1 μg saRNA for each antigen. Complete protection was achieved in those individual animals with greater antibody responses. In addition, at the post-mortem of challenged mice, we observed a significant effect of vaccination on the clearance of Y. pestis from the spleens, with the majority of mice in the vaccinated groups being culture-negative, whereas the majority of mice in the negative control groups were culture-positive for Y. pestis. Again, however, in the OF1 mice, there was no significant effect of vaccine dose level on bacteriological clearance, although vaccinated groups had much greater clearance overall than the negative control groups. This illustrates the point that the OF1 mice are much more heterogeneous in their responses than the BALB/c mice.

In these initial immunogenicity and efficacy studies, we were seeking proof of principle for this novel vaccine. Thus, the challenge levels used were relatively modest, with a 10-fold increment from 180 cfu to 1800 cfu, which resulted in one surviving mouse in each negative control group at either challenge level. Now that we have demonstrated the efficacy of the saRNA vaccine in terms of both survival and clearance of Y. pestis p.i., we will progress to more discriminatory challenges with enhanced vaccine constructs and further examination of vaccine dose levels in the future. The above data indicate that 1–5 μg of these saRNA constructs provide a baseline from which to compare the efficacy of future constructs.

Nevertheless, the efficacy data generated in outbred mice with more heterogeneous responses are encouraging. The increase in titers from baseline, determined in the OF1 mice at day 60 and 4 days p.i., was less than 10-fold. In this study, BALB/c mice were not challenged, thus an exact comparison is not possible. However, through the immunization schedule, BALB/c mice showed increases in anti-V titers of >10-fold. Indeed, the level of protection observed in the OF1 mice was impressive, given the lower titers recorded in the OF1 mice relative to the BALB/c mice. These data validate the immunogens presented by the saRNA vector, and we would expect even more robust protection if antibody responses were more analogous to BALB/c. However, an analysis of TTD data for vaccinated and negative control OF1 groups demonstrated a statistically significant effect of vaccination on survival. These preliminary data indicate efficacy for the saRNA vaccine in the bubonic plague model, although at this stage, we do not fully understand the difference in response between the OF1 and BALB/c models.

Nevertheless, screening vaccines in outbred and inbred mice is highly desirable, as outbred mice may provide a more realistic indication of the protective efficacy achievable as vaccines are translated to other species and eventually to the clinic (Mogil et al., 2018).

In the 56 day vaccination period, 5/64 OF1 mice died, which could not be attributed to any specific cause and may be a facet of the difficulties of maintaining a colony of outbred mice in the environmental conditions prevailing in Madagascar. These mice were not bred under specific pathogen-free conditions, and therefore, it is not unexpected that they should have common Gram-negative contaminants in their spleens, such as E.coli, as identified by bacteriological analysis post-mortem. However, when the OF1 mice were challenged with Y. pestis, the hazard rate for groups that received no immunization rapidly increased, and 19 of 22 mice succumbed to disease over the 14 day p.i. period. A comparison of mortality pre-and post-challenge indicates a 75-fold increase in odds (15.12–272.2 95% CIs). This increase in mortality was clearly driven by the addition of highly pathogenic bacteria.

Recently, a mRNA vaccine based on a circularly permutated F1 has been reported to provide 100% protective immunity in mice against the fully virulent Y. pestis KIM53 (100LD50) in the bubonic model (Kon et al., 2023). This construct encoded a monomeric F1 conjugated to a human Fc signal peptide and was protective after only a single dose. However, the authors recognize that this approach would not protect against acapsular strains of Y. pestis, which retain virulence. In this study, we encoded both F1 and V, the essential virulence proteins for plague, in our saRNA vaccine, and we have demonstrated significant efficacy against a contemporaneous, virulent clinical isolate of Y. pestis from Madagascar. Since we have demonstrated that this saRNA vaccine induced specific antibody and recall responses to each of F1 and V, we predict that it would provide efficacy against acapsular strains of plague as well as encapsulated strains, an aspect that will be tested in future studies.

The major benefit of RNA vaccines over protein sub-unit vaccines is the ease of manufacture and the more streamlined downstream processing compared with protein sub-unit vaccines. For the individual protein sub-units, F1 is relatively easy to isolate and purify from an E.coli fermentation, but V is rather less so, as, in nature, it is an intracellular protein in Y. pestis until contact is made with the host cell when it is translocated through the injectisome. Downstream processing of the sub-units is labor-intensive and expensive, so the RNA vaccine, particularly in the self-amplifying form used here, provides dual benefits in terms of simplified manufacture and immunogenicity. Here, we have shown the RNA vaccine to provide significant protection compared with matched negative controls, although the current prototype is not quite as efficacious as the F1 + V sub-unit vaccine used here as a reference vaccine.

Studies are planned to further optimize the existing constructs to increase potency and efficacy. While we have chosen here to use individual saRNA constructs for F1 and V, a single launch saRNA construct from which both F1 and V can be expressed is also feasible and will be evaluated. The data generated to date are significant in that, to our knowledge, it is the first time that saRNA constructs for a serious bacterial pathogen have been shown to be immunogenic and efficacious against a fully virulent strain of Y. pestis in the murine bubonic model. While promising, direct translation to humans cannot be assured. Although the first clinical trials of saRNA vaccines against COVID-19 have shown this platform to have good safety and tolerability profiles, induced antibody responses were lower than predicted in small animal studies (McKay et al., 2020; Szubert et al., 2023). Further optimisation of saRNA for human use is ongoing, including improved manufacturing processes, strategies to subvert innate responses that may restrict expression, and optimized formulation strategies (Blakney et al., 2021a,b). In the next phase of research, we will test existing and enhanced constructs in a pneumonic challenge model with the objective of achieving a novel yet efficacious vaccine for plague.

The concept and realization of an saRNA vaccine for plague is an exciting prospect since this would be relatively fast to manufacture and thus develop for clinical approval, at least to emergency use status, in which context this low-dose platform could be rapidly fielded to deal with a disease outbreak. Finally, the elicitation of significant specific cell-mediated immunity in mice by the saRNA constructs used here is a positive aspect of this vaccine approach, indicating, as it does, the induction of immune memory.
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Antimicrobial resistance is a major threat to human and animal health and accounted for up to 4.5 million deaths worldwide in 2019. Asymptomatic colonization of the digestive tract by multidrug resistant (multi-resistant) bacteria such as extended-spectrum beta-lactamase-, or carbapenemase- producing Enterobacterales is (i) a risk factor for infection by these multi-resistant bacteria, (ii) a risk factor of dissemination of these multi-resistant bacteria among patients and in the community, and (iii) allows the exchange of resistance genes between bacteria. Hence, decolonization or reduction of the gastrointestinal tract colonization of these multi-resistant bacteria needs to be urgently explored. Developing new non-antibiotic strategies to limit or eradicate multi-resistant bacteria carriage without globally disrupting the microbiota is considered a priority to fight against antibiotic resistance. Probiotics or Fecal Microbiota Transplantation are alternative strategies to antibiotics that have been considered to decolonize intestinal tract from MDR bacteria but there is currently no evidence demonstrating their efficacy. Lytic bacteriophages are viruses that kill bacteria and therefore could be considered as a promising strategy to combat antibiotic resistance. Successful decolonization by bacteriophages has already been observed clinically. Here, we discuss the current alternative strategies considered to decolonize the digestive tract of multidrug resistant bacteria, briefly describing probiotics and fecal microbiota transplantation approaches, and then detail the in vivo and in vitro studies using bacteriophages, while discussing their limits regarding the animal models used, the characteristics of phages used and their activity in regards of the gut anatomy.
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Introduction

The unceasing increase of infections by multidrug resistant (MDR) bacteria and their global spread among community and health care settings are a major public health concern. The panel of antibiotics available to treat infections by MDR bacteria can be quickly limited leading to situations of therapeutic « dead end » that are not rare nowadays. Indeed, antimicrobial resistance (AMR) is estimated to have been responsible of between 3.62–6.57 million deaths in 2019 with death rate/100000 ranging from 27.3 in western sub-Saharian countries to 6.3 in Australasia (Antimicrobial Resistance Collaborators, 2022). According to a Review on Antimicrobial Resistance at the British government request, this figure is expected to double to reach 10 million by 2050 (Resistance, 2016). Among the large number of bacteria of medical interest, the ESKAPE group (Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumoniae and Escherichia coli, Acinetobacter baumannii, Pseudomonas aeruginosa, Enterobacter sp) represents a group of pathogens for which new therapeutics are urgently needed. Indeed in 2017, the World Health Organization (WHO) listed carbapenem-resistant (CRE) and extended-spectrum beta-lactamase (ESBL) producing Enterobacteriaceae (mainly E. coli and K. pneumoniae), carbapenem-resistant Pseudomonas aeruginosa and Acinetobacter baumannii as bacteria of critical priority for research and development of new therapeutic strategies (Tacconelli and Magrini, 2017). More than 600,000 deaths are associated to each E. coli, S. aureus, K. pneumoniae and Streptococcus pneumoniae infections because of AMR (Antimicrobial Resistance Collaborators, 2022).

Intestinal colonization by MDR bacteria is a risk factor of infections by these bacteria and also represents a reservoir of antimicrobial resistance genes (ARG), with a risk of spread to other patients and within the community and transfer to other bacterial species (Crits-Christoph et al., 2022). Fighting antimicrobial resistance and its consequences is thus a priority. In this context, decolonization strategies aiming to reduce or eradicate gut carriage of MDR bacteria are proposed to be a way to decrease AMR burden. This approach would be useful for patients with a higher risk of infection, such as, for instance, those identified as MDR bacteria carriers in intensive care units or immunocompromised patients. The use of antibiotics to target MDR bacteria is currently the main decolonization strategy that has been developed and reported in studies (Bar-Yoseph et al., 2016). However, 3 systematic reviews conclude that there is a lack of convincing evidence to recommend the implementation of routine digestive decolonization with antibiotics (Bar-Yoseph et al., 2016; Catho and Huttner, 2019; Tacconelli et al., 2019). Moreover, their use is controversial because of the risk of selecting and consequently disseminating resistant mutants. Another consequence of the antibiotics use is the gut microbiota disruption, which is a risk factor for colonization by Clostridioides difficile and subsequent infection (Langdon et al., 2016). Therefore, other alternative strategies to decolonize MDR bacteria carriers are needed: among them, fecal microbiota transplantation (FMT), probiotics or the use of bacteriophages are promising and being more investigated. In this review, we aim to summarize the current alternative strategies considered to decolonize the digestive tract of MDR bacteria with a focus on 2 major Enterobacterales: E. coli and K. pneumoniae.



Colonization

Enterobacterales like E. coli or K. pneumoniae resistant to third generation cephalosporins (mainly by Extended Spectrum Beta-Lactamases or ESBL production) or carbapenems (for instance by carbapenemase production) are considered as MDR bacteria. The genes encoding for these resistant phenotypes are often carried by mobile genetic elements such as plasmids, that are often carrying multiple antimicrobial resistant genes and that can spread between different species of bacteria. Indeed the important antibiotic usage in the hospital leads to high ESBLs concentration that favors increased conjugation and spread of resistance within the gut microbiota (Sommer et al., 2009; Tschudin-Sutter et al., 2017).

The acquisition of these MDR bacteria and their persistence in the digestive tract are asymptomatic. However this colonization is a source of MDR strains transmission between patients, subsequently responsible for infection or epidemics within healthcare establishments, but also in the community (Vink et al., 2020). The epidemiology of intestinal MDR bacteria carriage has been recently described in few reviews to which the reader can refer to for details (Arzilli et al., 2022; Campos-Madueno et al., 2023). The risk of progression from colonization to infection during hospitalization is estimated at 11% for patients colonized with MDR Gram negative bacteria (Arzilli et al., 2022) and 16.5% for patients colonized with carbapenemase producing Enterobacteriaceae (CPE) (Tischendorf et al., 2016). Infections by MDR bacteria have been shown to be associated with high mortality rates, particularly for CPE (Tischendorf et al., 2016; Arzilli et al., 2022). The most frequently reported infections following colonization are pulmonary infections, followed by urinary tract infections, bacteremia and finally skin and soft tissue infections and surgical site infections (Tischendorf et al., 2016; Arzilli et al., 2022).

In hospital setting the rates of MDR bacteria can vary between 12 and 65% (Campos-Madueno et al., 2023). For instance at the time of admission, in a Turkish study, screening of the patients showed that 39.8% of patients were positive for ESBL and 12.5% for carbapenem resistant E. coli or K. pneumoniae (Kizilates et al., 2021). In France in 2014, 5.3% of the patients were ESBL carriers in an ICU (Jalalzaï et al., 2018). However antibiotic consumption, previous and length of hospital stay, type of ward, patients’ conditions or the geographic location largely impact these data. A systematic review from Arzilli and colleagues showed that the risk of acquiring Gram-negative MDR bacteria during a hospital stay is significant (9.4%). This risk varies significantly according to pathogen and type of hospital units, with notably higher rates for the Klebsiella genus (26.4%) and in high-risk units such as intensive care units (10.8%) (Arzilli et al., 2022). Recent hospitalization or treatment with a beta-lactamase inhibitor/beta-lactam combination or carbapenem are also important risk factors for MDR Enterobacterales colonization (Detsis et al., 2017).

Since the first description of ESBL-producing bacteria fecal carriage in 2001 (Mirelis et al., 2003), numerous reports have documented the evolution of the fecal prevalence of community carriage rates of MDR bacteria (Woerther et al., 2013). Several meta-analysis indicate a general increase in MDR bacteria carriage, with average carriage rates of around 15% worldwide but with notable regional differences. The figures can be as low as 2% in America, 4% in Europe, and reaching up to 15% in the eastern Mediterranean, 22% in Southeast Asia and Africa, and 46% in West Pacific (Karanika et al., 2016). A recent meta-analysis has estimated the pooled prevalence of ESBL E. coli carriage in the community to 16.5% with an 8-fold increase since the beginning of the century (Bezabih et al., 2021). For instance, in a genomic investigation of ESBL-producing Enterobacterales strains circulating in Singapore, the rate of ESBL carrier was 26.2% in healthy Singaporeans and 7.4% were carrying a mcr1 mutation conferring resistance to colistin, drug used as a last line antibiotic (Ding et al., 2021). In Taiwan, the colonization rate by E. coli or K pneumoniae resistant to 3rd generation cephalosporin (3GC) or presenting an-ESBL phenotype were 41.4 and 27.4%, respectively, (Huang et al., 2020). A smaller study with 85 participants performed in Mexico among healthy blood donors revealed that 84.7% of the participants were carriers of ESBL-producing bacteria, with ESBL E. coli found in 74.1% of the cohort (Tamez-Torres et al., 2020). Data for carbapenem resistant Enterobacterales carriage in the community are scarce. A scoping review published in 2017 showed large variability in CRE prevalence rates in various samples, ranging from 0 to 29.5% (Kelly et al., 2017). For instance, a recent study showed that carbapenemase producing Enterobacterales carriage rate in Pakistani urban community was 14.4% (Habib et al., 2022). In the community, international travel, particularly to countries endemic for MDR bacteria, appears to be a major risk factor for their acquisition. The rate of acquisition of MDR Enterobacterales after international travel varies according to the studies, from 21 to 60% depending on the countries visited. Antibiotic therapy, particularly with beta-lactam antibiotics, as well as the occurrence of gastroenteritis during the stay are shown to be additional risk factors (Hassing et al., 2015; Schwartz and Morris, 2018). In addition, AMR gut carriage following travel has been show to increase the spread of those bacteria within the household [reviewed in Schwartz and Morris (2018)].



Decolonization

The concept of decolonization, generally referred to in the literature as “decolonization,” “loss of carriage” or “eradication” refers to the eradication of carriage of MDR strains. Yet, to date, there is no agreed definition of digestive decolonization of any MDR bacteria. In particular, it has been shown that the number of negative rectal swabs chosen to affirm loss of carriage influences the decolonization rate found in different studies. Although not statistically significant, higher decolonization rates were reported when a single negative sample is used to define decolonization compared with studies that require more than one. Higher rates of decolonization are also reported in studies in which resistant strains are identified only by phenotypic method, compared with those in which strains are also identified by genotypic method (Bar-Yoseph et al., 2016). It is also important to note that it is very difficult to routinely distinguish persistent carriage from reacquisition. While the main reservoir of Gram negative bacteria in humans is the digestive tract, several other locations have already been described in the literature as sites of carriage, notably the urinary tract and inguinal folds (Weintrob et al., 2010). These other sites could potentially be sources of reacquisition of the MDR strain in the same patient, perhaps highlighting the value of using decolonization strategies that are also active extra-intestinally.

One has to keep in mind that colonization by MDR bacteria can be dynamic and fluctuate in time. In the course of the natural history of digestive MDR bacteria carriage, spontaneous decolonization without intervention can occur. This is highlighted in a recent meta-analysis where 50% of ESBL carriers spontaneously decolonize in 2 months, while about 20% remain colonized up to 18 months after initial colonization. This occurs in patients discharged from hospitals, travelers or in the community (Ling et al., 2022). In a literature review by Bar-Yoseph et al. the proportion of patients colonized with ESBL -producing Enterobacterales in healthcare facilities declines over time, but still persists at 1 year (around 80% at 1-month follow-up, 56% at 6 months and 36% at 1 year) (Bar-Yoseph et al., 2016). These observations show that still a significant proportion of the population is unable to clear its microbiota from ESBL-producing bacteria, and hence remain a vector for AMR transmission and colonization within the community. A study by Riccio et al. has actually observed a household ESBL acquisition rate of ESBL from patient discharged from the hospital. This rate is 41% upon one week returning one housing, and 29% after two months. In this study, only one third of the index cases turned ESBL-negative after 3 months (Riccio et al., 2021). Spontaneous natural decolonization of ESBL-producing bacteria is thus not an option. In the hospital setting, colonization by MDR bacteria is a risk factor for developing infections or cross-transmission to other patients and hygiene and stewardships measures have proved to be effective in preventing cross-transmission.

Among the strategies considered to achieve digestive decolonization of MDR bacteria, the use of antibiotics accounts for the vast majority of data available to date. Given the limitations of this approach, other alternative strategies have been discussed and studied: the use of probiotics, FMT and bacteriophages.



Antibiotherapy

The vast majority of published data on digestive decolonization of MDR bacteria concerns the use of antibiotics to eradicate carriage of MDR Enterobacterales. Colistin and aminoglycosides (gentamicin, streptomycin, neomycin in particular) are the most widely used antibiotics for this purpose, alone or in combination, since they are not absorbed when administered orally and have no activity against the anaerobic bacteria of the microbiota. Out of 13 included studies on the decolonization of ESBL-producing Enterobacterales by antibiotics (mainly aminoglycosides and/or colistin), the rate of colonized patients is 37% at the end of antibiotic therapy for decolonization, and rises to 58% 1 month later (Bar-Yoseph et al., 2016). Similar results are observed in a randomized controlled trial of 58 patients showing a significantly lower rate of rectal carriage at the end of treatment in those receiving antibiotic therapy (colistin or neomycin for 10 days) aimed at decolonization compared with a group receiving placebo (32% vs. 77%), with however a disappearance of the effect at day 7 and day 28 post-treatment (Huttner et al., 2013).

However, the use of antibiotics for decolonization exposes patients to the risk of emerging resistance to these antibiotics. This is particularly important for colistin, which is a treatment of last resort for MDR Gram-negative bacterial infections (Yang et al., 2020). The few randomized trials that have looked at this as a secondary endpoint show no increase in colistin resistance in the treated group (Saidel-Odes et al., 2012; Huttner et al., 2013; Stoma et al., 2018). However, a prospective controlled trial from 2013 showed the emergence of secondary resistance to the antibiotics used for decolonization in 14% of patients treated, with notably 1 case of colistin resistance in 16 patients and 6 cases of gentamicin resistance in 26 patients (Oren et al., 2013). Hence, the current literature of clinical trials does not provide sufficient data to assess the emergence of resistance to antibiotics used for the eradication of digestive carriage of MDR bacteria. In addition, a growing body of literature demonstrates the emergence of colistin resistance, for instance, in Enterobacterales such as E. coli and K. pneumoniae (Bastidas-Caldes et al., 2022; Uzairue et al., 2022). It therefore seems crucial to carefully take into account this phenomenon before considering wider clinical application.

Unlike to what has been described for nasal decolonization of methicillin resistant S. aureus (Sharara et al., 2021), antibiotherapy has not shown a clear decolonization efficacy of the digestive tract (Tacconelli et al., 2019). To date, the review by Taconelli et al. constitutes the data reference on which the European recommendations of the European Society of Clinical Microbiology and Infection Diseases - European Committee on Infection Control (ESCMID-EUCIC) are based and do not recommend routine decolonization of ESBL and CRE bacteria carriage (Tacconelli et al., 2019). However, antibiotic decolonization of MDR Enterobacterales may be considered in specific patient populations, such as neutropenic patients, but with limited evidence (Tacconelli et al., 2019). Randomized controlled trials are needed to assess the potential efficacy of antibiotic decolonization, specifically targeting high-risk patients, such as those with hematological pathologies or solid organ transplants colonized during hospitalization.



Probiotics

An alternative strategy to antibiotics for the digestive decolonization of MDR bacteria is the use of probiotics that are defined by the WHO as living micro-organisms that confer a health benefit on the host when administered in adequate quantities. Probiotics are already widely used for example in prevention of antibiotic associated diarrhea. Lactobacillus sp., Bifidobacterium sp., Saccharomyces boulardii are some examples of the large variety of bacteria that can be used. There is growing public and scientific interest in these micro-organisms with the aim of preventing or treating pathologies (Seale and Millar, 2013). However analysis of 14 clinical studies failed to show a benefit of probiotics in decolonization of MDR bacteria or in prevention of acquisition of MDR bacteria, supporting the ESCMID guidelines (Tacconelli et al., 2019; Karbalaei and Keikha, 2022). Hence, there is currently no evidence demonstrating the efficacy of probiotics on the decolonization of MDR bacteria, and consideration must be given to the possible impact on the gut microbiota and its consequences, as well as the risks of infection associated with these microorganisms, particularly in immunocompromised patients (Didari et al., 2014). However, several parameters such as the type of probiotic strains used, dosage, frequency of administration could be more precisely defined in order to try to improve probiotics utilization for MDR bacteria decolonization. Indeed, few clinical and fundamental observations suggest that probiotics could be useful. For instance in a preliminary study conducted in Italy, 36 patients colonized by a carbapenemase producing K. pneumoniae, received either usual care or usual care + probiotic treatment for 14 days (Nouvenne et al., 2015). Loss of the CRE K. pneumoniae of stool samples was observed in 10 patients receiving probiotics versus 2 patients in the control group. Although these results seems promising, no data are available regarding the composition of the commercial symbiotic treatment used, nor about the kinetic of decolonization of the samples. In a more recent fundamental study, Klebsiella oxytoca was shown to outcompete carbapenemase producing K. pneumoniae strains in a murine model (Osbelt et al., 2021). In this work, mice were co-colonized or pre-colonized with K. oxytoca before colonization with a carbapenem resistant K. pneumoniae strain. Elimination of carbapenem resistant K. pneumoniae was successfully completed in 80% of the mice after 42 days, versus 20% of the control group. To confirm these results in a more complex model, the authors used humanized microbiota mice that had received microbiota from either children or adults human donor. In these mice, K. oxytoca can impair MDR K. pneumoniae outgrowth by competiting for carbon sources, with different clearance kinetics depending of the human microbiota used. Overall, despite current absence of recommendation for the use of probiotics for MDR bacteria decolonization, this approach should still be considered as current research on the microbiota provides a wealth of new information about the role, function and impact of some commensals bacteria and their potential use as probiotics, as seen for instance with the development of Faecalibacterium prausnitii as a new generation probiotic for inflammatory bowel diseases (Martín et al., 2023).



Fecal microbiota transplantation

The gut represent a huge reservoir of antimicrobial resistant genes (Transferable drug resistance, 1969). So far, modify or replace the intestinal microbiota can represent an interesting strategy to decolonize the digestive tract from MDR bacteria. Fecal microbiota transplantation (FMT) consists of transferring the fecal microbiota of a healthy donor, from a stool sample, to the patient’s gastrointestinal tract. This therapeutic strategy is notably recognized as safe and effective for the treatment of patients with recurrent C. difficile infections and is now the subject of international recommendations in this context (Debast et al., 2014; McDonald et al., 2018). FMT can also be considered as a strategy for eradicating digestive carriage of MDR bacteria. A 2019 systematic review conducted by Yoon et al. mentions the potential benefit of using FMT in the setting of digestive decolonization of MDR bacteria, but most of the studies included are not randomized controlled trials and thus sufficient evidence is still lacking to confirm this hypothesis (Yoon et al., 2019). A more recent systematic review, including 7 studies and 5 cases reports came to similar conclusions (Bilsen et al., 2022). Decolonization rates after FMT varied from 20 to 90% but the studies were heterogenous (pre- or post-treatment with antibiotic or not, type of FMT procedure, types of MDR bacteria, number of patients included, duration of follow-up). For instance one of the largest study including 35 patients showed promising results with 68.5% of decolonization rate at one year (Seong et al., 2020). In this study only 4 patients were colonized with carbapenemase strain (mostly K. pneumoniae carbapenemase producing strain) and 12 were colonized with both carbapenemase strain and vancomycin resistant Enterococcus. Among the 4 patients colonized with carbapenemase producing strain, 3 were successfully decolonized. A first multi-centric randomized clinical trial including 39 patients failed to obtain statistically significant results due to early termination of the study despite a slightly decreased of ESBL and/or carbapenemase producing Enterobacterales colonization compared to the control group: 41% of the patients colonized were negative at day 35–48 compared to 29% of the patients of the control group (Huttner et al., 2019). A second randomized double blind trial study against placebo (KAPEDIS) regarding the efficacy of decolonization of KPC producing K. pneumoniae is currently ongoing (Perez-Nadales et al., 2022). So far, according to Merrick et al. 13 randomized studies are actually ongoing or have been recently completed (Merrick et al., 2023). Number of participants recruited, inclusion criteria and primary and secondary outcomes of those studies show significant differences between the studies. 7/13 of those studies are randomized, double-blind, controlled trials; 5/13 are randomized, open-label, controlled trials, and 1/13 trial is randomized, participant- blinded, controlled. The number of estimated included participants ranges between 9 and 437 with 6/13 studies including more than 100 participants. The recruited participants have different origin, including adults inpatients colonized with MDR bacteria, to specific population having had renal transplantation. Colonizing bacteria are mainly ESBL-producing Enterobacterales or CRE identified either by culture or PCR. The fecal material is administrated mainly by capsule (7/13), retention enema (4/13), colonoscopy (1/13), and nosoduodenal tube (1/13). The primary outcome is decolonization (evaluated by culture or PCR) but at varying times post treatment with assessment ranging from 3 days to 6 months, with 9/13 studies with an evaluation set at 1 month. Overall, despite their difference in the studies design, those ongoing randomized clinical trial highlight the growing interest of this low risk therapeutic to decolonize MDR bacteria. Their results, when published, will hopefully provide a clearer view of FMT decolonization efficacy and potential future utilization.



Bacteriophages

Bacteriophages (or phages) are bacterial viruses discovered over 100 years ago by Frederick Twort and Félix d’Hérelle, who observed the presence of lysis halos on bacterial cultures (Twort, 1915; D'Herelle, 1917). D’Hérelle was the first to call these viruses “bacteriophages,” literally “bacteria eaters” and was also the first to successfully conduct phage therapy to treat typhoid in chickens: this was the birth of phagotherapy. The development of phage therapy took place mainly in the first half of the 20th century, before the era of antibiotics, and phages were used to treat a wide range of infections, with significant therapeutic success, particularly in the absence of alternatives at the time (Marongiu et al., 2022; Stacey et al., 2022).

Bacteriophages are ubiquitous and found in all ecosystems; they represent the largest biomass on Earth with an estimated number of 1032, for 108 different genomes (Rohwer, 2003; Chibani-Chennoufi et al., 2004) and over 6,000 species listed by the International Committee on Taxonomy of Virus (Krupovic et al., 2021). They can carry different type of genetic materials (ssRNA, dsRNA, ssDNA, dsDNA), and have various structures and shapes.

There are two types of bacteriophage cycle: the “lytic” (or virulent/productive) cycle and the “lysogenic” (or temperate/dormant) cycle. The lysogenic cycle involves the integration of the phage’s genetic material into the chromosome of the infected bacterium, forming a dormant prophage, without destruction of the bacterial cell or production of new bacteriophages. The phage genetic material is then transmitted vertically to daughter cells and also sometimes by horizontal transfer to neighboring bacteria. Prophages can be re-activated under the influence of abnormal environmental conditions or other external stress, restart replication and lytic infection cycle. The lytic cycle takes place in several phases, chronologically involving adsorption, injection of the genetic material contained in the capsid, replication, assembly of new viral particles and then lysis of the infected bacteria, enabling the release of new virions. Bacteriophages characterized by a lytic cycle are those of clinical interest, since they induce a rapid and highly specific bactericidal effect. For this reason, they are seen as an alternative to tackle multidrug resistance in bacteria.

Numerous parameters and characteristics specific to each bacteriophage-host bacterium pair need to be characterized in vitro to guarantee successful use for clinical purposes, in particular burst size and multiplicity of infection (MOI). The burst size corresponds to the number of phages released by a lysed bacterium, while the MOI corresponds to the bacteriophage/bacterium ratio and is used to define the initial phage inoculum to be administered in in vitro and in vivo studies (Glonti and Pirnay, 2022).

Bacteriophages offer a number of advantages for their use as therapeutic agents, particularly in comparison with antibiotics. Firstly, phages are highly specific for their target bacteria, enabling them to be active only on the pathogen to be eliminated while preserving the microbiota: their host spectrum is very narrow (Wittebole et al., 2014). Moreover, their replication at the site of infection can take place from the very first application and, unlike antibiotics, allows their concentration at the site of infection to increase over time. Moreover, several clinical studies on efficacy and/or safety of phagotherapy indicate that this approach is safe. Side effects that have been reported are generally accounted for by inflammatory bacterial contamination (Stacey et al., 2022). Moreover, reassessment of the old clinical trials that have been performed indicate that phagotherapy is efficient (Marongiu et al., 2022), even though, efficiency of some recent clinical trials has been observed only in 2 out 7 clinical trials. Therapeutic efficiency requires the bacteriophages to be delivered to the right infectious sites and that the infectious sites harbors enough bacteriophage-sensitive bacteria (Stacey et al., 2022). Overall, the clinical trials that have been performed have allowed to better define the conditions more suited for an efficient therapy that will permit in the future to better assess phagotherapy efficacy.

It should be noted that legislation concerning bacteriophages does not facilitate their use for clinical purposes: health authorities of western countries generally supervises and authorizes their availability and use only within the framework of clinical trials or in a compassionate setting, notably for cases of infections by MDR bacteria escaping all lines of antibiotic therapy.

There are, of course, limits to the clinical use of bacteriophages. Their highly specific nature with regard to their host bacteria means that they have a very narrow spectrum of activity, sometimes limited only to particular strains or clones. In addition, bacteriophages can degrade rapidly under certain environmental conditions, and their stability and long term storage condition should be tested and frequently checked before being used in humans. Furthermore, only bacteriophages with a lytic cycle can be used for clinical purposes, while those with a lysogenic cycle may be responsible for horizontal transfer of antibiotic resistance genes (Górski et al., 2009). Finally, bacterial resistance to bacteriophages is also a well-documented mechanism that could hinder the utilization of bacteriophages. Bacteria possess a large panel of defence mechanisms ranging from mutating the bacteriophage receptor (LPS, capsule, outer membrane proteins, other transporters…), degrading the viral genetic material to expressing CRISPR_Cas or restriction-modification systems for instance that negatively affect the infectivity of the bacteriophages (Roach and Debarbieux, 2017; Egido et al., 2022). One approach to limit the emergence of such clones is to use a cocktail of different bacteriophages that are using different receptors for entry into bacteria. As emergence of a resistant clone is the selection of a stochastic mutant within a large population, the likelihood to select for bacteria that are mutated in several receptors is extremely low. Moreover, in the context of infection, the selection of bacteriophage-resistant bacteria can be detrimental to the bacteria as mutations of several types of phage receptors such as capsule, LPS or other receptor can lead to reduced bacterial virulence and increased sensitivity to the host immune system leading to clearance of the pathogen from the organism (Egido et al., 2022).

Use of phage as therapeutics have proven efficacy in some case reports and in compassional use but data for decolonization are lacking and need more studies to be implemented in clinic. In the following section, we detail studies addressing decolonization of MDR bacteria by bacteriophages in in vitro, animal or human models, with an emphasis on E. coli and K. pneumoniae as models of the main MDR Enterobacterales. Studies concerning the treatment of gastrointestinal infections have already been discussed elsewhere (Javaudin et al., 2021b) and will not be considered here, as most studies involving non-MDR bacteria that are beyond of the scope of this review focusing on decolonization of MDR strains.


In vitro models


Escherichia coli

Recapitulating partly the gut environment in vitro allows to quickly test and evaluate decolonization strategies. Bernasconi et al. used a simplified in vitro model of digestive tract colonization consisting of a fermenter inoculated with two pools of stools from healthy donors free of ESBL- or carbapenemase- producing Enterobacterales (Bernasconi et al., 2020). Colonization was achieved after inoculating these stools with a CTX-M-15 ESBL-producing strain of E. coli. After 3 consecutive introduction of a sterile filtrate of bacteriophages lysate (105 to 106 PFU/mL) of several pathogenic E. coli, Shigella spp., Salmonella spp., Proteus vulgaris/mirabilis, Pseudomonas aeruginosa, Staphylococcus spp. and Enterococcus spp., a significant decrease of the MDR strain population and the absence of restoration of this population after cessation of treatment were observed for one of the two stool pools during the 48-h observation period of the experiment. The specificity of the bacteriophages toward the MDR E. coli was observed as the introduction of those phages had no effect on the total E. coli population of the microbiota while acting on the specific MDR strain. However, in one of the fermenter batch, the inhibition of the MDR strain was only temporal and the strain regrew. Resistant mutants were isolated and found to have incorporated 2 additional plasmids and presented few Single Nucleotides Polymorphisms. One of them, in a glycosyl transferase family 2 protein domain is hypothesized to be responsible of the bacterial resistance to the phage by increasing the sugar content on the membrane thereby potentially blocking one or more phage receptors. A major limitation of this study is that it approximates the environment represented by the human digestive tract, thus neglecting possible interactions between the host’s digestive tract cells, its microbiota, the bacterium of interest and the bacteriophages. Moreover, this in vitro model was built under aerobic conditions, preventing the growth of strictly anaerobic bacteria physiologically present in the human digestive tract.

Another in vitro work tried to assess the combined benefit of using phage to reduce the bacterial load of an MDR bacteria with the competitive action of a probiotic preventing the outgrowth of phage-resistant MDR bacteria (Laird et al., 2022). A bacteriophage specific of a CTX-M-1 ESBL-producing MDR E. coli was used in combination with a probiotic corresponding to a commensal wild type E. coli strain producing colicin bacteriocin. On the one hand, the bacteriophage alone incubated with the ESBL E. coli strain lead to a sharp decrease in the number of bacteria, followed by regrowth due to the selection of a bacterial mutant. On the other hand, when the commensal and the ESBL strains were co-cultured together, the growth of the ESBL strain was transiently inhibited by up to 3 log depending on the commensal strain used, indicating that the commensal strain can reduce, but not abolish the growth of the ESBL bacteria by exerting a competitive exclusion mechanism. However, when the bacteriophage and the commensal were used in combination, the bacteriophage quickly killed the majority of the ESBL-producing bacteria, and the commensal outcompeted the ESBL-producing strain, completely abolishing its regrowth. Hence, in vitro, a combined action of a bacteriophage and a probiotic was shown to be efficient at decolonizing ESBL-producing bacteria. These experiments need to be confirmed in more complex in vitro system mimicking the gut and evaluated in animal models.




In vivo animal models


Escherichia coli

A murine model where mice first received an oral treatment with streptomycin and then were colonized with a MDR E. coli, was used to assess the efficacy of a cocktail of bacteriophages in decolonizing MDR Enterobacterales colonizing the digestive tract, and its impact on microbiota diversity (Galtier et al., 2016). While the mice were under constant antibiotic pressure, when the three bacteriophages were administered individually or in cocktail, only a transient decrease was observed. But when the antibiotic pressure was released after colonization, and upon addition of a cocktail of the three phages, a strong reduction in the bacterial load was observed a week after phage injection, indicating a positive action of the bacteriophage cocktail. Furthemore, by assessing the abundance of different bacterial genera present in the stools through 16S rRNA sequencing, the authors were able to show a significantly lower impact of bacteriophages on the digestive microbiota of mice as compared to antibiotics usage.

The study by Javaudin and colleagues presents less optimistic data than the above-mentioned studies. In their murine model, they were unable to demonstrate the long-term efficacy of using a cocktail of bacteriophages specific to an ESBL E. coli (type not specified in the article) producing carbapenemase OXA-48, for digestive decolonization (Javaudin et al., 2021a). They were only able to demonstrate a transient 1-log decrease in the fecal concentration of the MDR strain following oral, oral and rectal administration or microencapsulation of bacteriophages. Similarly, another study showed only a 0.5-log transient decrease in the carriage of a CTX-M-15 ESBL-producing MDR E. coli in a mouse colonization model (Porter et al., 2022). However, they observed a significant 3-log decrease in the strain of interest in the stools of the mice studied when the bacteriophage cocktail was combined with a probiotic (Microcine-C7 bacteriocin-producing E. coli), suggesting a potential synergy. It should be noted, however, that the effect remains transient (1 week maximum) and declines despite continued treatment.



Klebsiella pneumoniae

In a first study by Fang et al. one first phage (P24) targeting a K. pneumoniae strain producing carbapenemase type KPC-2 and a phage targeting a capsule-deficient mutant of that strain were isolated, characterized and tested for their capacity to modify the gut colonization by this strain (Fang et al., 2022). Several bacterial mutants resistant to the P24 phage were isolated and shown to be mutated for capsule production. In a murine colonization model, a moderate reduction in the MDR K. pneumoniae fecal population (2 log) was observed following rectal administration of a single bacteriophage, but resistant mutants emerged in all mice in the week time-frame of the experiment. When a cocktail of 2 bacteriophages was administered, a greater reduction in MDR K. pneumoniae was observed (from 4 to 6 log); the emergence of mutants resistant to both bacteriophages was nevertheless observed in one mouse. Some of the strains resistant to the phages had altered production of capsule or mutation in a cyclic di- GMP phosphodiesterase. These mutants were also shown to be less virulent in a Galleria mellonella larvae model.

Two other studies investigated decolonization by bacteriophages of germ-free mice colonized with human microbiota containing a carbapenem-resistant K. pneumoniae. A first study from Taiwan used colonized mice with human stool carrying a K64 K. pneumoniae producing carbapenemase of the K64 serotype, the main MDR clone circulating in Taiwan (Liu et al., 2022). Here also, two different phages were used alone or in combination. When administered orally, one phage was unable to decolonize the microbiota of the K64 CRE. The other was able to decolonize mice for 2 weeks before recolonization was observed. When the 2 phages were used in combination, most of the mice were also decolonized for 2 weeks. A stronger decolonization for 2 months was observed in half of the animal when the phages were administrated both intragastrically and intraperitonally.

A recent study identified phages targeting either Wild Type or capsule mutants of K. pneumoniae (Lourenço et al., 2023). The authors showed that phages targeting capsule mutants had a broader host range and provide increased efficiency at killing K. pneumoniae when used in combination with capsule-targeting bacteriophage. When used in vivo in OM12 mice, that have a defined model microbiota of 12 species, and colonized with a hypervirulent K2 K. pneumoniae, only a temporary 10-100x decrease in the bacteria load was observed when both phages were used alone or in combination. K. pneumoniae is known to strongly express a capsule, but the fact that the capsule-independent phage showed some activity indicate that within the gut microbiota, the bacteria is able to modulate its capsule expression. Although the K. pneunomiae was not a MDR strain, this study is interesting for phagotherapy approaches, as being able to target with phages both capsulated and acapsulated bacteria could increase potential therapeutic approaches based on phages.




In vivo human model

In 2020, Corbellino et al. reported a clinical case of decolonization with a cocktail of bacteriophages in a patient colonized with carbapenemase-producing KPC-3 K. pneumoniae (Corbellino et al., 2020). The patient had a history of Crohn’s disease in remission, and had a complex clinical history with a right nephrectomy and total cystectomy with left ureterostomy and ureteral stenting following recurrent episodes of lithiasis and urinary tract infection complicated by extensive cystic fibrosis. In addition, she presented with multi-site colonization (gastrointestinal tract, urinary tract and on a permanent external invasive device) by a MDR strain of K. pneumoniae, resistant to all beta-lactams (with the exception of Ceftazidime-Avibactam). Several episodes of urinary tract infection and sepsis have been documented for this patient with this strain of K. pneumoniae, isolated in culture from urine, ureteral stent and blood cultures, and successfully treated empirically with Ceftazidime-Avibactam. However, after each infectious episode, the MDR strain reappeared and persisted in culture at all the sites tested. A cocktail of MDR strain-specific lytic bacteriophages was therefore used to decolonize the patient, administered orally and rectally for 3 weeks. No adverse effects were reported, and the treatment was well tolerated. At the end of the bacteriophage treatment and until publication of the study, the MDR strain was never again isolated in culture on selective media from the sites previously colonized, i.e., from stools, rectal swabs, urine and the ureteral stent. In addition, molecular biology tests for carbapenemase genes on rectal swabs, carried out 5 days after the start of treatment with the phage cocktail and every 7 to 14 days during patient follow-up, were always negative. This is all the more encouraging given the technique’s greater sensitivity than culture on selective media. Interestingly, only 2 other non MDR K. pneumoniae have since been isolated from the patient’s stool or rectal swab, but these were sensitive to most antibiotics and belonged to two other clones. This confirms the close specificity of bacteriophages to their host bacteria, and therefore the possibility of highly selective decolonization directed almost exclusively against the strain of interest.




Conclusion

Decolonization of the gut microbiota from MDR bacteria has not yet been reproducibly achieved. Antibiotics have the drawback of not being selective enough. Bacteriophages however have the advantage of being selective and not alter the microbiota. But they have not yet consistently shown to be effective. We believe that a reason for this is our yet limited knowledge of the interactions between phages and bacteria in the gut.

A parameter that has been overlooked when considering the use of bacteriophages for decolonization is the gut geography and differential localization of bacteria and phages in the digestive tract. The gut epithelium is indeed separated from the luminal microbiota by a mucus layer that protects it from bacteria and bacteria components. However, this barrier is not fully impenetrable and bacteria such as Acinetobacter, Delftia and Stenotrophomonas have been shown to establish niches in the colon crypts of mouse and humans (Pedron et al., 2012; Saffarian et al., 2019). Other bacteria such as Akkermensia muciniphila, Bacteroides spp. or Bifidobacterium spp., but also K. pneumoniae (Glover et al., 2022; Hudson et al., 2022), are known to be able to reside in the mucus layer and use it as a carbon source. Also, in mice gut colonization experiments with E. coli or K. pneumoniae, even though the bacteria are mainly observed in the lumen, some bacteria can be detected in the mucus (Caballero et al., 2015; Lourenço et al., 2020) where they are not accessible to bacteriophages present in the lumen. Similarly, several phages have been shown to interact with mucin (Barr et al., 2013; Almeida et al., 2019; Green et al., 2021; Chin et al., 2022) and the presence of phages in the mucus proposed to provide a non-host immunity against invasion or colonization of the gut mucosa by bacteria (Barr et al., 2013), [reviewed extensively in Rothschild-Rodriguez et al., 2022]. This means that bacteria localized in the mucus are, in the absence of mucus associated-bacteriophages targeting them, not visible from bacteriophages that cannot interact with and penetrate in the mucus and are luminal. These bacteria are thus a constant source of bacterium that, by being shed, can recolonize the lumen (Lourenço et al., 2020), and thus represent an inaccessible hidden reservoir of the bacteria to eradicate. However, they are target of phages that can interact with mucin, and be activated by mucin. Green and colleagues, using a E. coli non-MDR ExPEC strain were convincingly able to eradicate the colonizing bacterium with a mucin-targeting bacteriophage (Green et al., 2021). When considering decolonization one should thus consider these different environments and isolate bacteriophages that also have a tropism for mucin. A cocktail of phages that can act in these different compartments might be more efficient at decolonizing the gut from a MDR strain. This capacity to interact with mucin is a parameter that has rarely been considered or discussed so far in the publications addressing gut decolonization by bacteriophages and should be more taken into account. Also, whenever an application of bacteriophages in in vivo models or in humans is foreseen, applying a set of standardized protocols to characterize thoroughly the bacteriophages will be useful to anticipate or predict the efficiency of the bacteriophages in clinical applications (Glonti and Pirnay, 2022).

Emergence of phage resistance is a common phenomenon and can be a limitation to the use of bacteriophage. In addition to the classic mutations in the bacterial phage receptors, several new mechanisms of the bacterial defense systems underlying it have been uncovered in the recent years (Bernheim and Sorek, 2020; Tal and Sorek, 2022). The acquisition of phage resistance can come with a fitness cost for the bacterium, which may in return lead to a reduced virulence and increased sensitivity to the host immune response (Fang et al., 2022) or decreased antibiotic resistance profile with the recovery of susceptibility to certain antibiotics (Majkowska-Skrobek, 2021). In order to better understand and predict better efficacy the mechanisms of phage resistance should therefore be investigated both in in vitro studies and in the host context (Gaborieau and Debarbieux, 2023). To counter this emergence of resistant mutants, two approaches are envisaged. One relies on the use of cocktails of phages targeting different bacterial phage receptors, in order to minimize phage-resistance evolution. The second approach makes use of bacteriophages that select a bacterial resistance mechanism inducing a reduced virulence or increased sensitivity to antibiotics (Torres-Barceló et al., 2022).

It is still possible that, depending on the context (host, bacteria, bacteriophages), bacteriophages alone will not be sufficient to efficiently eradicate the MDR colonizing bacteria. Complementing MDR bacteria decolonization by phages with the action of a probiotic preventing its outgrowth as observed by Laird and colleagues in vitro (Laird et al., 2022) could represent an interesting alternative approach that would need to be further investigated.
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igh costs

5. Virus mutation escape antibody

neutralization

Advantages:

1. Genetic engineering operations

can be carried out.

2.1Itis small in size and can bind

to relatively concealed sites.

Pre-clinical research. | No data.

3. Chemical i easy to prepare.

4. Stable physical and chemical
properties, heat resistance, and

tolerance to extreme pH.
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Time between

Probability

Probability

Odds new vs.

Probability of Relative Unadjusted P!

typed cultures (X of new of prior prior new risk (hew
years) pulsotype pulsotype pulsotype pulsotype in pulsotype

(%) (%) < Xyears (%) > X/ <X

(95% Cl)

>1 21/37 (56.8) 16/37 (43.2) 1.31 11/50 (22.0) 2.58 (1.43-4.67) 0.00147
>2 15/18 (83.3) 3/18 (16.7) 5.00 17/69 (24.6) 3.38 (2.13-5.37) 0.00008
>5 9/11 (90.9) 1/11 (9.1) 9.00 22/76 (28.9) 3.14 (2.11-4.68) 0.000131

'Raw p-values not corrected for multiple testing. Columns presenting the probability (risk) of a new or prior pulsotype report the number of intervals between PFGE typed isolates (across all

pwCF) of length > X years (first column in table) after which a new or previously detected pulsotype was detected, over the total number of intervals of each type. The “Risk of new Pulsotype
in < X Years” column reports the number of intervals of length < X years after which a new pulsotype was detected, over the total number of intervals of length < X years.
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Sequence type Corresponding Number of isolates? Number of Patients

pulsotype(s) patients®

Shared pulsotypes/sequence types

5 A 7 5 A057, A061, A275, A372, A376
39 B 2 2 A061, A200

199 C,F! 19 3 A055, A057, A090

220 D 3 2 A090, A371

224 E 3 2 A013, A200

Non-shared (control) pulsotypes/sequence types*

23 G 4 1 A130
91 H 5 1 A374
246 I 2 1 A057
365 ] 3 1 A344
Novel 2 K 3 1 A090

LA single isolate (SM003) belonging to patient A055 belonged to a unique pulsotype (F) but was included due to sharing an ST with pulsotype C isolates. All pulsotype C isolates were more
closely related to each other than to the pulsotype F isolate.

2Total number of isolates is 54; 3 isolates that did not correspond to any shared/non-shared STs are not included here.

3Sum of number of patients is greater than total number of patients with shared pulsotypes due to some patients having isolates belonging to > 2 shared pulsotypes.

4Selected non-shared sequence types were additionally included as controls for intra-patient genetic diversity.
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Demographics?

Age at first episode (median, IQR) (years)

Sex (% female) (n/N)

CF characteristics and comorbidities®
F508del homozygous (%) (n/N)

F508del heterozygous (%) (n/N)

Pancreatic insufficient (%) (n/N)

CFRD (%) (n/N)

CFLD (%) (n/N)

Osteopenia (%) (n/N)

Osteoporosis (%) (n/N)

Determinants of disease state’

ppFEV1 (median, IQR)

% with mild CF lung disease (ppFEV1 predicted > 70) (n/N)
% with moderate CF lung disease (40 < ppFEV1 < 70) (n/N)
% with severe CF lung disease (ppFEV1 < 40) (n/N)
ppFVC (median, IQR)

Use of supplemental oxygen (%) (n/N)

Use of enteral nutrition (%) (n/N)
Co-infections!

% with PA co-infection (n/N)

% with MSSA co-infection (n/N)

% with MRSA co-infection (n/N)

% with HI co-infection (n/N)

Disease modifying CF medications!
Inhaled tobramycin (%) (n/N)

Inhaled colistin (%) (n/N)

Inhaled aztreonam (%) (n/N)

Azithromycin (%) (n/N)

Inhaled DNase (%) (n/N)

Inhaled hypertonic saline (%) (n/N)

24.9 (20.3-32.3)

58.5 (48/82)

66.2 (45/68)
23.5 (16/68)
90.0 (72/80)

22.5 (18/80)

18.8 (15/80)
43.0 (34/79)

7.59 (6/79)

59 (38-76.5)

32.4 (24/74)

40.5 (30/74)

27.0 (20/74)
81.5 (58-93.3)
22.5 (18/80)

12.5 (10/80)

63.51 (47/74)
44.6 (33/74)
4.05 (3/74)

6.76 (5/74)

30.0 (24/80)
1.25 (1/80)
2.50 (2/80)
12.5 (10/80)
50.0 (40/80)

15.0 (12/80)

LAll values were based on demographic and clinical factors at first S. maltophilia

infection episode (first positive sputum culture). F508del, deletion of phenylalanine at

position 508 in protein polypeptide; CFRD, cystic fibrosis related diabetes; CFLD, cystic

fibrosis liver disease; ppFEV1, percent predicted forced expiratory volume in 1 s; ppFVC,

percent predicted forced vital capacity; PA, Pseudomonas aeruginosa; MSSA, methicillin

susceptible Staphylococcus aureus; MRSA, methicillin resistant Staphylococcus aureus; HI,

Haemophilus influenzae.
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Virus for

Macacine a
herpes-1

West Nie

Puumula

orthohanta

Monkeypox

Lassa

HSN1T HPAI

Marburg

Nipah

MERS

SIV/HIV-1

Attachment site

Entry

Dissemination

Details of differences identified based on literature
review (supplementary material)

Explaining different outcomes of infection in humans,
based on the identified differences in reviewed
characteristics of the pathogenesis

Nol applicable (because it is simiar)

Amplification: macaque: neuron locally; human: neurons
diffusely. Outcome: macaque: persistent infection with latency,
‘mucosal vesicle; human: acute infection; marked brain infection
and inflammation

: eservoir bir: viremia that can infect mosquitos via
rant ol (e, SHhat, mesanempal
roppings via tubular ureter epithefial cells; oral; human: low

disease o lesions; human; chronic infection; moderate brain
infection and inflammation

Amplification: vole: endothelial cells of small vessels only:
‘human: in addition, kidney epithelial cels, iver and spleen
‘macrophages; Exit: vole infectious virus shed via saliva, urine,
feces; human' only viral RNA shed via saliva, urine; Outcome:
vole: persistent infection, decreased survival; human: acute
infection, kidney and lung disease, endothelial leakage due to
immune response

Amplification: rope saurtl:lung epithelalcels; humans: in
addition, liver, spleen, and lymph node monocytic cells; Exit:
rope squirrel: (mucosal) surface epithelial cells, nasal, rectal,
and ocular virus shedding; humar; surface epthelal oiy;
‘Outcome: bolh: necrolc and hyperplastic mucosal and skin
lesions; ope squirel: mainly inflammation; human: mainly
necrosis in muliple organs

Entry: insuffcient information Amplification: both: iver -
hepatocytes, lymph nodes, kidneys; rat: brain, urinary bladder
epithelial celis; Ext: both: via urine, for rat maybe via bladder
epithelial cells: rat: feces, saliva; human: semen, placental fluid;
‘Outcome: both: chronic infections; ral: no or mild disease;
‘human: virus infection causes necrosis in multple organs.

Entry: poulry: mostly upper ainways; human: mostly deeper
airways; Dissemination: poultry: endothelial replication and
viremia; human: no replication in endothelial cels, seldom
viremia; Amplification: poultry: cells in different organ systems;
‘human; lungs: bronchiolar epithelium, type | & Il peumocytes;
Exit: poultry: via all excretions and different colltypes; humans:
hardly excrete virus, from lung epithelium; Outcome: both: high
‘mortality rate, mainly necrosis; poultry: severe acute systemic
disease, with hemorthages; human: severe acue respiatory.
disease

Amplification: fruitbat: lymphoid organs in macrophages, liver
hepatocytes locally; human lymphoid organs in macrophages

associated (o virus antigen; fuitbat: acute, mild, iver disease;
human: acute, severe, systemic disease; lymphoid depletion

Entry: frutbat; subcuts (via bite), cel type not known; human

‘endothelium of small vessels; human: brain mostly, lung,
Kidney, and heart as well; Outcome: fruitbat: no disease or
lesion; humans: severe, acute, mainly neurologc disease; main
lesion s blood vessel necrosis

Entry & Amplification: dromedary: nose, larynx, epithelium;
human: lung, type Il pneumocytes; Exit: dromedary: mostly
nose, epithelium; feces; human: via sputum, type Il
pneumocytes; Outcome: both: main lesions necrosis:
dromedary: acute, mild, upper respiratory disease; human;
‘acute, sovere, lower respiratory disease

Entry: chimpanzee: infection can start in mucosa; human
usually mucosa, Langhans cell faciitates infection of CD4+ T
cells; Outcome: both: persistent nfection;

chimpanzee: inital CD4+ T cell decline restores; human
progressive CD4+ T cell deciine and loss, AIDS develops

Not appiicable (because it s similar)

Human immune response is not able to keep MHV-1 infection
local, while macaque immune response is.

Humans develop an immune response that inhibts virus
replication and spread, damages tissue, and allows the virus
to cross the blood-brain barrier, while reservoir bird species.
permit the virus to replicate to high titers without causing
much tissue damage or infection of the brain.

Humans develop an immune response that does not seem
able to stop virus replication and dissemination and causes.
tissue damage and disease, while bank voles permit virus.
replication in endothelial cells only.

Humans allow the virus to disseminate to various el types in
different organ systems, where it causes necrosis with ltle
inflammation; while rope squirrels seem to lmit nfections to
the lung, mucosa, and integument, where the virus causes
inflammation in affected tissues.

Limited data but possibly humans develop an immune
response that does not seem able to stop virus replication
and dissemination and causes tissue damage and disease,
while rats permit virus replication without it causing much
tissue damage.

Due to a lack of replication in human endothelial cell, virus.
infection is usually limited to the lungs of humans, while
infection affects several organ systems in poulty.

Human immune response is not able to localize Marburg
virus infection, while bat immune response is.

Human immune response is not able to localize Nipah virus
infection, whie bat immune response is.

Difference in distribution of the viral receptor causes disease
in deeper respiratory tract of humans instead of upper
respiratory tract, as in dromedaries.

Human immune response is not able to limit the virus
replication in the CD4+ T cell, while chimpanzee immune
response is.

Dark green: similar; Lighter green: somewhat similar; Yellow: equivocal; Orange: somewhat different; Red: different; White grids indicate that available information is limited and, therefore,
uncertainty exists regarding the human or reservoir host site of the comparison.
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Virus for
which
infection
was
compared

Macacine a
herpes -1

West Nile

Puumula

orthohanta

Monkeypox

Lassa

Marburg

Nipah

MERS

SIV/ HIV-1

Attachment
site

D

D

D

D

Dissemination = Amplification ~ Exit =~ Outcome

v .
% N *

v * * *
v . B .
v * N

orthopathogenesis that
are unknown

Entry: potentially intradermal
dendritic cells not confirmed; Exit:
cellular origin of virus shed in oral
cavity

Exit: cellular origin of virus in saliva,
urine, feces; Outcome: virus-related

lesions.

Entry: tissue and cell type;
Amplification: cell type tropism not
confirmed in natural infections; Exit:
cellular origin of virus in nose, eye,
rectum; Outcome: lesions and

outcome of natural infection

Entry, Amplification, Exit: issues and
cell types involved not confirmed in
natural infections; Outcome: lesions
and cell types affected at end point
Entry: identification of tissue in

which macrophages usually become
of

infecteds Exit: cellular ori

excreted virus

Entry: cell type where infection
starts; Amplification: endothelial
tropism not confirmed; Exit: cellular
origin of excreted virus

Exit:cell type involved in fecal virus

excretion
Entry: usual tissue type where

infection starts; Amplification:

particular CD4+ T cell type infected

D, distribution of the host cell receptor; T, type of host cell receptor; V, type of viremia, whether viremia is cell-free or intracellular; C, how virus reaches circulation.
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Effect upon infection as visualized by = Hypothesized immune response Examples of viruses in which this

microscopy mismatch underlying the difference  seems to occur
in outcome
More cells becoming infected in humans than in Hyporeaction: lack of human host cell to contain Marburg virus
reservoir species infection compared to reservoir host species Macacine alphaherpesvirus
Nipah virus

Severe immunopathological changes associated witha  Hyperreaction: human host cells respond excessively to |~ West Nile virus
similar or smaller number of cells infected in humans  infection compared to reservoir host species Puumula orthohantavirus

than in reservoir species
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Selected virus infections: Selection includes different:
Reservoir Levels of human-to-
hosts human transmission

Rabies virus

Macacine alpha herpesvirus 1

Puumula orthohantavirus
none:/-rare;

limited

Lassa virus moderate

endemic:
Highly pathogenic avian
influenza virus H5N1

Monkeypox virus

Nipah virus

Middle East respiratory
syndrome corona virus
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Virus for which infection was compared Reservoir host for which infection
‘was compared to human host

Genetic Genus Species (group) Order
structure

Rabies RNA, single-stranded,  Lyssavirus Mononegavirales Carnivores Carnivora

negative sense

Macacine o herpes-1 DNA, double-stranded  Simplexvirus Herpesvirales Macaques Primates

West Nile RNA, single-stranded,  Flavivirus Amarillovirales Amplifying bird species® | Passeriformes
positive sense

Puumula orthohanta RNA, single-stranded,  Orthohantavirus Bunyavirales Bank voles Rodentia
negative sense (Clethrionomys glarcolus)

Monkeypox DNA, double-stranded  Orthopoxvirus Chitovirales African rope squirrels | Rodentia

(Funisciurus spp.)

Lassa RNA, single-stranded,  Mammarenavirus Bunyavirales Natal multimammate rats | Rodentia
ambisense (Mastomys natalensis)
HSNI HPAI RNA, single-stranded,  acInfluenzavirus Articulavirales Chickens Galliformes

negative sense

Marburg RNA, single-stranded,  Filovirus Mononegavirales Egyptian fruit bats Rodentia
negative sense (Rousettus acgyptiacus)

Nipah RNA, single-stranded, | Henipavirus Mononegavirales Flying foxes (Pleropus | Chiroptera
negative sense »p)

MERS RNA, single-stranded, p-Coronavirus Nidovirales Dromedaries (Camelus Artiodactyla
positive sense dromedarius)

SIV/HIV-1 RNA, single-stranded, | Lentivirus Ortervirales Common chimpanzees | Primates
positive sense (Pan troglodytes)

“The comparison includes bird species that in general do not have a fata infection but do have a productive infection. Most of our comparison was based on an experiment with American
robins (Turdus migratorius).





OPS/images/fmicb-14-1130677/fmicb-14-1130677-g003.jpg
100

Fluorescence index
50

8
* . f f «
8
I g
8
&
il
8
R o
) sa6s IR 4nes COMIRNATY SPIKEVAX (COMIRNATY SPIKEVAX 'COMIRNATY SPIKEVAX
. snss






OPS/images/fmicb-14-1130677/fmicb-14-1130677-g004.jpg





OPS/images/fmicb-14-1113412/fmicb-14-1113412-g005.jpg





OPS/images/fmicb-14-1130677/crossmark.jpg
(®) Check for updates






OPS/images/fmicb-14-1130677/fmicb-14-1130677-g001.jpg
| Mean (s.0) 86(87) 60 (7.4) 47(115) 667 (33.2) 378(225) |
Covid-19 198BS 27BS 3BS 4 Bs 5" BS
X .
v
1% dose Booster
| Mean (5D) 426(178) 224(110) 7831 55 (42) 705(19) |
Covid-19 18S 274BS 39BS 4™ Bs 58S
sx2r L | | I £ |
1t dose 2™ dose Booster

N=87

N=14





OPS/images/fmicb-14-1130677/fmicb-14-1130677-g002.jpg
| Mean (S.D) 317 (19.3) 15.1(10.0) 4.7 (3.1) 29(1.7) 70.1(17.3) l
Covid-19
1BS 27 BS 31BS 4t BS 5 BS
£ £ ! I x |
N=61
1 dose 2" dose
I Mean (S.D) 30.5 (15.1) 184 (11.7) 6.8(5.3) 4.1(3.6) 68.1(17.5) ]
Covid-19
1BS 27 BS 319BS 4t Bs 5thBs
e | AKX
N=119
1%t dose 2" dose Booster





OPS/images/fmicb-14-1113412/fmicb-14-1113412-g001.jpg





OPS/images/fmicb-14-1113412/fmicb-14-1113412-g002.jpg
7 days 15 21 28

1

disanos / enmaeq wiyolq

<






OPS/images/fmicb-14-1113412/fmicb-14-1113412-g003.jpg





OPS/images/fmicb-14-1113412/fmicb-14-1113412-g004.jpg
110t

a planktonic @ 4°C

s © biofim @ #'¢
E
5 naot
B ¢ biofin @ AT
w0t
zag o plankcoric @ RT
s
days of incubation
200
e
& a0t
8 1w o biofim @ ¢
200 © planitonic @ 4'C
;ou on om @
days of ncubation
w0t
B o biofm @ 4°C
Eaide 3 © bioim free water @ 4°C
8 a0t & @ planktoric @ #¢
07
P

w1 e
days of incubation






OPS/images/fmicb-14-1120048/fmicb-14-1120048-g003.jpg
Pirs B c Caco-2

N - o ot 2 8 gt

% 2 celastrol B3 G Gl + quercetin
i oh _3h_eh on T
Z 201 | c—— | ||
s o _— 7
: =3
£ 3| Occludin | . ——— é“l
-3 o &
Bactn | D D GED enp 00
15 2
fi-29 207 W Control
H = celastol
2 201 | > - - 2 = élo
L 2 $us |
F . 3 H
| O | ey W - - | EogEs
£ 05 H
H factn | D @D P | o
00 00
D E F
[

DMSO - o+ - - = - - Gl - - - o+ +
quercetin = = 4+ = = o+ = BieE e 4 & o
celastrol = - - * - - + ? QVDoph - N . - .

- - r
zo-1| e - - -~ - i o "
H o
o H h
&[Cccludin| @D @0 G OB = vy = | 8occiudin| = - - -
S o
O]
B-actin | e - GE>- G
B-2ctin| ep @p @ @ G @ @D HT-20 | —
s
701 --Q-’ e — gw 20-1 | cED > > = ==
& i & ocoludin | cnm——- -
H —
| occtudin| D — - - - - gor o -
I T
a6 Bactin | e e
practin | guy @m0 @D O OO @ qp






OPS/images/fmicb-14-1130677/fmicb-14-1130677-t005.jpg
SG8 (N 1st BS 2nd BS 3rd BS 4th BS 5th BS
N 180 (100%) 169 (94%) 168 (93%) 164 (91%) 180 (100%)
Mean value 3094 1735 6.10 376 6890

cL 2850-33.38 15.64-19.06 537-6.83 3.27-425 66.33-71.46

BS, blood sampling; C.1, confidence interval; SG8, HCW who got the COVID-19 before the 5th BS.






OPS/images/fmicb-14-1120048/crossmark.jpg
(®) Check for updates






OPS/images/fmicb-14-1120048/fmicb-14-1120048-g001.jpg
A

MRNA levels

kS

H
£

25,

20

HSPT0

Caco2

NG

hE3 3hEA 6h O3 90

5
-o

4 &

o

pe e

Caco2

HT-29

HsP70

HsPo0

HsP27

Bactin

HSP70|

HSPOO|

HsP27|

B-actin

Oh 3h 6h  9h

- o GO o

. - - e

S o o

Caco-2

HT-29






OPS/images/fmicb-14-1120048/fmicb-14-1120048-g002.jpg
Contol ___DMSO___quercetin___ celastrol + quercetin GI + celastrol Control ___DMSO____ guercetin __celastrol Gl + quercetin Gi + celastrol

Py Hlenan
§oromee romde

B caco2, cao2 |,
erc ks ’o - - - HT-29
P ==y BN =y [ S
proCASPS| W - - pocsrs| mm - - wusnF -® @ oo
acaseg -~ | s el |
acasrs ’
ProCASP| D G - POCAPS | e e e —_—
wone | U - -
cicases — —— ok - - g -
pro-PARP | D E— PIOPARP | D W G — - CLPARP - — - - - -
- | o pocn | D D @ 0 >
fractn| ———— - L —euDae—
D Control SO quercetin__ celastrol G Gl+quercetin Gi + celastrol Control DMSO. quercetin  celastrol Gl Gl + quercetin GI + celastrol

Caco2






OPS/images/fmicb-14-1130677/fmicb-14-1130677-t001.jpg
Age groups Male (N) Female (N) Male (Mean age, Cl 95%) ‘emale (Mean age, Cl 95%)

<40 627 1,887 33.6(33.3-33.9) 3227 (32.1-3255)
40-55 771 2,704 48.45 (48.2-48.8) 48.79 (48.6-48.9)
>55 561 1518 60.54 (60.3-60.8) 59.35 (59.2-59.5)

Total 1962 6,109 47.2 (465-47.7) 4632 (46.1-48.6)





OPS/images/fmicb-14-1130677/fmicb-14-1130677-t002.jpg
Sampl

G1 (N=7299 HCWs)

G2 (N=423 HCWs)

G3 (N=349 HCWs)

g ing (Mean days
1st vaccine dose)

N
Mean value (CI)
N (%)
Mean value (CI)
N%)

Mean value (CI)

1st BS (52)

7,238 (99%)
3469 (34.26 - 35.14)
421 (100%)
48.80 (46.92 - 50.68)
348 (100%)

25,87 (23.93 - 27.81)

5850 (80%)

19.25 s5(18.91 - 19.59)
348 (82%)
45.47 (4284 - 48.11)
299 (86%)

1622 (1471 -17.73)

5,839 (80%)
7.19.(699-7.38)
333 (79%)
2642 (23.82 - 29.02)
302 (87%)

9.24(7.62 - 10.85)

4th BS (272)

5,562 (76%)
6,58 (6.26 - 691)
326 (77%)
2387 (21.21 - 26.53)
289 (82%)

26.85 (22.62 - 31.07)

5th BS (368)

4,227 (58%)
47.26 (46,58 - 47.95)
259 (61%)
51.23 (48.63 - 53.84)
276 (79%)

63.03 (60.48 - 65.59)





OPS/images/fmicb-14-1130677/fmicb-14-1130677-t003.jpg
SG SG4 (COVID-19 SG5 (COVID-19 SG6 (COVID-19 SG7 (COVID-19 SG8 (COVID-19
before the 1st BS)  before the 2nd BS)  before the 3rd BS)  before the 4th BS)  before the 5th BS)

N (%) 101 (29%) 13 (3%) 21 (6%) 34(10%) 180 (52%)

SG, Subgroup; BS, blood sampli






OPS/images/fmicb-14-1130677/fmicb-14-1130677-t004.jpg
SG4 (N = 101) 1st BS 2snd BS 3rd BS 4th BS 5th BS

N 101 (100%) 74 (73%) 71 (70%) 62(61%) 46 (46%)
Mean value 1335 7.99 511 56.37 4282
Gl 1026-16.45 580-10.20 253-7.69 46.83-65.92 35.52-50.11

BS, blood sampling; C.1, confidence interval, G4, HCW who got the COVID-19 before the 1st BS.






OPS/images/fmicb-14-1130677/fmicb-14-1130677-g005.jpg
°

ot

o





OPS/images/fmicb-13-1049110/fmicb-13-1049110-t002.jpg
Group

Patient (d0)
Control (d(0))
Patient (d3; tot)
Patient (d3; +)
Patient (d3; —)
Control (d3)

Gender (f/m)

17/8
115
12/4
84
410
1015

Age (mean,
range; median)
37 (18-83); 30
27 (20-43); 25
41 (20-83); 36
43 (20-83); 36
36 (23-54); 33
27(20-43); 25





OPS/images/fmicb-13-1049110/fmicb-13-1049110-t003.jpg
Sample

P (d0; bact)

P (d0; phage)

P (d3; bact)

P (d3; phage)

ENA sample accession
and run accession
SAMEA111353510
ERR10188468

SAMEA111353511
ERRI10188469
SAMEA111353512
ERR10188470

SAMEAI111353513
ERR10188471

Antibiotic group

Tetracycline macrolide betalactam
phenicol aminoglycoside
sulphonamide

Tetracycline betalactam
aminoglycoside

Tetracycline macrolide betalactam
phenicol aminoglycoside
sulphonamide

Tetracycline macrolide

Resistance genes

tet(A, B, M, Q W) erm(B, F), meflA), mphE,
msr(D) pend, blagxss ¢fi(A3, AS) catQ,
cat(pC194) Isa(C), and aph(3')-1a sul2

16t(C) blarsyea, 231, blaoga  and 60 aph(3)-la

fet(A, B, M, 0,Q, W), erm(B, F), med(A), mphE,
msr(D) pend, blaos s ¢fe(A2, AS) catQ,
cat(pC194) Ia(C), aph(¥)-1b, and aph(6)-1d sul2
fet(M, O, W) mefiA), msr(D), and ermi(E)

Virus

Human endogenous retrovirus

K113, K115, and HCML-ARV

Human endogenous retrovirus
HCML-ARV
Human endogenous retrovirus

K113, K115, and HCML-ARV

Human endogenous retrovirus
K113, K115, and HOML-ARV





OPS/images/fmicb-13-1062399/crossmark.jpg
(®) Check for updates






OPS/images/fmicb-13-1049110/fmicb-13-1049110-g004.jpg





OPS/images/fmicb-13-1049110/fmicb-13-1049110-g005.jpg
Phage tetA

Bacterial tetA

Day 0 Day 3
200, 2203 2=003
150
< 100 9 °
& 50 o
® o ©000 00  ©ooC0
S 3 ° 3
& o°
£ 2 o 8
o
1 [
o
& & & &
A « « «

Bacteria Teta
N & 2
s 8 & 3
Bacterial tetA






OPS/images/fmicb-13-1049110/fmicb-13-1049110-g006.jpg
p<0.0001
o

=0.008
300000
°
250000
-
g 200000
T 150000
6
4 °
o
2 oo%
0
® °
& q&\'z’q

blacry

blagys.as

0.3

p=0.001
—






OPS/images/fmicb-13-1049110/fmicb-13-1049110-t001.jpg
Target
165
blacry
blao.ss
tetA

st

Forward primer
AGAGTTTGATCCTGGCTCAGGA
ACAGTACAGCGATAACGTGG
AAGTTACACGTATCGGAGCG
TTGAACGGCCTCAATTTCCT
GGGTGCATCACTGAAAGAGT

Reverse primer
CGTGTTACTCACCCGTCCG
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CCAGTGCTTCGAGAATCAGT
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CGCTGGCGGCGTGCCTAATACATGC
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AGCCATGCTGACCGAAGCCAATGGTGA
GCATGACCGTCGTCGCCGCCT
TGCCACGCCGAACTCGACGGTTTAGA
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Gonzilez et al.
(2014)

Botelho etal.
(2012)
Botelho etal.
(2012)
Botelho etal.
(2012)

Ludwigetal.
(2021)

Lietal. (2018)
Lietal. 2018)

Vieira etal. (2022)
Cabral etal.
(2013)

Nichols etal.
(2019)

Quiroga etal.
(2022)

Bergner etal.
(2021)

Kvic etal. (2015)

Schiller et al.

(2016)

“Iraditional identification methods are based on the isolation in culture media of microorganisms followed by biochemical tests. Molecular techniques rely on the analysis of genomic

markers corresponding to nucleic acid sequences directly from the.
isolate bacteria of interest and molecular for identification. F, Frugivores; N, Nectarivores; I, Insectivores; S, Sanguivores; P, Phytophage.

al specimen without need for prior culture. When present, both methods are used in succession: Traditional to
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Bat species Status/Diet  Samples Detection and Tassonomic distribution at level of ~ Ref.

identification
approach® Phyla Genera/Species
Skin
Preropus livingstonii CPHY/F Ventrl ving ikaditoet Firmicutes S aurets, S, xpl0s5, 5. i etal.
nepalensis, S. oms)
saprophyticus, S. simiac
Rousettus acgyptiacus  Captive Fur Molecular Firmicutes Streptococcus salivarius  Kolodny etal.
Freeliving/F Proteobacteria (2019)
Myolis sp, Freelivingl  Entire skinand furred  Molecular Actinobacteria - Winter etal. (2017)
Corynorhinus surface Proteobacteria
townsendii, Eptesicus Firmicutes
fuscus, Antrozous
pallidus, Parastrellus
hesperus, Lasionycteris
noctivagans, Tadarida
brasiliensis
Artibeus jamaicensis,  CaptivelF Backandonwing  Molecular Actinobacteria - Lemieux-Labonté
Carollia perspicillata Proteobacteria etal. 2016)
Firmicutes
Cyanobacteria
Bacteroidetes
Fusobacteria
Eastern US.: Myotis sp,  Free-living/l Forearm and muzzle  Molecular Proteobacteria Pseudomonas sp, Avena etal. (2016)
Perimyotis subflavus Acinetobacter sp.
Colorado: Myotis spp.,
Eptesicus fuscus,
Corynorhinus
townsendi, Lasiurus
cinereus
Leptonycteris FreelivingN  Dorsal patch Molecular Firmicutes Lactococeus, Helcococcus,  Gaona et al.
yerbabuenae Proteobacteria Aggregatibacter, (20192)
Actinoacteria Enterococcus, Gallicola,
Staphylococcus,
Clostridium,
Anaerococcus,
Peptostreptococcus
Bacterial strains with biocontrol activity against Pseudogymnoascus destructans
Eptesicus fuscus, Myotis  Free-living/l Forearmand muzzle  Traditional Molecular  Proteobacteria ‘Pseudomonas fluorescens  Hoyt et al. (2015)
eibii, M. lucifigus, M. geoup, Ps. abictaniphila
sodalis
Rhinolophus Freelivingl  Wing Traditional Proteobacteria Ps. yamanorum, Ps LiZ etal. (2021)
ferrumequinum, Myotis Molecular brenneri, Ps. fragi
petax
Myolissp, Freelivingl  Wingand tail Traditional Actinobacteria Streptomyces sp., Hamm etal. (2017)
Corynorhinus Molecular Rhodocaccus sp.,
townsendii, Antrozous Streptosporangium sp.,
pallidus, Eptesicus Luteipulveratus sp.
fuscus, Tadarida Nocardiopsis sp.
brasiliensis, Parastrellus
hesperus, Lasionycteris
noctivagans
Eye surface
Desmodus rotundus ~ Freeliving/S ~ Cornea and Traditional Firmicutes Staphylocaccus s, Leigue Dos Santos
conjunctiva Bacillus sp,, Micrococcus —etal. (2014)
sp. Corynebacterium sp.,
Shigella sp.,
Flavobacterium odoratum
Diaenius youngi Freeliving’s  Corneaand Traditional Firmicutes Staphylocaccus sp. Leigue Dos Santos
conjunctiva Bacillus sp., Streptomyces ~ etal. (2014)
sp., Morganella morganii,
Hafhia alvei
Artibeus lituratus Captive/F. Corneaand Traditional Firmicutes Staphylocaccus sp., Leigue Dos Santos
conjunctiva Bacillus cereus, etal. (2014)
Corynebacterium sp.
Oral cavity
Preropus livingstonii  CaptivelF Oropharyngeal Traditional Firmicutes S. aureus, S, xylosus, S, Fountain etal.
mucosae nepalensis, . (2019)
saprophyticus,S. simulans
Artibeus sp., Dermanura  Free-living/F  Oral cavity Traditional Proteobacteria Bacillus cereus, Galicia etal. (2014)
sp.. Centurio cenex, Freeliving/N Xanthomonas sp.
Sturnira sp. FFree-living/N
Glossophaga morenoi
Desmodus rotundus Oral cavity Traditional Proteobacteria Serratia marcescens, S, Galicia etal. (2014)
aureus, S. epidermidis,
Aeromonas hydrophila
Nycteris thebaica, Freelivingl  Saliva Molecular Proteobacteria Burkholderia, Dietrich etal.
Miniopterus natalensis, Helicobacter, Bartonella  (2017)
Rhinolophus simulator,
Neoroniicia capensis
Stomach
Rhinolophus luctus Freelivingl  Stomach content Molecular Firmicutes Lactococeus, Sunetal. (2019)
Paeniclostridium
Murina leucogaster Freelivingl  Stomach content Molecular Proteobacteria Undibacterium, Sunetal. (2019)
Burkholderia
Cynopterus b. brachyotis Free-living/F  Stomach organ Molecular Proteobacteria Bacillus, Enterobacter,  Daniel etal. (2013)
Firmicutes Enterococcus, Klebsiella
Pantoca, Pseudomonas
Gut
Frugivores
Rousettus leschenaultia,  Free-living Feces Molecular Proteobacteria Klebsiella, Enterobacter, L ctal. (2018)
Cynopterus sphinx. Firmicutes Weissella, Ureaplasma,
Fructobacillus
Rousettus aegyptiacus Feces Molecular Firmicutes Direct: Streptococcus,
Proteobacteria Actinobacillus Markotter (2019)
Actinobacteria Indirect: Streptococcus,
Alkalibacterium,
Nesterenkonia
Rousettus Rectal samples Molecular Proteobacteria Campylobacter jejuni Hatta etal. (2016)
amplexicaudatus
Nectarivores
Eonycteris spelaca Freeliving Fresh feces Molecular Proteobacteria Kebsiclla, Enterobacter,  Lietal. (2018)
Firmicutes Weissella, Ureaplasia,
Fructobacillus
Insectivores
Myols ricketti, Freeliving Fresh feces Molecular Proteobacteria Plesiomonas, Lietal (2018)
Hipposideros larvatus, Firmicutes Lactobacilus,
Tylonycteris pachypus, Enterococcus, Bacilus
Pipistrellus abramus,
Scotophilus heathi,
Hipposideros armiger
Rhinolophus huctus iving Entire i Molecular Proteobacteria Undibacterium, Sunetal. (2019)
content Firmicutes Pacniclostridium
Murina leucogaster Freeliving Entire intestine Molecular Proteobacteria Undibacterium, Sunetal. (2019)
content Firmicutes Enterococcus
Rhinolophus Freeliving Feces Molecular Proteobacteria Anaplasma Afonso and
hipposideros phagocytophilum Goydadin (2018)
Pipistrellus pipistrellus  Free-living Intestine Traditional Proteobacteria Yersinia enterocolitica  Muhldorfer et al.
(2010)
Miniopterus schreibersii  Free-living Small intestine Traditional Proteobacteria Yersinia enterocolitica  Tmnadze et al.
(2020)
Sanguivores
Desmodus rotundus  Free-living Anal cavity Traditional Proteobacteria Aeromonas hydrophila Galicia et al. (2014)
Kidney
Preronotus parnelli Freeliving/I Kidney organ Molecular Spirochaetes Leptospira santarosai Torres-Castro etal
L. borgpetersenii (2020)
Chiroderma villosum ~ Free-living/F  Kidney organ Molecular Spirochaetes Leptospira noguchii Torres-Castro et al
L. borgpetersenii (2020)
Other organs and blood
Desmodus rotundus  Freeliving/S ~ Heart, Blood Traditional Proteobacteria Bartonella spp. Stuckey etal.
Liver Molecular (2017b) and André
etal. (2019)
Diphylla ecaudata Freeliving's  Liver Molecular Proteobacteria Bartonella spp. André etal. (2019)
Balantiopteryx plicata  Freeliving/l  Heart, Blood Traditional Proteobacteria Bartonella spp. Stuckey etal.
Pteronotus parnellii (2017b)
Artibeus jamaicensis  Freeliving/P  Heart, Blood Traditional Proteobacteria Bartonella spp. Stuckey etal.
Stumira spp. (017b)
Myoltis lucifugus Freelivingl  Spleen Molecular Tenericutes Hemotropic mycoplasma  Mascarelli et al.
pp. (2014)
Miniopterus schreibersii  Free-living/l Blood Molecular Tenericutes Candidatus M. Millin etal. (2015)
hemohominis
D. rotundus Freeliving's  Blood Molecular Tenericutes Hemotropic mycoplasma  Volokhov etal.
pp. 2017)
Preropus spp. Spleen and brain Molecular Tenericutes Candidatus M. Desclouetal.
hemohoninis (2021)
Myotis myotis Liver,lung, spleen Traditional Proteobacteria Yersinia Muhldorfer etal.
pseudotuberculosis (2010)
Carollia perspicillata CapivelF Liver, lung, and spleen  Traditional Proteobacteria Yersinia Hahn etal. (2021)
pseudotuberculosis
Pipistrellus pipistrellus  Free-living/l  Spleen Traditional Proteobacteria Yersinia enterocolitica  Mubldorfer et al.
(2010)

“Traditional identification methods are based on the isolat

n culture media of microorganisms followed by biochemical tests. Molecular techniques rely on the analysis of genomic
markers corresponding to nucleic acid sequences directly from the clinical specimen without need for prior culture. When present, both methods are used in succession. Traditional to
solate bacteria of interest and molecular for identification. . Frugivore; N, Nectarivore; I, Insectivore; , Sanguivore; P, Phytophage (inclusive of frugivorous and nectarivorous species).
The traditional approach allows the study of the sensitivity of microorganism to pharmacological treatment. Molecular biology techniques allow a better identification of the genome
present in the samples, but it is difficult to understand if this material belongs to living microorganisms.






OPS/images/fmicb-15-1443636/crossmark.jpg
©

|





OPS/images/fmicb-13-1099184/fmicb-13-1099184-t004.jpg
Route of contamination Estimated lethal doses

(ng/kg™)
Oral 1,000
Inhalation 10-15
Intravenously and intramuscularly 1-2

BONT, Botulism neurotoxin.
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Country Year Cases* (deaths)

Biological samples

analyzed*: Results

Suspected or confirmed
source Food samples
analyzed: Results

Human botulism
Outbreak

USA, 1950 4
France, 1955 2(0)
Chad, 1958 2(0)
Rhodesia, 1960 40
France, 1972 41
Japan, 1990 1(0)
France, 2006 10

Stomach fluid: Presence of
BONT/Cand C. botulinum type
c

None*

None*

None*

Sera: Presence of BONT/C

Stool: Presence of BONT/C

Serum: absence of BONT
Stool: Absence of BoNT and

C. botulinum

“Pité” (Homemade): Absence of
BoNT Presence of C. botulinun type
c

Ham (Homemade): Presence of
BoNT/D and C. botuliniun type D
“Pité” (Homemade): Absence of
BoNT Presence of C. botulinun type
BorC

Smoked chicken suspected (not
analyzed)

Environmental contamination
suspected (no samples analyzed)
Consumption of sick chicken before

onset of symptoms

Clinical suspicion type C

Clinical suspicion type C

Clinical suspicion type D

Clinical suspicion type B or C

Foodborne botulism type C

Infant Botulism type C

Clinical sus
D

icion type Cor

BONT, Botulinum neurotoxin. In bold in the table, confirmed case of botulism. “Case: Having shown at least one typical sign of botulism: diplopia, mydriasi, swallowing difficulties,dry
mouth, slurred speech, paralysis, constipation (vomiting and diarrhea are not specific to botulism). **Suspected or confirmed sources.
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Source of
contamination

Initial source of

contamination

Argumentation

Asymptomatic (or Poultry manure
symptomatic) carriage
by poultry and

excretion in effluents

Carcasses of dead Contaminated silage or

animals wrapping

Equipment

Animal feces,
operators, airborne

contamination

Spreading of poultry | Pasture
manure
Carcasses of dead

animals

Carcasses of dead Other forages/ On-

animals farm feed fabrication
Contaminated raw

‘materials.

for prioritization
Quantitative
importance of this
source of contamination
in France with (direct or
indirect) link between
the cattle farm and a
nearby poultry farm
Inclusion of an animal
during harvest

Dual role of equipment:
- Contamination of
silage if not cleaned.

- Homogeneous
distribution of the
contamination
throughout the ration
(e.g. with asilo mixer)
Lesser importance than
dead animals and
equipment
Contamination of catle

if contaminated poultry

‘manure is spread on
pasture (direct

ingestion) or ifa dead

animal

present
Contamination of the
feed if a dead animal or
contaminated raw

material s present
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Initial source of = Source of Argumentation

contamination  contamination  for prioritization

Feeds Inclusion of an animal
animals during harvest or

storage of feed in silo

Equipment
Feces of commensal Lesser importance than
animals dead animals and
equipment
Excretinganimalsin | Litter - Litter contamination
the flocks with feces
- Asymptomatic
carriage of C. botulinum
in poultry (unknown
prevalence)
Contaminated Ifequipment used to
equipment handle the liter is
contaminated, there is a
risk of contamination
and introduction into
the barn
Carcasses of dead Inclusion of an animal
animals and/or poultry carcass during harvest
Carcasses of dead Drinking water Contamination of
animals and/or poultry drinking water witha
dead animal carcass
Equipment - Equipment, if
contaminated or not
cleaned, can
contaminate drinking
waer
- Point-source
contamination is widely
spread in drinking
water by contaminated
equipment
Animal feces Lesser importance than

dead animals and

equipment
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Vehicles for the introduction of C. botulinum into a poultry farm
090 090 090
(6]
(5) (7] 0

Water of drinking Food (industrial and farm-made)

Rangeland Darkling beetle

Livestock poultry (excreters or carcasses)

Corpses of commensal animals (e.g. rodents, insects, birds,
dogs, cats or wild animals)

Commensal animals' faeces

X s
rendering truck (wheels, skips, efc.

Contamination via the water trough, boreholes, ramps or water
treatment

Equipment assigned to the management of poulty carcasses or any.
other contaminated matrix

Operator : Breeder's boots and ouft after being in contact with
‘contaminated material (e.g.: poultry carcasses)

0000

Ground.

000
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BONT type

Target

Peptide bond
cleaved

Dand DIC

G
H
X

SNAP2S
VAMP 1-3
SNAP2S
Syntaxin-1A
Syntaxin-1B
VAMP
SNAP2S
VAMP 1-3
VAMP 2
VAMP 1-3
VAMP 1-3

VAMP 2-5
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Duration

A <9months
2-4months

c 4-6months

D 3weeks

E 2-3weeks

F G, H,and X Not determined

BoNT, Botulism neurotoxin.
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BoNT type p. LD50 (ng.kg™)

Al 025-0.45
A2 0.11-053
A3 085
A4 400-500
As 035-0.4
A6 0.26-0.3
B1 021-05
B2 04
c 092-23
e 08-1.92
D 0.02-0.83
DIC 005
El 0.65-0.84
E3 305
Fl 24-36
5
13-22

Lp., intra peritoneal; LD, Lethal Dose; BoNT, Botulism neurotoxin.
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Vehicles for the introduction of C. botulinum into the farm

Silage/wraps Forage
0 Spreading or handling poultry manure o Equipment assigned to the management of cattle Air contamination : Handling/transport/storage of
‘carcasses or any ofher contaminated matrix Gattle carcasses and manure ; dust from a
ontaminated poultry house ; rendering trick
Corpses of commensal animals (e.g. rodents, Operator : Breeder's boots and ouft after having (wheels, skips, etc.)
inseats, birds, dogs, cats or wild animals) bean in contact with dead catte or any other

Contamination via the water trough, boreholes,
ramps or water treatment

@ srocingcatte Q- © oo

‘contaminated matrix
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Locus tag

DMB76_004255
DMB76_009105

DMB76_001650
DMB76_000275

DMB76_011400

DMB76_011110

DMB76_000660

DMB76_008440

DMB76_010640

DMB76_001580

DMB76_002575
DMB76_000380

DMB76_009220
DMB76_004810
DMB76_001590
DMB76_001620
DMB76_001350
DMB76_008990
DMB76_002130
DMB76_005335
DMB76_001480
DMB76_001355
DMB76_002790
DMB76_001345
DMB76_008980
DMB76_002785
DMB76_001640

DMB76_007480

DMB76_008220
DMB76_004380

DMB76_002540
DMB76_006500
DMB76_000990
DMB76_009775
DMB76_010290
DMB76_001160

DMB76_006280

DMB76_010395

Annotation mean
expression

hypothetical protein 3746
epsilon family phenol- 475
soluble modulin

aspartate 1-decarboxylase 12685
hypothetical protein 88017
type I toxin-antitoxin 298

system Fst family toxin

GlsB/YeaQ/YmgE family 88020
stress response membrane

protein

ABC transporter ATP- 3338
binding protein

gallidermin family 1050
lantibiotic

septum formation initiator 726

family protein

LPXTG cell wall anchor 4721
domain-containing protein

hypothetical protein 103329
MptD family putative ECF 1637
transporter $ component

DUF4887 domain- 34170
containing protein

type I toxin-antitoxin 425

system Fst family toxin

hypothetical protein 598
L-lactate dehydrogenase 59345.1
DegT/Dnr)/EryCl/StrS 311277
family aminotransferase

MetQ/NIpA family ABC 97144

transporter substrate-

binding protein

hypothetical protein 16546
universal stress protein 65352
hypothetical protein 22065.1
LCP family protein 284128
SDR family oxidoreductase 1983007
acetyltransferase 116722
CsbD family protein 2800
amidohydrolase 972406
3-methyl-2-oxobutanoate 80166

hydroxymethyltransferase

DNA-protecting protein 377
Dpra

hypothetical protein 57
DUF3267 domain- 1046

containing protein

copper resistance protein 943
CopC

class I SAM:-dependent 12746
RNA methyltransferase

intracellular adhesion 70
protein D

Baxinhibitor-1/YecA 1558

family protein

deoxynucleoside kinase 1720

Csal family protein
DUF309 domain- 1199

contai

g protein
class I SAM-dependent 5293

methyliransferase

log2-
fold
change

34
34

30
28

27

26

26
24
23
23

23
23

23
22

22
22
21

21
21
21
21
20
20
20
20
20

-21
-21

-21
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Bacterial species Drug Type Target Phase  Clinical trial ID
Bacillus anthracis Obiltoxaximab Humanized IgG1 Protective antigen (toxin) v NCT03088111
Thravixa Human IgG1 1 NCT01202695
Valortim Human IgG1 1 NCT00964561
Raxibacumab Human IgG1 v NCT02016963
Clostridium botulinum ~ XOMA 3ab Mix of 3 humanized IgG1  Botulinum neurotoxin type B (toxin) 1 NCT01357213
NTM-1632 Mix of 3 humanized IgG1 1 NCT02779140
Clostridium difficile Actoxumab Human IgG1 C. difficile toxin A (toxin) 111 NCT01241552
Bezlotoxumab Human IgG1 C. difficile toxin B (toxin) 111 NCT05304715
Escherichia coli Edobacumab Mouse [gM LPS lipid A it /
Nebacumab Human IgM it /
MAB-T88 Human IgM 11 /
STEC* Shiga toxin MAbs, coStx] &2 Mix of 2 humanized IgG1  E. coli Stx1 & Stx2 1 NCT01252199
Pseudomonas aeruginosa  Aerucin Human IgG1 P. aeruginosa alginate 1 NCT02486770
Panobacumab Human IgM P. aeruginosa LPS O11 1 NCT00851435
KB001 Human PEGylated Fab P. aeruginosa PcrV 1 NCT01695343
MEDI3902 Bispecific human IgG1 P. aeruginosa PerV and Psl 11 NCT02255760
Staphylococcus aureus Salvecin, AR-301 Human IgG1 S. aureus alpha-hemolysin 11 NCT03816956
ASN100 Mix of 2 human IgG1 Bi-component toxins & alpha-hemolysin I NCT02940626
Tefibazumab, Humanized IgG1 S. aureus CIfA 1 NCT00198289
MEDI4893 Human IgG1 modified . aureus alpha-hemolysin 1 NCT02296320
514G3 Human IgG3 S. aureus protein A 1 NCT02357966
Pagibaximab Chimeric IgG1 Lipoteichoic acid 1 NCT00646399
Aurograb scEv GrfA (lipoprotein) 11 NCT00217841
Multiple species F598 Human IgG1 Poly-N-acetylglucosamine 1 NCT03222401

"STEC, Shiga toxin-producing Escherichia coli.
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Strain

12B0021

130028

05B0362

DVP2-17-
2406
DVP4-17-
2404
DVP5-16-
4677

Subclade

Description

Clinical isolate from
blood

Clinical solate from
biopsy of PJI
shoulder

Clinical isoate from
blood

Clinical isolate from
biopsy of ]l hip
Clinical isolate from
biopsy of PJI hip
Clinical isolate from

biopsy of PJI hip

Genbank
accession
number
HKG00000000

CP068029-CPO6S030

QHKH00000000

QHKD00000000

QHKC00000000

CP068031-CPOGS032
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Mechanism of action MIC breakpoint for CRAB  Side effects Anti-biofilm activity vs. Dosage for CRAB

(EUCAST)S CRAB infections
Colistin Colistin binds to LPS and phospholipids in the outer cell | 2pg/mL Nephrotosicity, neurotoxicity  No As per international consensus
membrane of Gram-negative bacteria guidelines (Tsuji et al., 2019)
It competitively displaces divalent cations (Ca’* and Absence of anti-biofilm activity also
Mg?) from the phosphate groups of membrane lipids, when combined with meropenem,
which leads to disruption of the outer cell membrane, ampicillin/sulbactam, and
leakage of intracellular contents, and bacterial death minocycline

Collistin plus rifampin retains anti-
biofilm activity (Wang et al, 2016;
Wences etal,, 2022)

Tigecycline Tigecycline binds to the 305 ribosomal subunit and IE Nausea, vomiting, diarrhea, No (Wang et al, 2016) 200mg loading dose followed by
blocks the entry of amino-acyl tRNA molecules into the hepatotosicity, pancreatitis 100mg every 12h
Asite of the ribosome, inhibiting protein translation in
bacteria

Ampicillin/sulbactam  Sulbactam s an irreversible competitive beta-lactamase  1E Hepatotoxicity No 3-9g every 8h (for ampicillin-
inhibitor that can saturate Penicillin Binding Proteins sulbactam 2:1)

(PBP) 1 and 3 in Acinetobacter spp. when given in high

doses

Anti-CRAB activity s exerted by sulbactam. Meropenem plus sulbactam was A high dosage (9 g every 8h) is
synergistic against biofilm- required for VAP (Jaruratanasirikul
embedded CRAB (Wang et al, 2016; | et al., 2019)
Chaiben et al., 2022)

Cefiderocol Cefiderocol is a siderophore cephalosporin actively Zone diameters of >17mm forthe | Elevated liver tests, Yes (Pybus et al., 2021) 2g every 8h infused over 3h
transported into the periplasmic space of Gram-negative | cefideracol 30pg disk correspond to  hypokalemia 2g every Gh infused over 3hif
bacteria through the bacterial siderophore iron uptake | MIC values below the PK-PD CeCla120mL/min
system, as well a through passive diffusion via outer breakpoint of § < 2pg/mL

‘membrane porin channels

Fosfomycin Fosfomycin interferes with the first cytoplasmic step of  No breakpoint available Hypernatremia, hypokalemia  Alone: no 12-24g/die (divided every $-12h)

bacterial cell wall biosynthesis, the formation of the

Tn combination with colistin: yes

peptidoglycan precursor UDP N-acetylmuramic acid (Boncompagni et al, 2022)

(UDP-MurNAc).
Eravacycline Eravacycline binds reversibly to the 308 ribosomal IE Gastrointestinal side effects No data I mg/kg/dose every 12h
subunit, inhibiting protein translation in bacteria.
Sulbactam/durlobactam  Durlobactam is a novel non-f-lactam diazabicyclooctane | No data Gastrointestinal side effects No data 1/1 g every 6h, according to the
hibitor with broad-spectrum activity ATTACK study (C]
against class A, C, and D f-lactamases. NCT03894046)

Blactamas cal Trials gov:

CRAB, carbapenem.-resistant A. baumannii;§, accessed on 7th March 2023; IE, insufficient evidence that the organism or group s a good target for therapy with the agent; CrCl, creatinine clearance.
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Patient pair SNP/wgMLST Phylogenetic Gene content | Carriage support | Epidemiological

distance support support support support
5 A057/A061 No No No No No
A057/A275 No No No Yes No
A057/A372 No No No No No
A057/A376 No No No No No
A061/A275 No No No No No
A061/A372 No No No Yes No
A061/A376 No No No Yes No
A275/A372 No No No No No
A275/A376 No No No No No
A372/A376 No No No Yes No
39 A061/A200 No -2 No No No
199 A055/A057 Partial' No No No No
A055/A090 No No No Yes No
A057/A090 No No No No No
220 A090/A371 No No No Yes No
224 A013/A200 No No No No No

!Distance support here is among SNP but not wgMLST distances, and only among 12/14 isolate pairs between these two pwCE.
20nly one isolate/patient was available for this pair, so phylogenetic support was unable to be assessed.
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Intra-pwCF comparisons Inter-pwCF comparisons

SNP distance Allele distance Gene distance SNP Allele Gene
distance distance distance

Shared STs

ST P1 P2 P1 P2 P1 P2 P1 P2

5 A057 A061 18 - 17 - 15 - 430-433 426-430 1,028-1,033
A057 A275 18 = 17 = 15 - 454-456 436-437 991-996
A057 A372 18 = 17 s 15 - 403-407 394-395 975-980
A057 A376 18 26 17 17 15 254 473-478 450-461 1,081-1,195
A061 A275 - - - - - - 193 228 364
A061 A372 - - - - - - 183 195 337
A061 A376 - 26 = 17 = 254 231-240 218-229 389-583
A275 A372 - = = = = = 207 182 401
A275 A376 - 26 = 17 — 254 250-254 276-293 495-695
A372 A376 - 26 - 17 - 254 237-239 223-235 398-600

39 A061 A200 - - - - - - 123 126 400

199 A055 A057 0-32° = 2-37 s 11-457 - 54-67 56-72 318-648
A055 A090 0-32? 6-10 2-37 4-7 11-457 22-263 250-269 252-271 386-828
A057 A090 - 6-10 = 4-7 — 22-263 224-228 241-249 715-896

220 A090 A371 - 4 - 9 - 341 264-268 230-238 406-591

224 A013 A200 12 = 12 = 25 - 144-152 142-146 465-482

Non-shared STs

23 A130 = 3-8 = 8-17 - 21-339 -

91 A374 - 6-15 - 3-21 - 12-61 -

246 A057 - 39 - 29 - 414 -

365 A344 = 13-58 = 18-54 = 17-280 -

N2 A090 = 7-15 = 9-22 = 6-14 =

2Excluding isolate A055-SM003 (pulsotype F).
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Culture-positive Numberof  Rate of reads  Multiplex PCR Number of Rate of reads

microorganism reads in the inthe system-positive reads in the inthe
metagenomic metagenomic microorganism metagenomic metagenomic
analysis ELEIVHS analysis analysis
Pl Streptococcus anginosus (2+) 3723 217107 Streptococcus 679 396% 107
Pl E. coli (small amount) 178 10410
P2 Cadida albicans (small amount) 1,905 7.93%10° Candida albicans 1905 793 107
P3 Enterococcus faccium (1+) 63,060 419x 107 Enterococcus 83,555 555%107
P Klebsiella aerogenes (1+) 23,065 153x 107 Enterobacteriaceae 25,387 169107
Citrobacter freundii (small
P 57 37810 Streptococcus 19,500 129107
amount)
P Candida albicans 214 142x10%
Klebsiella pneumoniae (1
P4 19 144x 10 Klebsiella pneumoniac 19 144x10°
colony)
P4 Enterobacteriaceae m 840 10
P4 Candida glabrata 33336 252x 107
Ps Kebsiclla pneumoniae (2+) 2,006 233107 Kiebsiella pneumoniae 2,006 233107
Ps Pseudomonas aeruginosa(2+) 1,446 169107 Pseudomonas aeruginosa 1446 169107
Ps Citracbactor freundii(2+) 20851 242107 Enterobacteriaceae 101,143 118 x 10
s Enterococcus faccium (2+) 40,149 467107 Enterococcus 42,463 493 %
Candida tropicalis (small
13 36 418107 Candida tropicalis 36 418x 107
amount)
s Klebsiella oxytoca 29816 347107
s Streptococcus 5 965 10"
P6 Streptococeus anginosus (1+) 2945 322107 Streptococcus 6812 744 10°
13 Serratia marcescens (3 colonies) 589 644107 Serratia marcescens 589 644 107
Staphylococcus aureus: MRSA (1
6 17 18610 Staphylococcus 531 580 107
colony)
mecA(methicillin-
P6 Prevotella, porphyromonas (3+)" 2,634 351x 107 i
resistancegene)
6 ‘Fusobacterium nucleatun (3+)" 42,998 250107 Enterobacteriaceac 67 732107
6 Peptostreptococcus micros (3+)" 229 470%10° Candida albicans 0
»7 Escherichia coli (3+) 95,875 9.75%10° Escherichia coli 95,875 975 107
»7 Klebsiella preumoniae (3+) 5455 555%10° Enterobacteriaceac 114365 116 %
»7 Bacteroides fragilis group (2+)" 8,157 830%10° Klebsiella pneumoniac 5455 555 107
»7 Eubacterium sp. (2+)" 208 212107 Klebsiella oxytoca 2102 214107
Morganella morganii (small
»7 295 300x10° Streptococcus 562 572107
amount)*
»7 Candida albicans 5 509 107
»7 Candida glabrata 28 285 10
P8 Enterococcus faccalis (1+) 249 258%10° Enterococcus 254 263107
P8 Enterococcus avium (1+) 2 207%10° Candida albicans 0 0
P8 Ecoli after 24h enrichment) 0 0
P9 Prevotellassp. (2+) 89 37210 Streptococcus 772 323 10°
Citrobacter freundii (few
P10 77 41210 Enterobacteriaceae 2400 128107

colonies)

“Microorganisms not included in the blood culture identification panel.
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Sample ID

1
P2
P3
P4
5

P6
P7

P8
P9
Pi0

Sample
origin

Small intestine
Duodenum
Jejunum
Tleum

Bile duct

Pancreas
Jejunum

Left colon
Left colon

Gallbladder

DNA
concentration

(ng/pL)

60.0

2.0

338

08

13

109

01

275

272

E colf was detected in only P7 by the multiplex PCR system.

Total
reads

17,154,163
24,030,443
15,064,268
13,208,642
860,450

915,292

9,829,707

9,645
23,918,080

18710915

Hum:
genome
reads

16,985,393
23,928,673
14,758,401
13,120,565
505,987

14,028

9,082,885

9,331
23401541

18,626,399

Human
genome (%)

99.0
99.6
98.0

99.3

924

96.7
97.8
9.5

Remaining
reads after
exclusion of
human
genome

168,770
101,770
305,867
88,077
354,463

901,264
746,822

314
516,539

84516

Number of
reads for E.
coli (rate of
total reads)

178 (1.04x 107)
1(4.16x10)
141 (9.36x10°)
15 (1.14x107)
522(6.07x107)
18 (197107

95875
(975%107)

0
21(8.78x107)
12(6.41x107)
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 Transporters and pores (41)
 Protein synthesis (35)
= DNA and RNA integity (5)
 Transcriptional regulators (9)
= Antimicrobial resistance (11)
® Energy metabolism (11)
(N-)sugar metabolism (28)
 Peptidases (9)

 Other Proteins and enzymes (53)
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Microorganism (n) Culture/multiplex PCR system

Positive/positive Positive/negative Negative/positive

Including in the multiplex PCR system BCID panel®

L Enterococcus faccium (2) 2 0 0

Enterococcus faccalis (1) 1 0 0
3. Enterococcus avium (1) 1 0 0
4 Staphylococeus (1) 0 0 1
5 Staphylococcus aureus (1) 1 0 0
6. Streptcoccus (2) 0 0 2
7 Streptococcus anginosus (2) 2 0 0
8 Escherichia coli (3) 1 2 0
9. Kebsiclla preumonie (3) 3 0 0
10. Klebsiella aerogenes (1) 1 0 0
1 Citrobacter freundii (3) 3 0 0
1. Serratia marcescens (1) 1 0 0
13 Pseudomonas aeruginosa (1) 1 0 0
1, Candida albicans (5) 1 0 4
15, Candida glabrata (2) 0 0 2
6. Candida tropicali (1) 1 0 0
Total 19 2 9

Not including in the multiplex PCR system BCID panel®

1 Bacteroides fragilis group (1) - 1 -
2 Prevotella sp. (1) - 1 -
‘Prevotella/Porphyromonas (1) - 1 -
4 Fusobacterium nucleatun (1) - 1 -
E Peptstreptococcus micro (1) - 1 -
6 Eubacterium sp. (1) - 1 -
7. Morganella morganii (1) - 1 -
Total 7
Total 2 19 9 9

PCR, polymerase chain reaction; BCID, blood culture identification. *See Supplementary Table $1 for a list of bacteria that can be detected by the multiplex PCR system BCID panel,
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Sample ID Age Sex Diagnosis Cause of abdominal Specimen: Sampling Past medical

infection abscess or method history
ascites
Intrabdominal Unidentified small intestine Percutancous ‘Thoracic aortic
Pl 7 M Abscess
abscess perforation abscess drainage  aneurysm
Perforated
P2 79 ¥ i Duodenal ulcer perforation ites Intraoperative Tervical spondylosis
peritonitis
Perforated Jejunal perforation by double- Alcoholic pacreatitis
3 62 M Ascites Intraoperative
peritonitis balloon endoscopy duodenal ulcer
Perforated Diabetes cerebral
P4 97 F Tleu perforation by fish bone Intraoperative
peritonitis infarction
Intrabdominal Biliary fistula after Sampling from
s 7l M Abscess ile duct cancer
abscess pancreaticoduodenectomy drainage tube
Intrabdominal Pancreatic fistula after distal Sampling from Pancreatic tail cancer
P6 7 M Abscess
abscess pancreatectomy drainage tube diabetes
Undifferentiated
Perforated Jejunum perforation by
»7 8 M . i Ascites Intraoperative pleomorphic
peritonitis metastatic tumor rapture
sarcoma
Intrabdominal Anastomotic leakage of left Sampling from Ascending colon
P8 71 M Abscess
abscess hemi-colectomy drainage twbe cancer
Perforated Sigmoid colon perforation by
P9 58 E Intraoperative Diverticulitis
peritonitis ischemic colitis
Perforated Gallbladder perfor: Diabetes alcoholic
P10 57 M | Ascites Intraoperative

itis acute cholecystitis cirthosis
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P6 Dmultlplgx PCR system
r

{ Peptostreptococcus micros

Peptostreptococcaceae 0.09%

{ Candida glabrata 0.01%

Candida albicans

‘Not Detected

Staphylococcus aureus 0.2%

Staphylococcus aureus(MRSA)
Staphylococcus
‘mecA (methicillin-resistancegene)

G on]
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Gene ID Protein ID -fold up (+) or downregulation (=)

HimuY family protein BFG38R_RS05165 WP_032556399

BF638R_1099 ~509.4
TonB-dependent receptor BFG38R_RS05170 WP_032564333

BF638R_1100 -77.2
HimuY family protein BFG38R_RS12955 WP_010993105

BF638R 2716 -199
TonB-dependent receptor BFG38R_RS12960 WP_005788361

BF638R_2717 -108
Protoporphyrinogen oxidase BFG38R_RSIS075 WP_005791059 -53

BF638R_3760

ChaN family lipoprotein BF63SR_RS16635 WP_005790492 -72
BF638R_3469
e L —
Cytochrome ubiquinol oxidase subunit BF63SR_RS08960 WP_032556626 483
BF63SR_1909
Catalase BF638R_RS05930 WP_234077047 21
BF638R_1262
Bt
Acetyl-CoA hydrolase/transferase family protein BFG38R_RS00125 WP_005783582
BF638R_0025 +2
Pyruvate formate-lyase-activating protein BF63SR_RS06275 WP_032593684
BF6ISR_1338 -108
Formate C-acetyltransferase BF638R_RS06280 WP_005786073,
BF63SR_1339 -5.1
NADH:ubiquinone reductase (Na(+)-transporting) subus BFG38R_RS10070 WP_025814654
BF638R_2137 485
Na(+)-translocating NADH-quinone reductase subunit C BF638R_RS10075 WP_005787203
BF63SR_2138 455
NADH:ubiquinone reductase (Na(+)-transporting) subunit F -~ BF638R_RS10090 WP_005800144
BF638R 2141 436
Pyruvate, phosphate dikinase BF6ISR_RS12250 WP_032595946

BF638R_2565 w21
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Study details Type of the Samples and Sequencing = Main findings

study target population  platform
(n=subjects)

Respiratory infections

Chen H. etal. Bronchoalveolar lavage  Tllumina ‘The detection rate of mNGS for causative pathogen of lower respiratory

(2020) fluid from patients with  Nextseq 550 infection was significantly higher (65% vs. 20%) than traditional culture
lower respiratory tract method
infections
Lietal. (2020) Prospective study Lung biopsies from ‘The percentage of mNGS-positive samples in radial endobronchial
(n=121) patients with peripheral ultrasound (R-EBUS)-guided transbronchial lung biopsy (TBLB) was
pulmonarylesions and 78.8% that was significantly greater than TBLB (60.0%).
lung infection
Zhouetal. (2021) | Multi-center, Bronchoalveolar lavage  Iilumina mNGS detected more organisms (117 vs. 72) when compared with
prospective, fluid from patients with | NextSeq 550 standard methods including bacteria (89 vs. 54), viruses (10 vs. 3), and
observational study pulmonary infections fungi (18 vs. 15). Importantly, the bacteria known to cause pneumonia
(n=159) was detected only by mNGS that included Haemophilus influenzac,

Legionella pneumoniae, Mycobacterium avium, Mycobacteroides
abscessus, Chlamydia psittaci, and Actinomyces species. mNGS also led to

the treatment modification for 59 patients.

Azar etal. (2021) Bronchoalveolar lavage Tllumina A combination of mNGS and conventional testing improved the
fluid from NextSeq300 or

immunocompromised NextSeq550

nostic rate of pneumonia from 35% to 58%

adults with pneumonia

Chen’S. etal. Single center, Blood, sputum, urineand  BGISEQ-50 mNGS showed positive detection rate of 92.3% in bronchoalveolar

(021) retrospective, bronchoalveolar lavage lavage and 66.7% in sputum. Overall, mNGS results were comparable
fluid from COVID-19 with conventional culture.
patients

Chen Y. etal Retrospective study Bronchoalveolar lavage Ilumina “The analysis of patients with focal pulmonary infections revealed

(2021) (n=90) fluid, transbronchial Nextseq 550 sensitivity of mNGS in bronchoalveolar lavage fluid, transbrochial
brushing from patients brushing group, and pathological specimen was 50%, 66.7%, and 90%,
with focal pulmonary respectively.
infections

Dengetal. (2022) | Retrospective, Bronchoalveolarlavage | Tlumina NextSeq | Out of 52 monomicrobial and 44 polymicrobial cases, mNGS detected
fluid from children with | CN500 sequencer | 48 and 29 cases, respectively. Overall the pathogen detection rate of
preumonia mNGS was higher than conventional detection methods.

Zhangetal. (2022) Bronchoalveolarlavage | MGISEQ-2000 | As compared to conventional culturing, mNGS increased the detection
fluid from patients with rate for causative pathogens of lower respiratory tract infections with a

lower respiratory tract ignostic sensitivity of 80% and specificity of 35.13%.

Xuetal. (2022) Retrospective, Alveolar lavage fluid or DA8600 mNGS detected DNA of chlamydia psittaci in alveolar lavage fluid of 30
observational study venous blood from patients and blood of 5 patients.
(n=35) patients with severe
psittacosis preumonia
Pollocketal. Single-center, proof-of-  Plasma samples from Tllumina Mycobacterium tuberculosis cell-free DNA was detected from the plasma
(021) conceptstudy (1=30)  patients with pulmonary  NextSeq 550 0f 50% of pediatric and 60% of adult patients. Furthermore, it was also
tuberculosis detected in an additional 25% of pediatric and 40% of adult patients
when the relaxed research use statstical threshold was ap
Muetal.(2021) | Single-center, Bronchoalveolarlavage  Nanopore Compared with conventional testing, mNGS showed 96.6% sensitivity
prospective study fluid and sputum from and 80% specificity and detected pathogens in 63 out of 161 culture-
(n=292) patients with different negative cases. Furthermore, mNGS proposed antibiotic de-escalation
Kinds of lower respiratory for 34 patients.

tract infections

Lietal. (2022) Single-center, Bronchoalveolarlavage | Hlumina Miniseq |~ mNGS improved diagnosis by detecting more pathogens such as
prospective study fluid from patients with bacteria (53 vs. 27) and viruses (16 vs. 1) than conventional methods.
(n=138) pulmonary infections Importantly, mNGS led to the treatment modification for 34 out of 138

patients.

Guoetal (2022)  Single-center, Bronchoalveolarlavage  Tlumina Novaseq | The causative pathogens of pneumonia were only detected by mNGS.
retrospective study luid from children with ‘These organisms included Streptococcus pnewmoniae, Mycoplasma
(n=121) community-acquired preumoniae, Haemophilus influenza, Human bocavirus 1, and

preumonia Mycobacterium tuberculosis. Moreover, mNGS identified 50% of human

bocavirus-infected cases which were co-infected with other bacteria of

respiratory origin.

Bloodstream infections

Hogan etal Multicenter, Plasma samples from Tllumina The positivity rate for Karius-based mNGS was 61.0%. Of which 50% of
(2021) retrospective study patients with suspicion of cases were detected with monomicrobial infections and 50% of them
(n=82) several infections were infected with 2 or more organisms. Overall, Karius-based mNGS

showed a positive impact on 7.3% of cases, a negative impact on 3.7% of

cases, and showed no impact on 86.6% of cases.

Blawwkamp etal. | Prospective study Plasma samples from Ilumina In contrast to culture, mNGS identified much more bacteria. 62 out of

@019) (n=350) patients with clinical NextSeq 500 166 samples were negative by traditional esting but sequencing
suspicion of sepsis identified these microorganisms i cell-free DNA.

Kalantar et al. Prospective study Blood and plasma from  Illumina “The pathogen detection in plasma by mNGS and traditional testing

(2022) (n=221) critically ill patients Novaseq 6000 varied by organism. For example, mNGS showed 100% sensitivity for
Staphylococcus aureus and Escherichia coli. However, mNGS missed the
detection of Streptococcus pyogenes. Furthermore, the findings suggest
that detection of a pathogen alone is not sufficient for sepsis diagnosis,

instead when combined with hosts transcriptional profiling it may

provide promising diagnostic uilty.
Wangetal (2022) | Retrospective, Blood, tissues, urine, Illumina NextSeq  The overall sensitivity of mNGS results were significantly higher than
observational study sputum and different types | CN500 sequencer | traditional methods. However, there was no difference in specificity of
(n=435) of body fluids from two methods. The sensitivity of mNGS for bronchoalveolar lavage fluid
patients with clinical was 72.6% that was higher than blood that showed mNGS sensitivity of
suspicion of infections 39.3%
Liu etal. (2021) Prospective study Blood samples from MGISEQ-200 ‘The pathogen detection rate of mNGS was comparable with
(n=24) patients with conventional testing for 9 out of 24 patients. However, for 10 patients,
hematological mNGS identified additional pathogens as compared to traditional

malignancies and sepsi

‘methods most of the identified pathogens were viruses.

Jingetal. (2021) | Retrospective study Blood samples from Ilumina mNGS of plasma improved the clinical sensitivity (87.1%) and
(n=209) patients with suspected | NextSeq 550 specifcity (80.29%) as compared to conventional testing.

bloodstream infect

ns

Fuetal (2022) | Single center, Blood samples from BGISEQ-2000 | mNGS increased the detection rate of new organisms in patients with
retrospective study patients with fever of fever of unknown origin by 22.9:and 19.79% than culture and standard
(n=175) unknown origin detection methods, respectively. Specifically, it improved the detection

rate of bloodstream infections by 38 and 32% respectively, as compared

to culture and conventional testing.

Central nervous system infections

Wilson et al. Multicenter, Severely ll pediatricand  Illumina Hiseq  mNGS improved diagnosis over traditional methods of neurologic
019 prospective study adult patients admitted to infections by identifying 22% (13 out of 58) of unique pathogens that
(n=200) the intensive care unit were missed by clinical testing, The identification of these pathogens led

to the treatment modification of 50% (7 out of 13) of these patients.

Milleretal. (2019) | Development and CSF samples from patients  Illumina Hiseq  For 95 samples, mNGS revealed 73% sensitivity and 99% specificity as
prospective study ‘meningitis and/or and Illumina compared to conventional testing. Moreover, for 20 CSF samples
(n=115) encephalitisand patients | MiSeq collected from pediatric patients 92% sensitivity and 96% specificity was
suspected observed relative to microbiological testing of CSF:

neurological infections

Hasan etal. (2020) | Retrospective study Hospitalized children with | Hlumina Miseq  In contrast to conventional methods, mNGS showed 100% diagnostic
(n=83) suspected CNS accuracy, 95% sensitivity, and 96% specificity for cerebrospinal fluid
samples for hospitalized patients.
Morsli etal Prospective and proof-  Patients with community- | Min[ON Out of 52 subjects enrolled, 47 patients showed positive results on CSF
(2022b) of-concept study acquired meningitis samples via routine diagnostics and MinlON sequencer. However, in
(n=52) addition to pathogen detection MinION sequencer provided additional
information about genotype and antibiotic susceptibility of pathogens.
Haston et al. Prospective study Children with encephalitis  Tlumina Miseq | mNGS detected sequence reads of pathogens such as Mycoplasnia bovis,
(2020) (n=20) of unidentified etiology  or NextSeq 500 | Neisseria meningitidis, parvovirus B19, and Balamuthia mandrillaris in 6
out of 20 patients. Furthermore, mNGS also detected some
nonpathogenic organisms such as Cladophialophora species, human
bocavirus, and tobacco mosaic virus. The patients with detectable
pathogens via mNGS presented immune-mediated phenomena than
patients for whom mNGS did not make any diagnosis.
Chenetal Retrospective study Patients suspected of BGISEQ-50and  mNGS of cerebrospinal luid detected pathogens in 56.81% (50 out of
(2021b) (n=88) encephalitis and MGISEQ-2000  88) of patients. The outcomes of mNGS helped in the treatment
‘meningitis ‘modification for 23.9% of patients and provided confidence in the

continuation of original treatment for 34.1% of patients.

We used predefined filters to refine PubMed search on “classical articl;”“linical study; “observational study” “randomized controlled tial” and “validation study” from 2019 t0 2023,
We included only retrospective or prospective s focusing on hospitalized patients using shotgun metagenomics. We have used the keys words “metagenomics AND respiratory
infections” for respiratory diseases. Similarly, “metagenomics AND blood infections” and “metagenomics AND central nervous system infections” for blood stream infections and central
nervous system infections, respectively. We also search these same terms in google scholar search and added clinical studies and studies focusing on hospitalized patients using shotgun
metagenomics not found in PubMed.

cal stu
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Technology  Manufacturer

Detection
time.

Organisms Limitations

Respiratory infections

Multiplex PCR Biofire Diagnostics,
GenMark
Diagnostics,
Luminex, Roche

Diagnostics

Nuclear magnetic T2 biosystems
resonance (NMR)

Bloodstream infections
Multiplex PCR Biofire Diagnostics,
GenMark

Diagnostics

PNAFISH Accelerate
Diagnostics,
AdvanDx,

MALDI-TOF BioMerieux and
Bruker

RNA/PCR Karius

Nuclear magnetic T2 Biosystems

resonance
Central nervous system
Multiplex PCR Biofire diagnostics

FilmArray, 15min-2h
ePlex,

VERIGENE,

Lyra, Cobas

Liat PCR

system,

NxTAG

T2SARS- <h
Cov-2

FilmArray 1-15h
BCID, ePlex
BCID

Accelerate 20min-1.5h
Pheno,
QuickFISH

VITEK MS, 30min
MALDI
Biotyper

Karius test

T2Bacteri

T2Candida

FilmArray 1h
BCID

Bacteria

Streptococcus spp. Haemophilus influenzae, Neisseria .

meningitidis, Enterobacter spp., Klebsiella spp., Pseudomonas

aeruginosa, Proteus spp. Serratia marcescens

Viruses

Adenovirus, coronavirus, human metapneumovirus, human
rhinovirus/enterovirus, influenza A, influenza B,

parainfluenza virus, respiratory syncytial virus, influenza A/B.

SARS-CoV-2

Gram-negative bacteria

Acinetobacter baumannii, Bacteroides fragilis, Citrobacter,

Escherichia coli, Enterobacter spp. Enterococcus spp.
Fusobacterium spp., Haemophilus influenza, Klebsiella spp.,
Neisseria meningitidis, Pseudomonas aeruginosa, Proteus spp.,
Serratia marcescens, Salmonella spp., Stenotrophomonas

‘maltophilia
Gram-positive bacteria

Bacillus spp., Corynebacterium spp., Cutibacterium acnes,

Enterococcus spp., Listeria monocytogenes, Micrococcus spp.,

Staphylococcus spp., Streptococcus spp.

Fungal pathogens
Candida spp., Fusariun spp., Rhodotorula spp.

Gram-negative bacteria

Acinetobacter baumannii, Citrobacter spp., Escherichia coli,
Enterobacter spp., Klebsiclla spp., Pseudomonas aeruginosa,

Proteus spp., Serratia marcescens
Gram-positive bacteria

Enterococcus spp. Staphylococcus spp., Streptococcus spp.
Fungal pathogens

Candida spp.

Detects greater than 1,000 pathogens

Gram positive and gram-negative bacteria

Escherichia coli, Pseudomonas aeruginosa, Klebsiella

preumonia, Staphylococcus aureus

Fungal pathogens Candida spp.

Gram positive and gram-negative bacteria

Streptococus species, Haemophilus influenzae, Neisseria

meningitidis

Viruses
Cytomegalovirus, enterovirus, herpes simplex viruses 1 and 2,
human herpesvirus 6, human parechovirus, and varicella-

zoster virus

Requires a separate
primer set for each

target gene

Low application

effciency

Magnetic feld drift
that may

be detrimental to
NMR spectra

Requires
background
knowledge of
suspected pathogen

Unable to detect
pathogens
containing low
copy number of
genesina

clinical sample

Detects limited
number of targets

Has proprietary.
databases

Limited in the
differentiation of
closely

related species

Give false positives

Low limit of

detection

Cannot
differentiate
between live and

dead organisms
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M protein type genotype

Polymorphism of mga at the *c.1571CI8]/1634G or c.1574C[8]/1657G
polycytidine and base 1,654 in M1
and base 1,657 in M12

<I571C[7)/1654G or c.1574C[7]/1657G

<1571C[6)/1654G or c.1574C[6]/1657G

1571C[7)/1654A or c.1574C[7)/1657A

Frequency
AANo. of Mga
Functionality
Frequency
AANo.of MGA
Functionality
Frequency
AANo. of Mga
Functionality
Frequency
AANo of Mga

Functionality

“The polycytidine tract with polymorphism starts at base 1,571 and 1,574 in M1 and M12 mga, respectively.

M1
150/158
529
Yes
3/158
1,075
No
5/158
542

0/158

M12
25/106

530

3/106
1,157
No
38/106
543

40/106
543
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Infection strain Number of M* No. of M*isolates with  No. of M* isolates with

isolates/total tested ¢.1571C[8] mga ¢.1571C[6] mga
isolates from mouse

1 GAS1285 313 3 0
2 GAS1285 an3 4 0
3 FGASI806 418 3 1
4 GASI806 s 1 0
5 GASI806 U8 0 2
6 GASI806 010

7 GASI806 010

GASI285 was a M variant of MGAS2221AsagA with .1574C]7) miga variant.
'GAS1806 was a M- variant of MGAS2221 with ¢.1574C(7) mga variant.
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Isolate No. mga polycytidine  Other mutation

tract
GASI806 1571C[7)
1499 1571C[8) mga c.866A>C Mga
T289P
503 1571C[7)
506 1571C[7)
520 <1571C[7]
521 <1571C[8]
523 1571C(7)
525 €1571C[7]
535 <1571C[7]

540 «1571C[7)
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Strain Mtype  Polycytidine tract  AA No.

of Mga
NS501 M4 1574C8] 530
NS506 Mi4 €.1574C[8] 530
33042VIT1 M4 <.1574C[8] 530
NS4985 Ml4 1574C8] 530
NCTC8199 Mi4 <.1574C[6] 543
HSCs M4 <.1574C[6] 543
N23ND M23 €.1555C]5]/c.1573(9] 530

NCTC4001 M23 1555C[6]/c.1574C[6] 543
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mga Off, M
©1574C[8)of —————>  mga
mga  <—————— c1574C[7)
.1574Cl6] On. M
B
Switch Switch
off on
Virulent Virulent

. —> M GAS ————> M-GAS —> I
MEGHS Transmission WEGAS
Humoral immunity Innate immunity

In patient In naive host
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.1574C[8]/1657G:
.1574C[7])/1657G:
.1574C[7]/1657A:
.1574C[6]/1657G:

1574C([8]/1657G:

.1574C[7]/1657G:
.1574C[7])/1657A:
.1574C[6)/1657G:

base stop codon
1574 of wt mga

ACAAGTTGCATGCCCCCCCCTCCACAATTTAG. . .
ACAAGTTGCATGCCCCCCC-TCCACAATTTAG. . .
ACAAGTTGCATGCCCCCCC-TCCACAATTTAG. . .
ACAAGTTGCATGCCCCCC--TCCACAATTTAG. . .

aa
518

TPPNKLHAPPSTI

base
1657

TCAARAAGGTGGCARRAGCT
TCAARAAGGTGGCARRAGCT
TCAAAAAGGTGACAARAGCT
TCAAAAAGGECAAAAGCT
stop codon of
¢.1574C[7)/1657A variant

start residue of
M protein

TPPNKLHAPPPQFRQPNRSNSKTDSSLIAFRSKR[41 residues]M

TPPNKLHAPPPQFROPNRSNSKTDSSLIAFRSKR
TPPNKLHAPLHNLDSLTAATQKQIHH
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infection
5 (22.4%)
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Total (n = 41) CRE carriers (n = 9) CRE non-carriers (n = 32) p-value

Interval hospitalization to sample (days) 15 (5.5-25.5) 26 (22-43) 8.5 (3.5-20) 0.006
Diet 0.228
Nil per os 13 (31.7) 1(11.1) 12 (37.5)

Enteral nutrition 28 (68.3) 8(88.9) 20 (62.5)

Medications

Opioid 25 (61.0) 5 (55.6) 20 (62.5) 0717
Sedatives 18 (43.9) 3(33.3) 15 (46.9) 0.706
Norepinephrine 18 (43.9) 6 (66.7) 12 (37.5) 0.147
Vasopressin 6 (14.6) 1(11.1) 5(15.6) 1.000
Probiotics 5(12.2) 0(0.0) 5(15.6) 0.568
H, blocker or PPI 38 (92.7) 9 (100.0) 29 (90.6) 1.000
Carbapenem 22 (53.7) 6 (66.7) 16 (50.0) 0.466
Quinolone 18 (43.9) 3(33.3) 15 (46.9) 0.706
Beta-lactam 40 (97.6) 9 (100.0) 31 (96.9) 1.000
Piperacillin/tazobactam 17 (41.5) 2(22.2) 15 (46.9) 0.262
Antifungal agent 11 (26.8) 3(33.3) 8(25.0) 0.680
Bacteremia 18 (43.9) 5 (55.6) 13 (40.6) 0.471
Clostridium difficile infection 5(12.2) 2(22.2) 3(9.4) 0.299
IPA 5(12.2) 1(11.1) 4(12.5) 1.000
MDROs

ESBL-E 11 (26.8) 2(22.2) 9(28.1) 1.000
MRAB 4 (4.0) 0(0.0) 4(3.1) 0.559
MRSA 3(7.3) 0(0.0) 3(9.4) 0.340
VRE 5(12.2) 2(222) 3(9.4) 0.299

Values are presented as mean (IQR) or number (percentage). CRE, carbapenem-resistant Enterobacteriaceae; ICU, intensive care unit; PPI, proton-pump inhibitor; IPA, invasive pulmonary
aspergillosis; MDRO, multidrug-resistant organism; ESBL-E, extended-spectrum B-lactamases producing Enterobacteriaceae; MRAB, multidrug-resistant Acinetobacter baumannii; MRSA,
methicillin-resistant Staphylococcus aureus; VRE, vancomycin-resistant Enterococcus.
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Total (n = 41) CRE carriers (n = 9) CRE non-carriers (n = 32) p-value

Age (years) 64 (54-68.5) 64 (55-69) 64.5 (54-69) 0.801
Sex (male) 29 (70.7) 6 (66.7) 23 (71.9) 1.000
Body mass index (kg/m?) 22.7 (19.3-24.5) 23.0 (21.0-26.3) 22.7 (18.6-24.4) 0.244
Smoking status 1.000
Current smoker 7 (17.1) 1(11.1) 6(18.8)
Ex-smoker 15 (36.6) 3(33.3) 12 (37.5)
Never smoker 19 (46.3) 5(55.6) 14 (43.8)

Comorbidities

Hypertension 6(14.6) 0(0.0) 6(18.8) 0.309
Diabetes 10 (24.4) 3(33.3) 7 (21.9) 0.662
Chronic lung disease 12 (29.3) 3(33.3) 9(28.1) 1.000
Chronic kidney disease 5(12.2) 2(22.2) 3(9.4) 0.299
Chronic liver disease 7 (17.1) 3(33.3) 4(12.5) 0.165
Cardiovascular disease 4(9.8) 0(0.0) 4(12.5) 0.559
Neurologic disorder 2(4.9) 0(0.0) 2(6.3) 1.000
Solid tumor 14 (34.1) 2(222) 12 (37.5) 0.692
Hematologic malignancy 6(14.6) 3(333) 3(94) 0.107
Gastrointestinal symptoms 24 (58.5) 4 (44.4) 20 (62.5) 0.450
Hospitalization history (<1 year) 24 (58.5) 8(88.9) 16 (50.0) 0.056
Chemotherapy or immunosuppressant 16 (30.9) 4(44.4) 12 (37.50 0.717
use (<3 months)

Antibiotic therapy (<3 months) 14 (34.1) 5(55.6) 9 (28.1) 0.231
Digestive therapy (<3 months) 5(12.2) 2(22.2) 3(9.4) 0.299
Interval from hospitalization to ICU 2(0-15) 15 (4-22.5) 1(0-8) 0.008
admission (days)

ICU admission 0.022
Via emergency department 14 (34.1) 0(0.0) 14 (43.8)

Via ward 21 (51.2) 8 (88.9) 13 (40.6)

From other hospital 6 (14.6) 1(11.1) 5(15.6)

Cause of ICU admission 0.712
Septic shock 19 (46.3) 5 (55.6) 14 (43.8)

Respiratory failure 22(53.7) 4 (44.4) 18 (56.3)

APACHE I at ICU admission 26 (19.5-34.5) 31 (22-39) 25 (19-32.5) 0.196
SOFA score at ICU admission 12 (7-15) 13 (7.5-15) 12 (7-15.5) 0.752
Mechanical ventilation 37(90.2) 7 (77.8) 30(93.8) 0.204
Renal replacement therapy 22(53.7) 5(55.6) 17 (53.1) 1.000
Length of hospital stay (days) 53 (24.5-107) 60 (33.5-91.5) 50 (22-129) 0.422
Length of ICU stay (days) 15 (8.5-44.5) 17 (8.5-38) 14.5 (8-45) 0.862
Duration of mechanical ventilation (days) 12 (7-38.5) 12 (9-27) 11.5 (7-42) 0.938
ICU mortality 9(22.0) 2(222) 7 (21.9) 1.000
In-hospital mortality 15 (36.6) 4 (44.4) 11 (34.4) 0.701

Values are presented as mean (IQR) or number (percentage). CRE, carbapenem-resistant enterobacteriaceae; ICU, intensive care unit, APACHE, Acute Physiology and Chronic Health

Evaluation; SOFA, Sequential Organ Dysfunction Assessment.
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tosR-delta2
tosR-delta3
tosR-deltad
tsRD-delta2
tosRD-delta3
tosC-deltal
t0sCD-delta2
105CD-delta3
tosD-deltad
pTrc-tosRF
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PTH-tosR-F
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AIAD-PRECORV
AD-PEShort
AD-PRHindIIl
fliA-PE
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mOtA-qPCRF

motA-qPCRR

3

DNA sequence (!
gegggatcegatiaactacaaccaatelgg
tgteegigetitigeactaaaaatgatetgecataccatiac
tgtgtaatggtatggeagatcattittagtgeasaageacggac
geggtegactgagigeatcaagatataatg
aatcategticetgaagagetigatgatetgecataccatac
tgtgtaatggtatggeagatcatcaagetcticaggaacgatg
gegggatceatigaataatggtaatgg
atcategicetgaagagetigategtgeataactgccteee
tagggaggcagtiatgeacgatcaagetcticaggaacgatg
geggtegacgecgtacactgtgtitccee
gegeeatgggtaatggtatggeagate
goggtegacgigattgiecgtgettitge
gegggatcegicgetacatgatggataac
gegaagatigigatigtecgigetttige
aagclcatatgigaatgglatggeag
gegaagettanaactatiatiataataticac
‘geggeggecgeanceigiicettatictglg
aageggatatctaticccacceagaataace
geggeggecgeattiatgiiaaglaatigageg
gegaagetttaticceacceagaataace
geggeggecgecigagactgacggeaacgee
gegaageticacgatasacagecetgeg
geggeggecgecetgaceegacteceageg
gogaagetigaticgttatcctatatige
caglagageatgiggittan
gaanacttcegiggatgteaaga
cangecgiggtcggaaaa

geacaegatgeactct

tecactgaaagetetggatgaa
cecagggatgaacggaatt

cgagegiggaactigacgat
cgacggeattaagtaacecaat
gacaacgtiageggeactga

tgatiggtitetgecagett

tgegggagegcaacaa

acgeagtecctgtitateca

tittegggtgteccaagty

tgugeacegacggtetgt
gattgugtiactgattcgagtggan
ceggicteagtggetecat

caggeggtttactacgeaact

cgteggegtiggeaata

ggeacggegatiactazacag

cgiteggigaggecaatg

teaggelegegatatcgatt

cegtecacgtigeatgact

tegegetgegaattc

tteaagegtegggacgtta

actggeattegeateaggtt

ggcacgacgegtiget

tgeagggattgagtegtt

cgtgectitaatcgettige

Use

tosR deletion
tosR deletion
tosR deletion
tosR deletion

10sRCBD del

n
10sRCBD deletion

10sCBD deletion

10sCBD deletion

105CBD deletion

10sCBD and tosRCBD deletion

PTrc99AtosR and pTre99KtosR constructions
PTrc99AtosR and pTre99KtosR constructions
PTHISkrtosR construction

PTHI8krtosR construction

PET42ctosR construction

PET42ctosR construction

PNNAD-P-Long construction’gel shift assay
PNNARD-P-Long construction’gel shift assay
PNNARD-P-Short construction/gel shift assay
PNNAD-P-Short construction’/gel shift assay
Gelshift assay

Gelshift assay

Gel shift assay

Gelshift assay

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR

Quantitative PCR
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Plasmids

Relevant

genotype/
phenotype

Reference

pKO3

PTrc99A.

PTrc99AtosR

PTre99K.

PTrc99KtosR

pTurboGEP-B

PNN387

PNNAIhD-P-Long

PNNAKD-P-Short

pTHISke

PTHISKIIC-VSVG

PTHISKrtosR

PET42

PET42ctosR

Temperature sensitive
vector for gene targeting,
sacB, Cm*

Vector for IPTG-
inducible expression; Ap®
tosR expression plasmid;
Ap*

Vector for IPTG-

inducible expression; Km'

tosR expression plasm
Km*

GEP expression plasmid;
Apt

Single-copy plasmid with

promoterless lacZ, Cm*

JIhD promoter reporter
(The region from 769-bp
upstream from the fIhD
start codon); Cm*

kD promoter reporter
(The region from 300-bp
upstream from the fIhD
start codon); Cm*

fliA promoter reporter;
Cm*

JiC promoter reporter;
Cm*

Low copy plasmid; K"
C-terminally VSVG-

tagged FIiC expression

plasmid; Km*

fosR expression plasmi
Km*

Vector for expression of
His-tagged proteins; K"
C-terminal TosR-His,
overexpression plasmid;

Km®

Link etal. (1997)

Hirakawa et al. (2003a)

This work

Hirakawa et al. (2003b)

This work

Evrogen

Elledge and Davis (1989)

This work

This work

Hirakawa et al. (2021)

Hirakawa etal. (2021)

Hashimoto-Gotoh etal.

(2000)

Hirakawa et al. (2021)

“This study

Novagen

This study

Cm*, Chloramphenicol resistance, Ap*, Ampicillin resistance, Km", Kanamycin resistance.
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Strains Relevant Reference

genotype/
phenotype

CFT073 Parent strain (ATCC. ATCC 700928
700928)

CFT073AtosR tosR mutant from This work
CFT073

CFT073At0sRCBD t0sRCBD mutant from This work.
CFT073

CFT073At0sCBD £0sCBD mutant from “This work
CFT073

Rosetta™(DE3) T7-expression strain,  Novagen
Cm*

Cm*, Chloramphenicol resistance.





OPS/images/fmicb-14-1152411/fmicb-14-1152411-t005.jpg
Variables Positive children | Bacterial isolates Mixed population? Bacterial

n n n (%) isolates/children?
Yes No

Study site

Gottingen, Germany 65 81 15(23.1) 50 (76.9) 1.25

Medan, Indonesia 97 154 44 (45.4) 53 (54.6) 1.59

Siberut, Indonesia 114 233 66 (57.9) 48 (42.1) 2.04
p < 0.0001

Age (years)

<1 18 24 5(27.8) 13 (72.2) 1.33

1-4 137 245 75 (54.7) 62 (45.3) 1.79

5.9 73 112 26 (35.6) 47 (64.4) 1.53

10-14 48 87 19 (39.6) 29 (60.4) 1.81
p=00144

! Children with mixed bacterial population. Numbers in parenthesis indicate percentages of positive children within the respective study group.
2Data indicate average number of isolates per positive children. Data were analyzed by Chi-square test. P-values of less than 0.05 were considered statistically significant.
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TosR binding motif: WTWWWWTWTWWWTWAAWKWTATKAWTDTD
flhD-PFLong

uspC <«— CAT AACCTGTTCCTTATTCTGT GAACTTCAGGTGACATTAAAGCTTTACTCCTAATGGA

p-Galactosidase activity

GAAACGACGCAATCCCAACTCAGTTAAACAGGTMAATATTAGTCTGGTCATTAGTAAA
TATAATTAATCRATTGCTCTTGGTTATCATATGATKICTWCTCTATITATAAGAAAATAA
TGTACTGATTTCCCATATTGAACAAGTGG [TTAATATATGTAAAACATTTTATTAACAT [TA
GGTTGATTGTTGCCTTTCTTTGTAGTTAAT TTTGTIGIGUGGT TGTTIGTTT
AABATGGCTTATCTGGTATT GCATTAAAGCGATTATTTATAGCAGATGATTATTTACGG
TGAGTTATTTTAACTGTGCGCAACATCCCATTTCGATTATTCCTGTTTCATTTTTGCTTG
CCAGTGTAGCGAAAAAT TTT TTAACAGATTGAAATACACCCAAAACAAAAGTATGACTT
flhD-PF Short
ATAC ATTTATGTTAAGTAATTGAGCGTTTTATGTGATCTGCATCACACATTATT GAAAA
TCGCAGCCCCCCTCCGTTGTATGTGCGTGGAGTGACGAGTACAGTT GCGTCGATTTA
GGAAAAATCTTAGATAAGTGTAAAGACCCCCTTCTATTTGTAAGGACTTATTAAACCAA
AAAGGTGGGTCTGCTTATTGCAGCTTATCGCAACTATTCTAATGCTAATTATTTTITAC
CGGGGCTTCCCGGCGACATCACGGGGTGCG GTGAGACCGCATAAAAATAAAGTTGG

flhD-PR -~
TTATTCTGGGTGGGAATA ATG flaD

c

200 1000 [ Empty *
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Variables Gram-negative isolates n (%)!
Enterobacterales Pseudomonadales Others
Yes \[e) Yes No

Study site
Géttingen, Germany 14 (21.5) 51 (78.5) 57 (87.7) 8 (12.3) 10 (15.4) 55 (84.6)
Medan, Indonesia 61(62.9) 36 (37.1) 81 (83.5) 16 (16.) 12 (12.4) 85 (87.6)
Siberut, Indonesia 97 (85.1) 17 (14.9) 91 (79.8) 23(20.2) 45 (39.5) 69 (60.5)

p < 0.0001 p=03978 p < 0.0001
Age (years)
<1 13 (72.2) 5(27.8) 10 (55.6) 8 (44.4) 1(5.6) 17 (94.4)
1-4 96 (70.1) 41 (29.9) 117 (85.4) 20 (14.6) 32(23.4) 105 (76.6)
5-9 37(50.7) 36 (49.3) 63 (86.3) 10 (13.7) 12 (16.4) 61 (83.6)
10-14 26 (54.2) 22 (45.8) 39 (81.3) 9(18.7) 22 (45.8) 26 (54.2)

p=0.0201 p=0.0127 p=0.0004

!Data indicate numbers of bacterial isolates and percentages of hand-contaminated children of the respective study group. Data were analyzed by Chi-square test. P-values of less than 0.05

were considered statistically significant.
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Variables Gram-negative bacteria p-value

Contaminated | Non-contaminated

n (%) VA

Study site <0.0001
Gottingen, 65 (40.6) 95 (59.4)

Germany

Medan, 97 (53.9) 83 (46.1)

Indonesia

Siberut, 114 (66.7) 57 (33.3)
Indonesia
Age (years) 0.0037
<1 18 (39.1) 28 (60.9)

1-4 137 (58.5) 97 (41.5)

5.9 73 (60.8) 47 (39.2)

10-14 48 (43.2) 63 (56.8)
Sex 0.9210
Female 155 (53.8) 133 (46.2)

Male 121 (54.3) 102 (45.7)
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Group Germany Indonesia
(age in years)

Gottingen Medan Siberut
1(<1) 12(6 M, 6 F) 20 (10 M, 10 F) 14 (8 M, 6 F)
11 (1-4) 77 (40 M,37F) | 80 (31 M, 49F) 77 (29 M, 48 F)
111 (5-9) 40(17 M, 23F) | 40 (18 M, 22F) 40 23 M, 17 F)
1V (10-14) 31(7 M, 24 F) 40 (14 M, 26 F) 40 (20 M, 20 F)

Total number

160 (70 M, 90 F)

180 (73 M, 107 F)

171 (80 M, 91 F)
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Gottingen Medan Siberut
Household 1-2 persons/room | 2-3 persons/room | 3-8 persons/room
crowding
Predominant Flush toilet in private Squat toilet in Open toilet for >1
toilet type room private room family
Source of Tap water (regularly | treated tap water | Sand/stone-filtered
drinking water monitored) water in containers
Hand washing Yes Yes No

stations
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Strain Oxygen removed from

medium after 1h

638R* 53£3%
638R" 37£4%
638R mimA** 62£2%
638R nimA* 3325%

“marks 638R > 638R" p <0.05, **marks 638R nimA >638R nimA* p <0.05 according to
Student’s t-test. All measurements were performed in three independent experiments each.
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Name Gene ID Protein ID fold up (+) or downregulat

ABC transporter ATP-binding protein BF63SR_RS00810 WP_005813825

BF638R_0178 +115
Efflux RND transporter periplasmic adaptor subunit  BF63SR_RS02635 WP_005784439

BF638R_0554 +87
Aminoglycoside phosphotransferase family protein  BF638R_RS04280 WP_032532743

BF638R_0908 2.1
Efflux RND transporter periplasmic adaptor subunit  BF63SR_RS10850 WP_032529434
Homolog of BmeB13 (GenBank: AUI4646) BFG38R 2297 38
Efflux RND transporter permease subunit BF638R_RS10855 WP_005787504
Homolog of BmeA13 (GenBank: AUI46457) BF63SR_2298 +438
efflux RND transporter periplasmic adaptor subunit  BF63SR_RS11550 WP_005803571
"Homolog of Bmeb2 (GenBank: AUI46629) BF638R_2435 +97
efflux RND transporter permease subunit BFGISR_RS11555 WP_032544118
Homolog of BmeA2 (GenBank: AUI46630) BFG38R 2436 86
MBL fold metallo-hydrolase BF638R_RS12530 WP_005788177

BFG38R 2622 +15
TolC family protein BF638R_RS14315 WP_005802959

BF638R 2994 +47
Efflux RND transporter periplasmic adaptor subunit  BF63SR_RS15185 WP_022347707
Homolog of BmeA15 (GenBank: AUI49220) BFG38R 3174 8.4
Efflux RND transporter permease subunit BF638R_RS15190 WP_005789587
Homolog of BmeB15 (GenBank: AUI47384) BF638R 3176 21
Efflux RND transporter permease subunit BF638R_RS19360 WP_005797651
Homolog of BmeB5 (GenBank: AUI8178) BFG38R_3999 +5
Efflux RND transporter periplasmic adaptor subunit  BF63SR_RS19365 WP_005791602

Homolog of BmeAS (GenBank: AUI48179) BF638R_4000 +9.1
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M.tb virulence factor Effect

ESAT-6 - ESAT-6 causes necrosis of neutrophils. Francis et al., 2014
- ESAT-6 has a leukocidin-like action, promoting increased levels of intracellular Ca®* in aging neutrophils leading to
calpain activation.
- ESAT-6-stimulated neutrophils produced NETS colocalizing with MPO in a Ca?* dependent manner.

- Essential for the formation of METs by human macrophages upon cord-forming M.tb infection. Kalsum et al., 2017

- ESAT-6 together with neutrophil-derived ROS is a prerequisite for M.tb-infected neutrophils to undergo necrosis. Dallenga et al., 2017
- When inhibiting necrosis of M.tb infected-neutrophils, mycobacterial growth was blocked.

- ESAT-6 is essential for mycobacterial growth in macrophages and neutrophils.

- ESAT-6-induced neutrophil necrosis drives early direct contact between M.tb and the phagosomal membrane within

macrophages.

- ESAT-6 induces nuclear changes in neutrophils such as DNA extrusion, chromatin decondensation and nuclear Rojas-Espinosa et al.,
swelling, suggestive of NETosis. ESAT-6 nuclear changes in neutrophils were similar to those produced by sera from 2021
patients with ATB.

- ESAT-6 resulted in a more potent inducer of nuclear changes in neutrophils than CFP-10, and were also comparable
to those induced by PMA.

- An M.tb ESX-1 deletion mutant did not induce macrophage colony-stimulating factor (M-CSF)-differentiated Wong and Jacobs,
macrophages to form ETs. 2013

- ESX-1 induces necrosis of macrophages and this is potentiated by human IFN-y.

CFP-10 - Involved in the induction of nuclear changes in neutrophils (DNA extrusion, chromatin decondensation and nuclear | Rojas-Espinosa et al.,
swelling) similar to those induced by PMA, a positive control for NETosis, although to a lesser extent than ESAT-6. 2021
- Induce release of intracellular Ca?* in human neutrophils in a NADPH-oxidase dependent manner. Welin et al., 2015

- CFP-10 significantly induced migration of neutrophils and primed neutrophils triggered ROS production when
stimulated with CFP-10.

Rv0888 sphingomyelinase - MPO, citrullinated H3 and histone H4 were detected in the lung and bronchoalveolar lavage fluid of mice infected Dang et al., 2018
(SpmT) with recombinant Rv0888.
- NETs-mediated lung injury promoted release of the inflammatory cytokines IL-6, TNF-o and IL-1p.
- Rv0888 sphingomyelinase activity induced NETS in the lungs of mice in a ROS-dependent manner and in vitro in
human neutrophils, contributing to lung injury.
- Depletion of sphingomyelin by sphingomyelinase leads to an increase in the formation of NETs.

- Enhances replication of M.tb in human macrophages. Speer etal,, 2015

- Rv0888 is essential for M.tb to be phagocytosed. Niekamp et al., 2021
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Isolate id Serotype Sequence Clonal Clinical i Virulence

type (ST) complex presentation factors
(CC)

229 la ST-23 cc-23 LOD CSF PI-2A Alpl

9427 Ia ST-144 CC-23 Colonization Vagina-rectum PI-2A Rib protein

203 b ST-8 CC-12 EOD Blood Pl-1-2A a-protein,
p-protein

10276 b ST-9 cc12 Colonization Vagina PI-1-2A a-protein,
p-protein

21 | ST-28 CC-19 EOD Blood Pl-1-2A Rib protein

7339 1 ST-12 cc-12 Colonization Vagina PI-1-2A a-protein,
p-protein

231 i ST-17 CC17 EOD Blood PI-1-2B Rib protein, HvgA

9731 1 ST-17 cc17 Colonization Vagina PI-1-2B Rib protein, HvgA

8422 v ST-291 cc17 Colonization Vagina-rectum PI-1-2B Rib protein, HvgA

6 v ST-1 CcC-1 EOD CSF PI-1-2A R28 protein, delta

357 Scpb deletion
104 v ST-1 CcC1 EOD Blood PI-1-2A R28

123 v ST-1 cc1 EOD Blood PI2A a-protein
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No-NAs
N=95

TAF

p value

Medication time (mouth)
Gender (female)

Age (year)

Body mass index

HBV DNA (log10)

Alkaline phosphatase (U/L)
r-Glutamyltransferase (U/L)
Alanine aminotransferase (U/L)
Aspartate aminotransferase (U/L)
Direct bilirubin (umol/L)

Total bilirubin (umol/L)

Total bile acids (mol/L)
Prealbumin

Hemoglobin

Alpha-fetoprotein

Total protein

Albumin (g/L)
Albumin-globulin ratio
Globulin (g/L)

White cell (10A9/L)

Red cell (1012/1)

Platelet count (1019/L)

Urea (mmol/L)

Uricacid (mmol/L)

Creatinine (ymol/L)

Blood calcium (mmol/L)
Inorganic phosphorus (mmol/L)
€GFR (MDRD)

€GFR (EPT)

f2-microglobulin

Phase

Phase 1

Phase2

36 (37.9%)
365486
231229
74475
8174248
3514350
69.6483.9
4174342
52494
125453
7.6£36
2095£59.7
1480+17.1
36446
778£9.0
475430
15802
3224131
56416
49405
219.1£582
60£10.0
04509
6324137
80£213
86£345
119.1£28.3
387.8+ 14611

06£06

40 (42.1%)

55 (57.9%)

6251
20(33.3%)
371584
22431
32438
7824169
2484166
3324268
244105
40417
137459
63407
24904465
14802253
42462
785£54
480428
1602
305540
56413
65£114
2207£664
53412
03:£0.1
6814137
23501
10£0.1
11792216
11362122

04403

20 (33.3%)

40 (66.7%)

0.686

0776

0075

<0.001

0432

0.016

<0.001

<0.001

0.671

0254

0.004

<0001

0.387

0.406

0.998

0318

0213

0307

0744

0155

0.647

001

0112

0.086

0.866

0.587

0.465

0143

0829

0.356

No-NAs, patients with CHB not receiving antiviral drugs; TAF, tenofovir alafenamide.
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No-NAs Phase 1

N=40

No-NAs Phase 2
N=55

TAF Phase 1
N=20

TAF Phase 2
N=40

Gender (female)

Age (year)

Body mass index

HBV DNA (log,))

Alkaline phosphatase (U/L)
r-Glutamyltransferase (U/L)
Alanine aminotransferase (U/L)
Aspartate aminotransferase (U/L)
Direct bilirubin (umol/L)

Total bilirubin (mol/L)

Total bile acids (mol/L)
Prealbumin

Hemoglobin

Alpha-fetoprotein

Total protein

Albumin (g/L)
Albumin-globulin ratio
Globulin (g/L)

White cell (109/1)

Red cell (10712/1)

Platelet count (1079/L)

Urea (mmol/L)

Uricacid (mmol/L)

Creatinine (ymol/L)

Blood calcium (mmol/L)
Inorganic phosphorus (mmol/L)
€GER (MDRD)

€GER (EPI)

p2-microglobulin

10 (25.0%)

402+7.8
236432
34[19-43])
8454267
346£35.1
4504287
3L9+15.1°
42422
131263
71425
2335463.6'
15142173
31516
78.6+46
478+34
16202
300463
60£15
50404
22194544
52410
03£0.1
6834120
23501
10£0.1
1152158
172741894

08£09

26 (47.3%)
359£82
27£26

7.665-7.9)"
800236
354£353

86041029
4820412
58+119
121546
7842
19455524
14575168
40258
773110
473528
15402
336160
53516
48205
21722610
64121
05:1.1
607139
1022252
1245423
12132308
4545216707

04405

8(40.0%)
406£100
28424
0.0[0.0-0.0]*
764£145
26£107
2645107
2515144
39:19
136267
65511
2489447.0°
1395392
30215
785565
478428
1602
307447
5309
100207
21984938
54%15
04201
6555154
23201
100.1
1168242
10992149

03:£0.1

12 (30.0%)
353269
21834
04[00-27)
79.1£180
253188
36343110
241283
4116
13,7456
6205
24904469
15175152
47574
78,5450
48,1528
1602
304237
57414
5004
2124517
5311
03201
692130
23301
10£0.1
1184209
11524107

0404

Categorical variables were analyzed by #* test, and continuous variables are presented as mean (standard deviation). “*Different letters indicate significant differences between groups.
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Standard Adjusted

deviation ~P-value p-value
Mothers of infants with EOI 18 59 58 39 82 12 0.005 0.04
Mothers of infants without EOT 109 52 5.1 36 124 12
“Total observations EOI 127 5.1 36 124 12
Mothers of infants with LOI 13 62 64 18 72 08 0.0008 0.006
Mothers of infants without LOI 55 53 49 38 124 14
Total observations LOI 68 54 52 38 124 14

N, number; Med, median; Min, minimum; Max, maximum.
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EOI; maternal risk Prevalence N/ EOI cases N/ EOI controls, N/ p-value Adjusted p-value

factors tested (%) tested (%) tested (%)

Vaginal bacterial colonization* 401134 (299) 8/16(50.0) 321118 27.1) 0.06 042
Infection with helminths 8/60 (13.3) 3/10(30.0) 5/50 (10.0) 008 056
Plasmodium infection 5/135 (3.7) 117(59) 4118 (3.4) 05 1
UTI during pregnancy 55/127 (43.3) 11/15(73.3) 441112 (39.3) 001 007
LOI; maternal risk Prevalence N/ LOI cases N/ LOI controls, N/ p-value Adjusted p-value
factors tested (%) tested (%) tested (%)

Vaginal bacterial colonization* 23/78 (29.5) 6/13 (46.2) 17165 (26.2) 01 07
Infection with helminths 6/36(16.7) 2/6(33.3) 4/30 (13.3) 02 1
Plasmodium infection 4176 (53) 0/13 (0.0) 4163 (6.3) 1 1
UTI during pregnancy 33/75 (44.0) 6/11(54.5) 27/64 (42.2) 04 1

*Presence of at least one potential bacterial pathogen in h

vaginal swabs (HVS).
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Classification = Clinical Observations  EOI

isolates
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Salmonella 30/2)* 1 2
enterica
Acinetobacter 3@ 3 -
spp-
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preumoniae

Escherichia coli 1 1 -
Pantoea septica 10)* 1 -
Pseudomonas 1 1 -
aeruginosa

Gram-positive 10 5 5
Staphylococcus 4 2 2

haemolyticus

Staphylococcus 20m* 2 -
aureus
Enterococcus 2(02)* 1 1
pp.
Staphylococcus 1 - 1
epidermidis
Staphylococcus 1 - 1
hominis
No dlear Coliform, CNS, 3 2 1
identification mixed

*(Monomicrobial/polymicrobial).
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TR ~17.340
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cp3 0.169
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CD8:CD3 -4.155
TRT|CD3 ~1.302

TRT[CD4-of- 8184
cp3
TRT[CDS-of- 2644
cp3

‘CD4:CD3 = CD4-0f-CD3 ratio; CD$:CD3 = CDS-of-CD3 ratio.
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" 3 M Incomplete v 1 0Qusss s Hypertrophicand diated | Diffuse radiopacity  Aortic stenosis
heart disease. Visceral
congestion
1 81 ¥ Complete Az 4 0Qs77000; 0QE77002 B Pulmonary edema Diffuse radiopacty | No
’ 92 M Complete SSAZ 3 0QE76997: 0Q676998. 4 Congestion and pulmonary e rdiopacity | No
edema, Heart disease
K 27 M Complete $5C 3 0Qs76995 u 2 Cardiac hypertrophy iffuse adiopacity | Previous SARS-
Cov-2 infection
L 2 ¥ Incomplete s 1 0Qes8513 0 Cardiac hypertrophy Diffue radiopacity | No
M i ¥ Complete SMM 3 0Q676999%: 0QE77001; 5 Pulmonary edema and Heterogencous No
0Q677003 hemorthage. Hypertrophic  radiopacities with
heart disase consolidations
N 50 ¥ No Na 4 Hypertrophic and diated  Heterogencous Diabetes- artherial
heart discase. Hypertrophic | radiopacity hypertension-
heart disase Renal inuffciency
o o M Incomplete Az 2 0Qus857 B General congestion Heterogencous No
radiopacity
v o M Incomplete s 2 NA 2 Pulmonary edema and Heterogencous No
hemorrhage radiopacity
Q @ ¥ No 0Qes8557 6 Widespread congestion.  Heterogencous No
Pleural efusion radiopacity
® 7 M No 0Qes8541; 0QEs8542: 7 Hypertrophicand dilated  Heterogeneous No
heart discase, Visceral radiopacity
congestion
s ¥ Unknown 0Qes8548 1 General congestion. Pleural | Diffuse adiopacity | No
efusion.
T 9 M Complete 5 0Qe76996 &) 6 Pulmonary cdema Heterogencous Previous SARS-
Az radiopacy with CoV-2 infection
consolidations
v ot ¥ Incomplete csaz 2 NA s B Pulmonary congestion and | Heterogencous
edema. Hypertrophic heart | radiopacity with Cov-2 infection
disease consolidations

AZ, AstraZeneca; CS, Covishield; S, Sinopharm; C, Cansinos SV, Sputnik Vs H, Hospitalized; NH, Non-Hospitalized.
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Defect category

Conceptual confusion 1. Inflammation.
2. Cytokine storm.
3. Sepsis.

4. 2-edged sword

Causality Interver
(hyperinflammation as a.

putative cause of sepsis)

Mathematics

Sepsis 100 low to cause organ
‘malfunction or death.
2. Humans tolerate cytokine levels

far higher than levels reported

in seps

History Repeated failures of anti-

inflammation therapies designed

1o treat sepsis.

*Can explain and predict sepsis observations and can be u

Specific defects

fonist account of
causality not satisfied (gold

standard) (Woodiward, 2003),

1. Cytokine concentrations in

Comments and consequences
Poorly defined terms promote inconsistent and

haphazard basic and clinical investigation.

Hyperinflammation cannot be upheld as a cause

of sepsis.

Underappreciation of significance of available

quantitative data.

Hyperinflammation or cytokine storm is

unfalsifiable by experimentation.

d to control (treat) sepsis.

Proposed solution

Construct novel concepts that are precise,
scientifically useful, and capture intuitive
understanding of these terms. This can help direct

and focus future investigation.

Create an alternative account of sepsis that satisfies

this criterion of causality.

Follow the numbers. Conduct analyses that
compare cytokine levels in sepsis, COVID-19,

other diseases. Revisit older literature that helps us

understand the limits of human tolerance for

elevated cytokines.

Create an alternative account (theory) of sepsis

with superior empirical power*.
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Meta- Year Number of  Studies analyzed Patients Significant results Comments

ELEIVE studies favoring anakinra
(Individuals
study)
Barkas etal. 2021 9(1,119) a) 6 retrospective cohort COVID-19adults | a) Lower mortality NoRCT
(021) b) 1 prospective open-label hospitalized b) Lower invasive mechanical Risk of bias reported as
<) 1 open-label Bayesian withoutintubation | ventilation high in 7 studies and
randomized study (assessment between days 7-28) | as some risk in 2
d) 1 open-label with propensity studies. Lone
score matched controls randomized trial

curtailed for futilty.

Kyriakoulis 2021 7(1,553) ) 1 RCT (SAVE-MORE) coviD-19 Lower mortality All observational
etal. (2021) b) 1 Randomized open-label  hospitalized adults studies adjusted for
©) 5 observational studies with confounders. All
results adjusted for studies thought to
confounders below risk for bias.
Kyriazopoulou | 2021 9(1,185) ) 8 observational COVID-19 Lower 28-day mortality Individual patient-level
etal. (2021a) b) 1RCT hospitalized meta-analysis in 6 of
patients studies. Lone

randomized trial

curtailed for futilty.

Pasin etal. 2021 40184) 4 retrospective COVID-19 Lower mortality at longest NoRCT
(021) hospitalized follow-up
patients
Somagutia 2021 15 (3,530) a) IRCT COVID-19.and ) Lower reported mortality (6 1 RCT
etal. (2021) b) 5 abservational Age>18 evaluable studies) Lone randomized trial
(retrospective cohort) studies b) Lower invasive mechanical curtailed for fut
©) 5 case series ventilation (7 evaluable
d) 4 case reports studies)
Wang et al. 202 3(492) ) 1 cohort Hospitalized Lower 28-30-day mortality No RCT
(2021) b) 1 retrospective cohort COVID-19 patients
©) 1 prospective observational  with SOFA 22 (‘at
cohort the edge of sepsis”)
Cavalli etal 2023 24(5933) ) 5RCT (including SAVE- COVID-19adults | a) Lower mortality at longest No mortality anakinra
(2023) MORE) with hyposemic follow-up benefit in analysis
b) 10 retrospective respiratory failure b) Lower intubation + restricted to RCT.
<) 5 prospective ‘mechanical ventilation Overall sk of bias
d) 4 prospective with historical considered high.

controls
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Primers  sequence(5'-3) Position

nt?
EBHS-5F CGACAGGAAGAGGATCGTCT 5231-5250  55°C
EBHS-7R AAACCTGGGGCTGGACCAGC 6,127-6,146
EBHS-530F  CCTGAAATGTACCACCCAAC 5793-5812  52°C
EBHS91IR  CAATGGTGTTGGTTGCACT 6,192-6.210
EBHS-2F CTGGAATATGAATGGTGAAACC 6101-6,122  50°C
EBHS-3R ATCACCAGTCCTCCGCACCAC 6,666-6,686
EBHS-191F  AAGTCGATCTACGGGGTTGCC 6474-6494  50°C

EBHS-1786R  GCTCCAGCCAATGTTAGTCCTAGA  7,017-7,040

‘Nucleotide position based on the EBHSV sequence NC_002615.
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Brucella s s Characteristics or relevant features Source of references
B abortus 2308 W (Bay) W Brucellastrain, virulent, smooth LPS; Nal* Sangari and Agiero (1991)
B. abortus bvrR- Smooth-LPS strain derived from B. abortus 2308 Nal’ with a mini-Tn5 insertion in the bvrR gene Sola-Landa et al. (1998)
B abortus bvrR- empty ‘Smooth-LPS strain derived from B. abortus 2308 Nal' with a mini-Tn insertion in the bvrR genes | Altamirano-Silva et al. (2015)
vector (Bay) and harboring the plasmid prH002
B abortus burR-pbvrR (Bay.  B. abortus byrR- mutant harboring the plasmid prH002bvrR with a 738-bp insert correspondingto | Altamirano-Silva et al. (2015)
R byeR; Cm’

BaR-R=complemented/rescue strain
B. abortus burR-pbvrR DS8E B, abortus bvrR-negative mutant harboring the plasmid prH0026vrRDSSE with a 738-bp insert Altamirano-Silva et al. (2018)

(Ba, RDSSE) corresponding to byrRDSSE; Cm"

BaR-RD58E = dominant-positive strain (DSSE)
B abortus burR- pbvrR B. abortus byrR- mutant harboring the plasmid prH002bvRDSSA with a 738-bp insert corresponding |~ Altamirano-Silva et al. (2018)
D58A (Ba, RD38A) t0 burRDS8A; Cn

BaR-RD38A = dominant-negative strain (D58A)
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: Streptococcus anginosus BSU 1399 lIA
Streptococcus anginosus J4206
© streptococcus anginosus SAT
Streptococcus anginosus NCTC 10713
Streptococcus anginosus SK52
Streptococcus anginosus FDAARGOS 1569
© streptococcus anginosus BSU 1216 1A
Streptococcus thermophilus LMD-9 1
@ Streptococcus pyogenes M1-GAS
Streptococcus mutans UAT59
—m[[ Streptococcus intermedius FDAARGOS 233
wt @ Streptococcus intermedius KCOM 1545
| L———————— @ streptococcus sanguinis SK49
t—————————— @ Lactobacilus farciminis KCTC 3681
f——————————— @ Coriobacterium glomerans PW2
Finegoldia magna ATCC 29328
Veillonella atypica ACS-134-V-Col7a
|———————— @ Eubacterium yurii ATCC 43715
Peptoniphilus duerdenii ATCC BAA-1640
Solobacterium moorei F0204
® Coprococcus catus GD7
@ Fusobacterium nucleatum ATCC 49256
® Filifactor alocis ATCC 35896
Treponema denticola ATCC 35405
@ Lactobacillus rhamnosus GG
® Fructobacillus fructosus KCTC 3544
© sifidobacterium bifidum $17
® _Oenococcus kitaharae DSM 17330
Planococcus antarcticus DSM 14505
Staphylococcus pseudintermedius ED 99
@ _staphylococcus lugdunensis M23590
Eubacterium dolichum DSM 3991
Enterococcus faecalis TX0012
[ ® Eubacterium rectale ATCC 33656
—— @ _streptococcus thermophilus LMD-9 2
Streptococcus intermedius B196
Streptococcus anginosus NCTC 11064
Streptococcus anginosus C1051
@ Streptococcus anginosus J4211
Streptococcus anginosus BSU 1399 IIC
Akkermansia muciniphila ATCC BAA-835
P A Nitratifractor salsuginis DSM 16511
A Neisseria meningitidis 22491
\ Pasteurella multocida str. PM70
A\ Acidovorax ebreus TPSY
A Clostridium cellulolyticum H10
A\ Methylosinus trichosporium OB3b
A\ Bacillus smithii 7-3-47FAA
A llyobacter polytropus DSM 2926
A Lactobacillus coryniformis KCTC 3535
A\ Roseburia intestinalis L1-82
\ Wolinella succinogenes DSM 1740
A\ Campylobacter jejuni NCTC 11168
A Helicobacter mustelae 12198
Ruminococcus albus 8

. A Actinomyces coleocanis DSM 15436
m,_“_: A\ Bifidobacterium longum DJOT0A
A Actinomyces sp. oral taxon 180 str. FO310

L A Acidothermus cellulolyticus 118
/\ Bacteroides sp. 20-3
A\ Bergeyella zoohelcum ATCC 43767
A Ignavibacterium album JCM 16511
A Bacteroides fragilis NCTC 9343

A\ Porphyromonas sp. oral taxon 279 str. FO450
i E A Flavobacterium branchiophilum FL-15
= A Prevotella timonensis CRIS 5C-B1
L — A Pprevotellasp. cs61
= A\ Elusimicrobium minutum Pei191

A Sphaerochaeta globus str. Buddy
A\ Parvibaculum lavamentivorans DS-1
A\ Alcanivorax sp. W11-5
A Rhodospirillum rubrum ATCC 11170
A\ Treponema sp. JC4
A\ Candidatus Puniceispirilum marinum IMCC 1322
A Alicycliphilus denitrificans K601
A Ralstonia syzygii R24
A Azospirillum sp. BS10
N Bradyrhizobium sp. BTAI1
A Nitrobacter hamburgensis X14
A Dinoroseobacter shibae DFL12
P A Rhodovulum sp. PHIO

050
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Relative expression of Relative expression of Plasma levels of $100a8/a9
5100a8 5100a9

Correlation coefficient (r) 0582 0540 -0.129

pvalue oon 0020 0616
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Strain designation CRISPR-Cas CRISPR-Cas none # of spacers  Isolation source

type II-A e
Streptococcus anginosus BSU 1399 x x 35 Soft tissue swab
Streptococcus anginosus C1051 x 29 Blood culture
Streptococcus anginosus C238 x - Respiratory tract
Streptococcus anginosus FDAARGOS_1155 x - Not available
Streptococcus anginosus FDAARGOS_1569 x a Not available
Streptococcus anginosus J4206 x 2 Blood culture
Streptococcus anginosus J4211 x 18
Streptococcus anginosus NCTC10713 x 2 Not available
Streptococcus anginosus NCTC11064 x 2 Materia alba tooth surface
Streptococcus anginosus SAT x 35 Urine isolate

Streptococcus anginosus subsp. whileyi MAS624 x - Not available
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Treatment

1 ug RNA vaccine; 2.8

MLD Y. pestis
5 g RNA vaccine; 2.
MLD Y. pestis

10 g irrelevant RNA;
28 MLD Y. pestis

1 ug RNA vacci
MLD Y. pestis
5 g RNA vaccine; 28
MLD Y. pestis
SugFl+5pgV
Alhydrogel; 28 MLD
Y. pestis

10 g irrelevant RNA;
28 MLD Y. pestis

Alhydrogel; 28 MLD
Y. pestis

Deaths pre
challenge:

PM spleen
culture on
CIN agar
1/8; ONC ++
1/8: CNC++
None

1/8: CNC+

None

None

1/8: no growth

1/8: CNC+
E.coli confirmed

No. per group
with Y. pestis
colonies on

CIN agar p.

27

7

78

27

38

8

67

The density of
Y. pestis growth
on CIN agar in
(n) mice with

day of death p.i.

FCNR#++ (2)
+d3,+d6

FONR+++ (1)
+d3

FONR+++ (7) +d.3-6

FCNR+++ (2)
+d3-4

FCNR#++ (3) +d.3

FONR#++ (1)
+d5

FONR+++ (6)
+d3

FCNR+++ (6)
+d3-4

Growth in the BHI medium was also identified as Y. pestis, with two exceptions (denoted *).

No. per
group
without Y.
pestis on
CIN agar p.i.

5/7

617

8

5/7

508

78

7

7

No. per group
with growth on
BHI medium (Y.
pestis) with day

of death p.i.

27
+d3,+d6

7
+d14

38
+d4,+d6,+d6

07

o8

28
+d5, +d14*

27
+d3, +d14*

o7

MALDI-TOF on
atypical colonies
on CIN agar
with day of
death p.i

Kpuemoniae
115, +d6

E.coli
11,446

E.coli
11, +43
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Serotype Mean E value Std. dev.

(MPa)
DEN-2 (n=180) 62 52
DEN-3 (n=99) 90 74

DEN-4 (n=112) 213 137
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Virus/serotype

DEN-2 (n=310)
DEN-3 (1=258)
DEN-4 (n=218)

SARS-CoV-2 (1=249)

Height

Mean Std.
(nm) dev.
160 55
151 46
139 34
140 417

Diameter
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419 138
37 120
364 126
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Vaccine Treatment No. tested at Mean anti-V titer in OD Fold increase in

day 60 units at day 60 post- titers at day 60 over
challenge + sem baseline (0.39)

1. RNA vaccine, 1 g RNA 1jugF1+RNA 1ugV in LNP 3 338013 87

2. RNA vaccine, 5pg RNA 5ugF1+RNA 5igV in LNP 6 3274017 839

3. Negative control RNA 10pig Ha in LNP ND.

4. RNA vaccine, 1 g RNA 1ugF1+RNA 1ugV in LNP 3 313009 803

5. RNA vaccine, 5pg RNA 5ugF1 + RNA 5igV in LNP 5 334036 856

6. Recombinant Fl and V' 5pgFl+ 5pgV/20% alhydrogel 6 305005 782
vaccine, 5pig

7. Negative control RNA 10pig Ha in LNP 1 176 (n=1) 451

8. Negative control Alhydrogel 1 047 (1=1) 12

Mice were sampled at day 60 (4ays post-challenge), and antibody titers to V were determined by standard ELISA and recorded as OD,y,units. The fold increase in titrs pre-immunization to
post-challenge was determined. N.D. is not done. Pre-immunization sera had a baseline OD,, of 0.39. A positive titer to V is >0.78 OD,,, Therefore, a positive fold increase in titer
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Vaccine Anti-F1  Anti-F1 Anti-F1L  No dead No. Positive anti-F1  Anti-V  Positive Survivors

(day 0) (day23) (day 51) pre- challenged (day 60) (day 0) anti-V  atd.70

challenge atday 56 (day 6
RNA 1gF1+RNA Neg* 507 617 1 7 517 (2 dead before Negh 517 517
IgV in LNP sample)
RNA 5pgFl + RNA neg 417 617 1 7 517 (1 dead before neg 617 617
SygVin LNP sample; 1 became

seronegative)

RNA 10pg Hain neg o8 o8 0 8 1/3 (5 dead before neg neg s

LNP sample)

RNA 1igF1+RNA neg o7 27 1 7 5/7 (2 dead before neg Not done 517

ThgVin LNP sample)

RNA 5pigFl + RNA neg o8 518 0 8 5/5+3 dead before neg ES s/8

SpgV in LNP sample)

SugFl+ SpgV/20% neg 88 88 0 8 718 (1 became sero neg 718 718

alhydrogel negative)

RNA 10pg Ha in neg o7 o7 1 7 1/7 (+6 dead before neg neg 7

NP sample)

Alhydrogel neg o8 o7 1 7 1/4 (3 dead before neg neg 7
sample)

Mice were sampled at days 0, 23,and 51 pre-challenge and at day 60 (4days post-challenge), and antibody tters to F1 and V were determined by standard ELISA wherea positive titer o F1 is 0.15
0D, and a positive titer to V s >0.78 OD, .. The number of mice per group surviving the challenge at day 70 i recorded. * Negative tter for FI is <0.15 OD,y, and A negative titer for V is <0.78 ODy..
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Group (n=8) Priming immunization Booster immunization Blood samples Challenge with Y.

day 0 (i.m.) day 28 (i.m.) pestis 10/21-S (s.cut)
At 2 levels

1. RNA vaccine, 1 g RNA 1pgF1+RNA 1pgVin NP RNA 1pgF1+RNA 1pgVinLNP  days0,23and 51 day 56 with 180 cfu

2. RNA vaccine, 5pg RNA 5pgF1+RNASpgVin NP RNA5pgF1+RNA SpgVinLNP  days0,23and 51 day 56 with 180 cfu

3. Negative control RNA 10pig HA in LNP RNA 10pig HA in LNP days0,23and 51 day 56 with 180 cfu

4. RNA vaccine, 1 pg RNA 1pgF1+RNA 1pgVin NP RNA 1pgF1+RNA 1pgVinLNP  days0,23and 51 day 56 with 1800 cfu

5. RNA vaccine, 5pg RNA 5pgF1+RNASpgVinLNP  RNA5pgF1+RNA SpgVinLNP  days0,23and 51 day 56 with 1800 cfu

6. Recombinant F1and V| 5pgFL+ 5 g V/20% alhydrogel 5pgFL+ 5pigV/20% alhydrogel days0,23and 51 day 56 with 1800 cfu

vaceine, 5ug

7. Negative control RNA 10pg HA in LNP RNA 10pig HA in LNP days0,d.23 and d51 day 56 with 1800 cfu

8. Negative control Alhydrogel Alhydrogel days 0,23 and 51 day 56 with 1800 cfu
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