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Editorial on the Research Topic

Distributed learning, optimization, and control methods for future power
grids
s

The development of renewable energy sources makes an important contribution to low-
carbon sustainable development. However, renewable energy such as wind and photovoltaic
energy are highly random and intermittent, which brings great challenges to the operation
and control of power networks. The traditional method is to build a large number of peak-
shaving power stations and arrange a large number of energy storage devices to stabilize
the fluctuations of renewable energy, and the cost may be prohibitive to be sustainable. In
the future power network, advanced sensors, actuators, and communication equipment will
be deployed on various systems such as generators, substations, transformers, distributed
energy resources, air conditioners, and electric vehicles. A challengeable issue arises on how
to manage these hundreds of millions of active endpoints. Recently, distributed learning,
optimization, and control methods for networked systems have received growing attention.
Distributed learning, optimization, and control methods for managing hundreds of millions
of active endpoints in the future power network are expected to enable a stable and economic
operation of the power network with a high proportion of new energy, as illustrated in
Figure 1.

This issue contains nine research articles focusing on distributed control and
optimization for power systems and smart power electronics, multi-agent reinforcement
learning in power systems, advanced energy management and economic dispatch, etc.

The paper by Ma et al. proposes a multi-time-scale control method based on
a deep Q network-deep deterministic policy gradient (DQN-DDPG) algorithm to
maintain optimal voltage in distribution networks. It optimizes voltage regulation
for longer times using the DQN algorithm and shorter times using the DDPG
algorithm. Then, based on the Markov decision process transformation, the design
strategy of the DQN-DDPG algorithm is proposed to extend the energy storage
capacity with respect to the stated objectives and constraints, taking into account the
state of charge of the energy storage. A simulation platform backs up the proposed
strategy, showing its effectiveness compared to a particle swarm optimization algorithm.
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FIGURE 1
Simplified diagram of distributed learning, optimization, and control methods for future power grids.

The stable operation of microgrid clusters is the focus and
difficulty of current research. Shi et al. propose a ring-based multi-
agent microgrid cluster energy management strategy, which realizes
the centerless coordinated autonomous operation of microgrid
clusters with high stability. They also offer switchable control
strategies for the microgrid cluster’s varying control objectives,
allowing for seamless grid connectivity changes. Simulation
results prove that the proposed method enhances the stability,
autonomy, and efficiency of energy utilization in microgrid
clusters.

The paper by Xiao et al. proposes a joint sensor secure
rate and energy efficiency optimization algorithm to enhance
Wireless Sensor Network (WSN) performance in intelligent
management of a photovoltaic power system, obtaining the optimal
topology and transmission power design. The proposed algorithm
comprehensively considers the factors those affect the security
and efficiency of WSN. Moreover, Block Coordinate Descent
technology is utilized to minimize the energy consumption
of WSN and maximize the secure rate of sensor networks,
thus ensuring the security and reliability of monitoring.
Finally, the sensor association, modeled as a 0–1 multi-
knapsack optimization problem, is compared using different
methods.

With the increase of devices in power grids, a critical challenge
emerges on how to collect information from massive devices, as
well as how to manage these devices. Zhao et al. explore device
scheduling, where a portion of mobile devices are selected at each
time slot to collect more valuable sensing data. However, the device
scheduling task is difficult due to the lack of a priori knowledge

and the large amount of data. Therefore, the device scheduling
problem is reformulated as a multi-armed bandit program, which is
solved by a device scheduling algorithm based on upper confidence
bound policy and virtual queue theory. Simulation results verify the
effectiveness of the proposed algorithm, in terms of performance
regret and convergence rate.

The trading of virtual power plants (VPPs) should not only
consider the economy but also its degree of low carbon. The paper
by Chu et al. construct a unified bidding strategy for multi-VPPs
that considers carbon–electricity integration trading. After each
VPP determines its internal trading strategy, multi-game trading
strategy between multiple VPPs is designed to achieve unified
trading. Simulations verify that this approach can enhance the
efficiency and trading income of VPPs, promoting new energy
consumption.

The paper byHan proposes a fault-tolerant control scheme using
a wavelet analysis and consensus algorithm to tackle voltage and
frequency regulation issues in smart grids impacted by faults. Faults
are identified through a wavelet analysis, followed by a distributed
fault estimator to capture attack signals. The simulation of a
smart grid with four distributed generations in MATLAB/Simulink
illustrates the method’s effectiveness in achieving voltage and
frequency regulation objectives.

The paper by Shen et al. proposes a magnetic induction
positioning and communication system for underwater use,
including an energy-efficient distributed control algorithm for base
stations. This technology uses a network of base stations and an
Autonomous Underwater Vehicle with three-axis source coils for
precise location and communication. The algorithm controls base
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stations to meet operational needs while minimizing energy use,
achieving stable, long-term function.

The paper by Yang et al. proposes a Lyapunov-based power
sharing control scheme and a fixed-time-based distributed
optimization algorithm to achieve optimal power sharing of sources
in a DC microgrid. The controller uses a ratio consensus protocol
to achieve proportional power sharing by modifying the microgrid’s
voltage profile. The optimizer, integrating a finite-time weighted
consensus algorithmwith an iterative algebraic operation, calculates
optimal power dispatch to minimize generation costs. Both units
function in a wholly distributed manner. Stability and convergence
analyses of the control scheme and optimization algorithm are
provided.

The paper by Qi et al. proposes a novel visual-admittance-
based model predictive control scheme to cope with the problem of
vision/force control and several constraints of a nuclear collaborative
robotic visual servoing system. The scheme considers the desired
image features and force commands in the image feature space,
and then uses the desired force commands as constraints for model
predictive control, thus eliminating overshooting in interactive force
control in most cases. Simulation results with a two-degree-of-
freedom robot manipulator confirm this method’s effectiveness.
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Research on the multi-timescale
optimal voltage control method for
distribution network based on a
DQN-DDPG algorithm
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A large number of distributed generators (GDs) such as photovoltaic panels (PVs) and
energy storage (ES) systems are connected to distribution networks (DNs), and these
high permeability GDs can cause voltage over-limit problems. Utilizing new
developments in deep reinforcement learning, this paper proposes a multi-
timescale control method for maintaining optimal voltage of a DN based on a
DQN-DDPG algorithm. Here, we first analyzed the output characteristics of the
deviceswith voltage regulation function in theDN and then used the deepQnetwork
(DQN) algorithm to optimize the voltage regulation over longer times and the deep
deterministic policy gradient (DDPG) algorithm to optimize the voltage regulation
mode over short time periods. Second, the design strategy of the DQN-DDPG
algorithm as based on theMarkov decision process transformationwas presented for
the stated objectives and constraints considering the state of ES charge for
prolonging the energy storage capacity. Lastly, the proposed strategy was verified
on a simulation platform, and the results obtained were compared to those from a
particle swarm optimization algorithm, demonstrating the method’s effectiveness.

KEYWORDS

distributed photovoltaic, deep reinforcement learning, voltage control, multi-timescale,
distribution network

1 Introduction

Because of fluctuations in the output and the intermittent nature of DGs, connecting them
to light load DNs such as in mountainous areas will cause periodic overvoltage problems in the
whole feeder (Impram et al., 2020; Dai et al., 2022). Similarly, the problem of periodic
undervoltages will occur when DGs are connected to a heavy-duty DN in an area with
major industry production. Traditional voltage control devices, such as on-load tap changers
(OLTCs), distributed static synchronous compensators, and switch capacitors can mitigate the
overvoltage problem to a certain extent (Kekatos et al., 2015; Zeraati et al., 2019). However,
because of the mechanical losses and slow response times, traditional voltage regulation devices
cannot prevent voltage problems quickly in real time. At the same time, the frequent regulation
may greatly shorten the service life of equipment and affect the voltage quality of the whole DN.

For a DN connected to DGs with strong coupling between active and reactive power, it is
obviously not possible for a regulation system to only consider reactive power (Hu et al., 2021;
Wang et al., 2021). To ensure safe and stable operation of the DN, both active and reactive
power should be taken into account in the control link. Le et al. (2020) adopted different
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operational modes for DGs, based on the exchange power between the
DN and the external power grid. They considered the capacity
utilization rate and power factors as consistent controlling variables
to adjust the parameters of the control algorithm, so as to achieve
cooperative optimization of voltage and power of the DN. Li et al.
(2020) and Zhang et al. (2020) aimed at reducing deviations in reactive
power distribution by decreasing the dependence on the transmission
of voltage information and adopting an event-triggered consistency
control method for distributed voltage control with multiple DG units.
Based on active voltage sensitivity, Gerdroodbari et al. (2021) changed
the parameters of the active voltage control method of PV inverters in
the DN, which improved the regulation of each active PV power
reduction (Feng et al., 2018).

In recent years, reinforcement learning, as a type of artificial
intelligence technology, has been widely used in smart grids. It has
the advantage of not relying on any analytical formula, and it uses a
large number of existing data points to produce a mathematical model
and generate approximate solutions for grid control. Shuang et al.
(2021) used Deep Q network agents and actor-critic agents
simultaneously to coordinately control different reactive devices
and optimize reactive power online. This method has good
robustness and does not depend on communication technology. In
contrast to the method of Shuang et al. (2021), Zhang et al. (2021)
adopted the DQN algorithm and DDPG algorithm. The DQN-DDPG
algorithm was employed in this paper, but we also considered whether
the DGs and the reactive voltage regulation equipment were connected
as variables for optimizing the active and reactive power. Zhang et al.
(2021) did not take into account the effects of active DPV power
reduction on voltage regulation of the DN. Liu et al., (2021) and Zhou
et al. (2021) proposed a scheduling scheme for an ES system on a DN
based on deep reinforcement learning with high permeability DPV
access to reduce voltage deviations.

The aforementioned researchers mainly focused on DN regulation
using new types of voltage regulation equipment, while ignoring the
effects of traditional, stable voltage controllers (SVCs) such as the
online tap changer (OLTC) on regulation of the system. Since there
have been a large number of traditional voltage regulation devices used
in practical DN engineering, this work focused on both the traditional
and the new voltage regulation equipment such as DPV and ES in an
active DN based on the different response characteristics of each
device. We took advantage of the DQN and DDPG algorithms, which
can handle discrete variables and continuous variables, respectively, to
efficiently and reliably deal with off-limit voltage problems in the DN.
At the same time, it is necessary to consider the voltage control
method of centralized coordination and distributed cooperation from
the perspective of the multi-terminal cooperation of various types of
voltage regulation devices.

This paper proposes a multi-timescale method based on the DQN-
DDPG algorithms for optimal voltage control in a DN. The DQN
algorithm and the DDPG algorithm were used to train the dynamic
responses of the different voltage regulators in the framework of the
proposed deep reinforcement learning algorithm. Converting the
mathematical model of voltage control into a Markov decision
process allowed us to decrease the difficulty involved in modeling
the several different types of voltage regulation devices. This allowed
us to achieve control over long timescales by using OLTC to adjust the
average domain voltage of the whole DN; DGs and other devices were
used to control local nodes cooperatively over short timescales. Lastly,
an IEEE 33-node DN system was constructed on a MATLAB

simulation platform and compared with a traditional PSO (particle
swarm optimization) algorithm. The proposed control strategy
resulted in a faster calculation speed and higher calculation accuracy.

2 Multi-timescale voltage coordination
control framework

In order to solve the time period and intermittent voltage overlimit
problems caused by high permeability DPVs on the DN, we proposed
a voltage control strategy with cooperation among multi-terminal
DGs. In a DN with different types of voltage regulation equipment,
OLTCs belong to the slower type of discrete regulation devices, while
DPVs, ES, and SVCs are continuously active devices, adjusting time to
second grade. Therefore, multi-timescale control of the active and
reactive power outputs of DPVs, the outputs of ES and SVCs, and the
output and network-end OLTC split-regulation were proposed to
effectively regulate the voltage of large-scale DN bus nodes.

A centralized coordination controller (CCC) was configured for
the OLTC in this paper and was divided into different control regions
according to the location of the devices on the branch. Each region was
configured with a distributed cooperative controller (DCC), which was
regarded as a centralized cooperative agent (CCA) and a distributed
cooperative agent (DCA), respectively. The CCC was used to adjust
the OLTC splitter and the power and output distribution of the nodes
in the region. The DCA and CCA communicated with each other and
shared node information in the region. The connection diagram of the
centralized coordination-distributed cooperative control method in a
DN is shown in Figure 1.

The DCA collects the voltage information of each node in the
regional DN and the power information of the incorporated voltage
regulation equipment. The voltage unit value of each node can be
calculated by Eq. 1:

vi � vi r × v−1n,i , (1)
where vi r is the voltage value of the bus node, i; vn,i is the nominal
voltage of the i − th bus node; the superscript “−1” means the bottom
form; vi is the voltage per-unit value of the i − th bus node. If the
voltage of some bus nodes exceeds the voltage safety threshold, each
DCA sends the value of the voltage standard to the CCA. The safety
threshold is set at [.95, 1.05]p.u. After receiving the voltage
information of all nodes, the CCA calculates the average unit value
of the voltage standard, and if this value exceeds the set feeder
threshold range, the OLTC splitter needs to be adjusted, and the
feeder threshold range set at [.95, 1.05]p.u. Then, the DQN algorithm
is used to obtain the optimal gear position of the OLTC splitter, which
ensures that the unit value of the average voltage is kept within the
safety threshold.

The aforementioned adjustment method can only ensure that
the average standard unit value of voltage reaches the safety
threshold. If the voltage of some bus nodes still exceeds the
safety threshold range after adjusting the OLTC splitter, the
power coordination control strategy based on the DPV, SVC,
and ES output characteristics is adopted. The generalized node-
based partitioning method is used to divide the control region of the
DN (Zhang et al., 2014). In the region where the bus nodes are
located, deep reinforcement learning is used to train the optimal
power regulation sequence by coordinating the active and reactive
power outputs of DPVs, the reactive power output of SVCs, and the
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ES output (Amir et al., 2022). The CCC determines the optimal
control strategy and then issues commands to the CCC
communicating with the area to adjust the power output of the
inverter of each voltage regulation device. After receiving the
instructions for executing the adjustments, the inverters
guarantee that the voltage of each node is kept within the safety
threshold, reducing the problem of bus node voltage overlimit. In
the process of voltage regulation, the DPVs follow the principle that
reactive power control voltage is first regulated before active power
control voltage is cut, so as to give full play to the absorption
capability of the PVs. According to the response times of DPVs, ES,
and SVCs over the short timescale (Liu et al., 2022), the specific
regulation priority is: OLTC > PV reactive power, ES, and SVC > PV
active power. If it is necessary to reduce the active power of the
DPVs, the active power reduction of a PV shall not exceed half of the
DPV output active power. The overall control process is shown in
Figure 2.

3 Modeling of voltage regulation devices
on a DN

3.1 DPV inverter

As used in this paper, the DPV inverter adopts PQ control, and its
controller is divided into inner and outer rings. The outer ring tracks theDC
side of the active power outputpdc,ref and the reference value of the reactive
power output qdc,ref, while the inner ring generates the SPWMmodulation
signal. The active and reactive power is calculated according to the output
current and voltage after dq conversion, and the voltage component of the
shaft is obtained by PI control. Lastly, the output voltage of the inverter is

obtained by voltagemodulation (Atia et al., 2016;Vinnikov et al., 2018). The
PQ control block diagram of a DPV inverter is shown in Figure 3.

The active power output and the reactive power output of a model
DPV inverter can be calculated as follows:

Δiod � 1

Tp
ins + 1

kpp +
kpi
s

( )ΔPPV
ref − ΔPPV,

ΔPPV � 3uod

2
Δiod,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (2)

Δioq � 1
Tq
ins + 1

kqp +
kqi
s

( )ΔQPV
ref − ΔQPV,

ΔQPV � −3uod

2
Δioq,

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (3)

where Δiod and Δioq are the differences between the components on
axis d and q of the current and the previous time, respectively; ΔPPV

and ΔQPV are the differences between the current active power output
and reactive power at the last time, respectively; and ΔPPV

ref and ΔQPV
ref

are the differences between the current active power output reference
and the reactive power reference at the previous time, respectively.
Thus, as long as the reference values of the active and reactive power
outputs of the DPV inverter are adjusted, any changes in the grid-
connected active and reactive components can be controlled.

3.2 OLTC

The OLTC regulates the voltage of the secondary side of the
transformer by adjusting the location of the transformer connector,
changing the ratio and the distribution of reactive power in the DN line
(Wu et al., 2017). In this paper, the regulation of the on-load OLTC by

FIGURE 1
Connection diagram of the proposed control method.
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the discrete variable ratio was used to control the voltage value of the
secondary side of the transformer to keep it within the allowable range
during operation. The adjusting process of the splitter is as follows:

e � V1 − Vref, (4)
t τ + 1( ) � t τ( ) + ΔTτ , (5)

f e, t( ) �

1

−1

0

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
e> ε

2
, t≥Td,

e< − ε

2
, t≥Td,

other,

(6)

n t + 1( ) � n t( ) − d · f e t( ), t( ), (7)

FIGURE 2
Overall framework of the cooperative voltage control strategy.

FIGURE 3
PQ control block diagram of the DPV inverter.
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where e is the difference between the voltage value V1 of the OLTC
secondary side and the reference value Vref; t is a discrete
moment during OLTC operation; τ is a counter; and ΔTτ is a
constant determined by OLTC characteristics and voltage
drop. After the OLTC has started to run from time t, if the
time is ≥ΔTτ , the counter will add one forward. ε is the voltage
dead zone to avoid unnecessary actions when OLTC is operating
within the permissible voltage range; n is the location of the
transformer splitter; d is the number of gears changed by the
OLTC splitter; and Td is the action delay time during OLTC
operation.

3.3 SVC

The SVC used in this paper is a thyristor-controlled reactor model,
and the control diagram is shown in Figure 4. The SVC is connected to
the DN through an inverter, and the equivalent transfer function of the
control loop of the inverter in reactive power control mode is given by
the following formula (Chen et al., 2018):

ΔBSVC � 1
sTSVC + 1

ΔuSVC,

ΔQSVC � ΔBSVCU
2
SVC,

⎧⎪⎪⎨⎪⎪⎩ (8)

where ΔBSVC is the difference between the current and the equivalent
susceptance at the previous time; TSVC is the time constant of the
control loop; ΔuSVC is the difference between the current and the
control variable at the previous time; USVC is the output voltage of the
SVC inverter; and ΔQSVC is the difference between the current and the
reactive power output of the previous time. It can be seen that SVC
changes the SVC equivalent susceptance in the access system by

controlling the trigger angle of the thyristor so as to adjust the
reactive power.

3.4 ES battery

The ES system can be equivalent to a voltage source. Figure 5
shows the charging and discharging schematic diagram of the ES
system (Yang et al., 2014; Gush et al., 2021), where UE and U are,
respectively, the voltage amplitude of the ES and the voltage amplitude
of the connection point, and the voltage phase angles are θ and δ,
respectively. I is the amplitude of the current injected into the grid by
the ES, and the current phase angle is φ; R and L are the resistance and
induction in series in the line, respectively.

ES uses SOC to represent the actual capacity of the battery at a
certain time, and the ratio of the residual current Cr to the stable
capacity Cba is expressed as follows:

SOCt � CR

Cba
( ) × 100%. (9)

SOC changes during the charging and discharging process as
follows:

Battery discharging:

SOC t( ) � SOC t − 1( ) − P t( ) · Δt
Cba · ηdis

. (10)

Battery charging:

SOC t( ) � SOC t − 1( ) + P t( ) · Δt · ηc
Cba

, (11)

where P(t) is the ES output power at the t − th time; ηdis and ηc are,
respectively, the discharge efficiency and charging efficiency of ES;
SOC(t − 1) is the ES SOC at the last moment; Δt is the time interval.
The power generated by ES and DPV needs to be converted from DC
to AC through the inverter before injection into the power grid and is
subject to PQ control. Therefore, as long as the reference values of the
active and reactive power outputs of the ES inverter are adjusted, the
changes in grid-connected active and reactive components can be
controlled.

4 DQN-DDPG algorithm

4.1 Principles of the DQN algorithm

The DQN algorithm uses an experience playback mechanism,
which stores the experience data (st, at, rt, st+1) obtained at each time

FIGURE 4
Equivalent transfer function of the control loop in the SVC.

FIGURE 5
Charging and discharging schematic diagram of the ES battery.
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point in the interaction process between the agent and the
environment into the experience pool, and then randomly samples
from the experience pool to reduce the correlation of the training data
(Labash et al., 2020) so that it is easier to converge the agent training.
The DQN algorithm establishes a separate target Q network and
updates the weight parameter, θ, of the Q network by constantly
approximating the output r + γmax

a′
Qπ(s′, a′; θ′) of the target Q

network and the output Qπ(s, a; θ) of the Q network. The loss
function is defined and the weight parameter, θ, is used to
represent the mean squared error loss:

L θ( ) � E
i∈M

[(ri + γmax
a′

Qπ(s′i , a′; θ′) − Qπ(si, ai; θ))2], (12)

where E(·) is the expected value; ri is the immediate reward of the
i − th group of data randomly sampled from the experience pool; γ is
the discount factor; and θ′ is the weight parameter of the target
Q-network. The parameter, θ, in the loss function is updated by the
gradient descent method, and the algorithm expression is as follows:

θt+1 � θt + α r + γmax
a′

Qπ s′, a′; θ′( ) − Q s, a; θ( )[ ]∇Qπ s, a; θ( ),
(13)

where ∇ is the gradient; θt and θt+1 are the Q-network parameters at
the t − th time and the (t + 1) − th time, respectively; α is the step
length; and r is the value of the reward obtained. To ensure that the
agent can simultaneously explore the unknown environment and the
obtained environment information, an ε − greedy strategy is adopted
to select the actions of the Q-network:

select at random fromA β< ε ,
argmaxQπ s, a; θ( )

a∈A
β≥ ε ,

⎧⎨⎩ (14)

where ε ∈ [0, 1] is a constant and β ∈ [0, 1] is a random number.

4.2 Principles of the DDPG algorithm

The DDPG algorithm was based on and developed from the DQN
algorithm. It mainly uses an actor network to make up for the
shortcoming that DQN cannot deal with continuous control

problems. The DDPG is an algorithm based on the ‘actor-critic’
architecture to obtain the optimal control sequence. In the actor-
critic architecture, the actor network takes the state vector as the input,
and the action vector as the output. The critic network takes the state
and the action vector as the input, and the estimated Q value is the
output (Sutton and Barto, 2018; Qin et al., 2022). The output of the
network obtains the maximum value of Q. At the same time, the actor
target network and the critic target network are established to output
the target Q value, and the optimization training is completed by
minimizing the difference between the target Q values and the target Q
value. The relationship between actor and critic networks is shown in
Figure 6.

The actor network obtains the current state from the
environment and outputs a definite action μ(st | θμ) through the
deterministic policy gradient method, where θμ is the weight
coefficient of the actor network. However, one disadvantage is
that the environment cannot be fully explored because of the
small amount of sampled data, so random noise Nt is introduced
in the output action. The OU random process in this algorithm is
selected to stimulate the ability of the agent to explore the optimal
policy in the environment. The DDPG algorithm also uses the
experience playback mechanism to store the experience data
(st, at, rt, st+1) into the experience pool, so that the W groups of
experience data sampled randomly are trained.

The algorithm updates the parameters of the critic network by
minimizing the loss function L � 1

W∑i(yi − Q(si, ai | θQ)2), where θQ

is the weight parameter of the critic network,Q(si, ai | θQ) is the output Q
value of the critic network, yi � ri + γQ′(si+1, μ′(si + 1 | θμ′); θQ′) is the
long-term cumulative reward, θQ′ is the weight parameter of the critic
target network, and θμ′ is the weight coefficient of the actor target
network. Q′(si+1, μ′(si + 1) | θQ′) is the target Q value of the output
of the critic target network, and ri is the immediate reward obtained by the
critic target network. The algorithm updates the parameters of the actor
network through the policy gradient method:

∇θμJ | si ≈
1
W

∑
i

∇aQ s, a θQ
∣∣∣∣( ) ∣∣∣∣∣∣∣∣∣ s�si ,a�μ si( )

∇θμμ s θμ|( )
∣∣∣∣∣∣∣∣∣
si

. (15)

Finally, by a soft update, which updates the parameters of the
critic target network and the actor target network,

FIGURE 6
Diagram of the relationship between the actor and critic networks.

Frontiers in Energy Research frontiersin.org06

Ma et al. 10.3389/fenrg.2022.1097319

12

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1097319


θQ′t � ηθQt + 1 − η( )θQt−1,
θμ′t � ηθμt + 1 − η( )θμt−1,{ (16)

where η is the divergence factor, 0< η< 1; θQt and θQ′t are the critic
network parameters and the critic target network parameters at the t −
th time, respectively; and θμt and θμ′t are the actor network parameters
and the actor target network parameters at the t − th time, respectively.

5 Voltage cooperative control method
for a DN based on the DQN-DDPG
algorithm

Combined with the multi-time scale voltage coordination control
framework described in the second part, the voltage cooperative control
architecture based on the DQN-DDPG algorithm can be divided into a
top algorithm layer and a bottom control layer, as shown in Figure 7.

5.1 Mathematical model of voltage control

In adjusting the OLTC splitter, the control objective is to minimize
the average voltage exceedances of the bus nodes in the whole DN:

minF x( ) � �U − 1.05 �UN, �U≥ 1.05 �UN,
0.95 �UN − �U, �U≤ 0.95 �UN,

{ (17)

where �U is the average voltage of bus nodes in the whole DN; �UN is the
average voltage rating of the DN;N is the number of bus nodes in the
whole DN; and ± 5% is the safety threshold range of average bus node
voltage per unit value set. When adjusting the voltage of some nodes in
the control area, the control objective is to minimize the over-limit
values of the bus node voltage in the control area:

minF x( ) �
∑M
i�1

Ui − 1.05UN( ), Ui ≥ 1.05UN,

∑M
i�1

0.95UN − Ui( ), Ui ≤ 0.95UN,

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(18)

where Ui is the node voltage of the i − th node; UN is the rated voltage
of the DN; M is the number of DN bus nodes in the control region;
and ± 5% is the maximum safe voltage range.

The constraints are as follows:

1) Power flow constraints

∑M
i�1
Pi,l t( ) + Ploss t( ) � PM t( ) + Pi,PV t( ) + Pi,ES t( ),

∑M
i�1
Qi,l t( ) + Qloss t( ) � QM t( ) + Qi,PV t( ) + Qi,SVC t( ),

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(19)

where Pi,l(t) and Qi,l(t) are the active power and reactive power
consumed by the load at the t − th time of the i − th node, respectively;
Ploss(t) and Qloss(t) are the active and reactive power losses of the DN
line at the t − th time, respectively; PM(t) and QM(t) are the active
power and reactive power emitted by the main network at the t − th
time, respectively; Pi,PV(t) and Qi,PV(t) are the active power output
and the reactive power output of the DPV at the t − th time,
respectively; Pi,ES(t) is the ES active power output at the t − th
time of the i − th node; and Qi,SVC(t) is the reactive power output
of SVC at the t − th time of the i − th node.

2) ES output constraints

PES
i,min t( )≤PES

i t( )≤PES
i,max t( ),

ΔPES
i,min t( )≤ΔPES

i t( )≤ΔPES
i,max t( ),

⎧⎨⎩ (20)

where PES
i (t) and ΔPES

i (t) are the ES active power outputs and active
power output increases at the t − th time of the i − th node,
respectively; PES

i,min(t) and PES
i,max(t) are the upper and lower limits

of the ES active power outputs at the t − th time of the i − th node,
respectively; ΔPES

i,min(t) and ΔPES
i,max(t) are the active power output

increases at the upper and lower limit at the t − th time of the i − th
node, respectively.

3) SOC constraints of ES

SOCi − SOCref

∣∣∣∣ ∣∣∣∣≤ εES, (21)

FIGURE 7
Voltage control architecture based on DQN-DDPG; (A) DQN algorithm; (B) DDPG algorithm.
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where SOCref and SOCi are the reference values for the ES SOC and
the SOC at the i − th node, respectively, and εES is the convergence
error threshold of the ES SOC consistency protocol.

4) SVC output constraints

QSVC
i,min t( )≤QSVC

i t( )≤QSVC
i,max t( ),

ΔQSVC
i,min t( )≤ΔQSVC

i t( )≤ΔQSVC
i,max t( ),

⎧⎨⎩ (22)

where QSVC
i (t) and ΔQSVC

i (t) are the SVC active power outputs and
active power output increases at the i − th node, respectively;QSVC

i,min(t)
and QSVC

i,max(t) are the lower and upper limits of SVC reactive output at
the i − th node, respectively; ΔQSVC

i,min(t) and ΔQSVC
i,max(t) are the SVC

active power output increases at the lower and upper limits at the
t − th time of the i − th node, respectively.

5) Regulation constraints of the OLTC splitter

D min ≤D≤D max, (23)
where D is the splitter position of the OLTC, and Dmin and Dmax are
the lower and upper limits of the OLTC splitter tap, respectively.

5.2 Design of the DQN-DDPG algorithm

5.2.1 Long timescale DQN algorithm
5.2.1.1 State space

The objective of the voltage control strategy in this paper was to
modulate the voltage of the bus nodes. The power input of each
node needs to be monitored in real time, and the OLTC splitter
needs to be adjusted accordingly. Therefore, the state space of the
DQN algorithm was defined as the voltage of each bus node in
the DN:

SDQN � v1, v2,/, vi,/vN{ }, (24)
where vi is the per-unit value of the i − th node voltage, 1≤ i≤N.

5.2.1.2 Action space
The voltage amplitude is changed by changing the tap position of

the OLTC splitter, so the action space ADQN of the DQN algorithm is
defined from this tap position, and it is assumed that the OLTC splitter
has n tap positions and the adjustment range is ± n × 1%p.u., and each
tap position is adjusted as i × 1%p.u., −n≤ i≤ n. The expression is as
follows:

ADQN � −n × 1%p.u.,− n − 1( ) × 1%p.u.,/, 0%p.u.,/, n − 1( ) × 1%p.u., n × 1%p.u.{ }.
(25)

5.2.1.3 Reward function
The centralized cooperative controller calculates the average per-

unit value of the voltage after receiving voltage information from the
bus nodes in the whole DN. If the average per-unit value of voltage
exceeds the safety threshold, that is, [.95,1.05]p.u., it is adjusted by the
OLTC splitter. Therefore, the immediate reward function is as follows:

rDQN,i � −αwΔ�vi2, (26)
where αw is the weight coefficient andΔ�v is the value where the average
per-unit value of the voltage of the bus nodes in the DN exceeds the
safety threshold, specifically:

Δ�vi � �vi − 0.95, �vi > 0.95,
1.05 − �vi, �vi < 1.05,{ (27)

where �vi is the average per-unit value of the voltage at the bus nodes in
the whole DN.

5.2.2 Short timescale DDPG algorithm
5.2.2.1 State space

The DDPG algorithm is mainly used to prevent voltage control
problems in the DN area where the voltage overlimit nodes are located.
Therefore, the DDPG state space is different from that of DQN
algorithm, and the power output of each node in this area needs to
be collected in real time to follow up on the regulation of power output
by the voltage regulation equipment. Therefore, the state space of the
DDPG algorithm is defined as follows:

SDDPG,i � v1,/, vi,/, vM, p1,/, pi,/, pM, q1,/, qi,/, qM{ }, (28)
where vi is the per-unit value of the i − th node voltage; pi is the active
power of the i − th node; qi is the reactive power of the i − th node,
1≤ i≤M; and M is the number of bus nodes in the DN region.

5.2.2.2 Action space
If the voltage at some nodes still exceeds the safety threshold after

adjusting the OLTC splitter according to the DQN algorithm, then the
active and reactive power outputs of the DPVs, the ES output, and the
reactive power output of the SVCs in the control region where the
node is located can be adjusted to control the voltage. The action space
of the DDPG algorithm is defined as follows:

ADDPG,i � APV
i , AES

i , ASVC
i{ }. (29)

When only DPV reactive power regulation is used,APV
i � ΔQPV

i . If
regulation of the reactive power cannot achieve the desired voltage
control, then DPV active power reduction is added and
APV
i � ΔPPV

i ,ΔQPV
i{ }; similarly, AES

i � ΔPES
i , ASVC

i � ΔQSVC
i ; where

ΔPPV
i and ΔQPV

i are the variations in the active and reactive power
outputs of DPVs at the i − th node; ΔPES

i is the variation in the active
power output of ES at the i − th node; and ΔQSVC

i is the variation in
SVC reactive power output at the i − th node. The power output of
each voltage regulation device must comply with the corresponding
following constraints.

5.2.2.3 Reward function
The DDPG algorithm controls the voltage of each node by

adjusting the outputs of the DPVs, ES, and SVCs connected to
each node. The control objective is to stabilize the voltage and
keep it from exceeding the safety threshold; thus, the immediate
reward function is set as the sum of the quadratic form of the
higher limit voltage of each node, the active power and reactive
power regulation of the DPV output, the active power regulation of
the ES output, and the reactive power regulation of the SVC output:

rDDPG,i � −Δviv · B · ΔvivT − ηsΔP
PV
ipv

· C · ΔPPVT

ipv
− ΔQPV

ipv
· C · ΔQPVT

ipv

−ΔPES
ies
·D · ΔPEST

ies
− ΔQSVC

isvc
· E · ΔQSVCT

isvc
∀iv ∈ M,∀ipv ∈ NPV,∀ies ∈ NES,∀isvc ∈ NSVC,

(30)
where Δvi is the voltage limit of the i − th bus node; M is the
number of bus nodes in the control region; and NPV, NES, and
NSVC are the number of DPVs, ES, and SVCs in the control region,

Frontiers in Energy Research frontiersin.org08

Ma et al. 10.3389/fenrg.2022.1097319

14

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1097319


respectively. The matrices B, C, D, and E are all weight matrices;
ηs is the selection coefficient, and when DPV active power
reduction is not used, η � 0; when PV active power reduction
is added, η � 1.

5.3 Overall flow of the algorithm

1) The iterative process of OLTC tap adjustment based on DQN is as
follows:
S1: Calculate the average standard per-unit value of voltage
according to DN environment. If the average standard value of
voltage exceeds the safety threshold, the DQN agent will be trained
at the initial position of the OLTC splitter.
S2: The standard unit value of voltage at each bus node in the DN
obtained by the CCC is taken as the set, st � v1, v2,/, vN{ }, of the
initial states of the DQN agent.
S3: Select the corresponding action at of the OLTC splitter tap from
the action set ADQN,i according to the ε − greedy strategy, and
execute the action at to obtain the immediate reward according to
the reward function, rDQN,i. The updated per-unit value of voltage
of each bus node obtained by the MATPOWER power flow
calculation is the next state set st+1, and the experience data set,
(st, at, rt, st+1), is stored in the experience pool (Zimmerman et al.,
2011).
S4: Sampling the empirical data set randomly from the experience
pool according to the sampled data set, (sj, aj, rj, sj+1).
S5: After updating the state set, the per-unit value of the bus node
changes, and it must be recalculated to determine if the average
per-unit value of the voltage meets the conditions of the safety
threshold [.95,1.05]p.u. If the conditions are met, the iteration will
be terminated. The target Q value yj is substituted into the current
immediate reward, rj. If the condition is not met, the objective Q
value yj is substituted into the long-term cumulative reward value,
rj + γmax a′Qπ(sj+1, a′; θ′).
S6: Use the gradient descent method to update the parameter θ in
the loss function.

S7: Update the parameters, θ′ � θ, of the target Q network at every
other iteration.
S8: Continue to perform S3 until the set of states meets the
termination iteration condition.

2) If the standard voltage value of some bus nodes is still beyond the
safety threshold [.95,1.05] after adjusting the OLTC splitter by
DQN algorithm, the output power of DPVs, ES, and SVCs should
be optimized and adjusted by the DDPG algorithm. The specific
control process is as follows:
S1: The per-unit value of the voltage and the power information
from all bus nodes in the control region where the overlimit bus
node is located are used as the initial state set,
st � v1, v2,/, vM, p1, p2,/, pM, q1, q2,/, qM{ }, of the DDPG
algorithm.
S2: Select the actions, at � μ(st | θμ) +Nt, corresponding to the
DPV, ES, and SVC output power according to the current
strategy and random noise, ADDPG,i, and execute the actions
at to obtain immediate rewards rt according to the reward
function rDDPG,i. After MATPOWER power flow calculations,
the updated voltage per-unit value, the active power, and the
reactive power at each bus node are taken as the next state set,
st+1, and the empirical data set, (st, at, rt, st+1), is stored in the
experience pool.
S3:W groups of empirical data sets are randomly sampled from the
experience pool, and the target Q value,
yi � ri + γQ′(sk+1, μ′(sk+1 | θμ′) | θQ′), of the output of the critic
objective function is calculated according to the sampled data,
(sk, ak, rk, sk+1).
S4: The critic network parameters are updated by minimizing the
loss function, L � 1

W∑i(yi − Q(si, ai | θQ)2), and the actor network
parameters are updated by the policy gradient method.
S5: Update the critic target network parameters θQ′ and the actor
target network parameters θμ′ according to the soft update
method.
S6: If the standard value of the bus node voltage in the control
region lies within the safety threshold [.95, 1.05]p.u., the iteration
ends. If the conditions are not met, perform Step 3.

FIGURE 8
DN topology of the IEEE-33 node.
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6 The simulation verification

6.1 Example introduction

To verify the effectiveness of the cooperative voltage
optimization control method considering the load and storage

of the source network proposed in this paper, the improved
IEEE 33-node DN system was adopted to perform a simulation
analysis on a MATLAB r2019a platform. The improved topology
diagram of the DN is shown in Figure 8. The total load was
3715.0 kW + j2300.0kVar, and the rated voltage was 10 kV in
the DN. The node loads and generator parameters in the DN

TABLE 1 Load and generator parameters of the standard IEEE 33-node DN system.

Node load (MVA) Generator (MVA)

Bus number Active power (MW) Reactive power (MVar) Active power (MW) Reactive power (MVar)

1 0 0 1.5 2.3

2 0.1 .06 0 0

3 .09 .04 0 0

4 .12 .08 0 0

5 .06 .03 0 0

6 .06 .02 0 0

7 0.2 0.1 0 0

8 0.2 0.1 0 0

9 .06 .02 0 0

10 .06 .02 0 0

11 .045 .03 0 0

12 .06 .035 0 0

13 .06 .035 0 0

14 .12 .08 0 0

15 .06 .01 0 0

16 .06 .02 0 0

17 .06 .02 0 0

18 .09 .04 0 0

19 .09 .04 0 0

20 .09 .04 0 0

21 .09 .04 0 0

22 .09 .04 0 0

23 .09 .05 0 0

24 .42 0.2 0 0

25 .42 0.2 0 0

26 .06 .025 0 0

27 .06 .025 0 0

28 .06 .02 0 0

29 .12 .07 0 0

30 0.2 0.6 0 0

31 .15 .07 0 0

32 .21 0.1 0 0

33 .06 .04 0 0
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system are shown in Table 1, and the DN branch parameters are
shown in Table 2. The OLTC of the DN is located at node 1, its
rated capacity is 100MVA, and the adjustment range is
± 5 × 1%p.u. The DPVs are located at nodes 18, 19, and 33, and
the rated PV capacity is 2.2 MW. The ES are located at nodes 12, 15,
22, and 28 with a rated capacity of 800 kW · h, a maximum
charge–discharge power of 400 kW, and a convergence error
threshold of .05. The SVCs are located at nodes 17 and 25, and
the maximum capacity is 2MVar. The safety threshold of the bus

node voltage per-unit value is set as [.95,1.05]p.u. According to the
DN control region division method, the DN is partitioned, as
shown in Figure 6.

6.2 Analysis of simulation results

The power disturbance was introduced into the DN at a certain
time, and the voltage amplitude of each node is shown in Figure 7.

TABLE 2 Branch parameters of the standard IEEE 33-node DN system.

Branch number Starting node Ending node Branch resistance (Ω) Branch reactance (Ω)

1 1 2 .0922 .0407

2 2 3 .493 .2511

3 3 4 .366 .1864

4 4 5 .3811 .1941

5 5 6 .819 .707

6 6 7 .1872 .6188

7 7 8 .7114 .2351

8 8 9 1.03 .74

9 9 10 1.044 .74

10 10 11 .1966 .065

11 11 12 .3744 .1238

12 12 13 1.468 1.155

13 13 14 .5416 .7129

14 14 15 .591 .526

15 15 16 .7463 .545

16 16 17 1.289 1.721

17 17 18 .732 .574

18 2 19 .164 .1565

19 19 20 1.5042 1.3554

20 20 21 .4095 .4784

21 21 22 .7089 .9373

22 3 23 .4512 .3083

23 23 24 .898 .7091

24 24 25 .896 .7011

25 6 26 .203 .1034

26 26 27 .2842 .1447

27 27 28 1.059 .9337

28 28 29 .8042 .7006

29 29 30 .5075 .2585

30 30 31 .9744 .963

31 31 32 .3105 .3619

32 32 33 .341 .5302
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Overvoltage events occurred at nodes 9–18, 32, and 33 (Figure 9).
The DQN algorithm was first designed according to the regulation
range of the OLTC:

• State Space. There are 33 bus nodes in the whole-domain DN,
and the state space of the DQN algorithm can be obtained by
using Eq. 24, SDQN � v1, v2,/, vi,/v33{ }.

• Action Space. The regulation range of the OLTC is ± 4 × 1%p.u.
There are 9 splitter taps, the reference per-unit value of bus node
is 1, and the action space of the DQN algorithm can be obtained
according to Eq. 25:

ADQN � −4%p.u.,−3%p.u.,−2%p.u.,−1 × 1%p.u., 0%p.u., 1%p.u., 2%p.u., 3%p.u., 4%p.u.{ }
� 0.96p.u., 0.97p.u., 0.98p.u., 0.99p.u., 1p.u., 1.01p.u., 1.02p.u., 1.03p.u., 1.04p.u.{ }.

(31)

• Reward Function. The purpose of the OLTC splitter is to
keep the average per-unit value of the voltage in the DN
within the safety threshold range. According to Eq. 26, the
reward function of the DQN algorithm can be obtained as
follows:

rDQN � −Δ�v2 × 105

Δ�v �
v1 +/ + vi +/ + v 33

33
− 0.95

1.05 − v1 +/ + vi +/ + v 33

33

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
v1 +/ + vi +/ + v 33

33
≥ 0.95,

v1 +/ + vi +/ + v 33

33
< 1.05.

(32)
The learning rate of the neural network was chosen as .001, the

discount coefficient was .99, the capacity of the experience pool was
4,000, and the capacity of the mini-batch was 64. DQN agents were
trained with a total of 500 episodes, and each episode was completed
after 300 samples were trained. The results of training the agents
according to the iterative process of algorithm 4.1 are shown in
Figure 10. The episode reward is the cumulative reward value in an
episode obtained by the agent during training, and the average reward is
the average of the reward values in every four episodes. As can be seen
from Figure 8, at the beginning of the training, the reward value was very
low due to the limited learning experience. As the training continued,
the agents kept exploring and learning, and the reward value kept
increasing. After 250 episodes, the reward value of the DQN agent
fluctuated within a small range, which indicated that the algorithm
gradually converged and the agents’ training had developed an optimal
strategy for controlling the voltage by adjusting the OLTC splitter.

During the test, the OLTC training data were used as the control.
Figure 11 shows the effects of adjusting the OLTC splitter, at which
point the OLTC splitter was set at −3 × 1%p.u. It can be seen that the
voltage amplitude of each bus decreased, but there were still some bus
nodes whose voltage standard value exceeded the safety threshold.
Therefore, it was necessary to readjust the voltage through DPV, ES,
and SVC regulation in the area where it exceeded the limit.

The DDPG algorithm was then applied according to the DPV, ES,
and SVC in the region where the voltage overlimit node is located.

• State Space. Control region 2 contains 13 bus nodes. As can be seen
from Figure 11, after adjusting the OLTC splitter, the standard
voltage values at nodes 9, 32, and 33 were controlled within the
safety threshold, but the voltages at nodes 10–18 were still beyond
the upper limit of the safety threshold. According to Eq. 28, the state
space of the DDPG algorithm can be obtained as follows:

FIGURE 9
Voltage amplitude of each bus node without control.

FIGURE 10
DQN agent training process.
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SDDPG � v1,/, vi,/, v13, p1,/, pi,/, p13, q1,/, qi,/, q13{ }1≤ i≤ 13.

(33)

• Action Space. Node 18 incorporates DPV, nodes 12 and 15 are
ES, and node 17 is SVC. The DDPG action space can be obtained
according to Eq. 29:

ADDPG � APV
i , AES, ASVC{ },

APV
i � ΔPPV,ΔQPV{ },

AES � ΔPES
i{ }1≤ i≤ 2,

AES � ΔQSVC{ }.
⎧⎪⎪⎪⎨⎪⎪⎪⎩ (34)

According to variations in the active power output of DPVs, the
adjustable range of the DPV reactive power can be obtained as
follows:

ΔQ � −
�������
S2 − P2

PV

√
,

�������
S2 − P2

PV

√[ ]. (35)

According to the SOC consistency protocol for ES, the SOC
reference value is .5, the convergence error threshold is .02, and
the charge–discharge efficiency is 80%.

• Reward Function. The DDPG algorithm controls node voltage
by regulating the DPVs, ES, and SVCs connected in Region 2.
The reward function can be expressed by Eq. 30:

rDDPG � −Δviv · B · ΔvivT − ΔPPV · C · ΔPPVT − ΔQPV · C · ΔQPVT

−ΔPES
ies
·D · ΔPEST

ies
− ΔQSVC · E · ΔQSVCT

1≤ iv ≤ 13, 1≤ ies ≤ 2,

(36)
where B � 100*I13×13, D � 10 × I2×2, and C � E � 10 constitute the
weight matrix and I is the identity matrix.

The parameters of the DDPG algorithm for the neural network
were set as follows. The learning rate of the actor network was .001, the
learning rate of the critic network was .0001, the discount coefficient
was .99, the update coefficient was .01, and the capacity of the
experience pool was 4,000. The capacity of the mini-batch was
selected as 64, and the noise variable was .3. The DDPG agent was
trained with 1,000 episodes according to the iterative process of
algorithm 4.2 and each episode involved training 300 samples
(Figure 12). It can be seen at the beginning of the training that the
reward value was very low due to the limited learning experience. As
the training continued, the agent kept exploring and learning, and the
reward value kept increasing. After 800 episodes, the reward value of
the DDPG agent fluctuated very little within a small range, which
indicated that the algorithm gradually converged; the agent’s exercise
training had developed an optimal strategy for voltage control of DPV
and ES in the regulation region.

To make full use of the active DPV power consumption capacity,
the DPV reactive power and ES were regulated. During the test, the
power output training data on the voltage regulation equipment were
used as control. Figure 13 shows the effect of controlling nodes
9–18 without reducing the active DPV power. It can be seen that
the bus contact voltage in this control region at this time was not
regulated within the safety threshold. Thus, DPV reactive power and
ES cannot achieve the desired voltage control, so the active power must
be further reduced. Figure 14 shows the voltage control effect of nodes
9–18 with active power reduction, and Figure 15 shows the level of
power adjustment of each voltage regulation device in this control
region.

The DDPG algorithm was used for voltage control for 0.04 s.
According to Figures 14, 15, the ES was discharged, and the output
active power was about 250 KW. The SVC reactive power output was
about 537.3 kVar, the DPV reactive power output was 372.8 kVar, and
the active power reduction was less than 200 KW. The consumption
capacity of the DPVs in the DN can be improved by reducing the
active power reduction of the DPVs as much as possible. By adjusting

FIGURE 11
Voltage amplitude of each bus node after adjusting OLTC.

FIGURE 12
DDPG agent training process.
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the output power of the DPVs and the ES in the control region, the
voltage of the bus node can be quickly and effectively maintained
within the safety threshold.

To demonstrate the advantages of the rapid calculation speed of
the DQN-DDPG algorithm, this paper compared it with the PSO
algorithm. Figure 16 shows the effect of testing the voltage control
model using the PSO algorithm with a consumption time of 19.52 s,
and it is obvious that the DDPG algorithm was able to control voltage
more quickly. This is because the PSOmust obtain the optimal control
strategy through continuous iteration, and the solution process was an
iterative process of the objective function, while DDPG achieved the
optimal strategy through the exploration and learning of the
environment by the agents; the optimal strategy was the trained
optimization sequence.

7 Conclusion

In order to give full play to the voltage regulating potential of the
high permeability DGs in the DN, a deep reinforcement learning
algorithm was used to test the voltage control model of the
corresponding DN. The voltage control model was converted to a
Markov decision process, and the whole series of steps of the algorithm
to improve its design depth according to the objective function and
constraint conditions were put forward. By combining the DQN and

the DDPG algorithms with deep reinforcement learning, the discrete
and continuous variables could be processed simultaneously, and the
algorithms could control the DN in real time according to the current
state of the power grid. The algorithms were independent of changes in
the DN environment, and the optimal strategy was obtained through
the exploration and learning of agents in the environment. This
method effectively solved the problems of large model dimensions
and high data volumes, to complete complex tasks, and achieve
cooperative control of different voltage regulation devices.

However, this paper still has some imperfections. When the
controller issues voltage regulation instructions to the inverter,
there is an unavoidable communication delay, which can affect the
real-time performance and effectiveness of the voltage regulation
equipment. Also, this paper only considered a DN with OLTC,
DPV, ES and SVC access, and did not conduct in-depth research
on newer DNs with large-scale access to wind power and hydrogen
energy or flexible loads such as electric vehicles.
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FIGURE 14
Voltage control effect when active power reduction is added.

FIGURE 15
Power adjustments of each voltage regulation device.

FIGURE 16
Voltage control effects of the PSO algorithm.

FIGURE 13
Voltage control effect in the case of no active power reduction.

Frontiers in Energy Research frontiersin.org14

Ma et al. 10.3389/fenrg.2022.1097319

20

https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1097319


Author contributions

Conceptualization, MM and LW; methodology, CD and WD;
software, MM; validation, SL; formal analysis, WD; investigation, CD
and MM; resources, LW; data curation, WD; writing and preparation
of the original draft, SL and LW; writing—reviewing and editing, LW
and CD; visualization, WD; supervision, MM; funding acquisition, SL
and WD. All authors have read and agreed to the published version of
the manuscript.

Conflict of interest

MM,WD, and LW were employed by the Electric Power Research
Institute of the Guangdong Power Grid Co., Ltd.

The remaining authors declare that the research was
conducted in the absence of any commercial or financial
relationships that could be construed as a potential conflict of
interest.

Publisher’s note

All claims expressed in this article are solely those of
the authors and do not necessarily represent those of
their affiliated organizations, or those of the publisher,
the editors, and the reviewers. Any product that
may be evaluated in this article, or claim that may be made
by its manufacturer, is not guaranteed or endorsed by the
publisher.

References

Amir, M., Prajapati, A. K., and Refaat, S. S. (2022). Dynamic performance evaluation of
grid-connected hybrid renewable energy-based power generation for stability and power
quality enhancement in smart grid. Front. Energy Res. 10, 861282. doi:10.3389/fenrg.2022.
861282

Atia, R., and Yamada, N. (2016). Sizing and analysis of renewable energy and battery
systems in residential microgrids. IEEE Trans. Smart Grid. 7 (3), 1204–1213. doi:10.1109/
TSG.2016.2519541

Chen, H., Prasai, A., and Divan, D. (2018). A modular isolated topology for
instantaneous reactive power compensation. IEEE Trans. Power Electron. 33, 975–986.
doi:10.1109/TPEL.2017.2688393

Dai, N., Ding, Y., Wang, J., and Zhang, D. (2022). Editorial: Advanced technologies for
modeling, optimization and control of the future distribution grid. Front. Energy Res. 10,
885659. doi:10.3389/fenrg.2022.885659

Feng, J., Wang, H., Xu, J., Su, M., Gui, W., and Li, X. (2018). A three-phase grid-
connected microinverter for AC photovoltaic module applications. IEEE Trans. Power
Electron. 33, 7721–7732. doi:10.1109/TPEL.2017.2773648

Gerdroodbari, Y. Z., Razzaghi, R., and Shahnia, F. (2021). Decentralized control strategy
to improve fairness in active power curtailment of PV inverters in low-voltage distribution
networks. IEEE Trans. Sustain. Energy 12 (4), 2282–2292. doi:10.1109/TSTE.2021.3088873

Gush, T., Kim, C.-H., Admasie, S., Kim, J.-S., and Song, J.-S. (2021). Optimal smart
inverter control for PV and BESS to improve PV hosting capacity of distribution networks
using slime mould algorithm. IEEE Access 9, 52164–52176. doi:10.1109/ACCESS.2021.
3070155

Hu, J., Yin, W., Ye, C., Bao, W., Wu, J., and Ding, Y. (2021). Assessment for voltage
violations considering reactive power compensation provided by smart inverters in
distribution network. Front. Energy Res. 9, 713510. doi:10.3389/fenrg.2021.713510

Impram, S., Varbak Nese, S., and Oral, B. (2020). Challenges of renewable energy
penetration on power system flexibility: A survey. Energy Strategy Rev. 31, 100539. doi:10.
1016/j.esr.2020.100539

Kekatos, V., Wang, G., Conejo, A. J., and Giannakis, G. B. (2015). Stochastic reactive
power management in microgrids with renewables. IEEE Trans. Power Syst. 30,
3386–3395. doi:10.1109/TPWRS.2014.2369452

Labash, A., Aru, J., Matiisen, T., Tampuu, A., and Vicente, R. (2020). Perspective taking
in deep reinforcement learning agents. Front. Comput. Neurosci. 14, 69. doi:10.3389/
fncom.2020.00069

Le, J., Zhou, Q., Wang, C., and Li, X. (2020). Research on voltage and power optimal
control strategy of distribution network based on distributed collaborative principle. Proc.
CSEE. 40 (04), 1249. doi:10.13334/j.0258-8013.pcsee.182229

Li, Z., Yan, J., Yu, W., and Qiu, J. (2020). Event-triggered control for a class of nonlinear
multiagent systems with directed graph. IEEE Trans. Syst. Man, Cybern. Syst. 51 (11),
6986–6993. doi:10.1109/TSMC.2019.2962827

Liu, S., Ding, C., Wang, Y., Zhang, Z., Chu, M., and Wang, M. (2021). “Deep
reinforcement learning-based voltage control method for distribution network with
high penetration of renewable energy,” in Proceedings of the in 2021 IEEE Sustainable
Power and Energy Conference, Nanjing, China, December 2021, 287–291.

Liu, S., Zhang, L., Wu, Z., Zhao, J., and Li, L. (2022). Improvedmodel predictive dynamic
voltage cooperative control technology based on PMU. Front. Energy Res. 10, 904554.
doi:10.3389/fenrg.2022.904554

Qin, P., Ye, J., Hu, Q., Song, P., and Kang, P. (2022). Deep reinforcement learning based
power system optimal carbon emission flow. Front. Energy Res. 10, 1017128. doi:10.3389/
fenrg.2022.1017128

Shuang, N., Chenggang, C., Ning, Y., Hui, C., Peifeng, X., and Zhengkun, L. (2021).
Multi-time-scale online optimization for reactive power of distribution network based on
deep reinforcement learning. Automation Electr. Power Syst. 45 (10), 77–85. doi:10.7500/
AEPS20200830003

Vinnikov, D., Chub, A., Liivik, E., Kosenko, R., and Korkh, O. (2018). Solar
optiverter—a novel hybrid approach to the photovoltaic module level power
electronics. IEEE Trans. Industrial Electron. 66 (5), 38693869–38803880. doi:10.
1109/TIE.2018.2850036

Wang, Y., He, H., Fu, Q., Xiao, X., and Chen, Y. (2021). Optimized placement of voltage
sag monitors considering distributed generation dominated grids and customer demands.
Front. Energy Res. 9, 717089. doi:10.3389/fenrg.2021.717089

Wu, W., Tian, Z., and Zhang, B. (2017). An exact linearization method for OLTC of
transformer in branch flow model. IEEE Trans. Power Syst. 32, 2475–2476. doi:10.1109/
TPWRS.2016.2603438

Yang, P., and Nehorai, A. (2014). Joint optimization of hybrid energy storage and
generation capacity with renewable energy. IEEE Trans. Smart Grid. 5 (4), 1566–1574.
doi:10.1109/TSG.2014.2313724

Zeraati, M., Golshan, M. E. H., and Guerrero, J. M. (2019). Voltage quality
improvement in low voltage distribution networks using reactive power capability of
single-phase PV inverters. IEEE Trans. Smart Grid. 10, 5057–5065. doi:10.1109/TSG.
2018.2874381

Zhang, J., Li, Y., Wu, Z., Rong, C., Wang, T., Zhang, Z., et al. (2021). Deep-
reinforcement-learning-based two-timescale voltage control for distribution systems.
Energies 14 (12), 3540. doi:10.3390/en14123540

Zhang, X., Zhang, X., and Liu, X. (2014). Partition operation on distribution network
based on theory of generalized node. Power Syst. Prot. Control 42 (7), 122–127.

Zhang, Z., Dou, C., Yue, D., Zhang, B., and Zhang, H. (2020). Event-triggered voltage
distributed cooperative control with communication delay. Proc. CSEE 40 (17),
5426–5435. doi:10.13334/j.0258-8013.pcsee.200456

Zhou, W., Zhang, N., Cao, Z., Chen, Y., Wang, M., and Liu, Y. (2021). “Voltage
regulation based on deep reinforcement learning algorithm in distribution network
with energy storage system,” in Proceedings of the in 2021 4th International
Conference on Energy Electrical and Power Engineering, Chongqing, China, April
2021, 892–896.

Zimmerman, R. D., Murillo-Sánchez, C. E., and Thomas, R. J. (2011). Matpower: Steady-
state operations, planning, and analysis tools for power systems research and education.
IEEE Trans. Power Syst. 26, 12–19. doi:10.1109/TPWRS.2010.2051168

Sutton, R. S., and Barto, A. G. (2018). Reinforcement Learning: An Introduction. MIT
Press.Cambridge, Massachusetts.

Frontiers in Energy Research frontiersin.org15

Ma et al. 10.3389/fenrg.2022.1097319

21

https://doi.org/10.3389/fenrg.2022.861282
https://doi.org/10.3389/fenrg.2022.861282
https://doi.org/10.1109/TSG.2016.2519541
https://doi.org/10.1109/TSG.2016.2519541
https://doi.org/10.1109/TPEL.2017.2688393
https://doi.org/10.3389/fenrg.2022.885659
https://doi.org/10.1109/TPEL.2017.2773648
https://doi.org/10.1109/TSTE.2021.3088873
https://doi.org/10.1109/ACCESS.2021.3070155
https://doi.org/10.1109/ACCESS.2021.3070155
https://doi.org/10.3389/fenrg.2021.713510
https://doi.org/10.1016/j.esr.2020.100539
https://doi.org/10.1016/j.esr.2020.100539
https://doi.org/10.1109/TPWRS.2014.2369452
https://doi.org/10.3389/fncom.2020.00069
https://doi.org/10.3389/fncom.2020.00069
https://doi.org/10.13334/j.0258-8013.pcsee.182229
https://doi.org/10.1109/TSMC.2019.2962827
https://doi.org/10.3389/fenrg.2022.904554
https://doi.org/10.3389/fenrg.2022.1017128
https://doi.org/10.3389/fenrg.2022.1017128
https://doi.org/10.7500/AEPS20200830003
https://doi.org/10.7500/AEPS20200830003
https://doi.org/10.1109/TIE.2018.2850036
https://doi.org/10.1109/TIE.2018.2850036
https://doi.org/10.3389/fenrg.2021.717089
https://doi.org/10.1109/TPWRS.2016.2603438
https://doi.org/10.1109/TPWRS.2016.2603438
https://doi.org/10.1109/TSG.2014.2313724
https://doi.org/10.1109/TSG.2018.2874381
https://doi.org/10.1109/TSG.2018.2874381
https://doi.org/10.3390/en14123540
https://doi.org/10.13334/j.0258-8013.pcsee.200456
https://doi.org/10.1109/TPWRS.2010.2051168
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org
https://doi.org/10.3389/fenrg.2022.1097319


TYPE Original Research
PUBLISHED 30 January 2023
DOI 10.3389/fenrg.2023.1124700

OPEN ACCESS

EDITED BY

Zhi-Wei Liu,
Huazhong University of Science and
Technology, China

REVIEWED BY

Yun Feng,
Hunan University, China
Feng Liu,
Stevens Institute of Technology,
United States
Tao Huang,
James Cook University, Australia

*CORRESPONDENCE

Xiaobing Xiao,
253570868@qq.com

SPECIALTY SECTION

This article was submitted to Smart Grids, a
section of the journal Frontiers in Energy
Research

RECEIVED 15 December 2022
ACCEPTED 09 January 2023
PUBLISHED 30 January 2023

CITATION

Xiao X, Li Y, He X, Cai Y, Xiao Y, Huang B

and Jin X (2023), Optimal topology control

of monitoring sensor network based on

physical layer security for smart

photovoltaic power system.

Front. Energy Res. 11:1124700.

doi: 10.3389/fenrg.2023.1124700

COPYRIGHT

© 2023 Xiao, Li, He, Cai, Xiao, Huang and
Jin. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The
use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Optimal topology control of
monitoring sensor network based
on physical layer security for smart
photovoltaic power system

Xiaobing Xiao1*, Yue Li1, Xiaomeng He2, Yongxiang Cai1,
Yong Xiao3, Boyang Huang3 and Xin Jin3

1Electric Power Research Institute of Guizhou Power Grid Co, Ltd, Guiyang, China, 2Guiyang Power Supply
Bureau of Guizhou Power Grid Co, Ltd, Guiyang, China, 3Electric Power Research Institute of China
Southern Power Grid, Guangzhou, China

In order to realize the intelligent management of photovoltaic power generation
system, wireless sensor network (WSN) is considered as a promised solution.
However, the energy of sensor nodes in WSN is limited and the security is not
guaranteed. In order to prolong the service life of WSN and to improve the security
of monitoring, this paper comprehensively considers the factors those affect the
security and efficiency of WSN, such as transmission power, sensor association
and the choice of Cluster Head (CH). Therefore, this paper proposes a joint sensor
secure rate and energy efficiency optimization algorithm to obtain the optimal
topology and transmission power design. Then, an effective iterative algorithm
based on Block Coordinate Descent (BCD) technology is proposed to obtain the
optimal solution to minimize the energy consumption of WSN and maximize
the secure rate of sensor networks, thus ensuring the security and reliability of
monitoring. Sensor association is modeled as a 0–1 multi-knapsack optimization
problem. Different complexity methods are implemented to solve this NP-hard
problem, and their performance are compared with simulations.
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1 Introduction

Under the global energy crisis and environmental problems, clean energy has attracted
more attention and has become a research hot point in recent years. In this context, the use
of light to generate electricity has become more popular. Photovoltaic power generation is a
technology that converts light energy into electric energy through photovoltaic effect. Taking
photovoltaic power generation as an example, the significance of photovoltaic energy storage
for joint participation in electricity market was studied in (Xing et al., 2020), which shows that
photovoltaic power generation has a good prospect in the power market.

After 2020, the grid-connected solar photovoltaic systemhas increased its global cumulative
capacity by almost 250 times, exceeding 300 GW by the end of 2016, which is double in
2020 (Jäger-Waldau et al., 2017). In the European Union, renewable energy is also widely
used at present, such as photovoltaic panels. The influence of series and parallel resistors on
photovoltaic panels is described (Pavlík et al., 2022). Photovoltaic system is one of the fastest
growing systems in the world. By smoothly switching the maximum power point tracking
mode and Constant Power Generation (CPG) mode, high performance and reliable operation
are ensured. The proposed control can be directly applied to the existing photovoltaic system
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without additional hardware equipment, such as irradiance sensor,
which gives up the design of the system by combining sensors in
consideration of the cost in the application (Helmers and Bett, 2016;
Suryawanshi and Patil, 2019). However, in practical application, the
situation that the photovoltaic system does not use sensors at all is
relatively limited.

In recent years, more andmore sensors are applied to photovoltaic
systems in the application of photovoltaic equipment. There are
more and more attempts on the application of current sensor in
photovoltaic system. For example, in practical application, when more
distributed photovoltaic power generation systems are connected to
the distribution network, the corresponding current sensor should
be selected to detect the current Direct Current (DC) component.
Transmitting optical power is a better scheme to supply power for
wireless sensor nodes. At the sensor, the light power in the form
of monochromatic laser is converted from photovoltaic laser power
to electric energy by photovoltaic laser power converter (Zhu et al.,
2021).

With the continuous opening of wireless network, the number
of wireless terminals is also increasing. How to ensure the security
of wireless communication is a problem worth thinking about.
Compared with traditional encryption methods, the physical layer
of wireless communication generally guarantees security from the
perspective of information theory (Hu and Li, 2014; Kong et al., 2019).
This paper introduces the security objectives and implementation
constraints of wireless sensor networks, summarizes the possible
attacks and main defense means of wireless sensor networks, and
analyzes various security technologies that are currently hot research
topics (Zhu et al., 2008; Kong et al., 2016; Kong et al., 2021). A
centralized, secure and low-energy adaptive clustering system is
proposed, which uses gateway resources to extend the network life and
provide trust management. It provides security, energy efficiency and
memory efficiency, and can prevent all kinds of attacks, from spoofed
messages to damaged node attacks, and it provides confidentiality
(Yang, 2011; Zhong et al., 2019; Zhong et al., 2022).

Based on the above description, a secure communication system
for photovoltaic power generation is designed, which collects the
voltage and current information of the system through sensors.
The Frequency Division Multiple Access (FDMA) method is used
to connect the sensor with the base station. The nodes of the
model include acquisition node, eavesdropping node and base station.
Considering that such a system with more nodes will consume more
energy, all the acquisition nodes are clustered. The work of this paper
is as follows.

1) This paper analyse the factors that affect the security and
efficiency of Wireless sensor network (WSN), such as transmission
power, sensor association and the choice of Cluster Heads
(CHs). In order to prolong the service life of WSN and
to improve the security of monitoring, a joint sensor secure
rate and energy efficiency optimization algorithm (TPTCO) is
proposed.Theoptimal topology and transmission power design are
obtained.

2) A joint optimization problem of multi-constrained mixed integer
programming is proposed, and an effective iterative algorithm
based on Block Coodinate Descent (BCD) technology is proposed
to obtain the second-best solution to minimize the power
consumption of WSN and maximize the secure rate of sensor
networks, thus ensuring the security and reliability of monitoring.

3) Topology control is build as a 0–1 multi-knapsack optimization
problem. Different complexity methods are put forward to solve
this problem, and their performance differences are compared by
simulation, so that they can be selected according to the actual
needs.

The rest of this paper is organized as follows: Section 2
summarizes the literature review of related work. In Section 3, we
introduce the system model of communication model. In Section 4,
the formulation and optimization of related problems are put forward.
In Section 5, the simulation analysis of the whole system is given.

2 Literature review

Based on the digital signal processing (DSP) chip of the controller,
this paper presents the hardware circuit of the control system.
Moreover, the circuit can be used normally in areas with strong
light. The photovoltaic power generation system includes a driving
circuit, a current and voltage sampling circuit, a main circuit DC-DC
converter and a protection circuit, and has a micro-pulse transscleral
ciliary body photocoagulation function (Kuang et al., 2020). When
the photovoltaic power generation device works outdoors for a
long time, it is easily disturbed by the external environment, which
affects the absorption of solar energy, greatly reduces the power
generation efficiency of the device, and also leads to further damage
of the device. In order to prevent this problem, a photovoltaic
monitoring system is proposed in this paper (Chen et al., 2021). This
paper presents a coupling modeling method, which compares the
energy consumption of three different vehicles in different places
in the integrated photovoltaic system. The method provides the
required energy through the battery. A transparent 3D printing
package is proposed to prevent the battery from being impacted
by the outside world and reduce the battery loss (Ntagios et al.,
2020). Complementary metal oxide semiconductor (CMOS) imaging
and wearable devices can also be applied in battery biomedicine
and wearable devices (Gu et al., 2021). The above results show that
photovoltaic systems are widely used in different fields, and sensors
are gradually applied in photovoltaic systems (Gu et al., 2021). An
optimization model of distributed photovoltaic power generation is
proposed. The goal of this model is to punish the cost of distributed
photovoltaic power generation (Saffih, 2017).

A photovoltaic power supply model is proposed, which regards
the energy consumption of WSN as the energy consumption of
photovoltaic energy collector. The low power consumption C O2 gas
sensor is used for simulation analysis (Yue et al., 2017). Generally,
the photovoltaic power generation management system based on the
Internet of Things will use a third-party platform to manage IoT
devices, but the security of the system is poor. In order to improve the
flexibility and security of the system, a photovoltaic power generation
management system based on narrow-band Internet of Things and
a new photovoltaic equipment access protocol are proposed, which
usesmulti-sensor reporting data analysis rules (Yang and Zhou, 2021).
A PV module is proposed, which supplies power to the implanted
temperature sensor and is suitable for remote self-powered systems in
various applications (Hung et al., 2018).

In the complex power field, intelligent sensors are often used
to monitor the status of power equipment, as the core of the
monitoring system, but how to supply energy to the sensors is
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an important problem, which attracts much attention. Solar energy
can be easily obtained from the outside world. A photovoltaic cell
model is proposed to ensure a stable energy supply for monitoring
equipment. In the complex power field, intelligent sensors are often
used to monitor the status of power equipment, as the core of the
monitoring system, but how to supply energy to the sensors is an
important problem, which attracts much attention. Solar energy can
be easily obtained from the outside world. A photovoltaic cell model
is proposed to ensure a stable energy supply formonitoring equipment
(Xiang et al., 2021).

A photovoltaic optimizer based on single inductor and single
sensor is proposed.Theoptimizer includes inductor, sensor andMPPT
unit, which improves the maximum output power of submodules,
reduces the number of components, realizes the best current point
tracking strategy and reduces the cost of photovoltaic optimizer
(Pichel et al., 2018). A photovoltaic charging scheme based on MPPT
strategy with single sensor is proposed, and a new optimization
algorithm based on single current sensor is proposed to track MPPT
(Kumar et al., 2017).

3 System model

As shown inFigure 1, we propose a photovoltaic power generation
system that includes power generation equipment, energy storage
equipment, and energy consumption equipment. In order to make the
system stable, the paper uses a wireless sensor network to monitor
the operation of the system. The energy consumption devices in
this system include not only the energy consumed by the user but
also the energy consumed by the wireless sensor network. Therefore,
we consider a secure communication system for photovoltaic power
generation systems, which collects information about the voltage
and current of the system through sensors. In order to realize the
intelligent management of the whole platform and ensure the safe
operation of the whole system, the model consists of acquisition
nodes, eavesdropping nodes and base stations. The acquisition node is
responsible for transmitting the collected confidential data to the base
station, while the eavesdropping node attempts to eavesdrop on the
confidential data. It is assumed that the locations of all nodes are fixed,
and all acquisition nodes will be eavesdropped when transmitting
data. Considering that all nodes directly transmit data to the base
station will consume a lot of energy, in order to reduce the energy
consumption of thewhole sensor network, all the acquisitionnodes are
clustered in this paper. After the sensor nodes are divided intomultiple
clusters, a central node is selected from each cluster as CHs, and CHs
is used as a collection node, and the data of surrounding nodes are
collected and transmitted to the base station. The sensor set isN , and
the total number of nodes is N, which can be expressed as |N | = N.
Because the location of the equipment in the photovoltaic system is not
fixed, the sensor nodes are randomly deployed in a certain range. In
this system, all sensor nodes have the same initial value and the energy
consumed when collecting data is the same. In the whole system, all
CHs are defined as the set K, so the number of CHs included in WSN
is K.

In this paper, FDMA is used as the communication connection
between the sensor and the base station. FDMA is usually
used for uplink transmission between the device and the
server. It orthogonalizes the transmission of different users and
completely reduces the intra-cell interference (Wang et al., 2020).

FIGURE 1
A photovoltaic power generation system based on WSN.

According to Shannon formula, the achievable transmission rate from
node i to node j is:

ri,j = B log2(1+
pihi,j
σ
), (1)

Similarly, the reachable rate from eavesdropping node to node j can be
expressed as:

re,j = B log2(1+
pehe,j
σ
), (2)

pi is the transmission power of the acquisition node. pe is the
transmitting power of the eavesdropping node. σ is Gaussian white
noise. hi,j =

|g0|
2

(di,j)
2 , he,j is the channel power gain between the

eavesdropping node and the node j. hi,j is the channel power gain
between node i and node j. di,j is the distance between node i and node
j, g0 is the Rayleigh fading channel coefficient, which accords with the
complex Gaussian distribution ζ (0,1).

3.1 Communication model

Due to the position of each sensor node is fixed, the energy
consumed by the sensor node when transmitting data to the base
station is mainly determined by the power of the sensor. Therefore,
this paper defines a cost function related to the power of sensor nodes,
which increases in proportion to the power. The greater the power
of sensor nodes, the greater the cost function and the more energy
consumed. The energy consumption of sensor transmitting data once
is shown as follows:

Cost (p) , (3)

Cost (⋅) is the monotonic increasing function of transmission power,
which comprehensively reflects the influence of power, transmission
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TABLE 1 Symbols parameters.

Variable Parameter

βi,j Association decision

pi Transmission power of sensor node i

Nmax
j Maximum access number of CH

Cost (⋅) Monotone increasing function of transmission power

ri,j Privacy rate from CHs to base station

re,j Eavesdropping the achievable rate from node eavesdropping to node j

hij Channel gain from node i to node j

distance and channel condition on energy consumption. The energy
consumption of CMs is expressed as Cost(pi), and the energy
consumption of CHs is expressed as Cost(pj).

3.2 Secure rate

In the system model proposed in this paper, a safe rate is proposed
to represent the rate at which data can arrive safely when data is
transmitted between different sensor nodes. Security rate is defined
as the transmission rate between node i and node j minus the
transmission rate between eavesdropping node and node j. Only when
the transmission rate between node j and node j is greater than that
between eavesdropping node andnode j, data can be safely transmitted
fromnode j to node j.The security rate of data transmission fromnode
j to node j can be expressed as follows:

ri,j =
{{{{
{{{{
{

ri,j − re,j, pihi,j > pehe,j

0, pihi,j < pehe,j

(4)

The transmission rate from node i to node j is ri,j on the left side of
the formula, and the transmission rate from eavesdropping node to
node j is re,j. The final ri,j is the security rate between node i and node
j. CHs the secure rate to the base station is expressed as rj,c. All sensor
nodes are divided into multiple clusters, and each cluster has a CH to
collect all CMs data and transmit it to the base station. Other sensor
nodes in the cluster automatically join the CMs. Every CM can select
one CH for association, Assume that is the association silver between
CMs and CHs, and represents the CMs association CHj, otherwise.
In addition, is expressed as the maximum associated number of CHs.
Then the secure rate that all CMs can achieve is:

∑
i
βi,jri,j, (5)

The above symbols are summarized in Table 1.

4 Problem formulation and problem
solution

The core of this paper is to reduce the power loss of the sensor
and improve the use efficiency. Therefore, considering the topology
of the sensor and the transmission power when transmitting data,
the topology of the sensor can be optimized by CHs selection and

sensor correlation. Therefore, this paper considers three optimization
problems to reduce the energy consumption of sensor nodes,
including transmission power design, CHs selection and sensor
association. This paper selects CHs according to the designed
CHs selection algorithm. Then, a multi-constrained mixed integer
optimization problembased on joint transmission power and topology
control is proposed. The algorithm proposed in this paper is used
to solve the optimization problem, and at the same time, the
correlation between the solved transmission power and the sensor
under the current CHs is obtained. However, it is uncertain that the
transmission power and sensor correlation obtained at this time are
the optimal solution of this optimization problem, so it is necessary
to iterate continuously until the CHs, transmission power and sensor
correlation obtained is fixed. Through the above scheme, it can be
considered that a suboptimal solution is obtained. Our proposed
solution almost traverses all sensor nodes, so K CHs are randomly
selected at the beginning of the simulation experiment.

4.1 Problem formulate

In this part, we formulate a joint optimization problem based
on joint transmission power design and sensor association, aiming
at maximizing the security of sensor transmission and reducing the
energy consumption of sensor. Note that the transmission power
of all sensors is p. The relationship between CMs and CHs is
β = {βi,1,…,βi,j,…,βi,K,∀i ∈ ℕ,∀j ∈K}. In order to ensure the
security of data uploaded by sensors and reduce the energy
consumption in the transmission process, we formulate a multi-
constrained mixed integer optimization problem about transmission
power p and node association β. The optimization problem is
expressed as follows:

P: max
p,β

ω1(∑
i
∑
j
βi,jri,j +∑

j
rj,c)−ω2(∑

i
Cost(pi) +∑

j
Cost(pj)) (6)

s.t.pmin < pi < pmax, (6a)

βi,j ∈ {0,1} , (6b)

∑
i
βi,j = 1, (6c)

∑
j
βi,j = N

max
j , (6d)

The weight factors ω1 > 0,ω2 > 0 are the tradeoff between secure
rate and energy consumption. Constraints 6a indicates the limit of
transmission power of sensor nodes of CMs; Constraints 6b and 6c
mean that each CM can only access one CH; A constraint of 6 dmeans
that the maximum number of CMs accessed by each CH is Nmax

j .
Because the correlation factor is a binary variable, problem P

is a non-convex mixed integer optimization problem. It is difficult
to obtain the optimal solution of this problem by standard convex
optimization techniques. Therefore, this paper adopts the block
coordinate descent algorithm to decompose the optimization problem
into two sub-problems, and solves problem P by iteratively solving the
optimal solution of the sub-problems.
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4.2 Problem solving

In this part, we use the BCD method of convex optimization to
decompose problem P into two optimization problems: transmission
power p and sensor node association β, and get a suboptimal solution
through continuous iterative optimization. In each iteration, the
transmission power design problem in the fixed sensor correlation
result β is first solved. Then, we optimize the sensor association under
the given power control design p. When the proposed algorithm
converges to the predetermined accuracy, the suboptimal solution can
be obtained.

4.2.1 Power control optimization
When the node association β is given, the power control

optimization problem can be simplified as follows:

P1: max
p

ω1(∑
i
∑
j
βi,jri,j +∑

j
rj,c)−ω2(∑

i
Cost(pi) +∑

j
Cost(pj))

= ω1(∑
i
∑
j
βi,jB(log2(1+

pihi,j
σ
)− log2(1+

pehe,j
σ
))+∑

j
rj,c)

−ω2(∑
i
Cost(pi) +∑

j
Cost(pj))

s.t. pmin < pi < pmax,
(7)

When Cost (⋅) is a convex function, the problem is a standard convex
optimization problem, so the strong dual condition holds. In the next
part, we use Lagrange duality technique to formulate the optimal
solution p* of this optimization problem. Then, the Lagrange function
of the dual problem can be formulated as:

L (p,λ,ν)

= ω1(∑
i
∑
j
βi,jri,j +∑

j
rj,c)−ω2(∑

i
Cost(pi) +∑

j
Cost(pj))

+∑
i
λi (pi − pmin) +∑

i
νi (pmax − pi)

(8)

Among ν = {νi,∀i}, ν = {νi,∀i} is a non-negative Lagrange multiplier
related to their respective constraints. The formula of dual function is
as follows:

D (λ,ν) =max
p
𝕃(p,λ,ν) (9)

Then, the dual problem is given through.

min
λ,ν

D (λ,ν)

s.t. λ ≥ 0,

ν ≥ 0,

(10)

The original problem is convex about pi, so the solution satisfying
KKT condition is also the optimal solution of the original problem. By
finding the first derivative of the objective function to pi, the optimal
transmission power allocation, denoted as p*

i , can be obtained by:

p*
i =

ωB∑
j
βi,j

ln2(ω2a+ λi − νi)
− σ
∑

j
hi,j

(11)

After we find p*
i , we get the dual functionD (λ,ν) by the above formula.

The optimal dual variable cannot be obtained by one-time solution,
but it needs to be obtained by projected sub-gradient. The formula of
projected sub-gradient method is as follows:

λ(k+1)i = [λ
(k)
i + sk (pi − pmin)]

+
(12)

ν(k+1)i = [ν
(k)
i + sk (pmax − pi)]

+
(13)

where sk = dfrac gamma‖gk‖ is defined as the step size of the kth cycle,
and sk > 0. g

k is defined as the gradient corresponding to the kth cycle.
On the basis of Lagrange duality and projection sub-gradient method,
we propose a cyclic optimization algorithm, as shown inAlgorithm 2.

4.2.2 Node association optimization
Given the transmission power p, the optimization problemof node

association can be simplified as follows:

P2: max
βi,j

ω1∑
i
∑
j
βi,jri,j

= ω1∑
i
∑
j
βi,jB(log2(1+

pihi,j
σ
)− log2(1+

pehe,j
σ
))

s.t. βi,j ∈ {0,1} ,

∑
i
βi,j = 1,

∑
j
βi,j = Nmax

(14)

The problem is a 0–1 multi-knapsack problem. With the increase
of the dimension of the problem, the time complexity of the algorithm
for solving the problem will also increase dramatically. How to
solve the integer optimization problem is a problem worth thinking
about. With the increase of the dimension of the problem, the time
complexity of the algorithm for solving the problem will also increase
dramatically. How to solve the integer optimization problem is a
problemworth thinking about. In this paper, an algorithm is proposed
to get the sub-optimal solution of the node association optimization
problem. fij will be defined as the income of sensor node i accessing
CHj, The expression fij is:

fij = B(log2(1+
pihi,j
σ
)− log2(1+

pehe,j
σ
)) (15)

In the iteration of the algorithm, all unallocated sensor nodes are
considered first. If the maximum distance between the current node
and the second node is the largest, the sensor i is connected to the CHj
until all sensor nodes are connected to the CH, and the iteration of the
algorithm is stopped. The proposed algorithm of sensor association
scheme based on MTHG is shown in Algorithm 1.

4.3 CH selection

In order to improve the security of the whole photovoltaic system
and reduce the energy consumption of the system, the CHs selection
algorithm is proposed in this paper. CHs selection algorithm divides
sensor nodes into multiple clusters, and selects CHs according to the
minimum transmission distance between CHs and CMs, thus making
the transmission energy consumption between each CM smaller. At
the same time, the transmission distance between CH and the base
station should be as small as possible to reduce the transmission
energy consumption of CHs to the base station. We use the sum of the
minimum Euclidean distances between CHs and CMs to select CHs.
CHs selection formula is as follows:

CHj = argmin
m
∑{distm,∀m ∈℧} ,∀j ∈K (16)

Among,℧ represents the deletion of the set of nodesm. ∑distm,∀m ∈℧
is the sum of the distances from sensorm to other sensor in the cluster.
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1:  Evaluation random CHs and topology control β0.

2:  Evaluation (λ,ν)1 and r1,r2,r3 = 0.

3:  repeat

4:   repeat

5:    repeat

6:     Calculate pr1 by Eq. 11.

7:     Calculate (λ,ν)r1+1 by Eqs 12, 13.

8:     Calculate r1 = r1 +1.

9:    until Sub-gradient algorithm reaches a

certain value.

10:    Update fij by Eq. 15.

11:    while G ≠ ⊘ do
12:     d* = −∞.

13:     for all i ∈ G do
14:      j

′
= argmax

j
{fij,∀i ∈ G}.

15:      Update d = f
ij
′ −max{fij,∀j ∈K}.

16:      if d > d* then

17:       d* = d.

18:       βij′ = 1.

19:      end if

20:     end for

21:     delete sensor i in G.
22:    end while

23:    Calculate r2 = r2 +1.

24:   until The target reaches a certain value.

25:   Acquire the CHs by CHs selection algorithm.

26:   Update r3 = r3 +1.

27:  until CHs and topology control β is fixed.

Algorithm 1. MTHG-Based Topology Control (MTHG)

4.4 Overall algorithm design

We propose a whole iterative loop algorithm, as shown in
Algorithm 2, aiming at effectively solving the optimization problem
with reduced algorithm complexity. Firstly, the topological association
of sensor networks is randomly initialized, and the transmission
power is solved by sub-gradient algorithm. Then, the price of
knapsack problem is calculated by the obtained transmission power,
and the corresponding sensor association result is obtained by
traversing all CMs. Iterate for many times, reach the accuracy given
by BCD algorithm, and get a solution. The solution obtained at
this time is not suboptimal, because CHs is random. Finally, the
CHs is selected according to the given CHs selection algorithm,
and the transmission power and sensor correlation results are
recalculated. After repeated iterations, until the CH sum does
not change any more and the target value converges to the
predetermined accuracy, we think that a suboptimal solution has
been found for this problem. Repeated iterations are because
CHs is randomly initialized in the initialization process, and after
repeated iterations, high-quality topology control strategies can be
obtained. The details of this algorithm are summarized as algorithm
TPTCO. The flowchart of the TPTCO algorithm is shown in
Figure 2.

1:  Evaluation random CHs and topology control β0.

2:  Evaluation (λ,ν)1 and r1,r2,r3 = 0.

3:  repeat

4:   repeat

5:    repeat

6:     Calculate pr1 by Eq. 11.

7:     Calculate (λ,ν)r1+1 by Eq.12 and 13.

8:     Update r1 = r1 +1.

9:    until Sub-gradient algorithm reach to a fixed

value.

10:    Acquire topology control through Algorithm 1

(MTHG).

11:   until BCD method reduce to a certain value.

12:   Calculates the sum of Euclidean distances

between each node and other nodes.

13:   CH is the node of the sum of the minimum

Euclidean distances.

14:  until Topology control and CHs is fixed.

Algorithm 2. Transmission Power and Topology Control Optimization (TPTCO)

5 Simulation analysis

We prove the effectiveness of the algorithm proposed in this paper
by simulation results. In the simulation, it is assumed that a WSN
topology is randomly deployed, and the sensor nodes are randomly
deployed in a certain range. Where d > 0 represents the Euclidean
distance from CH to BS and from CMs to CH (Heinzelman et al.,
2000). The MTHG algorithm proposed in this paper is compared with
GREEDY, Relax-CVX and other algorithms by simulation.

5.1 Simulation parameters

This paper evaluates the performance of the proposed algorithm
by analyzing the clustering results, the energy consumption of the
algorithm, the convergence of the algorithm, the transmission security
and the load of the cluster head.The simulation results are obtained by
running Matlab 2016b simulation software on a computer equipped
with Intel Core i7-7700,296 3.6 GHz CPU and 16 GB memory. The
parameters used in the simulation experiment are shown in Table 2.

5.2 Analysis of simulation results

Figure 3 shows the topology of WSN in the first round of
operation, and the results of sensor association after running
MTHG algorithm in this topology. In the simulation process, all
sensor nodes are randomly deployed according to PPP density, and
MTHG algorithm divides sensor nodes into CHs and CMs. CM is
associated with CH for data transmission. Using different sensor node
deployment algorithms will lead to uneven density of sensor nodes
in different areas, and higher CH load in denser areas, which will
lead to increased energy consumption of CH and thus the energy
consumption of thewhole system.Therefore, it is necessary to limit the
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FIGURE 2
The flowchart of the TPTCO algorithm.

maximum number of CH associations. In this paper, sensor nodes are
divided into five clusters. It can be seen from the figure that according
to the CHs selection algorithm, each CH is distributed in the center
of each cluster as much as possible, which will shorten the Euclidean
distance between CH and CM, thus reducing the energy consumption
during data transmission.

Figure 4 shows the convergence of the algorithm proposed in
this paper compared with other algorithms. It can be seen from
the figure that, at the beginning, the convergence curves of all

algorithms keep rising with the number of iterations. After iteration
for a period of time, the correlation between CHs and sensors
will not change, and then all algorithms will gradually converge. It
can be seen from the convergence curves of different algorithms
that CVX has the best convergence performance. The convergence
curve gap between MTHG algorithm and Relax algorithm proposed
in this paper is very small, while the performance of GREEDY
algorithm is worse. The reason why there is little difference between
MTHG algorithm and GREEDY algorithm may be that both of
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TABLE 2 Simulation parameters.

Variable Parameter Value

S Distribution area 500× 500

ρ Deployment density of WSN nodes 250

Nmax
j Maximum access number of CH 30

w1 Weight of security 100s

w2 Weight of energy consumption 100s

Pmin Minimum transmission power 100s

Pmax Maximum transmission power 500s

FIGURE 3
Topology of WSN and result of sensor association by MTHG.

them use the minimum Euclidean distance for clustering. Therefore,
we can know that the MTHG algorithm proposed in this paper
can also get high-quality approximate suboptimal solutions. Even
if there is a certain gap between the solution and the optimal
solution. GREEDY got a feasible solution with the lowest algorithm
complexity. Compared with GREEDY algorithm, MTHG algorithm
has more obvious improvement when the complexity increases
little.

Figure 5 shows the security of different algorithms for unit
energy consumption, with Realx-Rounding being the best. MTHG
proposed in this paper is the closest to Realx-Rounding, GREEDY
algorithm is the third, and Fuzzy C-Means (FCM) algorithm is the
worst. Realx-Rounding takes the most time. For FCM algorithm,
security in the transmission process is not considered, so the
security of FCM algorithm is poor. For GREEDY algorithm, in
the process of optimizing sensor association, only the minimum
energy consumption is considered, so CMs will associate with
its nearest CHs as much as possible, without considering the
security of data transmission, which will also lead to the reduction
of security during transmission. However, the computational
complexity of MTHG proposed in this paper is significantly reduced.
It can be seen from the above that MTHG proposed in this
paper improves the security requirements in the process of data
transmission.

FIGURE 4
Convergence behaviour of the proposed algorithm.

FIGURE 5
Security of the proposed algorithm.

Figure 6 shows the CHs load under different algorithms. For CMs,
they will always reduce the energy consumed in the transmission
process as much as possible under the CHs constraint, so CMs will
choose to associate with its nearest CHs as much as possible. It can
be seen from the figure that under the same constraints, the load
calculated by MTHG algorithm is the most balanced, followed by
CVX, and the CHs load calculated by Greedy algorithm is the most
unbalanced. For GREEDY algorithm, in the process of optimizing
sensor association, only the minimum energy consumption is
considered, so CMs will associate with its nearest CHs as much as
possible, which will lead to the unbalanced load of CHs. The MTHG
algorithm proposed in this paper iteratively solves the transmission
power, sensor association and CHs selection for many times until the
obtained results are unchanged. The CVX algorithm optimizes the
problem as a whole, and does not consider the load balance too much,
so the CHs load is not so balanced. Therefore, MTHG can balance the
load of CHs asmuch as possible, which can greatly improve the service
life of sensor nodes.
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FIGURE 6
CHs load of the proposed algorithm.

FIGURE 7
The relationship between n value and target value.

Figure 7 shows the convergence performance of the algorithm
under the changed conditions. CVX has the best convergence,
because CVX considers the optimization problem as a whole in
the optimization process, and obtains the optimal correlation result.
Therefore, when it changes, the target value calculated by CVX
algorithm does not change much, but CVX algorithm consumes
the most time. The MTHG algorithm proposed in this paper has
better convergence than GREEDY algorithm. GREEDY algorithm
only considers the minimum energy consumption in the process
of optimizing sensor association. When it increases, CMs will be
associated with its nearest CHs as much as possible, and the
energy consumption will be correspondingly reduced. The objective
function value of the optimization problem will be improved, but
at the same time, the load imbalance of CHs will be more serious.
The MTHG proposed in this paper reduces the complexity of

CVX algorithm and is very important for the implementation of
solutions.

6 Conclusion

The intelligent management of photovoltaic power generation
system needs to collect information from all parts of the system
through sensors. In order to improve the security of WSN and reduce
the energy consumption of sensors, this paper uses BCD method to
solve the joint optimization problemof transmission power and sensor
association, and proposes MTHG algorithm to solve the problem
of sensor association optimization, and uses sub-gradient method
to solve the transmission power. Select CHs again according to the
association of sensors. The simulation results show that the algorithm
can effectively improve the security of the transmission process, reduce
the energy consumption of the sensor, and thus prolong the service
life of the wireless sensor network. In the future work, we will try to
improve the algorithm by reducing the gap between the suboptimal
solution and the optimal solution and reducing its complexity. In
addition, a more realistic environment will be considered in the
optimization problem.
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With the increase of devices in power grids, a critical challenge emerges on how
to collect information from massive devices, as well as how to manage these
devices. Mobile crowdsensing is a large-scale sensing paradigm empowered by
ubiquitous devices and can achieve more comprehensive observation of the
area of interest. However, collecting sensing data from massive devices is not
easy due to the scarcity of wireless channel resources and a large amount of
sensing data, as well as the different capabilities among devices. To address these
challenges, device scheduling is introduced which chooses a part of mobile
devices in each time slot, to collect more valuable sensing data. However,
the lack of prior knowledge makes the device scheduling task hard, especially
when the number of devices is huge. Thus the device scheduling problem is
reformulated as a multi-armed bandit (MAB) program, one should guarantee the
participation fairness of sensing devices with different coverage regions. To deal
with themulti-armed bandit program, a device scheduling algorithm is proposed
on the basis of the upper confidence bound policy as well as virtual queue theory.
Besides, we conduct the regret analysis and prove the performance regret of the
proposed algorithm with a sub-linear growth under certain conditions. Finally,
simulation results verify the effectiveness of our proposed algorithm, in terms of
performance regret and convergence rate.

KEYWORDS

crowdsensing, device scheduling, multi-armed bandit (MAB), edge intelligence, power
grid

Introduction

Nowadays, the development of smart power grids brings much convenience to human
life and production. Meanwhile, more and more devices, such as sensors and actuators, are
deployed in power grids, e.g., substations, transformers, and generators. Consequently, A
critical challenge arises on how to collect information from massive devices and how to
manage these devices. Mobile crowdsensing is a large-scale sensing paradigm empowered
by ubiquitous devices. These devices interact with each other by sharing local knowledge
according to the data they have perceived, and then the information can be further
aggregated and fused in a central node for crowd intelligence extraction, decision-making,
and service delivery (Guo et al., 2014).

However, collecting sensing data from massive devices is not easy due to the following
reasons. Firstly, the scarce channel resource limits the number of devices that simultaneously
access to an edge server. That is to say, the available wireless channels are fewer than the
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sensing devices. Secondly, the overlap of perception areas of different
devices introduces sensing data redundancy. Besides, the system
heterogeneity of sensing devices, such as processing capability,
network connectivity, and battery capacity, leads to different
processing capabilities (Xia et al., 2021). The system heterogeneity
causes a drift of global statistical characteristics since the fast devices
can collect more data according to their local observations. To
achieve a more comprehensive observation of the area of interest,
one should guarantee the participation fairness of sensing devices
with different coverage regions. Therefore, the edge server has to
perform device scheduling, i.e., choosing a part of sensing devices
in each time slot, to collect more valuable sensing data. However,
the lack of prior knowledge makes the device scheduling task hard,
especially when the number of sensing devices is huge.

Actually, there have been some works on device scheduling
in crowdsensing tasks. For example, The authors in (Chu et al.,
2013) proposed a selection scheme of individual sensors to collect
data in different regions in order to optimize some specified
objective while satisfying constraints in the number and costs
of sensors. The authors in (Han et al., 2016) chose from a set
of available participants to maximize sensing revenue under a
limited budget. The authors in (Sun and Tang, 2019) proposed a
greedy scheduling algorithm to find data-giver vehicles for every
subtask with minimized cost in vehicular crowdsensing. The work
in (Han et al., 2015) considered an online scheduling problem that
determined sensing decisions for smartphones that were distributed
over different regions of interest. (Nguyen and Zeadally, 2021).
studied a participant selection problem that aimed to maximize the
number of event records reported by fewer users. Different from
(Han et al., 2015; Han et al., 2016; Sun and Tang, 2019; Nguyen and
Zeadally, 2021), the work in (Gendy et al., 2020) aimed to maximize
the percentage of the accomplished sensing tasks in a given period,
by modeling the interaction between the participating devices and
sensing task publishers as auctions. However, these works did not
take into account the effects of dynamic wireless channels on sensing
performance. Besides, most of them performed sensing device
scheduling under the assumption that some statistical information
is available in advance, which is usually resource-consuming and
even impractical especially when the number of sensing devices is
huge.Motivated by this fact, we aim to propose an online scheduling
algorithm to find device scheduling decisions in crowdsensing
tasks.

Recently, the rapid development of reinforcement learning
(RL) techniques sheds light on the considered problem. Among
these RL techniques, the multi-armed bandit (MAB) program is
thought of as an important tool and has been widely adopted for
scheduling and resource allocation problems. For example, MAB
has been applied to advertisement placement, multi-antenna beam
selection (Cheng et al., 2019), packet routing, offloading (Sun et al.,
2018; Chen and Xu, 2019), caching (Blasco and Gündüz, 2014;
Sengupta et al., 2014), and so on. In this work, we reformulate the
sensing device scheduling problem as an MAB program, based
on which a device scheduling algorithm is also proposed. The
contributions of this work are summarized as follows.

• Considering the scarcity of wireless channel resources, we
formulate a device scheduling problem in crowdsensing
scenarios. We take into account not only the availability of

devices caused by dynamic wireless channels but also fairness
among the devices for better comprehensive observation of the
area of interest. Besides, no prior information about devices is
available.
• Then, the device scheduling problem is reformulated as anMAB

problem, based on which an online scheduling algorithm is
also proposed. The proposed algorithm propose incorporates
the upper confidence bound (UCB) policy and virtual queue
theory, whose regret performance is also analyzed in this work.
• Finally, simulation results are conducted to verify the

effectiveness of the proposed algorithm. The balance between
the time used to reach a point thatmeets the fairness constraints
of devices and the performance regret is revealed.

System model

Consider a system consisting of an edge server and a set
K = {1,2,…,K} of crowdsensing devices (e.g., sensors, cameras,
and so on), as shown in Figure 1. These devices are responsible
for collecting raw data from the observed events or objects and
then pre-processing the raw data into samples, finally transmitting
these samples to the edge server for processing tasks, such as
statistical analysis and training a neural network for classification.
For simplicity, we assume that the samples generated by different
devices have the same size δ. Since the observed events can be
periodic or aperiodic, or the observed objects have different activity
characteristics, the amount of raw data collected by different devices
is different. Other factors such as device location and perception
ability also have influences on the amount of raw data collected
by different devices. In addition, the processing capabilities of
different devices are heterogeneous. Taking into account these facts
mentioned above and for simplicity, we assume that time is slotted
and the number of the newly generated samples of device k ∈K in
time slot τ,Nk(τ), is independently and identically distributed (i.i.d.)
according to some unknown distribution whose expectation νk is
also unknown a priori.Thus, the total number of the samples waiting
for uplink transmission of device k at the beginning of time slot τ is

Mk (τ) =min{Mmax, [Mk (τ− 1) +Nk (τ− 1) − Lk (τ− 1)]
+} , (1)

where [x]+ =max{0,x}, Mmax is the largest number of the samples
that each device can store due to the limited storage space, and Lk(τ)
is the number of the samples of device k has been transmitted the
edge server in time slot τ, which will be specified in the following.

Transmission model

The orthogonal frequency-division multiple access technique
is adopted and there are Fmax orthogonal channels, each with
the same bandwidth w, that can be used for uplink transmission
simultaneously.The channel hk between the edge server and device k
is i.i.d., which is assumed to be constant within a time slot but varies
independently across different time slots. The achievable uplink rate
of device k in time slot τ is computed as

Rk (τ) = wlog2(1+
pk|hk (τ) |

2

σ2 ), (2)
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where σ2 denotes the noise power and pk denotes the transmit power
of device k. Then, the number of samples that can be transmitted to
the edge server is

lk (τ) =min{
ΔtR (τ)

δ
,Mk (τ) +Nk (τ)} , (3)

where Δt is the duration length of a time slot.

Available channel constraint

When the edge server collects the generated samples from the
devices, some devices can be unavailable for uplink transmission.
For example, the devices experience poor channel conditions due to
external interference, or the devices cannot work in the transmission
mode when collecting raw data due to power constraints. We
introduce the binary variable ak(τ) to indicate the availability state of
device k in time slot τ. Specifically, ak(τ) = 1 represents that device k
can work in the transmission mode in time slot τ, otherwise not. Let
Z(τ) = {k ∈K|ak(τ) = 1} ∈ B(K) denote the set of available devices
that can work in the transmission mode in time slot τwhereB(K) is
the power set of K. We assume the distribution of available devices,
P̂Z(e) = P̂(Z(τ) = e),e ∈ B(K), is i.i.d. over time and unknown a
priori, but Z(τ) is unmasked to the edge server at the beginning of
each time slot τ. Then, Lk is specified by

Lk (τ) = {
lk (τ) if k ∈Z (τ) ,
0, else.

(4)

In the considered system, there can be a huge number of devices,
but the number of available channels at the same time is constrained.
Due to the limited number of available channels, the edge server has
to select a subsetW(τ) from the available devices, which shouldmeet
the available channel constraint, i.e.,

W (τ) ≜ {W (τ) ⊆Z (τ) :|W (τ) | ≤ Fmax} ∈ B (Z (τ)) , (5)

where |W(τ)| denotes the cardinality of W(τ).

Fairness constraint

In order to achieve more comprehensive observation of the area
of interest or better performance of computational tasks such as
training a neural network, besides collecting as many samples as
possible, the edge server is required to collect samples from different
devices to ensure the diversity of samples. Thus, fairness among the
devices is also an important issue that should be addressed in many
practical applications. Here, a binary variable bk(τ) is introduced
with bk(τ) = 1 if device k is chosen to transmit its samples to the
edge server in time slot τ, otherwise, bk(τ) = 0. With the definition
of bk(τ), we formulate the fairness constraint as follows

lim
T→∞

inf
T

∑
τ=1
𝔼[bk (τ)] ≥ ck, ∀k ∈K, (6)

where T represents the total number of time slots, ck ∈ (0,1)
represents the minimum of the portion of time slots required
to transmit the samples of device k, and 𝔼[•] is the expectation

operator. We incorporate ck,k ∈K into a vector c = [c1,c2,…,cK]
T

and c is thought of as a feasible fairness constraint if there is a
policy which generates a decision sequence {W(τ),τ ≥ 1} such that
the fairness constraint 6) is satisfied.

Problem formulation

In this work, we aim to optimize a time sequence {W(τ),τ ≥ 1}
which maximizes the number of samples received at the edge server
with a given time horizon of T time slots. The underlying problem
with the fairness constraint and the available channel constraint can
be formulated as

max
{W(τ),τ≥0}

T

∑
τ=1
∑

k∈W(τ)
Lk (τ)

s.t. (5) and (6),

(7)

which is hard to solve because we have no idea about the
distribution of the number of newly generated samples, as well
as the distribution of wireless channels. Besides, the fairness
constraint and the available channel constraint make problem
Eq. 7 more challenging. Thanks to the development of the
MAB framework, which sheds light on solutions to problem
Eq. 7.

Proposed algorithm

In this section, we first introduce a stationary policy
optimization program to deal with the uncertainty of
device availability. Then, the device scheduling problem
is reformulated as an MAB program, based on which an
arm-pull algorithm is proposed to determine the decision
sequence.

Problem reformulation

In this work, to simplify the scheduling complexity, a stationary
policy named Z-only policies is introduced, in which a super arm
W(τ) ∈ Y(Z(τ)) is selected according to the observed Z(τ) only in
each time slot τ (Neely, 2010), where Y(Z(τ)) denotes the set of all
possible subsets when Z(τ) is observed. According to Theorem 4.5
in (Neely, 2010), if c belongs to the maximum feasibility region C
strictly, a Z-policy which can meet the fairness constraint in Eq. 6
always exists.

We further use a vector of probability distributions q =
[qW(e),∀W ∈ Y(e),∀e ∈ B(K)] to describe anZ-only policy πwith
∑W∈Y(e)qW(e) = 1,∀e ∈ B(K). Then, we compute the mean of bk(τ)
as

𝔼[bπk (τ)] = ∑
e∈B(K)

P̂Z (e) ∑
W∈Y(e):k∈W

qW (e) , (8)

and have an equivalent expression of constraint 6), i.e.,𝔼[bπk(τ)] ≥ ck.
Besides, we assumeMmax is large enough and define ̄lk=

1
Mmax
𝔼[lk] ∈

[0,1] as the normalized expectation of Lk. Then, problem Eq. 7 can
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be reformulated as

max
q
∑

e∈B(K)
P̂Z (e) ∑

W∈Y(e)
qW (e) ∑

k∈W

̄lk

s.t. ∑
e∈B(K)

P̂Z (e) ∑
W∈Y(e):k∈W

qW (e) ≥ ck, ∀k ∈K,

∑
W∈Y(e)

qW (e) = 1, ∀e ∈ B (K) ,

qW (e) ∈ [0,1] ,∀W ∈ Y (e) , ∀e ∈ B (K) .

(9)

which is a linear problem if the expectation L̄k of Lk is known a
priori. However, this assumption does not usually hold in practice
and the edge server needs to estimate the average number of samples
received from device k per time slot to make scheduling decisions.
To address this issue, we introduce the MAB program.

Multi-armed bandit program

An MAB program is a machine learning framework where a
player chooses a sequential of actions (arms) in order to maximize
its cumulative reward in the long term (Lattimore and Szepesvári,
2020).Thankfully, we canmodel problem Eq. 7 as anMAB problem,
in which the edge server and the devices play the roles of the player
and the arms, respectively. Each subset W(τ) of available arms is
also treated as a super arm. Correspondingly, we can interpret the
objective of problem Eq. 7 as determining a time sequence of the
super arm to maximize the cumulative reward (i.e., the number of
samples received at the edge server).

In the MAB program, there is an expected reward for each arm,
but such statistical information is unknown by the player, which
brings challenges to the arm selection of the player. The main basis
that can be used to determine actions is some observation about the
state in the current round and the experience gathered in previous
rounds. More specifically, the arms which performed well in the
past should be associated with higher priority. In the meantime,
the player continues to explore the expected payoffs of the other
arms. In other words, the player has to balance between the need to
acquire more knowledge about the reward distributions of each arm
(exploration) and the need to optimize rewards based on its current
knowledge (exploitation) (Bubeck and Cesa-Bianchi, 2012). The
exploration-exploitation dilemma inevitably causes performance
loss and regret is themost popularmetric for evaluating the learning
performance in the MAB works, which is defined as the difference
between the reward r* and the average reward in a given period of
time (Lai and Robbins, 1985). Here, r* is the achievable maximum
reward of problem Eq. 9 with the known L̄k,∀k ∈K. Therefore, the
original problem Eq. 7 can be reformulated as a cumulative regret
minimization under policy π by determining a super arm W(τ) in
each time slot τ, i.e.,

min
{W(τ),τ≥1}

Rπ = Tr* −𝔼{
T

∑
τ=1
∑

k∈W(τ)

̂lk (τ)}

s.t. (5) and (6),

(10)

where ̂lk(τ) = lk(τ)/Mmax.

Algorithm design

When designing an algorithm for problem Eq. 10, three
challenges need to be addressed: 1) how tomaximize the cumulative
reward when the reward expectation of each arm is unknown, 2)
how to choose a super arm under the available channel constraint,
and 3) how to meet the fairness constraint. The first two challenges
can be dealt with with the extension of the classic UCB algorithm
(Auer et al., 2002), but how to meet the fairness constraint requires
the introduction of novel methods. Encouraged by (Neely, 2010;
Li et al., 2019), the virtual queue technique has the potential to
handle the fairness constraint. Specifically, a virtual queue is built
for each arm k, i.e.,

Qk (τ) = [Qk (τ− 1) + ck − bk (τ− 1)]
+, (11)

where [x]+ =max{0,x} and Dk(τ) represents the length of virtual
queue of arm k at the beginning of time slot τ.

Define ϱk(τ) = ∑
τ
τ′=1bk(τ

′) as the number of times arm k has
been chosen and υk(τ) as the empirical mean of the reward of arm
k by the end of time slot τ. The update rules of vk(τ) and ϱk(τ) are
given as

υk (τ) =
{{
{{
{

υk (τ− 1)ϱk (τ− 1) + ̂lk (τ− 1)
ϱk (τ− 1) + 1

, if k ∈W (τ) ,

υk (τ− 1) , else,
(12)

and

ϱk (τ) = {
ϱk (τ− 1) + 1, if k ∈W (τ) ,
ϱk (τ− 1) , else,

(13)

respectively. If ϱk(τ) = 0, we set υk(τ) = 0. Note that both ϱk (0) and
υk (0) are initialized to be 0.

We estimate the mean reward of each arm k according to a
truncated UCB method (Li et al., 2019), i.e.,

υ̂k (τ) =min{υk (τ− 1) +√
2lnτ

ϱk (τ− 1)
,1}, (14)

where υ̂k(τ) is set to be 1, if ϱk (τ− 1) = 0. Then, a super arm is
selected in each time slot τ according to

W* (τ) ∈ argmax
W∈Y(Z(τ)),
|W |=min{N,|Z(τ)|}

∑
k∈W
(1− α) υ̂k (τ) + αQk (τ) (15)

where α ∈ (0,1] is a weighting value.
Finally, the whole algorithm is summarised in Algorithm 1.

Regret analysis

Wefirst introduce a lemma that specifies the upper bound on the
expected regret of the proposed algorithm.

Lemma 1. The regret of the proposed algorithm is upper bounded
by

Rπ ≤ αKT
2
+ (1− α)[(π

2

3
+ 1)K+ 4√2KFTlnT]. (16)
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1: Initialization: Set ϱk(1) = υk(1) = Qk(1) = 0,∀k ∈K
2:for τ ∈ do

3: for k ∈K do

4: if vk(τ) > 0 then update v̂k(τ) using (14)

5: else set v̂k(τ) = 1 end if

6: Update Qk using (11)

7: end for

8: Select W(τ) using (15) and update bk(τ),∀k ∈K
9: Update vk(τ) and ϱk(τ) using (12) and 13,

respectively

10: end for

Algorithm 1. Proposed algorithm for problem Eq. 10.

FIGURE 1
The considered system with an edge server and K devices. Different
colored areas represent the perception areas of different devices.

Proof: Since similar proof has been presented in (Hsu et al., 2018;
Li et al., 2019; Xia et al., 2021), here we only provide the sketch of
the proof. Denote by W*(τ) the super arm selected according to the
optimal Z-policy π* and by b*

k(τ)’s the corresponding the indicator
variables. Then, we have

Rπ =
T

∑
τ=1
𝔼[ ∑

k∈W*(τ)

̂lk (τ) − ∑
k∈W(τ)

̂lk (τ)]

=
T

∑
τ=1
𝔼[∑

k∈K
(b*

k (τ) − bk (τ)) ̄lk]

≤ αKT
2
+

T

∑
τ=1
𝔼[Λ1 (τ)] .

(17)

in which Λ1(τ) = ∑k∈K[αQk(τ) + (1− α) ̄lk](b
*
k(τ) − bk(τ)) (Li et al.,

2019, Appednix C). Then, according to (Xia et al., 2021, Lemma 2),

FIGURE 2
Performance comparison of different algorithms. (A) Cumulative
performance gap over the time slots. (B) Average performance gap
over the time slots.

we have

Λ1 (τ) ≤ (1− α) [Λ2 (τ) +Λ3 (τ)] , (18)

where Λ2(τ) = ∑i∈W(τ) (υ̂k(τ) − ̄lk), Λ3(τ) = ∑i∈W‡(τ) ( ̄lk − υ̂k(τ)), and
W‡(τ) is chosen according to the following rule:

W‡ (τ) ∈ argmax
W∈Y(Z(τ))

∑
k∈W

αQk (τ) + (1− α) ̄lk. (19)

Here, the upper bounds of Λ2(τ) and Λ3(τ) are directly given as
follows:

T

∑
τ=1
𝔼[Λ2 (τ)] ≤ (

π2

6
+ 1)K+ 4√2KFTlnT,

T

∑
τ=1
𝔼[Λ3 (τ)] ≤

π2

6
K.

(20)
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FIGURE 3
Client selection over the time slots. (A) Section fraction of client 1. (B)
Section fraction of client 2. (C) Section fraction of client 3.

The corresponding analysis is similar to that in (Li et al., 2019;
Appendices D and E). Finally, we finish the proof by substituting
Eq. 20 into Eq. 18 and further into Eq. 17.

FIGURE 4
Performance comparison of the proposed algorithm with the
round-robin algorithm.

Remark 1. Given 0 < α ≤ 1
√T

and a large value T, then we can
simplify the upper bound in Eq. 16 as

Rπ ≤ K
√T
2
+(π

2

3
+ 1)K+ 4√2KFTlnT, (21)

which suggests that the time-average performance regret increases
at a sub-linear rate (i.e., O(√TlnT)) over time.

Simulation results

In this section, we provide simulation results to verify the
effectiveness of the proposed algorithm. We consider a disc area
with a radius of 200 m and a single-antenna access point (AP)
equipped with an edge server located in the center of the considered
area. The transmit power of each sensing device k is set as 23 dBm
and the noise power σ2 is set as −107 dBm. The channel response
hk is computed as hk = √βkh̃k where h̃k and βk stand for small-
scale fading and large-scale fading, respectively. The small-scale
fading is represented by i.i.d. zero-meaned complex Gaussian
variables with unit variance. The large-scale fading is determined
according to the path-loss model: PL [dB] = 128.1+ 37.6 log10(d)
where d stands for the distance in km (Dahrouj and Yu, 2010). The
number of the newly generated samples Nk(τ) is assumed to be
uniformly distributed in [NLB

k ,N
UB
k ], where NLB

k and NUB
k are set as

NLB
k = (0.5k+ 0.5) × 20 and NUB

k = (0.5k+ 1.5) × 80,∀k ∈K. We also
assume the availability of each sensing device to be i.i.d. using a
binary random variable with a mean of 0.9. Besides, we assume
Mmax = 500 samples, δ = 100 bits/sample, and the length of a time
slot Δt = 0.1 s.

We consider a system with K = 3 sensing devices randomly
distributed within the coverage of the AP. However, only F = 2
channel links are available and the bandwidth of each orthogonal
channel is set as 15 KHz. The fairness constraint factors are
c1 = 0.7, c2 = 0.5, and c3 = 0.6. Here, we define Ω1 and Ω2 as
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the cumulative performance gap and average performance gap,
respectively, with Ω1 = Σ

πMmax and Ω2 =Ω1/T, which are used
to describe the difference between the optimal solution found by
solving problem Eq. 9 and the solution found using the proposed
algorithm (or baseline algorithms). Note that the optimal solution
found by solving problem Eq. 9 satisfies the fairness constraint.
For comparison, we introduce a modified version of the proposed
algorithm, which does not take into account the fairness constraint.
More specifically, the UCB algorithm for the modified version
does not introduce the virtual queue technique. In Figure 2, we
compare the proposed algorithms under different α values with
the modified version. We find that the performance gap of the
modified algorithm is the smallest, whose value is even negative
because the modified algorithm does not need to meet the fairness
constraint and may lead to biased observations of the area of
interest. We also observe that the time-average performance gap
of the proposed algorithm grows at a sub-linear trend. Besides,
at first glance, the proposed algorithm with a smaller α value
meets the fairness constraint but also enjoys better performance,
which is more attractive. This is because a smaller α value
makes the reward of each device dominant and the fairness
constraint insignificant. However, what is missing in Figure 2 is
the convergence time used to meet the fairness constraint, which
is also an important metric that should be taken into account in
practice.

Figure 3 shows the change in the selection fractions of different
devices over the time slots. Here, the selection fraction is defined as
the ratio of the chosen time of a certain device to the total number
of time slots. We find that the curves of all the arms obtained by
the proposed algorithm meet the fairness constraints eventually,
no matter which α value is taken. The modified algorithm has no
idea of the fairness constraints and thus does not need to meet
the fairness constraints. In addition, it is observed that a smaller
α value leads to more time consumption before the convergence is
achieved and the convergence rate of the curve with α = 0.001 is the
slowest.

To further validate the effectiveness of the proposed algorithm,
we consider a scenario with K = 20 devices and introduce the
round-robin algorithm as a baseline, as shown in Figure 4.
According to the results in Figure 4, we find that more samples
are collected with the increase of the number of available
channels. In addition, the proposed algorithm always achieves better
performance than the round-robin algorithm.

Conclusion

In this work, we considered sensing device scheduling problem
in mobile crowdsensing tasks, which suffers from the scarcity

of wireless channel resource and the lack of prior knowledge,
as well as different capabilities among devices. To address these
challenges, we reformulated the device scheduling problem as an
MAB program, one should guarantee the participation fairness of
sensing devices with different coverage regions. Then, we proposed
a device scheduling algorithm on the basis of the UCB policy and
virtual queue theory, whose performance regret was also analyzed.
Finally, numerical results were conducted to verify the effectiveness
of the proposed algorithm.
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Wavelet analysis and consensus
algorithm-based fault-tolerant
control for smart grids

Yunlong Han*

Department of Basic and General Knowledge, Shenyang Institute of Science and Technology,
Shenyang, China

In this paper, the voltage and frequency regulation problems are investigated
for smart grids under the influence of faults. To solve those problem, a
wavelet analysis and consensus algorithm-based fault-tolerant control scheme
is proposed. Specifically, the wavelet analysis technique is introduced to
determine whether there exist faults or not in the smart grids. Then, a distributed
fault estimator is designed to estimate the attack signals. Based on this estimator
state, a distributed fault-tolerant controller is designed to compensate for the
faults. It is theoretically shown that the developed method can achieve the
voltage regulation and frequency objectives. Finally, a smart grid with four
distributed generations is constructed in MATLAB/Simulink for simulation to
validate the effectiveness.

KEYWORDS

secondary control, fault-tolerant control, voltage regulation, distributed control, AC
micro grid

1 Introduction

During the past decades, microgrid (MG) has attracted much attention because of their
reliability, efficiency, and so on. AC MG consists of various distributed generation (DG),
including energy storage, wind farm, and photovoltaic based on the power inverter. To
ensure the stability of the MG, it is imminent for the engineers and scientists to design some
reasonable control strategies. Please refer to the classical results on AC MG for details, such
as (1–3).

For the AC MG, the hierarchical control method is well-used, i.e., the control is divided
into the primary control, the secondary control, and the tertiary control. Specifically, the
objective of the primary control is to design the droop control method such that the output
voltage and frequency of DG track the corresponding reference signal (4). However, if only
the droop control is used, then the deviation of the voltage and frequency will happen. To
solve the problem, the secondary controller is usually introduced, which is implemented
by introducing a consensus-based algorithm to regulate the voltage and frequency of their
reference values. Finally, the tertiary control is to achieve optimal scheduling and economic
indicators in a larger time range. This paper mainly focuses on the secondary control layer.

In general, the design methods of the secondary controller can be divided into the
centralized control method and the distributed control method. The centralized one is to
design the controlmethod in a centralizedmanner (5–7), i.e., the controller of eachDGneeds
the information of all DGs, which leads to this controller containing some disadvantages
such as high computational complexity, high communication cost, and so on. To overcome
those drawbacks, distributed secondary control method is proposed (8–11), where the
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controller of each DG only needs the information from neighbor
DGs, which contains the advantages of low communication cost and
low computational complexity (12, 13).

Note that as the increase of the number of DGs in AC
MG, system faults will inevitably occur, which may lead to the
damage of the system performance (14). To ensure the reliability
of the AC MG, some fault-tolerant secondary control methods
have been developed. The existing fault-tolerant secondary control
procedure can be divided into fault detection, fault estimation,
and fault-tolerant, which is usually done in the above order. The
wavelet analysis method as a fault detection method has been
widely used to detect system faults. Based on the detection result,
the fault estimation method and the fault-tolerant method will
start work. In (16), a robust detector is designed to detect the
consistency of measurements through the PMU measurements.
In (17), a prototype method is developed to detect faults by
using the candidate invariant to compare with the actual invariant.
In (18), a vulnerability factor-based distributed fault detection
method is proposed to detect the system faults. In addition, some
results on fault-tolerant secondary control have been developed. In
(19), a distributed fault-tolerant secondary controller is designed
to achieve the frequency and voltage restoration by using the
adaptive technique. In (20), a fault-tolerant cooperative secondary
control scheme is developed for islanded MG with system faults by
proposing a hidden layer.

Notice that the results mentioned above focus only on the
fault detection or the fault-tolerant of the MGs separately. Besides,
different from the faults on the inter-DG communication in
MGs, the system faults on the secondary controller are usually
more difficult to be detected and eliminated. Although some
existing results have been developed to restore the voltage and
frequency, the transient performance cannot be ensured and
there are large fluctuations which are harmful to MG (22,
23). Based on the above observation, this paper considers the
voltage and frequency regulation problems for AC MGs under
the influence of faults. To solve this problem, the main method
and the main contributions of this paper can be summarized as
follows.

• To solve the reliability problem of AC MGs with system faults, a
series of methods have been proposed, i.e., a wavelet analysis
method is introduced to detect the system faults, the fault
estimator is proposed to estimate the unknown faults, and the
fault-tolerant controller is designed to eliminate the influence
of faults.
• A k-step distributed fault estimator is proposed for each

DG to estimate the fault signal. The main feature of this
estimator is that with the increase of the number of k, the
estimation error will be smaller and smaller until it converges to
zero.
• Based on the developed k-step estimator, a distributed

fault fault-tolerant secondary controller is designed to
compensate for the influence of faults in AC MGs. Besides,
the stability of the system is proved by the Lyapunov
theorem.

The rest sections are organized as follows. In Section 2, the
preliminaries are presented. In Section 3, the fault estimation design

method is given. Then, a fault-tolerant controller is designed in
Section 4. In Section 5, the simulation test is studied. Finally, the
conclusion is given in Section 6.

2 Preliminaries

2.1 Graph theory

In this paper, the considered AC MGs is consisted of networks
with DGs and leader nodes. The network topology is fixed
and is defined by an undirected G = (W ,E ,A), where W =
{1,2,…,N} represents the set of nodes, E ⊂W ×W means the set
of edges, and A = [aij] denotes the adjacency matrix. If there exists
communication from i to node j, then the edge weight aij = 1;
otherwise, aij = aji = 0. The in-degree matrix and the Laplacian
matrix are denoted by D = diag(d1,…,dN) and L = D−A, where
di = ∑

N
j=1aij.

Assumption 1. The undirected network topology G is connected.

2.2 System Model

In this paper, an AC MG is considered. It is assumed that the
communication among DGs is ideal and the inductive distribution
lines are considered. Besides, the active power and reactive power
delivered by DG i at bus i satisfy

{{{{{{
{{{{{{
{

Pi =
vbus,ivmag,i sin(θi − βi)

Zi
,

Qi = −
v2bus,i
Zi

vbus,ivmag,i cos(θi − βi)
Zi

,

(1)

where Pi and Qi represent the active power and reactive power,
respectively. vmag,i∠θi and vbus,i∠βi are the output voltage and bus
voltage of DG i. Zi represents the effective collective impedance of
the output filter and the connector between distribution network
and DG.

2.3 Control objective

The secondary control objective is to design secondary
controllers of frequency and voltage regulation such that i) the
frequency restores to its reference value ωref as frequency reference
value; ii) the voltage regulates to [v1ref,v

2
ref], where v1r and v2ref are the

upper and lower bounds of voltage amplitude.

2.4 Cooperative control solution

Applying the droop control to (1), the following control scheme
can be achieved

{{{{
{{{{
{

ωi = ωni − nPiPi,

voi = Vni − nQi
Qi,

(2)
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where ωi represents the angular frequency. ωni and Vni represent
the set points in the secondary controller. nPi and nQi

represent
droop coefficients chosen according to the power rating of
the corresponding DG(17). By using an appropriate reference
coordinate transformation, it is reasonable to adjust vmag,i by voi.

Driven by the consensus algorithm, the frequency error and
voltage error among DGs are defined as follows.

eω,i = cω(∑
j∈Ni

(ωj −ωi) + gi (ωr −ωi)

+ ∑
j∈Ni

(nPjPj − nPiPi)), (3)

ev,i = cv(∑
j∈Ni

(voj − voi) + gi (vr − voi)

+ ∑
j∈Ni

(nQj
Qj − nQi

Qi)), (4)

where ωi and voi are the frequencies and output voltages of the DGs
i-th DG. The positive constants cω and cv are the coupling gains. ωr
and vr are the frequency and voltage references, respectively.

Together with (2–4), it is shown that

eω,i = cω(∑
j∈Ni

(ωnj −ωni) +
2

∑
γ=1

gi (ωn,ref −ωni)), (5)

ev,i = cv(∑
j∈Ni

(Vnj −Vni) +
2

∑
γ=1

gi (V
γ
n,ref −Vni)), (6)

where ωn,ref = ωr + nPiPi and Vγ
n,ref = v

γ
ref + nQi

Qi
1.

To restore the frequency and voltage of all DGs to the reference
values, ωni and Vni are provided by the secondary controller,
which are driven by the information from neighbors and updated
according to the frequency and voltage error terms eω,iand ev,i,
respectively. From (2), we have

{{{{
{{{{
{

ω̇ni = ω̇i + nPiṖi = eω,i,

V̇ni = v̇oi + nQi
Q̇i = ev,i.

(7)

Inspired by (21), we can design ωni to stabilize ωi and nPiPi and Vni
to stabilize voi and nQi

Qi. Combining (7) with (5, 6), the following
distributed secondary controller can be designed

ω̇ni = cω(∑
j∈Ni

(ωnj −ωni) +
2

∑
γ=1

gi (ωn,ref −ωni)), (8)

V̇ni = cv(∑
j∈Ni

(Vnj −Vni) +
2

∑
γ=1

gi (V
γ
n,ref −Vni)). (9)

Lemma 1. Under Assumption 1, the designed distributed
secondary controllers (8, 9) can regulate the frequency to its reference
value and stabilize the voltage amplitude between the upper and lower
bounds.

1 The details of (5) and (6) are given in the Appendix.

3 Fault estimator design

3.1 Fault Model and analysis

Usually, faults may occur with the increase of system operation
time in the secondary controller. In this paper, the fault signal is
denoted by fi, and the following conditions are satisfied.

Assumption 2.The fault is changed slowly, i.e., the fault signal and
its derivative are norm bounded as two positive scalars a and b (‖f‖ ≤ a
and ‖ ̇f‖ ≤ b).

Under the influence of faults, the secondary controller of voltage
regulation comes

V̇i = cv(∑
j∈Ni

(Vj −Vi) +
2

∑
γ=1

gi (Vr −Vi))+ fi

= cv(
2

∑
γ=1

giVr −((di +
2

∑
γ=1

gi)Vi − ∑
j∈Ni

Vj))+ fi. (10)

Denote V = [V1,…,VN]
T, and f = [ f1,…, fN]

T. Then, (10) can be
rewritten as follows,

V̇ = cv (G1 (1N ⊗ vr) +G2 (1N ⊗V
2
ref)

−(L+G1 +G2)V) + f. (11)

Define Θγ =
1
2
L+Gγ,γ = 1,2. Then, it has L(1N ⊗V

γ
ref ) =

(D−A)(1N ⊗V
γ
ref ) = 0,∀γ = 1,2. Thus, (10) is rewritten as

V̇ = cv((
1
2
L+G1)(1N ⊗ vr) + (

1
2
L+G2)

×(1N ⊗V
2
ref) − (

1
2
L+G1 +

1
2
L+G2)V)+ f

= cv(
2

∑
γ=1

Θγ (1N ⊗Vr) −
2

∑
γ=1

ΘγV)+ f. (12)

It can be seen that the normal secondary controller cannot achieve
the voltage regulation objective under the influence of faults.

3.2 Fault estimators design

To estimate the voltage and fault of DG i, the following fault
estimators can be designed.

{{{{{
{{{{{
{

̇V̂i,0 =cv(∑
j∈Ni

(V̂j,0 − V̂i,0) + gi (Vr − V̂i,0))+ bv ̃Vi,0 + ̂fi,0,

̇̂fi,0 =− dv(∑
j∈Ni

( ̃Vj,0 − ̃Vi,0) − gi ̃Vi,0),
(13)

where the positive constants bv and dv are coupling gains. V̂i,0
and ̂fi,0 are the initial estimator states of DG i and ̃Vi0 = Vi − V̂i0 is
the estimation error of Vi.

During the above estimator, the effect of fault-dependent term
̇f is ignored, which may result in estimation bias. To eliminate this

influence, the following k-step estimators are introduced.

{{{{{
{{{{{
{

̇V̂i,k = cv(∑
j∈Ni

(V̂jk − V̂i,k) + gi (Vr − V̂i,k))+ bv ̃Vi,k + ̂fi,k,

̇̂fi,k = −dv(∑
j∈Ni

( ̃Vjk − ̃Vi,k) − gi ̃Vi,k)+
̇̂fik−1,

(14)
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where V̂i,k and ̂fi,k are the k-step estimator states of DG i. ̃Vi,k =
Vi − V̂i,k represents the estimation error.

Denote V̂0 = [V̂1,0,…, V̂N,0] and ̂f0 = [ ̂f1,0,…, ̂fN,0]. The
dynamics of (13) can be rewritten as,

{{{{{
{{{{{
{

̇V̂0 = cv(
2

∑
γ=1

Θγ (1N ⊗Vr) −
2

∑
γ=1

ΘγV̂0)+ bv ̃V0 + ̂f0,

̇̂f0 = dv
2

∑
γ=1

Θγ ̃V0.
(15)

Define V̂k = [V̂1,k,…, V̂N,k] and ̂fk = [ ̂f1,k,…, ̂fN,k]. The dynamic of
(14) can be rewritten as

{{{{{
{{{{{
{

̇V̂k =cv(
2

∑
γ=1

Θγ (1N ⊗Vr) −
2

∑
γ=1

ΘγV̂k)+ bv ̃Vk + ̂fk,

̇̂fk =dv
2

∑
γ=1

Θγ ̃Vk +
̇̂fk−1.

(16)

Define ̃f0 = f − ̂f0. From (15), it yields

{{{{{
{{{{{
{

̇ ̃V0 = −(cv
2

∑
γ=1

Θγ + bv) ̃V0 + ̃f0,

̇ ̃f0 = −dv
2

∑
γ=1

Θγ ̃V0 + ̇f.
(17)

Define ̃fk = f − ̂fk, for k = 1,2,…. It follows from (16) that

{{{{{
{{{{{
{

̇ ̃Vk = −(cv
2

∑
γ=1

Θγ + bv) ̃Vk + ̃fk,

̇ ̃fk = −dv
2

∑
γ=1

Θγ ̃Vk +
̇ ̃fk−1.

(18)

From the above estimators, the following theorem can be achieved.
Theorem 1. Under Assumptions 1 and 2, the proposed iterative

estimators (13, 14) ensure that the estimation errors converge to zero
as the iteration step k tends to∞, i.e.,

lim
k→∞
( f − 1

k+ 1

k

∑
s=0

̂fs) = 0. (19)

Proof. For k = 0,1,2,…, it follows from the estimation errors
dynamics (17, 18) that

̃fk (t)
k+ 1
= −dv∫

t

0

2

∑
γ=1

Θγ

∑k
s=0
̃Vs (τ)

k+ 1
dτ+
∫
t

0
̇f (τ)dτ

k+ 1
. (20)

According to the fact that ∑2
γ=1Θγ is a positive definite matrix

and cv is a positive constant, it yields that the matrix H =

[[[[

[

−(Cv∑
2
γ=1Θγ + bv) IN

−dv∑
2
γ=1Θγ 0N

]]]]

]

is Hurwitz. Since ̇f is bounded, then ̃f

and ̃V are bounded, which implies that

lim
k→∞

̃fk (t)
k+ 1
= 0. (21)

Under Assumption 2, it is shown that f is bounded, which yields

lim
k→∞

∫
t

0
̇f (τ)dτ

k+ 1
= lim

k→∞

f (t) − f (0)
k+ 1

= 0. (22)

Together with (20–22), it yields

lim
k→∞
∫
t

0

1
k+ 1

k

∑
s=0

2

∑
γ=1

ΘγṼs (τ)dτ = 0. (23)

Then, it is shown that

lim
k→∞

1
k+ 1

k

∑
s=0

2

∑
γ=1

ΘγṼs = 0, (24)

which implies that

lim
k→∞

1
k+ 1

k

∑
s=0

Ṽs = 0, (25)

during which we have used the fact that ∑2
γ=1Θγ is positive definite.

From ̃Vs = V− V̂s, it follows that

lim
k→∞

k

∑
s=0

1
k+ 1
(V− V̂s) = 0. (26)

Differentiate the equation as

lim
k→∞

k

∑
i=1

1
k+ 1
(V̇− ̇V̂s) = 0. (27)

According to (11, 15, 16), one has

lim
k→∞

1
k+ 1

k

∑
s=0
(−dv

2

∑
γ=1

ΘγṼs − bvṼs − ̂fs)+ f = 0. (28)

It further follows that

lim
k→∞

1
k+ 1

k

∑
s=0

̂fs = f.

(29)

lim
k→∞

1
k+ 1

k

∑
s=0

f̃s = 0, (30)

which implies that themean value of f̃i, i = 0,1,2,…,k, can converge
to zero when k→∞. □

4 Fault-tolerant controller design

In this section, a fault-tolerant controller is designed to recover
the voltage to its reference value by compensating for the influence
of unknown fault fi. According to the conclusion in Theorem 1, we
can define the estimation of the signal of fault as fi,k, i.e.,

fi,k =
1

k+ 1

k

∑
s=0

̂fi,s. (31)

Based on fi,k, the following fault-tolerant controller Vd
i is designed,

V̇d
i = V̇i −mv fi,k. (32)

DefineVd = [Vd
1,…,V

d
N]

T. Based on (31), the following dynamic can
be achieved

V̇d = V̇−MvFk, (33)
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where Fk = [ f1k,…, fNk]
T and satisfies Fk =

1
k+1
∑ks=0 ̂fs according to

(30).
Theorem 2. If the condition in Theorem 1 is satisfied and the step

k is large enough, then the controller designed based on iterative mean
estimation information in (31) can ensure that the voltage restores to
the normal value under the influence of faults.Proof.Denote V̄ = Vd −
(∑2

γ=1Θγ)
−1∑2

γ=1Θγ(1N ⊗Vr). UnderAssumption 1, we know that the
matrix∑2

γ=1Θγ is non-singular and positive-definite. It follows from
(32) that the derivative of V̄ is

̇V̄ = cv(
2

∑
γ=1

Θγ (1N ⊗Vr) −
2

∑
γ=1

ΘγV)+ f − Fk

= −cv
2

∑
γ=1

ΘγV̄+ f − Fk. (34)

Define Ψ̄ = ΨT +Ψ and Ψ = −cv∑
2
γ=1Θγ. Then, formula (33) can be

rewritten as

̇V̄ = ΨV̄+ f − Fk. (35)

Construct the Lyapunov function as W = V̄TV̄. The time derivative
of W along (34) is

Ẇ = V̄TΨ̄V̄+ 2V̄T ( f − Fk) . (36)

Using Young’s inequality leads to

2V̄T ( f − Fk) ≤ V̄
T(−1

2
Ψ̄) V̄+ ( f − Fk)

T (−2Ψ̄)( f − Fk)

≤ −1
2
V̄TΨ̄V̄+ 2‖Ψ̄‖ ⋅ ‖ f − Fk‖

2. (37)

TABLE 1 The ACMG parameters and the fault-tolerant controller
parameters.

Lines impedance R1 = R3 = 0.5Ω,R2 = R4 = 0.6Ω

Primary Controller mi = ni = 2e− 4

Secondary Fault-Tolerant Controller cvi = cwi = 3, g
γ
i = 3

Reference Signals wref = 50 Hz, v1ref = 310 V, v2ref = 311 V

Load RL = 2Ω

Substituting (36) into (35) yields

Ẇ ≤ 1
2
V̄TΨ̄V̄+ 2‖Ψ̄‖ ⋅ ‖ f − Fk‖

2. (38)

From Ψ̄ < 0 and f− Fk→ 0 as k→∞, it shows that V̄→ 0 as k→∞.
Thus, it is shown that the voltage belongs to the set [v1ref,v

2
ref]. □

Remark 1. Similarly, the developed can be also used to solve
the frequency restore problem of MG under the influence of faults.
Specifically, the frequency controller can be designed as follows,

{{{{{{
{{{{{{
{

̇ω̂i,l = cω( ∑
j∈Ni

(ω̂j,l − ω̂i,l) + gi (ω
1
r − ω̂i,il) + g2i (ω

2
r − ω̂i,l))+ biω̃i,l +mw

̂fi,l,

̇̂fi,l = −dw( ∑
j∈Ni

(ω̃j,l − ω̃i,l) −
2

∑
γ=1

giω̃i,l)+
̇̂fi,l−1,

(39)

where ̇ ̂fi−1 = 0. The corresponding conclusions and stability
analysis process are similar to that of voltage regulation and they are
omitted here.

FIGURE 1
Simulation test system.

Frontiers in Energy Research 05 frontiersin.org44

https://doi.org/10.3389/fenrg.2023.1160256
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles


Han 10.3389/fenrg.2023.1160256

TABLE 2 The considered faults.

Time(s) 0–5 5–9 9–12 12–16

fv,1(t) 0 5t 5t 5t

fv,2(t) 0 0 40 sin t 40 sin t

fv,3(t) 0 0 0 0

fv,4(t) 0 0 0 40

fw,1(t) 0 4t 4t 4t

fw,2(t) 0 0 30 sin t 30 sin t

fw,3(t) 0 0 0 0

fw,4(t) 0 0 0 40

5 Simulation study

In this simulation,ACMGsystems are considered, which consist
of 4 DGs and 2 leaders as shown in Figure 1. The parameters
of all DGs are shown in Table 1. To show the effectiveness of
our developed fault-tolerant controller, the faults considered are
displayed in Table 2, where fv,i and fw,i represent the attack signal
on the voltage and frequency controller of DG i, respectively. Then,
the following two cases are introduced to show the effectiveness of
the developed method.

Case I. (Voltage and frequency regulation with distributed
secondary controllers (Zhang et al., 2021) and (Anand et al., 2012))
In this case, the secondary controllers are added at t = 2 s. For the

TABLE 3 Parameters of the designed fault-tolerant controller.

Fault-tolerant controller (31) bv = 28, dv = 13, mv = 7

Fault-tolerant controller (38) bw = 22, dw = 16, mw = 8

Iterative Number k = 6

secondary controllers (Zhang et al., 2021) and (Anand et al., 2012),
the trajectories of voltage and frequency under faults are shown
in Figure 2. The simulation result can be summarized from the
following stages.

1) Stage 1 (0–2 s): Only primary control is actuated. The frequency
ωi is deviated from its reference value 50 Hz and the voltage Vi is
also deviated from its reference range, i.e., [310,311].

2) Stage 2 (2–5 s):The secondary controllers (Zhang et al., 2021) and
(Anand et al., 2012) are added at t = 2 s, which can restore the
frequencyωi to its reference value and can also control the voltage
Vi to [310,311].

3) Stage 3 (5–9 s): The trajectories of frequency ω1 deviate from
its reference value and the trajectories of voltage V1 cannot stay
within its scope under faults signal fv,1 and fw,1 as shown in
Table 2.

4) Stage 4 (9–12 s): The trajectories of frequency ω1 and ω2 deviate
from its reference value and the trajectories of voltages V1 and V2
cannot stay within its scope with the addition of fault signals fv,2
and fw,2.

5) Stage 5 (12- s): All trajectories of frequency ωi deviate from its
reference value and the trajectories of voltage Vi cannot stay
within its scope with the addition of fault signals fv,2 and fw,2.

FIGURE 2
Trajectories of voltage and frequency with the distributed secondary controller (8)–(9) under faults.
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FIGURE 3
Trajectories of voltage and frequency with the secondary fault-tolerant controller (31) and (38) under faults.

In summary, under the distributed secondary controllers
(Zhang et al., 2021) and (Anand et al., 2012)), the frequencies and
voltages cannot be adjusted to the proper values under the influence
of faults.

Case II. (Voltage and frequency regulation using distributed
fault-tolerant controllers (31) and (38))

First, the parameters in the fault-tolerant controllers (31) and
(38) are displayed in Table 3. Based on the distributed fault-tolerant
controllers (31) and (38), the trajectories of voltage and frequency
under the influence of faults are shown in Figure 3. Similar to case
I, the following stages are shown.

1) Stage 1 (0–5 s): The conclusions are same to those in Stage 1 of
Case I.

2) Stage 2 (5–16 s): The distributed fault-tolerant controllers (31)
and (38) ensure that the frequency voltage are restored to their
range.

Under the influence of the considered faults, the developed fault-
tolerant control scheme can achieve the frequency recovery and
voltage regulation effectively.

6 Conclusion

The distributed secondary fault-tolerant control problems of
voltage and frequency regulation have been studied for smart grids
under faults. A wavelet analysis and consensus algorithm-based
fault-tolerant control method has been developed to solve the

considered problems. In particular, the wavelet analysis technique is
firstly introduced to detect the considered faults. Then, distributed
secondary fault-tolerant controllers are designed to compensate for
the influence of faults by using a newly introduced distributed fault
estimate method. It is shown that the designed scheme ensures that
both frequency regulation and voltage recovery objectives can be
achieved. Finally, AC MGs with four distributed generations are
used to validate the effectiveness of the developed fault-tolerant
schemes.
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Multi-agent-based control
strategy for centerless energy
management in microgrid
clusters

Shuang Shi, Yanping Wang* and Jiyu Jin

School of Information Science and Engineering, Dalian Polytechnic University, Dalian, China

Interconnecting microgrids with similar geographical environment and related
characteristics electrically and communicatively, this constitutes a microgrid
cluster, which is a higher-level distributed power structure and an effective way
to improve the utilization rate of distributed energy and local absorption level.
However, the stable operation of microgrid clusters is determined by the cluster
structure and its control strategy, which is also the focus and difficulty of current
research. To address this challenge, this paper proposes a ring-basedmulti-agent
microgrid cluster energy management strategy, which realizes the centerless
coordinated autonomous operation of microgrid clusters with high stability. In
addition, based on the multi-agent control strategy, this paper designs a variety
of control strategies that can be switched autonomously for different control
objectives of the microgrid cluster to realize smooth grid connection and off-
grid of the microgrid cluster. Finally, based on Matlab platform simulation, the
experimental results show that the control structure and energy management
strategy proposed in this paper can realize the centerless coordination and
autonomy of the microgrid cluster on the basis of stable operation, minimize the
energy interaction between the cluster and the distribution network, and greatly
improve the utilization rate and local absorption level of distributed energy.

KEYWORDS

microgrid clustering, energy management, multi-agent, coordinated autonomy,
centerless

1 Introduction

Microgrid (MG) is the basic component unit of microgrid cluster, so the stability,
efficiency and control flexibility of microgrid operation are the basis for realizing microgrid
cluster operation. At present, the development of microgrids has been relatively mature,
and people have done a lot of work on microgrid operation, control, and protection
Joos et al., 2000; Chiradeja and Ramakumar, 2004; Quezada et al., 2006; Hegazy et al., 2003;
Hoff and Shugar., 1995; Greatbanks et al., 2003. Which has accelerated the development
of microgrid technology. However, the large-scale access of microgrids leads to a large
number of bidirectional currents in the distribution network with scattered access points,
which brings new problems to voltage regulation, protection coordination and energy
optimization Patel et al., 2008. Exploring and developing active distribution technologies
for distribution networks is an effective way to solve this problem. On the other hand, how
to effectively integrate a large number of microgrids to make them operate autonomously
and reduce the impact on the distribution network is the hope and requirement of the
distribution network for microgrids and one of the goals of microgrid clustering operation
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Yao et al., 2021. Microgrid cluster (MGC) is a new structure of
distributed power supply in recent years, and relatively little
research has been done on MGC at home and abroad, but as a
further development trend of coordinated operation of multiple
microgrids, its superiority in distributed power integration,
flexible control mode, energy utilization efficiency, and support
to the distribution microgrid has led to the research on MGC
at home and abroad Yao et al., 2023. More and more attention
has been paid to the research of MGC both at home and
abroad. For example, Qingzhu Wan et al. from the School of
Electrical and Control Engineering of Northern Polytechnic
University wrote a paper to explain the concept, structure and
composition of microgrid clusters Qingzhu and Xue, 2017.
The general design of microgrid cluster operation was studied
by Jiangmen Power Supply Bureau of Guangdong Power Grid
Company and the School of Electronic Information and Electrical
Engineering of Shanghai Jiaotong University, which compared
the characteristics of microgrid cluster operation with related
methods such as coordinated operation of multiple microgrids and
single microgrid operation, and discussed the control methods
of microgrid cluster operation Cai Dehua et al., 2015. Zhou
Xiaoqian et al. from the School of Electronic Information and
Electrical Engineering, Shanghai Jiaotong University, proposed
local centralized optimization and global optimization methods. A
framework of local centralized optimization and global distributed
iterative distributed optimization based on consistency and model
predictive control theory was proposed, which well solves the large-
scale MGC distributed optimization solution problem Zhou et al.,
2018a. In addition, the Microgrid Laboratory of Aalborg University,
Denmark, has conducted research on integrated modeling
of microgrid clusters, multi-timescale energy management of
multilayer microgrid clusters, distributed coordinated control
and optimization based on coordinated operation of multiple
microgrids, and virtual and semi-physical simulations to verify
the correctness and effectiveness of the proposed scheme. The
stable operation of microgrid clusters depends on the correct design
and selection of control strategies, and currently, the main control
methods are centralized, decentralized and distributed. Centralized
control cannot meet the robustness and flexibility requirements of
microgrid clusters due to its own characteristics Karimi et al., 2017;
Wei and Xianwei., 2011; Minchala-Avila et al., 2016. Decentralized
control achieves stable control of the unit itself through local
control methods, and power balancing within and between
microgrids can be achieved through reasonably designed control
algorithms Nutkani et al., 2016; Divshali et al., 2012. Subsequently,
the shortcomings of traditional sag control have been optimized
and corresponding control methods for autonomous operation of
microgrids have been proposed, providing directions and ideas for
the control of microgrid clusters Jin et al., 2010; M. D. Cook et al.,
2017; Dou et al., 2015; Gu et al., 2014. However, the decentralized
control systems of microgrids are “fragmented”, which makes it
difficult for microgrid clusters to support large microgrids. In recent
years, the application of distributed control theory in power systems
has gradually gained attention, and the resulting distributed control
of microgrids has been gradually developed. The distributed control
approach not only has high flexibility, immunity and ability to resist
cyber security threats, but also can provide strong technical support
to the microgrid, so distributed control is particularly suitable for

microgrid clusters Han et al., 2019. Under the distributed control
architecture, various optimal control methods have been proposed
for different control objects and optimization objectives, such as
autonomous coordinated control strategies for clusters withmultiple
AC-multiple DCmicrogrids Zhou et al. (2018b), hierarchical cluster
control schemes for islanded DC microgrid clusters Luo et al.,
2018, and distributed hierarchical cooperative control strategies
for islanded microgrid clusters with intermittent communication
Li et al., 2019, and simulation verified the effectiveness of the
control strategy. During the research of microgrid cluster control
strategies, the time scale of cluster energy management, dynamic
characteristics of cluster operation, communication delays, the
impact of microgrid plugging and unplugging on communication
links, line loss and economy, and topology optimization have also
been discussed and solutions have been proposed Xing et al., 2017;
Z. Zhao et al., 2017; Han et al., 2018; Han et al., 2017; Zhou et al.,
2017. However, the existing cluster topologies and their distributed
algorithms are still largely based on the instructions issued by the
high-level controller or the dominant node, and do not operate
autonomously without a control center in the real sense.

The shortage of energy resources and ecological degradation
have led to the development of photovoltaic and wind power
generation, but a singlemicrogrid is no longer able tomeet the needs
of users. Therefore, an effective solution to directly dispatch and
manage a large number of distributed generators in the distribution
network is to centralize distributed power sources into a microgrid
cluster. Amicrogrid cluster is formed by interconnectingmicrogrids
with similar geography and related characteristics electrically and
communicatively and interacting with the distribution microgrid
through a unique access point, which is a higher-level distributed
power architecture. In this paper, a ring-shaped distributed
microgrid cluster structure is proposed. In this structure, distributed
control systems with integrated communication modules are
distributed in each microgrid unit in a ring link, and the microgrid
only interacts with neighboring microgrids to obtain current status
information and user information of other microgrids in the cluster.
When the cluster is operating, each distributed control system
(agent) can simultaneously solve the next operation plan of the
cluster, in addition to maintaining the stable operation within the
microgrid. Therefore, each distributed control system is both the
control center of each microgrid unit and the control center at
the cluster level, completely eliminating the need for a centralized
dispatch center and dominant node. This fully distributed control
strategy can greatly improve the stability and robustness of
cluster operation and finally realize autonomous operation without
central coordination, which has important theoretical research
significance and application promotion value. Through simulations
and experiments, we demonstrate that our approach can improve
the reliability, stability, and efficiency of microgrid operation while
reducing the dependence on the main power grid. Our approach
utilizes real-time dynamic compensation control, which can adapt
to changing conditions in the microgrid more quickly. We also
show that our approach can effectively balance the power generation
and demand of the microgrid by integrating a smart agent-based
control system and using energy storage devices such as batteries
and supercapacitors. Our results suggest that our approach could
be a promising solution for the large-scale deployment of renewable
energy microgrids in the future.
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2 Materials and methods

As a more complex form of distributed power structure,
microgrid clusters will present the following new features: each
micro power source within the cluster can independently meet the
power demand of each microgrid load in the islanded state; when
there is a microgrid that cannot meet the load power demand, the
cluster networking state can be carried out to share the surplus
power of the respective microgrid and the power in energy storage
through energy interaction. When the overall power of the cluster
is insufficient or the energy storage equipment is surplus, flexible
automatic load shedding can be carried out at the level ofmeeting the
self-sufficiency rate of the cluster, or feedback or request for power
supply to the distribution network through the public coupling point
(PCC). The above features greatly enhance the flexibility of cluster
operation. The increased degree of autonomy of microgrid clusters
will allow more active control, since the topology of the cluster
will be determined to some extent by the interactions between the
microgrids. We present the cluster operation of microgrids and
its superiority. The cluster structure and its operational control
strategy determine the stability of the system and the utilization
of distributed energy, while the realization of the autonomous
operation goal determines the magnitude of the support role for the
distribution microgrid. In the existing microgrid secondary control,
themain control objectives are voltage and frequency recovery, SOC
equalization, etc., Ma et al., 2022; Deng et al., 2022. In the control
proposed in this paper, the control objective of the multi-agent
system is to adjust the control mode and static switching state of
the energy storage unit according to the operating status of each
microgrid to ensure that all microgrids can operate stably. For
example, when a microgrid cannot operate autonomously because
the battery SOC reaches the constraint condition, anothermicrogrid
is selected to interconnect with this microgrid through the

two-layer multi-agent system and the energy storage units of other
microgrids are used to maintain the power balance and ensure
stable operation.

2.1 Microgrid cluster overview

In this paper, a ring distributed autonomous system structure
and its control strategy are proposed, i.e., a ring structure is used
to connect microgrid clusters to the microgrid, a solution for
smoothmicrogrid connection ofmicrogrid clusters and coordinated
autonomy of each microgrid is proposed, and a multi-agent system
(MAS) based energy management method for microgrid clusters is
proposed. The schematic diagram of the microgrid cluster model is
shown in Figure 1.

Themulti-agent systemused in this paper is a distributed control
system composed of agents in which the agents communicate with
each other to coordinate and control the microgrid cluster and
the state of each microgrid according to certain rules, using a
distributed approach to problem solving. Each agent integrates
a communication module and forms a ring link in which it
is connected to the microgrid and in which distributed control
algorithms are embedded. Typically, each agent is interconnected
with its neighboring agents and interacts with information through a
control policy developedwithin the agent.The proposed cyclic agent
architecture allows neighboring agents to communicate with each
other, and the agent is used for energymanagement of themicrogrid
cluster, and the cyclic structure of the agent is used to reasonably
allocate energy storage and achieve dynamic energy compensation
among sub-microgrids. Second, starting from the actual microgrid
connection, the control strategy of the sub-microgrids is converted
to include pre-synchronization control to enable smooth microgrid
connection of the microgrid clusters at the PCC.

FIGURE 1
Schematic diagram of microgrid cluster model.
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FIGURE 2
The control structure diagram of microgrid master control unit.

2.2 Control strategy of agent system in a
single microgrid

Before studying the control of microgrid clusters, the control of
single microgrid should be considered first, then study the control
of single microgrid using agent system, which is important to study
the stability of microgrid clusters.

In this paper, the master-slave control strategy is used for a
single microgrid. As power terminals, the PV and wind generation
units are mainly controlled with maximum power tracking to
maximize the utilization of wind and solar energy. Similarly, in
grid-connected operation mode, energy storage also acts as a power
terminal, receiving power commands from the upper-level dispatch
system for constant power control (PQ) charging and discharging.
However, as a balancing terminal, the energy storage device uses
constant voltage and constant frequency (V/f) control to maintain
stable AC bus voltage and frequency under island operation
mode conditions. The operation mode and static switching of
each microgrid is controlled by a multi-agent system. The control

structure diagram of themicrogridmaster-slave inverter is shown in
Figure 2.

As shown in Figure 2, udref and uqref are reference values of
the d-axis and q-axis PCC voltage, respectively; idref and iqref are
reference values of the d-axis and q-axis grid-connected current,
respectively; uabc is three-phase PCC voltage; uabc is three-phase
grid-connected current; ωref is rated reference value of fundamental
angular frequency; θ is phase information of PCC voltage; θg is
phase information of grid-connected voltage; △ω is variation of
fundamental angular frequency.

As shown in Figure 2, in grid-connected operation mode, the
control objective of the energy storage system is to track the
power command, so PQ control is used. d-axis and q-axis current
references are generated from the power command and d-axis
voltage, and phase information is obtained from the phase-locked
loop (PLL). In islanded operation, the microgrid loses the support
of grid voltage and frequency, and if constant power control is still
used, when the inverter output power does not match the load
power. It will cause fluctuation of system voltage and frequency,
resulting in system instability. Therefore, in the islanding mode,
the main inverter of the microgrid needs to assume the role
of voltage and frequency regulation and adjust its own output
power according to the load demand. In the islanding mode of
operation, the current reference values for the d and q axes are
generated by the PI regulator of the outer voltage loop. In the
inner current loop, decoupling and voltage feedforward control
are also considered. In addition, pre-synchronization control needs
to be considered when the microgrid is switched from islanding
mode to grid-connected mode. The purpose is to achieve phase
alignment on both sides of the static switch before switching, thus
reducing the voltage/current impact caused during the switching
process.

The topology structure of voltage source grid connected inverter
is shown in Figure 3. In dq two-phase synchronous rotating
reference frame, the mathematical model of grid connected inverter
can be expressed as follows

L
did
dt
+Rid −ωLiq = vd − ud (1)

L
diq
dt
+Riq +ωLid = vq − uq (2)

Where L is filter inductance; R is the parasitic resistance of the
filter inductance; ω is fundamental angular frequency; id and iq

FIGURE 3
The topology structure of voltage source grid connected inverter.
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FIGURE 4
Single microgrid simulation results.
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are the d-axis and q-axis components of grid connected current;
ud and uq are the d-axis and q-axis components of point of
common coupling (PCC) voltage; vd and vq are the d-axis and q-
axis components of converter terminal voltage.The active power and
reactive power can be expressed as follows

P = 3
2
idud (3)

Q = −3
2
iqud (4)

In grid-connected operation mode, PCC voltage is considered
constant, so the current reference value can be expressed as follows

idref =
2Pref

3ud
(5)

iqref = −
2Qref

3ud
(6)

Where Pref and Qref are reference values of active and reactive
power, respectively. In island operation mode, voltage closed-loop
control is used to maintain constant voltage and frequency of AC
bus, so the current reference value can be expressed as follows

idref = (udref − ud)(kvp +
kvi

s
) (7)

iqref = (uqref − uq)(kvp +
kvi

s
) (8)

where udref and uqref are reference values of the d-axis and q-
axis voltage, respectively; kvp and kvi are proportional and integral
coefficients of PI regulator, respectively.

The single microgrid control strategy is verified by Matlab
platform and the simulation results are shown in Figure 4.

The results show that: the microgrid operates grid-connected
at 0∼0.3s, when the wind turbine power, PV power and energy
storage power are 20 KW, 10 KW and 30 KW respectively; When
a microgrid fault is detected at 0.3s, the microgrid switches
from grid-connected operation to islanded operation. The agent
system switches the control strategy from PQ control to V/f
control, at which time the energy storage alone bears the power
difference between the scenic generation and the load. Therefore,
the energy storage discharges 10 KW.When the microgrid switches
from islanded operation to grid operation at 0.6s. The agent system
switches the control strategy from V/f control to PQ control and
starts pre-synchronous control. The simulation results in Figure 4
show that the PCC has a smooth voltage transition, which proves
that the single network can operate stably and the agent system can
complete the switchover from grid to grid independently and can
be connected to the grid smoothly without the need for a cluster
coordination control strategy.

2.3 Microgrid cluster ring control structure

Several microgrids are electrically interconnected according to
geography or type to form microgrid clusters. The transmission
of microgrid status information and control signals depends on
an efficient and reliable communication network, while effective
prediction of uncertainty in distributed power sources and loads is
a prerequisite for inter-microgrid energy dispatch. First, individual

microgrids are established, and then all microgrids of the same
type are electrically and communicatively interconnected according
to the microgrid type to form a microgrid cluster. When the
cluster is operating, each distributed control system synchronizes
to solve the next operation plan of the cluster, in addition to
maintaining the stable operation within the microgrid. Therefore,
each distributed control system (agent) is both the control center
of each microgrid unit and the control center at the cluster
level, completely eliminating the need for a centralized dispatch
center and a dominant node. Based on the idea of multi-
agent controller, an agent-based control strategy for microgrid
cluster ring network is proposed. This control strategy mainly
consists of the communication network of agents and multiple
microgrids, in which agents communicate with each other to form
a communication network. The microgrid consists of distributed
photovoltaic power generation, wind power generation, energy
storage modules and loads. The overall structure is shown in
Figure 5. The line between two agents in the Figure indicates
the communication interconnection, and the direction of arrow
indicates the direction of information transfer; The dotted line
between agent and MG indicates their connection, mainly the
information upload of MG and the command sending of agent
system; The solid line between MG and MG indicates the electrical
interconnection, which can carry out energy transfer, and the arrow
indicates its direction.Eachmicrogrid is equippedwith an intelligent
body (agent). It is responsible for collecting the current state of

FIGURE 5
Microgrid cluster control model for ring networks.
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charge (SoC) and calculating the difference between the airflow and
the power required by the user. It is also responsible for exchanging
the current power error values with the connected agents and
comparing the upper and lower limits of the SoC in order to issue the
best control commands according to the control rules. Each agent
interacts onlywith connected agents, and this ring network structure
minimizes communication delays.

Remark 1, This ring distributed architecture proposed in this
paper achieves the goal of centerless energy coordination and
autonomy by eliminating the influence of the central controller
and the dominant agent at the cluster level, and reduces the
impact of communication failures on the system. This distributed
ring structure greatly improves the robustness of microgrid
clusters.

2.4 Distributed energy management
control strategy for microgrid clusters

a) Reasonable design of control strategy. The stability of
operation is built on the basis of intra-cluster power balance, so the
power shortage and excess of each microgrid needs to be reasonably
matched and scheduled. Under the fully distributed control
architecture, we propose a real-time dynamic compensation control
strategy: The control system calculates the power difference of the
microgrid in the next operation step based on the power generation

measurement and customer power consumption information, and
performs inter-grid power scheduling on the basis of ensuring
its own stable operation. In addition, the control objective of the
autonomous operation of this project requires that when the total
power difference of the cluster is less than zero, the decision to
connect to the grid is made according to the self-sufficiency rate set
by the cluster.

b) For the control strategy adopted in this project, autonomous
operation without central coordination requires that when the
distributed control system is given global information, it is able
to synchronize the real-time dynamic compensation schemes of
the clusters and then, after the schemes are completed, verify their
consistency. Therefore, in addition to synchronizing the clocks, the
start and end times of the solving process should be set in the
system. If the solution results are inconsistent, the above solution
and verification process should be repeated until convergence, and
the number of repetitions should be adjusted according to the
cluster operation parameters. Under the fully distributed control
architecture, the above control strategy and synchronous solving
algorithm will eliminate the need for dominant nodes and central
controllers to realize the centerless autonomous operation of the
microgrid cluster.

In order to maintain the energy balance of microgrid clusters
for coordination and autonomy, it is necessary to eliminate the
prediction errors. In this paper, a real-time dynamic compensation

FIGURE 6
Real-time dynamic compensation control strategy flow chart.
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control strategy is proposed for the error between the actual data of
eachmicrogrid unit and the customer demand data.Thepower error
is represented as follows

Perrori = Pwt_reali + Ppv_reali − PL (9)

where, i represents the i microgrid, Ppv_reali and Pwt_reali are the
measured power of Photovoltaic andwind, respectively, and PL is the
demand power of the user, and Perrori is the error power. The specific
algorithm flow chart is shown in Figure 6.

The detailed steps of the real-time dynamic compensation
control strategy are as follows.

Step 1: Calculate all the Perrori (Perror1 ∼ Perror6), and get 6
output states (Pstate1 ∼ Pstate6) according to the hysteresis loop
comparator judgment, at this time, when Perrori is greater than 0,
make Pstate1 = 1, which proves that the actual power of scenery
power generation is greater than the user demand power, then
the remaining power is stored in energy storage system (ESS) or
interact with other microgrid energy, at this time, it represents that
the energy storage is charging. When Perrori is less than 0, that is,
the actual power of scenic power generation is less than the user’s
demand power, so Pstate1 = 0, which means that the storage energy
is being discharged or the cluster is interacting with the electric
energy.

Step 2: Based on the collected SoC value, determine whether
the energy storage has reached the constrained state (SoC’ is
the lower limit, SoC0 is the upper limit), and output the state
(SWBES1 ∼ SWBES6 , MG1state ∼MG1state) as 1 if the constraint is
reached, and 0 if the constraint is not reached.

Step 3: The agent system calculates the states of Pstate1 ∼ Pstate6 in
step 1 and SWBES1 ∼ SWBES6 in step 2 to obtain the state ordering of
themicrogrid sequence numbers and SoC values that require energy
mutualization.

Step 4: Energy exchange path matching is performed based on
the sequence number and the ranking of SoC states of themicrogrids
that need energy interaction obtained in step 3. Microgrids that do
not participate in energy interaction continue to operate in isolation.
If the cluster cannot operate autonomously, they enter the grid
smoothly through PCC.

Remark 2, in order to enable the cluster tomeet the load demand
value through energy management, to achieve avoid the ESS not to
meet the user demandwhen the actual output power of Photovoltaic
and wind is small. The real-time dynamic compensation control
strategy is proposed in this paper. It is worth stating that the
dynamic compensation scheme includes two aspects. 1) Energy
scheduling between distributed power sources, energy storage
devices and loads within the microgrid. 2) Energy scheduling
between microgrids. In the energy scheduling of microgrid clusters,
the power deficit and surplus of each microgrid should be correctly
matched.

3 Simulation results at each working
condition

The following is an example of six microgrids, MG1, MG2,
MG3, MG4, MG5, and MG6, whose microgrid structures all

FIGURE 7
Microgrid cluster overall simulation diagram.
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choose PV power generation, wind turbines, load and energy
storage systems, and the busbar chooses AC busbar. When
the ring-type microgrid cluster control strategy is adopted, the
power coordination autonomy of the cluster can be realized,
and the overall simulation diagram is shown in Figure 7. The
following is the simulation model built with Matlab, and the
results show the power generation, SoC value, energy storage
output power, and grid connection current of each microgrid.
It proves the effectiveness of the control strategy in this
paper.

3.1 Cluster operation simulation results
(condition 1: Excess power)

The simulation time is set to 2.3s, and the initial SoC
values of all six microgrids are close to the upper limit,
which is specified to be 80%, and the SoC value of MG5

is the smallest, and the Perrori of MG5 is less than 0. The
cluster operation is observed. Table 1 shows the parameters of
each microgrid. Figures 8–10 shows the results of the cluster
simulation.

From the above simulation results, under the initial conditions,
the energy storage SoC values of MG1-MG6 are close to the upper
limit, when the power excess comes to verify whether the cluster can
share by itself. From the data in the table, we can see that only the
Perrori of MG5 is less than 0, and the energy storage SoC value of
MG5 is at a high level, so the Perrori of MG5 is borne by the energy
storage of MG5 alone; The Perrori of the other five microgrids is
greater than 0, showing a state of excess power, and their own energy
storage is at a high level. This condition is used to verify whether the
cluster can share the excess power by itself. First, the energy storage
of MG1 reaches the upper limit first. At this time, by detecting
the microgrid that meets the transmission condition as MG5, the
grid connection switch of MG1 and MG5 is closed, and the excess

TABLE 1 Margin specifications.

Unit/power MG1 MG2 MG3 MG4 MG5 MG6

Photovoltaic units 10 KW 20 KW 20 KW 15 KW 10 KW 20 KW

Wind power unit 20 KW 20 KW 20 KW 20 KW 20 KW 20 KW

Energy storage unit 40 KWh 40 KWh 40 KWh 40 KWh 40 KWh 40 KWh

Load unit 20 KW 20 KW 20 KW 20 KW 40 KW 20 KW

Error power 10 KW 20 KW 20 KW 15 KW −10 KW 20 KW

Busbar voltage 380 V 380 V 380 V 380 V 380 V 380 V

FIGURE 8
Soc value of each microgrid.
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power of MG1 is borne by MG5; Then, the energy storage of MG2,
MG3, MG4 and MG6 reach the upper limit in turn, and their grid
connection switch is closed in turn, and the excess power is borne by
MG5. The excess power is borne by MG5; Finally, the energy storage
SoC value of MG5 also reaches the upper limit, the grid-connected
main switch (PCC) is closed, the excess power is balanced by the
distribution network, and the energy storage is all on standby. The
simulation results in Figures 8–10 prove the autonomy and high
robustness of the energy management control strategy proposed
in this paper under the condition of cluster overpower. This also
proves that the control strategy proposed in this paper can maintain
the stability of the system under the condition of excess power
generation or relatively low user load, which has good practical
significance.

3.2 Cluster operation simulation results
(case 2: Power shortage)

The initial SoC values for all six microgrids were close to the
lower limit, specified as 80%, and the maximum SoC value was
observed for MG2, with an Perrori greater than 0 for clustered
operation. Table 2 shows the parameters of each microgrid. The
energy storage SoC values for MG1-MG6 are all close to the lower
limit under initial conditions to verify that the clusters can operate
autonomously and connect to the grid stably without autonomy
in case of power shortage. Table 2 shows the parameters of each
microgrid. Figures 11–13 show the cluster operation results.

From the above simulation results, only the Perrori of MG2 is
greater than 0, and the energy storage SoC value of MG2 is at a

FIGURE 9
Energy storage output power of each microgrid.

FIGURE 10
Cluster grid-connected current.

Frontiers in Energy Research 10 frontiersin.org57

https://doi.org/10.3389/fenrg.2023.1119461
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles


Shi et al. 10.3389/fenrg.2023.1119461

TABLE 2 Power of each unit.

Unit/power MG1 MG2 MG3 MG4 MG5 MG6

Photovoltaic units 10 KW 10 KW 10 KW 10 KW 10 KW 10 KW

Wind power unit 20 KW 20 KW 10 KW 20 KW 20 KW 10 KW

Energy storage unit 40 KWh 40 KWh 40 KWh 40 KWh 40 KWh 40 KWh

Load unit 40 KW 10 KW 35 KW 40 KW 40 KW 40 KW

Error power −10 KW 20 KW −15 KW −10 KW −10 KW −20 KW

Busbar voltage 380 V 380 V 380 V 380 V 380 V 380 V

FIGURE 11
SoC value of each microgrid.

FIGURE 12
Energy storage output power of each microgrid.

Frontiers in Energy Research 11 frontiersin.org58

https://doi.org/10.3389/fenrg.2023.1119461
https://www.frontiersin.org/journals/energy-research
https://www.frontiersin.org/journals/energy-research#articles


Shi et al. 10.3389/fenrg.2023.1119461

FIGURE 13
Cluster grid-connected current.

high level; The Perrori of the other five microgrids is less than 0,
showing a power shortage state, and their own energy storage is at
a low level, so as to verify whether the power shortage cluster can
carry out mutual energy assistance. First, each microgrid meets the
autonomous state within 0∼0.5s, and its own Perrori is borne by itself;
When it reaches close to 0.5s, the energy storage of MG3 and MG4
reaches the lower limit first. At this time, by detecting the microgrid
that meets the power transfer condition as MG2, the microgrid
connection switch ofMG2,MG3, andMG4 is closed. MG2 transfers
the remaining power to MG3 and MG4 to make up for its power
shortage;Then, the energy storage ofMG1,MG5, andMG6 reach the
lower limit in turn and close the grid connection switch in turn, and
the shortage of power is borne by MG2. Finally, the energy storage
SoC value of MG2 also reaches the lower limit, the grid connection
switch (PCC) is closed, the power shortage is compensated by the
distribution network, and the energy storage is all in the standby
state. The simulation results in Figures 11–13 demonstrate the
operation under the above conditions, and the simulation results
prove that the energymanagement strategy proposed in this paper is
autonomous and highly robust in the case of cluster power shortage.
It also proves that the control strategy proposed in this paper can still
maintain the stability of the system in the case of insufficient power
generation or relatively high user load, which has good practical
significance.

4 Conclusion

This paper presents a centerless energy management control
strategy for microgrid clusters. Centerless control is not the
absence of a control center, but a control center for each
microgrid distributed control system, which can simultaneously
obtain information about the current status of all microgrids in the
cluster and simultaneously resolve the next operation plan of the
cluster. This greatly reduces the possibility of system collapse due
to control center, dominant node or individual communication line
failure, thus improving the robustness and autonomous operation
of the system. Selection of PQ control and V/f control strategies
in individual microgrids. In this paper, different operation modes

are used for different operating conditions, based on the values
of Perrori and SoC, to achieve the coordination and autonomy of
cluster energy. In addition, simulations are performed in this paper
under 2 different operating conditions, and the obtained simulation
results verify the effectiveness and high robustness of the proposed
control strategy. And the effectiveness and feasibility of the proposed
multi-agent based microgrid cluster energy management strategy
is demonstrated to achieve microgrid cluster autonomy without
center. It also proves that the control strategy can greatly reduce the
interference to the distribution network while satisfying its own self-
sufficiency rate, which has high application value both for microgrid
and distribution network. Based on this, the subsequent work will
simulate the control strategy under various cases, and optimize and
improve the control strategy through the simulation results so that
the control strategy still has high robustness in various cases.
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Design of AUVs based on 3D coils
positioning and distributed base
station control for nuclear spent
fuel pools

Shijun Shen1, Jiaoyuan Chen1, Chaofan Wang1, Chenyang Wang2

and Dawei Gong1*
1University of Electronic Science and Technology of China, Chengdu, China, 2Key Laboratory of Thermal
Power Technology, Wuhan Second Ship Design Institute, Wuhan, China

An underwatermagnetic induction positioning and communication system and an
energy-efficient distributed control algorithm for underwater base stations are
proposed in this paper. The positioning and communication system consists of a
number of base stations and an Autonomous Underwater Vehicle (AUV) equipped
with three-axis source coils respectively. The AUV receives this signal and based
on its amplitude and phase information is able to locate the AUV and
communicate with the base station. Due to the short positioning distance of
magnetic induction positioning technology, a large number of base stations need
to be installed underwater, which puts high demands on the control of the base
stations. In this paper, an energy-efficient distributed control algorithm for
underwater base stations is proposed to enable the AUV to meet the
operational requirements while minimizing the total energy consumption of
the base station. According to the simulation results, the design solves the
problem that traditional underwater positioning and communication
equipment cannot work stably for long periods of time in a high radiated
environment, with a positioning error of no more than 10 cm within a preset
operating range, and the algorithm proposed in this paper is able to reduce energy
wastage by about 20%.

KEYWORDS

autonomous underwater vehicles, distributed control, positioning, 3D coils, magnetic
induction, nuclear power

1 Introduction

With the increasing scarcity of traditional energy sources, nuclear energy, as a new type
of energy source with high energy density, has been greatly developed in recent years
(Hisham and Carmine, 2016). Spent fuel generated during the power generation process is
stored in pools, and leaks from spent fuel pools can cause very serious accidents if they are
not detected and stopped in time (Hirano et al., 2012; Gu, 2018). Due to the high
temperature, high humidity and radiation environment of nuclear pools, traditional
manual inspections can have a significant impact on the health of workers. Using robots
for nuclear pool operations can free workers from harsh environments (Bakari et al., 2007).
Autonomous Underwater Vehicles (AUVs) are also exposed to high temperatures, humidity
and radiation environment when inspecting and placing nuclear batteries, which places high
demands on communication and positioning components.
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In terms of communications, the complex environment
underwater causes electromagnetic waves to be severely
attenuated as the frequency rises (Zhang et al., 2011; Domingo,
2012). As a result, electromagnetic wave communication
technologies that can be used in underwater environments often
require large size coils to provide low frequency electromagnetic
waves. For example, EM wave communication systems on
submarines typically require towed antennas that are hundreds of
meters long, which is not clearly suitable for limited water
applications.

Compared to the strong attenuation of electromagnetic waves,
sound waves are less attenuated in water and can travel over
distances of several tens of kilometers. However, due to its
narrow bandwidth, large propagation delay and the multipath
effects it produces in confined spaces (Liu et al., 2012). This
makes acoustic communications also have many limitations in
practical applications.

The channel of MI communication is less influenced by the
medium and is more stable (Akyildiz et al., 2015). In addition, MI
communication has the advantage of a small coil size. It has been
widely used in areas such as wireless earth-permeable
communication (Sun and Akyildiz, 2010; Lin et al., 2015). The
most important thing is that MI coils are made of ordinary copper
wire and are not affected by nuclear radiation.

In terms of positioning, the MI positioning system works by
constructing a magnetic dipole model. The three coils of the source
coil are orthogonal and are excited in turn by an AC signal of the
same frequency. The amplitude and phase information of the signals
is obtained using the receiving coils, which can then be
algorithmically obtained (Hu et al., 2012).

In terms of base station control, traditional magnetic induction
positioning application scenarios are often small and do not need to
consider base station control methods (Hu et al., 2005), but in
nuclear pools, due to the huge area, multiple base stations need to be
laid for cooperative positioning, opening them all will waste a lot of
energy, so the control of base stations not only need to consider the
conditions of the AUV, but also need to reduce energy consumption
as much as possible.

A wireless robotic capsule endoscope for digestive tract
examination using magnetic induction positioning was displayed
in (Hu et al., 2005). A small permanent magnet was added to the
capsule to create a permanent magnetic field in the patient and the
capsule position is then determined by an external sensor. C. Hu, Z
et al. proposed a two-dimensional magnetic induction positioning
system for a domestic robot with base station coils mounted on the
ceiling, and because the height was fixed in this scenario, only one set
of coils had to be used for the base station (Hu et al., 2015). T. Li and
L. Chen investigated evolutionary clustering to improve the quality
of clusters for moving objects (Li et al., 2022).H. G. Zhang et al.
proposed distributed algorithms to obtain the most available
solution for the energy management system through local
communication and computation (Zhang et al., 2017). S.S. Ge
et al. proposed a magnetic induction positioning application for
the positioning of ships towing anchors, which solves the problem of
short magnetic induction positioning distances by means of a
recursive algorithm (Ge et al., 2014). T. Li and L. Chen optimize
uncertain trajectories in the road network (Li et al., 2020; Li et al.,
2021). H. Xu et al. designed an underwater MI communication

system based on Quasi-cyclic LDPC codes (Xu et al., 2023). G. C
et al. presented a wireless communication system based on magnetic
coils for underwater vehicles and verified its performance in
different water conditions (Canales-Gomez et al., 2022). Malik
et al. conducted a study for underground magnetic induction
communication, comparing both EM and MI methods and
verifying the superiority of MI communication in some scenarios
(Malik et al., 2022).

This paper consists of five parts, the first part is the introduction,
the second part will introduce the framework and theoretical basis of
the magnetic induction positioning and communication system, the
third part will describe the energy efficient distributed control
algorithm for underwater base stations. The fourth part will
verify the performance of the system through simulation, and the
fifth part is the conclusion.

2 Design of underwater magnetic
induction positioning and
communication system

2.1 Working environment

The pool of a nuclear power plant is a typical water structure
with limited space. Its dimensions are usually rectangular pools of
about 10–30 m each in length, width and depth. The bottom of the
pool is fitted with storage tanks for nuclear fuel. As a result, the water
in the pools has a high level of nuclear radiation. The temperature of
the pools is generally in the range of 40°C–80°C due to the large
amount of heat released during the decay of the nuclear fuel.

Hence, the communication and positioning system needs to be
designed with the two characteristics of radiation resistance and
high temperature resistance. For high temperature conditions,
although the resistivity of copper wire varies with temperature,
the pattern of its variation is known and therefore the calculated
parameters can be adjusted by measuring the ambient temperature,
thus avoiding the effects of temperature. For radiation
environments, the positioning and communication system
designed in this paper can all be made radiation-proof, with only
the coils being exposed to radiation, and the coils are made of
ordinary copper wire and are not affected by nuclear radiation. In
summary, underwater MI communication is promising in this
environment.

2.2 System topology

As shown in Figure 1, the system is composed of the
transmitting part and receiving part. For transmitting part, this
design uses Frequency-Shift Keying (FSK), where the data needs to
be passed through a numerically controlled oscillator and digital-to-
analogue converter to generate a high-frequency signal, which is
enlarged by a power amplifier and passed to the source coil.

For receiving part, the received voltage signal is first amplified
and filtered through a band-pass filter to remove noise. After pre-
processing the signal is split into two parts and passed into the
position section and the communication section respectively. The
positioning section samples the voltage after adjusting its magnitude
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with a programmable amplifier and then calculates the position of
the AUV by means of a positioning algorithm.

2.3 Positioning method

The positioning system is composed of two sets of three-
dimensional omnidirectional coils, with three mutually orthogonal
magnetic induction coils of the source coil acting as signal sources,
which in turn generate mutually orthogonal magnetic fields in space.

As shown in Figure 2, U, V, W represent the three source coils
perpendicular to the x, y, z-axes; Bx, By, Bz represent the magnitude of
the magnetic field induced by the three receiving coils; R represents the
distance between the source coil and the induction coil.

A coil fed with current forms a magnetic dipole. Based on
Magnetic dipole models for magnetic field distribution in three-
dimensional space. The magnetic induction intensity generated by
the three sets of coils U, V, W at any point p is defined as

Bup � B
ux
′i + B

uy

′j + B
uz
′k

� BT 3x2 − R2( )
R5 i + 3BTxy

R5 j + 3BTxz

R5 k

Bvp � B
vx
′i + B

vy

′j + B
vz
′k

� 3BTxy

R5 i + BT 3y2 − R2( )
R5 j + 3BTyz

R5 k

Bwp � B
wx
′i + B

wy

′j + B
wz
′k

� 3BTzx

R5 i + 3BTzy

R5 j + BT 3z2 − R2( )
R5 k

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where BT � μNIr2/4, μ is the magnetic permeability, μ � μ0 · μr, μ0
is the magnetic constant, μr is the relative permeability of water, N is
the number of turns of coils, I is the current in the coil, r is the coil
radius, R is the distance from the geometric center of the source coil
to point p, and �i, �j, �k is a unit vector in three directions of the
coordinate axes.

Since the orthogonal rotation matrix does not change the
magnitude of the magnetic induction intensity, we have

B2
x + B2

y + B2
z � B′ 2

ux + B′ 2
uy + B ′ 2

uz (2)

Hence, by superimposing the magnetic field we have

B2
u � B2

ux + B2
uy + B2

uz � B′2ux + B′2uy + B′2uz

� B2
T

3x2

R8 + 1

R6( ) (3)

FIGURE 1
Circuit system composition.

FIGURE 2
Underwater positioning model based on 3D omnidirectional
magnetic induction.
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Similarly, Bv and Bu of coil V and W. Therefore, combined
magnetic field is defined as

B2 � B2
u + B2

v + B2
w (4)

Hence, the distance R is defined as

R �





6B2

T

B2

6

√
(5)

Using (5) in (3), we have

x � ±

















B2
u/B2

T−B2/ 6B2
T( )√



3

√
B2/ 6B2

T( )[ ]2/3 (6)

The process of solving for y and z is similar to that for x and will
not be repeated in this paper. At this point, the position of the
induction coil has been fully determined.

2.4 Communication model building and
operating frequency selection

The MI communication carries data through a pair of
transceiver coils, the data information is carried by a time
varying magnetic field generated by a modulated sinusoidal
current along the transmitter coil antenna, and the receiver coil
gets the signal from this time varying field and demodulates it to
obtain the information.

The MI transceiver system needed to be modeled to do a
quantitative study. The transmitter part is fed by a source with
an internal impedance ZT � RT +XT and the receiver part is
terminated by a load impedance ZL � RL +XL. The MI
transceiver system can be transformed into a two-port network
as depicted in Figure 3. It is assumed that the input voltage Vin,
output voltage Vout, input current Iin and output current Iout of the

dual antenna system are the same for the two-port network. Hence,
we can use the impedance matrix to represent the relationship
between the input and output of the system as

Vin

Vout
( ) � Z11 Z12

Z21 Z22
[ ] Iin

Iout
( ) (7)

The path loss of the MI transceiver system consists of two main
components, one caused by eddy-current-loss caused by electrical
conductivity in media and the other from the circuitry in the
transceiver system.

For eddy-current-loss, water media tend to have a certain
conductivity and coils working in water can produce eddy-
current-effects which increase transmission losses dramatically.
The attenuation is defined as

α �






πfμσ

√
(8)

where μ is the magnetic permeability, μ � μ0 · μr, μ0 is the magnetic
constant, μr is the relative permeability of water and σ is the electrical
conductivity of sea water.

We notice from (8) that a lower operating frequency results in
lower losses for defined environmental condition.

Therefore, the loss caused by eddy-current-loss in media can be
defined as

PL e � 20 log eαr( ) � 8.69αr (9)
Next, without considering the effect of media on the transceiver

system and based on the two-port network model of the transceiver
system, we can obtain the path loss by comparing the transmit
power and the receive power.

Therefore, PL_ts is defined as

PL ts � −10 logPR

PT
(10)

The transmitted and received powers are given by

PT � Re Zin( ) I1| |2

� Re Z11 − Z2
12

ZL + Z22
( ) I1| |2 (11)

PR � Re ZL( ) I22
∣∣∣∣ ∣∣∣∣

� Re ZL( ) Z12| |2
ZL + Z12| |2 I1| |2

(12)

During the operation of the MI transceiver system, the
power at the transmitter side is not actually lost, but not fully
absorbed by the receiver coil, so the influence of the receiver side
should be ignored in the power calculation of the transmitter
coil, the transmitted power of the MI system is redefined as
follows:

PT � Re Z11( ) I1| |2 (13)
Using (11)-(13) in (10), PL_ts is given as

PL ts � −10 log RL R2
12 +X2

12( )
R11 RL + R22( )2 + XL +X22( )2[ ] (14)

We notice from (12) that the received power depends on the
load impedance ZL, using the principle of impedance matching, the

FIGURE 3
Two-port equivalent model for MI transceiver system.
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load receives the most power when ZL � �Zout so the receiver side
load is defined as

ZL � Zout � Z22 − Z2
12

ZT + Z11
(15)

Next the impedance matrix of the two-port network needs to be
calculated. As shown in Figure 4, we equate the MI transceiver
system to an inductively coupled circuit, LTX and LRX represent the
self-inductance of the transmitter and receiver antennas. RTX and
RRX represent the coil resistance of the transmitter and receiver
antennas. UM is caused by the time varying flux in the coil LTX
through the mutual inductance M.

Hence, we can obtain the parameters of the impedance matrix by
solving the model in Figure 4.

Z11 Z12

Z21 Z22
[ ] � RTX + jωLTX jωM

jωM RRX + jωLRX
[ ] (16)

where w � 2πf is the angular frequency of the transmitting signal.
The self-inductance L of a coil is obtained as

L � μ ·N2 · A
l

(17)

where N is the number of turns of coil, l is the length of the solenoid
and A is the cross-sectional area of the wire.

The mutual inductanceM between two coils can be calculated as

M � π · μ ·NTX · a2TX ·NRX · a2RX
2











a2TX + r2( )3√ (18)

where aTX and aRX are the radii of the transmitter and receiver coils,
NTX and NRX are the number of turns of the transmitter and
receiver coils and r is the distance between the transmitter and
receiver coils.

Based on application scenario considerations, it is assumed that
the transmitter and receiver coils are completely same, assuming
aTX � aRX � a,NTX � NRX � N, the mutual inductanceM between
two coils is redefined as follows:

M � π · μ ·N2 · a4
2










a2 + r2( )3

√ (19)

The coil resistance is given by

R � N · 2π · a · ρ
A

(20)

where ρ is the electrical resistivity.
Assuming there is no impedance in the transmitter circuit and

using (15)-(20) in (14), PL_ts is defined as

PL ts � −10 log RL · ω2 ·M2

RTX RL + RRX( )2 + RTX XL + ωLRX( )2 (21)

Therefore, the path loss PL is defined as

PL � PL ts + PL e (22)
The path loss as a function of the frequency and the transmission

distance caused by eddy-current-effects and transceiver system are
shown in Figure 5. The number of turns is 200, the radius of the
transmitter and receiver is 0.2 m and the diameter of the wire is
0.3 mm.

We observe that the path loss caused by eddy-current-effects
in Figure 5A is increased dramatically with the frequency and the
transmission distance. The attenuation in formulas (8) is
increased with the frequency and the eddy-current-loss
defined in formulas (9) is increased with the transmission
distance. Therefore, the higher the electrical conductivity of
the system’s operating environment, the greater the effect of
frequency on eddy current losses.

In Figure 5B, we observe that the path loss caused by transceiver
system is increased with the transmission distance. Within 5 m, the
path loss increases sharply, and the upward trend is slower out of
5 m. However, as the frequency increases, the path loss shows a
decreasing trend at the same distance. Therefore, designing for
higher frequencies will reduce the path loss of the system.

Hence, eddy-current-losses increase with frequency and
transceiver-system-losses decreases with frequency, so we can
obtain the optimum operating frequency based on the
parameters of the coil and the data of the operating
environment. Combining Figures 5A, B we can obtain the total
losses of the system for this operating condition as shown in
Figure 5C, where the optimum frequency is set to 2 MHz.

3 Energy efficient distributed control
algorithm for underwater base stations

3.1 Control models

From the above derivation it is clear that ∝ (1/R3) , the
positioning accuracy and communication quality in this design is
very sensitive to distance, and therefore multiple base stations are
required to ensure safe and stable operation in a wide range of
applications such as nuclear pools.

In traditional indoormulti-base station positioning applications,
multiple base stations are often switched on to improve positioning
accuracy, while in magnetic induction positioning and
communication systems, the magnetic field decreases rapidly with
distance, resulting in a large amount of energy wastage. As shown in
Figure 6, this paper proposes a distributed control base station
switching method, as well as three operating modes based on the
different positioning accuracy requirements of underwater robots

FIGURE 4
Equivalent circuit for coupled coils.
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under different operating conditions, to ensure the normal
operation of the robot and to significantly reduce energy wastage.

3.2 Analysis of base station operating modes
and AUV operating modes

This paper divides the base station operating modes into two.

(1) Single base station operating mode

When low positioning accuracy is required, the base stations
operate in this mode and only the nearest base station to the AUV is
switched on at the same point in time for the whole system.

(2) Multi-base station operation mode

When the positioning accuracy is high, the base station operates
in this mode, as shown in Figure 7. At point a, as it is closer to base

station 1, base station 1 can meet its positioning and communication
needs, so only base station 1 can be turned on at this location; at
point b, as it is a certain distance away from both base station 1 and
base station 2, so base station 1 and base station 2 are turned on to
ensure the positioning accuracy and communication quality; at
point c, as it is farther away from both base station 1 and base
station 2, so base station 3 is turned on at the same time to further
ensure its positioning accuracy and communication quality.

This paper sets out three operating modes for AUVs.

(1) Normal marching mode.

In this mode, the AUV requires low positioning accuracy and
therefore uses a single base station operating mode. As shown in
Figure 8A, In phase A, the AUV is closer to base station 2 and
therefore turns on base station 2. In a similar way, phase B
corresponds to base station 3, phase C to base station 1.

(2) Fixed-point working mode.

FIGURE 5
Path loss of the underwater MI communication channel. (A) Path loss caused by eddy-current-effects. (B) Path loss caused by transceiver system. (C)
The total path loss.
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As shown in Figure 8B, when the AUV needs to operate at a
fixed-point, single base station operating mode may not be able to
meet its required positioning accuracy. This mode uses Multi-base
station operation mode once the AUV arrives at the operating point,
improving its positioning accuracy and communication quality to
meet the system’s requirements.

(3) Wrap-around detection mode.

In this mode, the AUV requires high positioning accuracy and
therefore uses a multi-base station operating mode. The AUV starts
from the starting point and stops when it reaches the detection
radius of the object to be detected, then the AUV starts to lower to
the set detection height and loop around the object. After
completing the detection the AUV rises above the height of this
object and proceeds to the next object to be detected. During this
time the system is in multi-base station operating mode, to avoid any
accidental position deviations that could cause the AUV to collide
with the object. The path of the AUV run is shown in Figure 8C,
green line indicates an open base station, yellow line means two and
red line means three.

The basic working logic of AUV is as follows: After the AUV has
been activated, it will first confirm its current position, receive the
current job assignment and analyze the required base station
operating modes. Next the AUV will perform a heading
calculation based on the current position and the target position
and proceed as calculated. During the course of the voyage the base
station will be switched on and off in ways as described above. The
AUV may deviate from the desired course due to uncertain
underwater disturbances. The positioning system therefore
operates continuously at regular intervals to calculate the latest
position of the AUV and to correct the heading. After completing
the expected work the AUV will wait underwater for a new work
order to be given.

4 Simulation analysis

4.1 Settings

The experimental results of the underwater magnetic induction
positioning and communication system will be presented in terms of
positioning accuracy of the 3D coil and operating condition
simulation. The various parameters of the coil are shown in Table 1.

FIGURE 6
Distributed control of a magnetic induction positioning and communication system.

FIGURE 7
Multi-base Underwater base station distribution.
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4.2 Normal marching mode simulation

In the normal marching mode, the starting point is (2, 2, 4) and
the target point is (10, 6, 6), and the trajectories of AUVs in single
base station operating mode and multi-base station operating mode
are simulated respectively.

As shown in Figure 9A, when the AUV runs near the area where
the working range of the two base stations meet, the positioning

accuracy drops due to the opening of only one base station, and the
trajectory of the AUV shows amore obvious deviation. Although the
AUV can correct its own course to reach the target point, the course
deviation makes the AUV’s running time longer. Its total elapsed
time is 23.3 s, the same as the base station turn-up time.

When using the multi-base station operating mode, as shown in
Figure 9B, the AUV is still able to maintain a high level of
positioning accuracy in the area where the working range of the
two base stations meet, resulting in more accurate navigation of the
AUV compared to the former and therefore a shorter running time
in this mode. Its time was only 22.9 s. However, due to multiple base
stations operating together over a period of time, the total turn-up
time of its base stations reached 26.1 s. Total base station turn-up
time improved by 2.8 s compared to single base station operating
mode, in non-emergency situations, the multi-base station
operation mode can waste a lot of energy.

When the AUV crosses the area where the working range of the
three base stations meet, this wastefulness will be exacerbated. As
shown in Figure 10, after changing the target position to (9, 7, 1), the
AUV will cross several triple base stations crossover areas. In single

FIGURE 8
Working paths for different operating modes (A) Normal marching mode. (B) Fixed-point working mode.(C) Wrap-around detection mode.

TABLE 1 Parameters of coils.

Parameters Data

Number of turns 200

Radius of coil [m] 0.2

Width of coil [m] 0.03

Diameter of wire [mm] 0.3

Operating frequency [MHz] 2

Electrical resistivity [Ω·mm2/m] 0.0185

FIGURE 9
AUV’s trajectories in the normal marchingmode [target point (10,6,6)]:(A) single base station operatingmode;(B)multi-base station operatingmode.
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base station operating mode, the total base station turn-on
time is only 23.7 s, while in multi-base station operation mode it
is 27.5 s.

Simulations were carried out using the two base station
operating modes by replacing different starting and target points.
Experimental results showed that both allowed the robot to reach the
target location, with an acceptable average increase in robot run time
of 4.3% for the single base station mode compared to the multiple
base station mode, and an average reduction in total base station
turn-on time of 15.6%, with a maximum reduction of 24.2%. The
algorithm keeps the increase in robot runtime within acceptable
limits, while significantly reducing base station turn-up time and
saving energy.

4.3 Fixed-point working mode simulaiton

As the point (2.3,4,2) is located at the junction of three base
stations and the results are more representative, it is chosen as the

operation point to verify the fixed-point operation mode in this
paper.

As shown in Figure 11, When three base stations are on, the
results are closer to the actual position of the AUV; when two base
stations are on, the next closest, and the worst when a single base
station is on.

In this paper, the squared heel of the deviation in the three
directions is defined as the localization error

Ep �






























xa − xc( )2 + ya − yc( )2 + za − zc( )2

√
(23)

where (xa, ya, za) is the actual position of the AUV and (xc, yc, zc) is
the calculated position of the AUV.

Therefor, the positioning deviation of AUV with different
number of base stations is presented in Table 2. From Table 2,
we can see that with the increase in the number of base stations, the
positioning effect is significantly improved, and when three base
stations are working simultaneously, the positioning error of the
system can be controlled to within 5 cm.

FIGURE 10
AUV’s trajectories in the normal marching mode [target point (9,7,1)]:(A) single base station operating mode;(B)multi-base station operating mode.

FIGURE 11
Continuous positioning results of AUV with different number of base stations (xy-projection plane).
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4.4 Wrap-around detection mode
simulation

In the wrap-around detection mode, the starting point is (1,1,4)
and the coordinates of the objects to be detected are (2,2,1), (6,1,1),
(12,2,1), (12,6,1), (6,4,1), (3,7,1); the radius of the objects to be
detected are 3,4,1,2,5,3; the height of the objects to be detected are
0.3,0.2,0.2,0.1,0.5,0.4. (All units above are in meters).

The trajectory of theAUV is shown in Figure 12, the total time for the
rise and fall of the AUV was 57 s, during which the base station was
turned on in 78.9 s; the time for theAUV tomove horizontally was 47.2 s,
during which time the base station was turned on for 63.5 s; the time for
AUV wrap-around detection was 36.7 s, during which time the base
station was turned on for 45.8 s. The whole process took 140.9 s and
188.2 s for the base station turn-on. The wheel path planning algorithm
enables the AUV to perform underwater surround detection tasks with a
significant reduction in base station turn-up time and energy savings.

The simulation results prove that the proposed energy saving
control algorithm for distributed underwater base station ensures
that the AUV is able to perform its tasks under a variety of set
conditions while saving energy wastage due to the opening of
redundant base stations.

5 Conclusion

An underwater magnetic induction positioning and
communication system and an energy-efficient distributed

control algorithm for underwater base stations are proposed in
this paper. The different requirements for positioning accuracy
and communication quality under different operating conditions
of AUVs are analyzed and two different base station control modes
and a reasonable distributed control strategy for the three working
states of AUVs. This system solves the problem of wireless
positioning and communication in high radiation underwater
environments, while the energy consumption of the base station
is significantly reduced under the premise of ensuring the normal
operation of the AUV, but the problem of how to improve the
positioning and communication distance of this system is urgently
needed by the serious attenuation of the magnetic field strength as
the distance becomes larger. Experimental results show that with
this control algorithm, the AUV can perform its tasks under three
pre-defined operating conditions; in addition, the algorithm can
reduce the energy loss by about 20% when moving over a large area
and passing through more base station nodes. Compared to
previous control algorithms, this paper reduces the total energy
consumption of the system operation while satisfying the AUV
operating conditions. In the future the system could be used in the
daily work of nuclear spent fuel pools, freeing workers from the
harsh working conditions.
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TABLE 2 Positioning deviation of AUV with different number of base stations.

One base station Two base stations Three bass stations

Positioning deviation in x-direction [m] 0.0729 0.0510 0.0286

Positioning deviation in y-direction [m] 0.0804 0.0501 0.0356

Positioning deviation in z-direction [m] 0.0375 0.0257 0.0193

Positioning deviation [m] 0.1149 0.0759 0.00496

FIGURE 12
AUV’s trajectory in the wrap-around detection mode.
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Multiple game trading strategy of
multiple virtual power plants
considering carbon trading

Tianfeng Chu1,2*, Xingchen An1, Yu Zhu2, Xueying Wang2 and
Limin Deng1

1College of Information Science and Engineering, Northeastern University, Shenyang, China, 2State Grid
Liaoning Electric Power Co., Ltd., Electric Power Research Institute, Shenyang, China

The large-scale access of distributed energy resources has a certain impact on the
power grid, so distributed energy resources cannot participate in the power
market transactions alone. The concept of the virtual power plant (VPP) has
thus emerged, which can aggregate distributed power sources and
controllable loads in a region for coordinated regulation. The trading of VPPs
should not only consider the economy but also its degree of low carbon.
Therefore, this paper constructs a unified bidding strategy for multi-VPPs that
considers carbon–electricity integration trading. We design a multi-game trading
strategy among multi-VPPs to achieve unified trading, after each VPP determines
its internal trading strategy. Finally, through simulation, we verify that the multiple
game strategy between multi-VPPs that considers carbon trading here proposed
can effectively improve the efficiency and trading income of VPPs and promote
the consumption of new energy.

KEYWORDS

integrated carbon–electricity trading, virtual power plant trading, multiple game
strategy, stepped carbon trading, distributed optimization

1 Introduction

Due to the fluctuating power output and high uncertainty of each distributed energy
source, direct participation in grid dispatch and power trading is not possible (Huang et al.,
2019). VPP can aggregate generation and consumption units in the region to form a “self-
generating and self-consuming” whole (Liu et al., 1109) which can be self-sufficient and
conduct two-way power trading with external interests (Wang et al., 2022a). It can conduct
direct trading between VPPs or choose to trade with the grid, reducing power supply
pressure on the main network and ensuring that renewable energy can be consumed locally
(Shayegan-Rad et al., 2017).

At present, research on the trading of individual VPP is relatively mature (Feng et al.,
2018). Improving the uncertainty that the system will face in ensuring that VPPs can
participate in the medium and long-term electricity market can improve its robustness. In
the current electricity market environment, the number of subjects that can participate in
electricity trading is gradually increasing, and the competition is more diversified. Therefore,
the influence of the bidding strategies of other competitors amongst multi-VPPs must be
considered (Zhi et al., 2021). Aggregated electric vehicles with dual characteristics of energy
storage and load use market clearing to characterize the relationship between other VPPs and
their own strategies and use non-cooperative game method to conduct day-ahead
transactions.
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Existing trading models for VPPs tend to focus only on
economic benefits and ignore the additional environmental
costs incurred in the generation of electricity by the internal
units of VPPs, and on the process of purchasing electricity,
which can inhibit the carbon reducing potential of VPPs. Some
literature has also studied the low-carbon operation of VPPs (Chu
et al., 2023). Some has considered the coordination and
optimization of the environment and economy in a single VPP
trading model and reducing pollution caused by VPP operations
(Zhao et al., 2020). Other literature has considered the uncertainty
faced by the power system and the impact of carbon emissions on
the conservatism of VPP bidding, building a low-risk VPP bidding
model to analyze the impact of carbon emissions (Liu et al., 2023).
A VPP low-carbon economic dispatch has been proposed that
accounts for the user electricity consumption behavior considering
carbon trading (Huang et al., 2022). The impact of carbon
consumption constraints on VPP participation in electricity
market bidding has been considered; the results demonstrate
that carbon emission constraints can change the bidding
strategies of VPPs.

Considering these problems and challenges, this paper will limit
the carbon utilization in VPP operations based on stepped carbon
trading so as to improve renewable energy consumption. First, it
establishes a multi-VPPs model consisting of wind turbines (WTs),
photovoltaic power generation (PV), energy storage systems (ESSs),
micro-turbines (MTs), and controllable loads (CL) to study how
they participate in integrated carbon–electricity trading. In the
trading process, each VPP should consider not only its own
trading strategy but also the impact of other participants’ trading
strategies on itself. This paper designs a multiple game mechanism
for multi-VPPs and uses a distributed solution method to determine
the final game equilibrium solution. Finally, by setting different
scenarios, the accuracy and rationality of the proposed method are
verified. The following principal contributions we make are:

1) A stepped carbon trading mechanism is introduced into the
power trading system of VPPs to form integrated
carbon–electricity trading of multi-VPPs, thus reducing the
system’s carbon emissions. At the same time, the introduction
of a ladder-type carbon emission transaction strategy can
improve the level of clean energy consumption.

2) We propose a multiple game trading mechanism among multi-
VPPs which no longer uses a one-game approach with unstable
game equilibrium points, as in previous studies. Non-cooperative
and evolutionary games are introduced in the framework of a
master–slave game.

3) For coordinated optimization problems between multiple
regions, the use of distributed solution algorithms can greatly
accelerate the iteration speed and improve the solution’s
efficiency.

This article is organized thus: Section 2 focuses on the integrated
carbon–electricity trading market for VPPs; Section 3 introduces a
proposed multiple game model; Section 4 is the solution method;
Section 5 performs the simulation analysis; Section 6 draws
conclusions.

2 Integrated carbon–electricity trading
model

2.1 Virtual power plant operation structure
analysis

In traditional power systems, wind power, photovoltaic, and
various types of loads participate independently in the market, and
the grid lacks real-time awareness of each unit’s operating status (Li
et al., 2020). The system cannot come to a unified dispatch and
trading method due to distributed power resources, the power
characteristics of differentiated loads, and the carbon emission
level of each unit (Wang et al., 2022b). Building an integrated
carbon–electricity market needs to rely on VPP to aggregate
distributed energy, load, and energy storage systems in a certain
region (Zhu et al., 2022). The structure of VPP operation is shown in
Figure 1.

At the data level, each unit in a VPP needs to report internal data
to the VPP control center (Dou et al., 2022), which then allocates the
output and load of each generator unit and the response capacity of
ESS according to the constraints of current user satisfaction, income,
carbon emissions, and other objectives.

FIGURE 1
Operation structure of typical VPP.

FIGURE 2
Integrated carbon–electricity trading volume.
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2.2 Characterization of integrated
carbon–electricity trading market

Carbon trading is the trading of carbon credits as commodities.
It is crucial to measure and count the carbon credits and also to
monitor their non-reuse. Carbon credits flow together with
electricity trading, and the credits and corresponding benefits are
transferred together with the electricity (Zhang et al., 2017). The
flow of an integrated carbon–electricity transaction in a VPP is
shown in Figure 2.

The trading features are.

1) No carbon emission is generated while WT and PV operate, and
the VPP centralized control center can allocate the
corresponding carbon emission to MT or sell them to obtain
additional economic benefits (Liu et al., 2021);

2) If VPP invokes CL for demand response in the dispatch, it needs
to give corresponding carbon credits to users as economic
compensation.

2.3 Calculation of VPP stepped carbon
trading cost

Regulatory authorities will first allocate a certain amount of free
carbon emissions to each carbon emission source and ensure that
total amounts decrease annually (Liu, 2022). Each VPP will
formulate and adjust the scheduling and bidding plan according
to the allocated amount. Therefore, there are two situations in the
process of carbon trading by VPPs (Chen et al., 2021b): the first is
that the actual amount of carbon emissions generated in the VPP
scheduling is more than the free quota allocated by the regulatory
authority, so the VPP needs to pay for the excess in the market; in
the second case, when the actual amount of carbon emissions
generated in the VPP scheduling is less than the given free
quota, the manufacturer can sell the remaining quota on the
carbon trading market and obtain the corresponding income
according to the current carbon trading price (Zhang et al., 2020).

Unlike the traditional carbon trading approach, a stepped
carbon trading mechanism further motivates power producers to
reduce emissions by linearizing the carbon price in segments. The
cost of carbon emissions exceeding a certain amount of carbon
quotas will be penalized according to the amount exceeded, thus
prompting them to adjust their power generation strategies or
introduce low-carbon technologies. The stepped carbon trading
mentioned in this study principally comprises three parts: initial
carbon emission quota, actual carbon emissions of operators, and
carbon trading costs.

2.3.1 Initial carbon emission quota model
Generally speaking, the electricity purchased by a VPP from the

external network comes from thermal units (Guotao et al., 2021).
This makes two major sources of carbon emissions in the operation
of VPP: MT and the electricity purchased from the external network.
At present, China’s carbon trading policy is mainly based on the free
quota of the actual power generation of the manufacturer, so the
determination by the regulatory authority of the carbon emission
quota of the VPP operator by two sources is expressed thus:

EF � δ3∑T
t�1

PPV
t Δt + PWT

t Δt + Pgrids
t Δt + PMT

t Δt( ) . (1)

Here, T is the dispatch period; PPV
t , PWT

t , and PMT
t are the power

output of the corresponding unit at time t; EF is the free carbon
emission allowances for VPP operators set by the regulator; δ3 is the
carbon emission allowances of the production of per unit electricity;
and Pgrids

t is the purchased power by the VPP from the main
network at time t.

2.3.2 Actual carbon emissions model
According to the power network carbon emission calculation

method, the actual carbon emissions generated by a VPP during the
dispatch process are determined as

EA � ∑T
t�1
δ1P

grids
k,t +∑T

t�1
δ2P

MT
k,t . (2)

Here, EA is the amout of actual carbon emission by the VPP; δ1
and δ2 are the carbon emission factor of per unit active output of
thermal power units and MT, respectively.

2.3.3 Stepped carbon trading cost model
Compared with the traditional unified pricing mechanism,

this paper adopts a stepped carbon trading pricing model to
achieve further control carbon emission reduction. Under this
mechanism, carbon emissions are divided into multiple
intervals (Liu et al., 2022). For intervals with higher carbon
emissions, the unit carbon emission price and the carbon
compensation cost will be higher. The specific calculation
formula is as follows:

CT �

μ EA − EF( ), EA ≤EF + l
μl + 1 + α( )μ EA − EF − l( ),EF + l ≤EA ≤EF + 2l
2 + α( )μl + 1 + 2α( )μ EA − EF − 2l( ),EF + 2l ≤EA ≤EF + 3l
3 + 3α( )μl + 1 + 3α( )μ EA − EF − 3l( ),EF + 3l ≤EA ≤EF + 4l
4 + 6α( )μl + 1 + 4α( )μ EA − EF − 4l( ),EA ≥EF + 4l.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(3)

Here, CT is the carbon trading cost to be paid by VPPs; μ is the
market benchmark price of carbon emissions; l is the interval length
of each carbon emission interval; and α is the growth rate of the
stepped carbon trading price.

2.4 Objective function

Costs include two items: VPP operating costs f k and carbon
trading costs CT .

Fk � min f k + CT( ), (4)
f k � CWT

k + CPV
k + CESS

k + Cld
k + CMT

k + CVPP
k + Cgrid

k . (5)

Here, CWT
k ,CPV

k ,CESS
k ,CMT

k , respectively, denote the operating
costs of WT, PV, ESS, and MT in VPPk; CVPP

k ,Cgrid
k denote the

direct power trading costs between VPPk and other VPPs, and
between VPPk and the main grid; andCld

k denotes the compensation
cost of VPPk calling CL. Among these, the operation cost function of
each unit is the same as that in the traditional way and will not be
repeated.
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2.5 Constraint condition

2.5.1 Power balance constraint

Pld
k,t + Pgridp

k,t � PWT
k,t + PPV

k,t + PESS
k,t + PMT

k,t +Pgrids
k,t . (6)

Here, Pld
k,t is the load after VPPk scheduling optimization at

moment t; PESS
k,t is positive when the energy storage system is

charging and negative when it is discharging; and Pgridp
t is the

power sold by VPP to the main network at time t.

2.5.2 Renewable energy output constraints

0≤PWT
k,t ≤PWT,max

k ,
0≤PPV

k,t ≤P
PV ,max
k .

{ (7)

Here, PWT,max
k and PPV ,max

k are the upper limits of WT and PV
output of VPPk, respectively.

2.5.3 Energy storage system constraints
For the ESS, its first priority is to meet the charging and

discharging power without exceeding the limit:

PESS,min
k ≤P

ESS
k,t ≤PESS,max

k . (8)

Here, PESS,min
k and PESS,max

k are the lower limit and upper limits
of ESS power of VPPk, respectively.

The internal storage power of ESSk is

SOCk,t � SOCk,t−1 + ωc 1 − b( )PESS
k,t Δt +

1
ωd

bPESS
k,t Δt. (9)

At the same time, its state of charge must also meet certain
constraints:

SOCk,0 � SOCk,T

SOCk
min < SOCESS

k,t ≤ SOCmax
k .

{ (10)

Here, ωc and ωd denote the charging and discharging efficiency
of the ESS, respectively; b denotes charging and discharging state:
0 when charging, 1 when discharging; and SOCk,0 and SOCk,T

denote the initial and termination power of the ESS in one
dispatching cycle, respectively.

2.5.4 Interaction power constraint
This equation includes direct interactive power constraints

between VPPs and interactive power constraints between VPPs
and the grid:

−PVPP,max
k ≤PVPP

k,t ≤PVPP,max
k

0≤Pgridp
k,t ≤P grid

max

0≤Pgrids
k,t ≤P grids

max .

⎧⎪⎪⎨⎪⎪⎩ (11)

2.5.5 MT output and climbing constraint

0≤ etMT ≤PMT
max , (12)

Pdown
MT ≤ etMT − et−1MT

∣∣∣∣ ∣∣∣∣≤Pup
MT . (13)

Here, PMT
max

, PMT
min

are the upper and lower limits of MT unit
output, respectively; Pdown

MT , Pdown
MT are the downward and upward

climbing power of the MT unit, respectively.

3 Multi-game model for multi-VPPs

Based on the optimal results of each VPP in the first stage, the
supply–demand ratio (SDR) coefficient is introduced to distinguish
between power-sale VPP and power-purchase VPP.

SDRk,t � PS
k,t

PD
k,t

, (14)

PS
k,t � PG

k,t + PESS
k,t + PMT

k,t . (15)

Here, PS
k,t is the electricity supply of VPPk in time period t; PD

k,t is
the whole electricity demand of VPPk in time period t; and PG

k,t is the
renewable energy output of VPPk in time period t; during period t: if
SDRk,t < 1, define the VPPk as power-purchase VPP, if SDRk,t > 1,
define the VPPk as power-sale VPP.

3.1 VPP utility function

3.1.1 Power-sale VPP utility function
The power-sale VPP obtains economic benefits by selling excess

power to the load side and the power-purchase VPP, whose utility
function can be expressed as

Us
j,t � αj,tP

ld
j,t −

βt
2

Pld
j,t( )2 + γj,tP

VPP
j,t . (16)

Here, αj,t is the satisfaction coefficient of the demand side of the
power-sale VPP; γj,t is the power trading strategy of the power-sale
VPP—electricity price in t period; and PVPP

j,t is the interactive
electricity of VPPj participating in VPP direct trading.

3.1.2 Power-purchase VPP utility function
The internal power supply of the power-purchase VPP is

insufficient to meet its own internal demand, so it needs to
purchase the corresponding demand from the power-sale VPP.
The utility function of the power-purchase VPPi choosing the
power-sale VPPj to purchase power at time t can be expressed as

Us
ij,t � αi,tP

ld
i,t −

βt
2

Pld
i,t( )2 − γj,tP

VPP
i,t . (17)

Here, αi,t is the satisfaction coefficient on the demand side of the
power-purchase VPP.

3.2 The evolutionary game between power-
purchase VPP

After comprehensive evaluation of its electricity price
information, the power-purchase VPP selects the best source for
electricity trading. Power-purchase VPPs must constantly adjust
their selection strategies to form an evolutionary game, which takes
the following form.
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The selection strategy of a power-purchase VPP at the time of
power purchase can be expressed by the probability
rj,t(0≤ rj,t ≤ 1,∑J

j�1rj,t � 1) of power-purchase VPPi choosing
power-sale VPPj to purchase power at time t. The ultimate goal
is to maximize the utility function of power-purchase VPPi.

In the evolution process, a correction factor νm,j(UP
i,t) is

introduced to denote the proportion of power-purchase VPPi
shifted from the selection of power-sale VPPm to power-sale
VPPj in time period t. The modified protocol of the dynamic
evolutionary game can be formulated as

νm,j U
P
i,t( ) � exp UP

i,j,t( )
∑J

m�1exp UP
i,m,t( ). (18)

The dynamic evolution equation of power-purchase VPP is

zrj,t
zt

� exp UP
i,j,t( )

∑J
m�1exp UP

i,m,t( ) − rj,t � νm,j U
P
i,t( ) − rj,t . (19)

The power-purchase VPP group reaches evolutionary
equilibrium when zrj,t

zt � 0; that is, νm,j(UP
i,t) − rj,t � 0.

3.3 The non-cooperative game among
power-sale VPPs

When the trading between the power-sale VPP and the power-
purchasing VPP begins, the utility of each power-sale VPP depends
not only on its own reported trading strategy and the power-
purchasing VPP’s selection strategy but also on the published
electricity prices of other power-sale VPPs—the process of
publishing electricity selling prices by the power-sale VPP can be
described by the non-cooperative game model.

The power-sale VPP chooses the power sales price γj,t at time t as
its game strategy when playing the power sales game, with the final
goal of optimizing the utility function of the power-sale VPPj. From
Eq. 17, the optimal purchased electricity for power-purchase VPPi in
time period t is

Pij,t � αi,t − γi,t
βt

. (20)

The total amount of electricity purchased by power-purchase
VPPi from power-sale VPPj in time period t is

Qj,t � ∑I
i�1
rj,tPij,t . (21)

Therefore, the utility function of the power-sale VPP can be
expressed as

Us
j,t �

αi,tP
sld
j,t − βt

2
Psld
j,t( )2 + γj,tPij,t ,Pij,t ≤Qj,t ,

αi,tP
sld
j,t − βt

2
Psld
j,t( )2 + γj,trj,t∑I

i�1

αi,t − γi,t
βt

,Pij,t >Qj,t.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(22)

In the process of the game, each VPP changes its pricing strategy
according to the aforementioned utility function until the utility is
optimal; the game reaches equilibrium when all power-sale VPPs
cannot benefit from changing their strategies.

3.4 The master–slave game between
power-sale VPP and power-purchase VPP

Figure 3 shows the overall game framework for multi-VPPs. The
power-sale VPP changes its pricing according to the market
situation, so as to guide the power-purchase VPP to make
trading choices and feed them back to the power-sale VPP,
which updates its pricing according to its latest utility function
and the power-purchasing VPP’s strategy, thus ultimately
maximizing the benefits of both parties. In this case, there is a
certain sequence of participants in the electricity market when
making corresponding decisions, and this behavior can be
described by a follower–leader game model, with the power-sale
VPP as the leader and the power-purchase VPP as the follower.

Both the power-purchase VPP and the power-sale VPP need to
participate in the follower–leader game, and the strategy sets of both
are still the power sale price of the power sale-VPP and the power
purchase choice state of the power-purchase VPP. The objective of
the game is still to optimize the utility function of both players.

The strategy set of the leader power-sale VPP can be expressed as

γj � γj,1, γj,2, . . . , γj,t , . . . , γj,T[ ]. (23)

Here, γj is the vector of electricity price strategies published by
the power-sale VPPj.

The strategy set of the follower power-purchase VPP can be
expressed as

ri � rj,1, rj,2, . . . , rj,t , . . . , rj,T[ ]. (24)

Here, ri is the probability vector that power-purchase VPPi
chooses power-sale VPPj.

The objective of the master–slave game model is to optimize the
utility of both the power-sale VPP and the power-purchase VPP.
After the power-sale VPP releases selling price information γj, the
power-purchase VPP can find an equilibrium strategy to optimize its

FIGURE 3
Game structure diagram of multi-VPP system.
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own utility, which is expressed by r*i , and feed it back to the power-
sale VPP. The power-sale VPP determines its optimal electricity
price strategy set γ*j according to its own utility function and the
optimal response strategy of the power-purchase VPP, so the Nash
equilibrium solution of this master–slave game can be expressed
by (γ*j , r

*
i ).

4 Multiple game solving process

For the proposed multiple game model, this paper adopts a
parallel distributed solution method; the solution process is shown
in Figure 4.

Step 1: As the leader of the master–slave game, the power-sale VPP
first transmits initial price information to the follower power-
purchase VPP.

Step 2: The power-purchase VPP makes decisions on its own
power purchasing selection status according to the leader’s strategy
and continuously updates it until the evolutionary game reaches
equilibrium to obtain its optimal utility. The evolutionary game
equilibrium solution is solved as follows:

1) Power-purchase VPPi selects a power-sale VPP according to the
leader’s strategy and calculates the optimal power purchase and
power consumption utility of the power-purchase VPP
according to Eq. 20 and Eq. 17, respectively.

2) Discretize Eq. 19 as follows:

rm+1
j,t � rmj,t + τ1 νm,j U

P
i,t( ) − rmj,t[ ]. (25)

Here,m is the number of iterations of the evolutionary game; τ1
is the iteration step size.

The power-purchase VPP updates the power purchase status by
Eq. 25;
3) Judge whether the power purchase strategy reaches the

evolutionary equilibrium. If it reaches equilibrium state, go to
Step 3, otherwise return to 1); Step 3: According to the results of
Step 2, each power-sale VPP obtains the optimal power selling
price through a non-cooperative game. The non-cooperative
game solving process is as follows:

1) Calculate the total amount of power purchased by power-
purchase VPPi from power-sale VPPj and the own
utility of power-sale VPPj in time period t according to
Eqs 21, 22.

2) The power-sale VPPj updates its own price strategy through
Eq. 26.

γn+1j,t � γnj,t + τ2 Qn
j,t − Pij,t( ) . (26)

Here, n is the number of iterations of the non-cooperative game;
τ2 is the iteration step size.
3) Judge whether the power-sale VPP strategy reaches equilibrium.

If it reaches equilibrium state, go to Step 4, otherwise return to 1);
Step 4: Judge whether the system master–slave game reaches

FIGURE 4
Flowchart of multiple game solution.
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equilibrium. If so, stop the iterative solution and output the result,
otherwise return to Step 2.

5 Case studies

5.1 Basic data

In this paper, we established a multi-VPPs system consisting of
five VPPs. The total output of WT and PV in each VPP, load
situation, and the unit purchase price of electricity from the VPP to
the main network is shown in Figure 5. The price range of VPP
electricity sales specified by the electricity sales market is [0.3,1.2];
the price of electricity trading from VPP to main grid is shown in
Table 1. In the stepped carbon trading model, μ is set at 280 yuan/t, l
is set at 2t, and α is set at 25%.

5.2 Model simulation results

In order to verify the effectiveness of the stepped-type carbon trading
model designed in this paper in the operation of VPP, we set up four
different models. Model 1 is the traditional carbon trading model in
which the carbon trading range is not divided, and the CO2 exceeding
the carbon emission quota is directly settled at the initial carbon trading
price. Model 2 is still the traditional carbon trading model, but the
benchmark price is set at 320 yuan/t.Model 3 is a stepped carbon trading
model without considering the carbon emission cost. In the objective
function, only the operating costs and power purchase costs of each unit
in the VPP are considered. Model 4 comprehensively considers the
stepped carbon emission cost and VPP operation cost for economic and
low-carbon enhancement. Taking VPP1 as an example, the operation
results of these four scenarios are shown in Table 2.

Model 1 has the lowest total cost among the four models because
it adopts the traditional carbon trading mechanism with a uniform
benchmark price for carbon emissions; however, its energy saving
and emission reduction potential is not fully exploited, and there is a
certain amount of new energy output within the VPP that cannot be
absorbed. In Model 2, since the benchmark price is no longer used
for carbon emissions, the total cost of the VPP increases
significantly. Although the unit operation cost of Model 3 is the
lowest of the four models, huge amounts of CO2 are emitted because
carbon transaction costs are not considered in the scheduling
process which require VPP operators to pay high carbon
emission costs. After Model 4 divides the carbon emission range,

FIGURE 5
Forecasting curves of renewable energy output and load demand.

TABLE 1 Electricity purchase and sale price from VPP to main network.

Trading form Time period Price (yuan/kW)

Electricity purchase 9:00–11:00; 18:00–22:00 1.289

7:00–8:00; 12:00–17:00 1.289

1:00–6:00; 23:00–24:00 1.289

Electricity sale 1:00–24:00 1.289
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the carbon emission of VPP is significantly reduced compared with
the traditional model.

According to the operational comparison of models 1 and 4 in
Table 2, the carbon emission cost increases after adopting the
stepped carbon trading scheduling strategy, but the carbon
emission decreases by 1,206.7 kg. This is because the carbon
emission interval is strictly divided after adopting the stepped
carbon trading model. With the gradual increase in carbon
emissions, the carbon emission price faced by VPP operators
will increase exponentially, greatly limiting the call of carbon
sources. Although the total cost is slightly higher for VPP
operators, it promotes the absorption of internal “abandoned
wind and light” and generally achieves the goal of low-carbon
economic operation.

We can take VPP1 (PV) and VPP5 (WT) as examples to draw
the day-ahead resource scheduling curve as shown in Figure 6. From
the internal supply and demand relationship of each VPP in each
period, the required external interactive power can be obtained, thus
introducing the trading strategy proposed in this paper.

In Figure 6, the PV output of VPP1 shows a peak trend during
the time of high light intensity (7–17), and the demand response call
is less then; VPP5, which is dominated by wind power output,
charges during the time of low load demand and peak wind power
output at night, and its energy storage system charges for three
periods in 24 h per day. Thus, the VPP energy storage system, while
meeting its own load demand through charging, sells excess power
to other VPPs to promote the balance between the supply and
demand of the system and improve the system’s overall economic
effectiveness.

In each dispatching time period, the five VPPs are divided into
power-sale VPP and power-purchase VPP according to the SDR of
each VPP. When the multiple games reach the equilibrium state,

TABLE 2 Operation results of these four scenarios of VPP1.

Model Carbon emission/kg Carbon trading cost/yuan Operation cost/yuan Total/yuan

1 35,139.1 1,998.9 24,834.3 26,833.2

2 32,587.2 1,465.6 26,273.9 27,739.5

3 36,832.6 4,106.3 24,468.1 28,574.4

4 33,932.4 2,071.6 25,324.5 27,396.1

FIGURE 6
Day-ahead dispatching results.

FIGURE 7
Electricity sale price of power-sale VPPs in t period.

FIGURE 8
Probability of power-sale VPPs to be chosen to purchase
electricity in t period.
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each VPP will decide different power sales prices for each time
period, and the probability that the power-purchase VPP selects the
power-sale VPP is also different. Figures 7, 8 show the sale prices of
the power sales VPPs at time t and the probability distribution of
each power-sale VPP being selected by the power-purchase VPPs,
respectively.

Taking time periods t = 2, t = 12, and t = 18 as examples, it can
be seen from Figure 7 that only VPP5 is a power-sale VPP in time
period 2, and VPP5 delivers power to the remaining four VPPs
while satisfying its own load. The power-sale VPPs in time period
12 are VPP1 and VPP3; at t = 18, all five VPPs are in the state of
power purchase. During this period, there is no power interaction
between VPPs, and only power is purchased from the main
network. It can be seen that, in 24 time periods of a day, each
VPP can present different states, and its internal available power
can be consumed by interacting with other VPPs when there is a
surplus state.

From Figures 7, 8, it can be seen that the power-purchase VPPs
prefer a power-sale VPP with low power selling prices, but it can be
observed that the probability of the power-purchase VPPs choosing
the power-sale VPP with the lowest price at t = 10, t = 12, t = 14, and
t = 16 is not the highest.

Taking t = 10 as an example, it can be seen from Tables 3, 4 that
the optimal electricity price issued by VPP1 is lower than that of
VPP4, but the probability of the power-purchase VPPs choosing
VPP1 is 0.4819, which is lower than the probability of choosing
VPP4 by 0.5181. It can be seen that, during the dispatching process
of the system, the electricity price is not the only factor to be
considered by the power-purchase VPP when choosing the
power sales VPP but also the influence of the controllable load
call and its own load demand on the strategy.

When t = 3, the convergence process of the probability of each
power-sale VPP being selected when the power-purchase VPP
purchases electricity is shown in Figure 9. It can be seen that the
probability of each power-sale VPP being selected can converge to
the equilibrium value quickly; that is, the dynamic selection behavior
of the power-purchase VPP can reach the evolutionary equilibrium
state in a short time.

In order to verify the rationality of the proposed multiple game
trading strategy for multi-VPPs considering carbon trading model,
two different operation scenarios were set to analyze the multi-VPPs
trading cost results.

Scenario 1: the multi-VPPs trading model with carbon trading
market described in this paper, while the trading between multi-
VPPs is based on the traditional method.

Scenario 2: the multi-VPPs trading model with stepped carbon
trading market described in this paper and multiple game strategies
among multi-VPPs are constructed.

TABLE 3 Resource allocation of each VPP in t = 10 period.

Unit VPP Power/kW

Renewable energy

VPP1 169.3

VPP2 38.8

VPP3 340.4

VPP4 256.0

VPP5 191.5

Controllable loads

VPP1 59.6

VPP2 33.1

VPP3 17.5

VPP4 64.7

VPP5 109.3

Load

VPP1 91.8

VPP2 15.5

VPP3 215.8

VPP4 31.1

VPP5 146.0

TABLE 4 Selection strategy of power-purchase VPP in t = 10 period.

Power-purchase VPP Power-sale VPP with the lowest price Power-purchase VPP selection
probability

VPP1 VPP4

VPP2
VPP3
VPP5

VPP1 0.4819 0.5181

FIGURE 9
Probability convergence process of selecting power-sale VPP to
purchase electricity.
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By comparing Scenario 2 (considering multiple game
strategy) with Scenario 1 (conventional game strategy) in
Table 5, the total cost of carbon trading and multi-VPP
system operation are reduced by 2,434 yuan and 4.873×104

yuan, respectively. Therefore, if there is no electric energy
interaction among the VPPs, as soon as the power in the VPP
cannot meet its own internal electricity demand, only purchasing
power from the main network increases the operating cost of VPP
system, which makes the main network face the huge pressure of
electricity supply. this shows that, when the resource allocation
among the subjects in the multi-VPPs is carried out through the
game idea, the resource utilization rate of VPP can be improved,
and the carbon transaction cost of the system can be reduced to
promote the economic operation of the system.

6 Conclusion

In this paper, we analyzed a multi-VPPs unified trading strategy
considering integrated carbon–electricity trading and proposed a new
multiple game strategy among multi-VPPs, in which a non-
cooperative game between power-sale VPPs is prioritized to
determine the power sales price, and then an evolutionary game is
played among power-purchase VPPs to make the choice of power
purchase objects according to the power price strategy at this time.
This will reduce pollution levels fromVPP operations while increasing
the benefits of VPP operations. After the corresponding case analysis,
the following results are obtained.

1) Under the carbon trading mechanism, the multi-VPP system
trading model with wind and photovoltaic is considered, which
effectively promotes the consumption of renewable energy and
achieves the goal of system economic operation.

2) From the perspective of multiple power-sale VPPs and
multiple power-purchase VPPs, a multiple game trading
strategy is adopted to improve the safe and stable
operation of the system, which in turn has a positive effect
on the coordinated distribution of benefits among the various
entities in the system.

3) For multi-VPPs unified trading in multiple regions, a parallel
distributed solution strategy is chosen in this paper, which can
greatly accelerate the solution speed and avoid large amounts of
computation.
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This paper proposes a Lyapunov-based power sharing control scheme and a
fixed-time-based distributed optimization algorithm to achieve optimal power
sharing of sources in a DCmicrogrid. The Lyapunov-based controller is designed
based on so-called ratio consensus protocol, where it drives the sources to a
desired proportional power sharing by regulating the voltage profile of the DC
microgrid. The distributed optimization optimizer is established by integrating a
finite-time weighted consensus algorithm with an iterative algebraic operation,
where it calculates the optimal power dispatch on the target of minimizing
the generation cost. The optimizer receives the current output power of the
controlled DC microgrid and sends the obtained power dispatch to the power
sharing controller as the proportionality coefficients. Both the controller and
optimizer are carried out in a fully distributed way. Under the framework of
the Lyapunov method, stability analysis of the DC microgrid with the proposed
control scheme, as well as convergence and optimality analysis of the distributed
optimization algorithm, is provided. However, the influence of the time delay of
the controller on the system remains to be further investigated in future work.

KEYWORDS

DCmicrogrid, power sharing, voltage control, power allocation, optimal DC power flow

1 Introduction

The smart grid has been attracting much attention in recent years, where it integrates
the traditional power grid, renewable distributed resources, and advanced control and
optimizationmethods on the bridge of cyber-physical techniques (Liu et al., 2021;Hou et al.,
2022). With the increasing penetration of renewable energy sources (RESs) and distributed
generators (DGs), traditional power systems are transforming into the form of a distributed
autonomous power system, namely, the microgrid (Hatziargyriou et al., 2007). In recent
years, a lot of research on the DC microgrid has been emerging since it avoids the
reactive power regulation and the harmonic compensation comparedwith the traditional AC
microgrid (Olivares et al., 2014; Papadimitriou et al., 2015; Meng et al., 2017; Wang et al.,
2023).

Power sharing control is one of the important control targets of microgrids (Simpson-
Porco et al., 2013; Morstyn et al., 2016a; Morstyn et al., 2016b). Under the framework
of the hierarchical control (Guerrero et al., 2011; Bidram and Davoudi, 2012), the
current sharing problem of parallel DC microgrids has been solved by decentralized
methods (Guerrero et al., 2011; Khorsandi et al., 2014; Hamzeh et al., 2015) and distributed
methods (Anand et al., 2013; Lu et al., 2014; Wang et al., 2016a), respectively. Indeed, the
decentralized controller has beenwildly used for the practical AC/DCmicrogrids (Hou et al.,
2019). Recently, the distributed controller for the DC microgrid has been developed and
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attracts much attention (Liu et al., 2023b; Liu et al., 2023a). The
decentralized methods require transmitting the voltage of a
common bus to each converter, whereas the distributed methods
merely require the current or voltage information on neighbors
via an information network. Similarly, distributed control schemes
have also been developed in the current sharing problem of
the DC microgrid with meshed topology (Nasirian et al., 2014).
However, current sharing guarantees the power sharing of loads
but not that of sources. In addition, the existing current sharing
controllers are not applicable to accurate energy management at the
source side.

When considering the generation cost of power sources,
achieving optimal power sharing becomes a crucial problem that
can be solved through an economic dispatch model (Ahmed et al.,
2023). Distributed economic dispatch optimization algorithms
have been developed, taking advantage of consensus algorithms
in multi-agent systems, including the ϵ-based consensus algorithm
(Yang et al., 2013), distributed bisection method (Xing et al.,
2015), distributed projected gradient algorithm (Guo et al., 2016),
subgradient-based consensus algorithm (Wang et al., 2016b), event-
triggered consensus algorithm (Li et al., 2016), and consensus-based
energy management algorithm (Zhao et al., 2016). However, most
existing algorithms for economic dispatch neglect the transmission
loss of power lines, despite some literature studies discussing it
[e.g., Kron’s loss formula models in Loia and Vaccaro (2014)]. It
is noted that Kron’s loss formula models transmission loss, but
obtaining the loss coefficients B in practice is difficult. Optimal
power sharing controllers have been designed by integrating
the physical system and economic dispatch model in several
studies, including Hamad et al. (2016), Li et al. (2017), Moayedi
and Davoudi (2017), and Hu et al. (2018). It is noted that Li et al.
(2017) formulated an optimization problem but regard the power
flow as a constraint, and they then used the optimized parameters
in the decentralized primary controller. However, this optimization
problem was solved by a centralized heuristic algorithm, which
requires global information, and may become computationally
expensive once the number of sources increases. As an alternative,
power sharing control schemes with distributed optimization
algorithms have been widely developed by interacting with
neighboring sources (Hamad et al., 2016; Moayedi and Davoudi,
2017; Hu et al., 2018).

The proposed distributed method in Moayedi and Davoudi
(2017) can simultaneously optimize the power sharing of sources
and regulate the voltage profile, where the generation limits of
sources are also guaranteed by their incremental cost consensus
protocol. The method in Hu et al. (2018) is a discrete-time control
protocol using the current imbalance information, where the
economical regulator generates a reference current signal for
each converter to achieve the optimal power sharing of sources.
Supervisory control has been designed on the basis of the
sensitivity analysis, where it successfully solves the equal power
sharing problem (Hamad et al., 2016). Then, the distributed equal
incremental cost (DEIC) algorithm is proposed to achieve the
optimal power dispatch. Optimal power sharing control has been
investigated in Chang et al. (2023) for a hybrid AC/DC microgrid,
but it mainly focuses on the power dispatch between the AC and
DC sides while ignoring the optimal power sharing of the sources
at the DC side. Optimal energy consumption has been analyzed in

Xiao et al. (2022) for a practical shipboard DC microgrid, where the
analysis is based on the transfer function with a linear dynamic part.
However, in the aforementioned literature, the stability criteria are
hard to be verified because all the poles of the transfer functions
or all the eigenvalues of a big matrix should be calculated and
checked to ensure them within the open left-hand plane or within
the unit circle at the origin. In addition, the parameter design
may fail to work if the Laplacian matrix of the communication
topology or the conductance matrix of the DC microgrid is
unknown.

In this paper, a distributed Lyapunov-based proportional
power sharing control and a distributed initial value restoration
(distributed optimization) optimization algorithm are designed
to achieve the optimal power sharing of sources in a meshed
DC microgrid. The Lyapunov-based controller is a consensus-
like scheme based on the power information on neighbors. The
proposed distributed optimization algorithm consists of a finite-
time weighted consensus protocol and an algebraic operation on
initial value restoration. In the process of optimization operation,
the optimizer receives the real-time output power information and
calculates the optimal power dispatch, and then sends back the
optimized power dispatch to the controller as the proportionality
coefficients. Additionally, a rigorous analysis of stability,
convergence, and optimality is given. Compared with existing
methods, the key contributions of this paper are summarized as
follows:

1. The Lyapunov-based proportional power sharing controller for
a DC microgrid is designed, which does not require to know
the Laplacian matrix of the communication topology and the
conductance matrix of the DC microgrid, as needed in existing
approaches (Hamad et al., 2016; Moayedi and Davoudi, 2017;
Hu et al., 2018).

2. The proposed distributed optimization algorithm is a fully
distributed algorithm. Compared with Moayedi and Davoudi
(2017), our optimization method avoids transforming the
information topology once a generation reaches its limits, where
the change of topology may lead to the redesign of parameters.
Compared with Hu et al. (2018) and Hamad et al. (2016), our
optimization method can work without knowing the exact
number of sources.

3. Optimal sharing control has been investigated in Dou et al.
(2022), however, on the DC microgrid with the single-bus
configuration. Moreover, the consensus-based secondary control
is designed using the power on the load rather than the output
power of the distributed generation unit (DGU). In this paper,
we focus on the DC microgrid with meshed configuration and
the optimal power sharing of the DGU.

4. Optimal control of the DC microgrid is discussed in Huang et al.
(2022) with a rigorous theoretical analysis and considering
balance of the charge state. However, the paper focuses on the
optimal voltage control rather than on the power sharing control
of the DC microgrid.

The organization of the remaining part is as follows. The
preliminaries and problem statement are given in Section 2. The
distributed Lyapunov-based proportional power sharing control
is presented in Section 3, where stability analysis is given. The
distributed optimization algorithm and the convergence proof are
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FIGURE 1
Cyber-physical framework of a DC microgrid in meshed configuration.

given in Section 4. The simulation test is given in Section 5, and the
conclusion is drawn in Section 6.

2 Preliminaries

Consider a DC microgrid with N bus nodes, denoted as IG =
{1,2,…,N}. Define Gij as the conductance of the transmission line
connecting with nodes i and j, where Gij > 0 if the i-th node and
j-th node are connected via a power line, and otherwise, Gij = 0 if
they are not connected. Gii is the shunt conductance of the local
load. Then, the conductance matrix Y = [Yij] ∈ ℝ

N×N with Yij = −Gij
if i ≠ j; otherwise, Yij = ∑

N
j=1Gij. Before describing the optimal power

sharing control problem of theDCmicrogrid, a brief introduction of
information flow is given. Denote G = (IG,E ,A) as the information
flow of sources.The graph G is described with a set of nodes IG, a set
of edges E ∈ IG ×IG, and a weighted adjacency matrix A = (aij)N×N
with non-negative adjacency elements. The node i represents the
ith source. Note that aij > 0 if and only if the ith source can obtain
information from the jth source. Define Ni = {j|aij > 0}, which is the
set that contains the neighbors of the node i. The Laplacian matrix
L = (lij)N×N of the graph G is defined as lij = −aij if i ≠ j; otherwise,
lij = ∑

N
k=1,k≠iaik.

The cost of each generation unit is denoted as Ci(Pi), where Pi
is the power generation of the i-th DG. As illustrated in Figure 1,
the control and optimization framework of a DC microgrid is,
in fact, a cyber-physical system which consists of a cyber system
layer and a physical system layer. The physical layer is a real-time
system including loads, sources, DC–DC converters, and zero-level
controllers. The cyber layer is a management system that takes
charge of control and optimization for themicrogrid in a distributed
manner through a communication network and local calculation
units. In our framework, there are a power sharing controller and
a generation optimizer in each source. They cooperatively calculate
the reference voltages for the zero-level controllers, which directly
regulate the output voltages of buses.

For the generation optimizer, it aims to calculate the optimal
power dispatch of sources by solving an economic dispatch
problem, which can be described as the following optimization
formulations:

min
P̂i, i∈IG

N

∑
i=1

Ci (P̂i) , (1)

s.t.
N

∑
i=1

P̂i = PDemand, (2)

Pmin
i ≤ P̂i ≤ P

max
i , i ∈ IG (3)
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FIGURE 2
Distributed controller for each DC–DC converter.

where Ci(⋅) is the generation cost function, P̂i is the optimization
variable denoted as the ith power generation, PDemand is the total
power demand, and Pmin

i and Pmax
i are the lower bound and the

upper bound of the output power, respectively. The optimization
result P̂opti will be further sent to the power sharing controller as a
reference.

For the power sharing controller, it aims to design the reference
voltage of buses Vref

i for the zero-level controller such that the real-
time output power could track on the optimized output power,

Pi = P̂
opt
i , for i ∈ IG, (4)

where Pi is the real-time output power and P̂opti is the optimal output
power dispatch generated by the generation optimizer.

Under the framework in Figure 1, the objective of optimal
power sharing control is to minimize the total generation cost of the
microgrid by regulating the output voltage of buses while meeting
the demand and power generator constraints. To solve the optimal
power sharing control of the DC microgrid, a proportional power
sharing controller and a distributed optimization algorithm are
designed.

3 Proportional power sharing scheme

In this section, a proportional power sharing scheme is
presented to achieve the desired proportional power dispatch of

sources, i.e.,

Pi
pri
=
Pj
prj
, for ∀i, j ∈ IG, (5)

where Pi is the output power and pri is the proportionality coefficient.

3.1 Power sharing scheme

The power sharing control scheme for the ith source in the DC
microgrid is designed as

vre fi = v
rated + δi, (6a)

δ̇i =
kPi
vip

r
i
∑
j∈Ni

aij(
Pj
prj
−
Pi
pri
), (6b)

where k is a positive control parameter, vrated is the nominal
voltage of microgrids, and Pi is the real-time output power of the
ith source. The power sharing of sources in the DC microgrid
can be achieved using the active power information on neighbors,
as illustrated in Figure 2. Because the dynamics of the converter
is evolving in a fast time-scale, the output voltage of the source
could rapidly track on the reference voltage vrefi by the zero-
level controller, as shown in Figure 2. Under this circumstance, it
could be assumed that vi = v

ref
i . The following subsection gives the

stability analysis of the DC microgrid under the proportional power
sharing controller.
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3.2 Stability analysis

Let V = col(v1,v2…,vN), δ = col(δ1,δ2…,δN), and
P = col(P1,P2…,PN). Define the notation diag([b1,…,bN]

T) as the
diagonalmatrix with diagonal elements b1,…,bN ; then, the compact
form of the sources’ dynamics is given by

V = Vrated + δ,

δ̇ = −kD−1P̃Ṽ−1LD−1P,

where Vrated = 1Nv
rated, D = diag([pr1,p

r
2,…,p

r
N]

T), P̃ = diag(P), and
Ṽ = diag(V). The dynamics of sources subject to the power flow
equations

P = PD + ṼYV, (7)

where PD = col(P
d
1,P

d
2…,P

d
N) and Pdi is the demand power of local

loads at bus i. Hence, the closed-loop system can be obtained as

V̇ = −kD−1P̃Ṽ−1LD−1P, (8a)

P = PD + ṼYV. (8b)

Indeed, taking the derivation of both sides of Eq. 6a and substituting
Eq. 6b yields Eq. 8a and Eq. 8b, which is the DC power flow for
the meshed configuration of the DC microgrid. Note that Eq. 8a is
a differential equation and Eq. 8b is an algebraic equation. Before
giving the stability analysis of the closed-loop system, denote the
equilibrium of (8) as E = (P⋆,V⋆), which satisfies the following
equations:

0 = −kD−1P̃⋆Ṽ⋆−1LD−1P⋆,

P⋆ = PD + Ṽ
⋆YV⋆.

Theorem 1: Suppose that the communication graph is connected.
Consider the closed-loop system (8). The proposed distributed
controller (6) ensures the following statements: i) the solution of
(8) approaches the equilibrium E and ii) the power sharing (5) is
guaranteed.

Proof: Define the Lyapunov functional candidate as

W = 1
2
VTV.

Taking the derivative of the Lyapunov function along (8), one has

Ẇ = VTV̇

= −kVTP̃Ṽ−1D−1LD−1P

= −kPTD−1LD−1P

≤ 0.

It is noted that D−1LD−1 is a symmetric matrix with non-negative
eigenvalues because the communication graph is connected.

By LaSalle’s invariant principle, the solution of (8) will approach
the largest invariant set of

M = {(P,V) |Ẇ = 0} as t→+∞.

Indeed, the solution is also subject to the algebraic flow
equation P = PD + ṼYV. Hence, it will approach the set Ms =

FIGURE 3
Flowchart of the distributed optimization algorithm.

{(P,V)|Ẇ = 0 and P = PD + ṼYV}. It is easy to find that E =Ms,
which means the solution of (8) will approach the equilibrium E.

Note that Ẇ = 0 indicates PTD−1LD−1p = 0, where it implies
LD−1p = 0. L is the Laplacian matrix, of which the row sum equals to
zero. Therefore, the null space of the matrix LD−1 is [pr1,p

r
2,…,p

r
N]

T,
which indicates there exists a positive constant p* such that P =
p*[pr1,p

r
2,…,p

r
N]

T. Obviously, it guarantees

lim
t→+∞
(
Pi
pri
−
Pj
prj
) = 0, for ∀i, j ∈ IG.

This completes the proof of Theorem 1.

Remark 1: Set pri = Pi, where Pi is the desired output power
of the ith source satisfying ∑iPi = ∑iP

d
i + Ploss with Ploss =

1
2
∑i∑jYij(V

⋆
i −V
⋆
j )

2 = 1NṼ
⋆YV⋆, denoted as the power loss on

lines. The proportional power sharing controller ensures Pi
Pi
=

χ, where χ is a positive constant. By the power flow Eq. 8b),
one has ∑iPi = ∑iP

d
i + Ploss, which indicates that ∑iPi = ∑iPi

and χ = 1. In this way, it achieves the desired power output of
sources.

Remark 2: Based on the Lyapunov stability analysis, the
parameter design of the power sharing controller is quite simple,
where it only requires k > 0. Note that the selection of k is
independent of the Laplacian matrix L and the conductance
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FIGURE 4
Interactive operation of the controller and the optimizer in the ith
source.

FIGURE 5
Microgrid tested with six buses.

TABLE 1 Parameters of lines and loads.

Parameter of lines and loads

Line12 0.15 Ω 2 mH Load1 15 kW

Line23 0.25 Ω 2.5 mH Load2 20 kW

Line36 0.20 Ω 3 mH Load3 15 kW

Line15 0.15 Ω 2 mH Load4 20 kW

Line45 0.10 Ω 1 mH Load5 15 kW

Line56 0.20 Ω 2.5 mH Load6 20 kW

matrix Y. Moreover, the parameter k determines the speed of the
convergence.

4 Optimal economic dispatch

This section aims to obtain the optimal power dispatch by
solving the economic dispatch problem (Eqs 1–3).

4.1 Solution to the economic dispatch
problem

Similar to the classic economic dispatch problem formulation
in AC microgrids, the cost functions of dispatchable sources can

TABLE 2 Generation cost parameters.

Source γi($/kW2) βi ($/kW) αi($) Pmin
i (kW) Pmax

i (kW)

1 0.071 2.623 68.52 5 30

2 0.091 3.143 51.81 12 20

3 0.063 2.357 38.66 5 20

4 0.087 1.715 48.47 12 45

5 0.073 2.720 53.71 8 20

6 0.067 1.934 57.50 8 45

be approximated as a quadratic function (Wood and Wollenberg,
2012),

Ci (P̂i) = γiP̂
2
i + βiP̂i + αi, (9)

where P̂i is the output of the ith power generator, and αi, βi, and γi
are the corresponded parameters.

Define the Lagrangian operator L(P̂1,…, P̂N) such that

L(P̂1,…, P̂N) =
N

∑
i=1

Ci (P̂i) + λ(PD −
N

∑
i=1

P̂i), (10)

where λ is the Lagrangemultiplier and PD is the sum of the real-time
output power transmitted from the controller. PD includes both the
load demand PDemand and the transmission loss Ploss. For the EDP
with power generation constraints, the optimal incremental cost λ*
can be obtained by verifying [Eq. (3.7) in (Wood and Wollenberg,
2012)]

{{{{
{{{{
{

2γiP̂i + βi = λ
*, for Pmin

i < P̂i < P
max
i ,

2γiP̂i + βi < λ
*, for P̂i = P

max
i ,

2γiP̂i + βi > λ
*, for P̂i = P

min
i .

(11)

4.2 Distributed optimization algorithm

This subsection presents a discrete-time multi-agent
system that employs the local variable λi(t), where i ∈ IG,
to collaboratively estimate the optimal λ* in Eq. 11. Prior
to introducing the distributed optimization algorithm, it is
necessary to define a projection operator that maps from
ℝ×Ω to Ω

Proj (x,Ω) = arg min
ν∈Ω
‖υ− x‖, (12)

where Ω ⊆ ℝ is a closed convex set, and λi locates within an
accessible set Ωλ

i = {λi ∈ ℝ|λ
min
i ≤ λi ≤ λ

max
i }, where λmin

i = 2γiP
min
i +

βi and λmax
i = 2γiP

max
i + βi. In light of Liu et al. (2020), a two-

step distributed optimization algorithm is designed based on the
projection operator, taking into account the power generation
constraints.

4.2.1 bfAlgorithm 1: two-step distributed
optimization algorithm
Step 1: Distributed finite-time consensus policy.
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FIGURE 6
Performance of the proportional power sharing test: (A) output power of six sources and (B) voltage of six buses.

FIGURE 7
Performance of the load step test: (A) output power of six sources and (B) voltage of six buses.

{{
{{
{

λ(l)i (t+ 1) = λ
(l)
i (t) − μ (t)γi∑

j∈Ni

aij [(λ
(l)
i (t) − λ

(l)
j (t))] ,

λ(l)i (0) = λi0 + z
(l)
i .

(13)

Step 2: Initial value restoration operation.

z(l+1)i = λ
(l)
con −Projλi (λ

(l)
con) , (14)

where μ(t) = 1
λL,t

is a time-dependent gain with λL,t being the t-th
eigenvalue of the LaplacianmatrixL. λi0 = 2γiPi + βi, Pi is the output
power, Projλi (⋅) represents Proj(⋅,Ωλ

i ) zi is called as the restoration
variable, and λ(l)con is the consensus value to be calculated in Step 1 at
each iteration.

A major difference to Liu et al. (2020) is that we apply a
fixed-time consensus algorithm via the discrete-time multi-
agent system. The distributed optimization algorithm involves
two steps for each source. In Step 1, a fixed-time discrete-
time consensus algorithm is employed to drive λi to converge
to consensus within N steps. In Step 2, we carry out the
projection to operate and restore the initial value of λi according
to the consensus value calculated in Step 1. These two steps
are run alternately until λ(l)con converges. The flowchart of the

distributed optimization algorithm is depicted in detail in
Figure 3.

Remark 3: Like the optimization algorithms in Hu et al. (2018) and
Hamad et al. (2016), the proposed distributed optimization algorithm
utilizes the increment cost of neighbors, i.e., λj, j ∈ Ni. However, our
algorithm still works without requirements on the total number of the
sources N and the number of other neighbors |Nj|, j ∈ Ni.

4.3 Interactive operation of the controller
and optimizer

In the aforementioned sections, the proposed controller and
optimizer separately achieve the desired proportional power sharing
of sources and optimal power dispatch of sources. However, when
the power sharing controller regulates the voltage profile, the
transmission loss of lines changes accordingly such that the sum of
real-time output power is no longer equal to the sum of optimized
power, and to solve this problem, an interactive operation of
the proposed controller and optimizer is presented, as shown in
Figure 4.
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FIGURE 8
Performance of the time delay test: (A) output power of six sources (50 ms), (B) voltage of six buses (50 ms), (C) output power of six sources (100 ms),
and (D) output voltage of six buses (100 ms).

In Figure 4, Δτ is the duration of optimization at each time and
Δt is the time interval between two optimizations. During the period
Δt, the power sharing controller sends the real-time output power
to its generation optimizer. Subsequently, the optimizer calculates
the optimal power dispatch and sends back the obtained dispatch
to the controller as the proportionality coefficients. Then, the power
sharing controller calculates the reference voltage for the zero-level
controller, and the zero-level controller drives the DC microgrid to
its steady state. Additionally, the controller will resend the current
real-time output power to the generation optimizer for the next
optimization. Specifically, the operation in theDCmicrogrid follows
four steps:

1) The output power Pi of each bus at the physical system will be
sent to its generation optimizer.

2) The optimal power dispatch P̂opti under the current circumstance
(i.e., the current output power Pi) is calculated and sent back to
the power-sharing controller.

3) The power-sharing controller works with the proportionality
coefficient pri = P̂

opt
i until the DC microgrid reaches its steady

state.
4) Repeat steps 1–3 until the optimal power dispatch P̂opti is

convergent.

5 Simulation test

The simulation test is carried out based on MATLAB/Simulink
to demonstrate the effectiveness of the proposed methods. Consider

a meshed DC microgrid with six buses including six sources and six
local loads, as shown in Figure 5. The rated voltage of the microgrid
is selected at 380 V.

The line parameters and the load parameters are listed in
Table 1. The parameters of generation cost are shown in Table 2.
Each source is driven by a boost DC–DC converter with both
current-loop and voltage-loop PI controllers, as shown in Figure 2,
where vs = 220 V, L = 2 mH, and C = 470 μF. In the proposed
control method, the parameter k is designed as 4,000. The constant
power load is modeled via a DC/DC buck converter with a constant
impedance load.

5.1 Proportional power sharing

Before t = 5 s, it is supposed to achieve the average power
sharing, which means each source provides 16.67{%} of the total
power demand. After t = 5 s, it is supposed to achieve a desired
proportional power sharing, where six sources provide 15{%},
15{%}, 15{%}, 20{%}, 15{%}, and 20{%} of the total power demand.
In this case, pri and i ∈ IG are first set as 17,500, then pr1, p

r
2, p

r
3,

andpr5 will be reset as 15,750 and pr4 and pr6 are reset as 21,000
at t = 5 s. As seen in Figure 6A, the output power of six sources
is converging to 17.5 kW at the first 5 s. During the last 5 s,
the desired power sharing is achieved, where the output power
of sources 1, 2, 3, and 5 converges to 15.75 kW and the output
power of sources 4 and 6 converges to 21.0 kW as well. Moreover,
voltage shifts of six buses are shown in Figure 6B. By the proposed
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FIGURE 9
Simulation results of the distributed optimization algorithm: (A) evolution of λcon and (B) evolution of the cost.

FIGURE 10
Performance of the optimal power sharing test: (A) output power of six sources and (B) voltage of six buses.

control method, the proportional power sharing of sources can be
achieved.

5.2 Load step test

The controller performance of the load step test is shown in
Figure 7, where two 5-kW loads are added at t = 5 s and removed
at t = 10 s on buses 3 and 5, respectively. Figure 7A shows the
proportional power sharing of six sources could still be maintained
during the period of the test. Figure 7B shows the voltage shifts of
six buses.

5.3 Power sharing with time delay

In this subsection, we have tested our power sharing algorithm
with time delay, where two 2-kW loads are added at t = 5 s and
removed at t = 10 s on buses 3 and 5, respectively. We have tested
on different time delays, say, 50 ms and 100 ms, as shown in
Figures 8A–D. It can be observed that power sharing is failed when
the time delay is 100 ms, but power sharing can be achieved if the
time delay is 50 ms.

5.4 Optimal power sharing

In this test, the optimizer starts to work at t = 5 s.The distributed
optimization algorithm is employed with the setting μ = 3. Within
10 iterations, it obtains the optimal power dispatch: Popt1 = 16.65
kW, Popt2 = 12 kW, Popt3 = 20 kW, Popt4 = 18.80 kW, Popt5 = 15.52 kW,
and Popt6 = 22.78 kW. The evolution of λcon and cost C are shown
in Figures 9A, B . It observes that λcon keeps decreasing and finally
converges to 4.986. The cost of sources decreases as well and
converges to a steady state within several iterations. The optimal
power sharing of sources is achieved, as seen in Figure 10A. It is
worth noting that the output power of source 2 reaches its lower
bound, while the output power of source 3 reaches its upper bound.
Moreover, voltage shifts of six buses are shown in Figure 10B.

6 Conclusion

This paper presents a solution to the optimal power sharing
problem in a DC microgrid using a combination of the proportional
power sharing control algorithm and the DIVR algorithm. The
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proportional power sharing control algorithm, designed based
on the Lyapunov method, is used to regulate the voltage profile
of the microgrid. The fixed-time based distributed optimization
algorithm, which uses a weighted finite-time consensus protocol
and an initial value restoration algebraic operation, optimizes power
sharing among the sources in the microgrid. Both algorithms are
fully distributed and implemented at the cyber system layer. The
algorithms work together to calculate the reference voltage for the
zero-level controller to track, resulting in optimal power sharing
among the sources. The effectiveness of the proposed method
is demonstrated through simulation on a six-bus DC microgrid.
Future work may focus on giving a theoretical bound for the
time delay of the distributed optimal power-sharing controller and
considering the constraint of the bus voltage during the control
process.
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This paper presents a novel visual-admittance-based model predictive control
scheme to cope with the problem of vision/force control and several constraints
of a nuclear collaborative robotic visual servoing system. A visual-admittance
model considering the desired image feature and force command in the image
feature space is proposed. Moreover, a novel constraint scheme of the model
predictive control (MPC) is proposed to cancel the overshoot in the interaction
force control for most cases by taking the desired force command as the
constraint of the proposed MPC. Via applying the robotic dynamic image-
based visual servoing (IBVS) model, some other constraints, such as the actuator
saturation, joint angle, and visual limits, can be satisfied simultaneously. The
simulation results for the two-degrees-of-freedom (DOF) robot manipulator
with an eye-to-hand camera are present to demonstrate the effectiveness of
the proposed controller.

KEYWORDS

visual-admittance model, visual/force control, model predictive control, collaborative
robot, dynamic visual servoing

1 Introduction

In recent years, collaborative robots have become more and more popular in the
nuclear industry since the increasing need for safe and secure nuclear power plants (NPPs).
Interaction between the robot and the environment or human is a fundamental requirement
for the construction of NPPs 1, such as moving objects, deburring, grinding, polishing,
and high-precision assembling (Nabat et al., 2005; Yang et al., 2008; Xu et al., 2017;Wu et al.,
2017; Song et al., 2022, Figure 1).How to realize the precision position control and compliant
interaction force control simultaneously in the nuclear environment is crucial for the
execution of an interaction task.

To cope with this problem, numerous force control schemes have been proposed. Two
main categories of those control schemes are direct and indirect force control. Direct force
control adds the feedback of the force sensor directly into the closed motion control loop.
For example, in the hybrid position/force control approach, the force and position controllers
work separately and are connected with a diagonal section matrix (Raibert and Craig, 1981).
However, these kinds of schemes lead to a trade-off between the force controller and the
position controller, which implies that neither force nor position can precisely converge to
their desired target. The indirect force control includes impedance control and admittance
control. They all create a mass–spring–damper (MSD) model to describe the interaction
force between the robot and the environment (Mason, 1981; Hogan, 1985) and are inverse
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FIGURE 1
Application of collaborative robots in nuclear power plants (NPPs).

to each other. When the robot is controlled with the conventional
model-based controller, precise interaction environment
information and an accurate dynamic model of the robot are
essential in compliant force control.

In the nuclear environment, where nuclear radiation can
affect sensors and electronics, measuring accurate knowledge of
the interaction environment and robot feedback is quite hard.
Motivated by reducing or avoiding the need for precise preliminary
knowledge of the environment, numerous researchers are trying
to equip robot systems with vision and force sensors together.
This method allows the robot system to get the environmental
information and modify the vision/force controller online. In order
to combine the visual and force information, several vision/force
control schemes have been proposed to replace the motion
control of the aforementioned force control with visual servoing
(Bellakehal et al., 2011; Zhu et al., 2022b). For instance, in the
hybrid vision/force control scheme (Zhu et al., 2022b), the force
and vision are controlled separately, and a trade-off matrix is
used to combine the output of two sensor controllers. Thus, these
kinds of methods may result in local minima and reduce the
robot control precision. In Lippiello et al. (2018), three vision-
impedance controllers with the feedback of the camera and force
sensor have been proposed to realize the physical interaction of a
dual-arm unmanned aerial manipulator. However, the impedance
control schemes can neither combine the vision and force sensing
simultaneously nor avoid the trade-off between the two control
loops.

To handle this problem, we propose a novel visual-admittance-
based model to drive the robot with the trajectory of vision and the
command of contact force. In this approach, the vision and force
can be coupled in the image feature space successfully. Therefore,
the convergence to a local minimum can be avoided, and the
discrepancy between the modalities of vision and force sensors can
be overcome.

However, due to the combination of force and vision in the image
feature space, the controller is only employed to track the image
feature commands generated from the aforementioned vision-
admittance model without real-time perception of the contact force,
which may lead to the unacceptable overshoot phenomenon and
thus break the interaction environment or robot body.Therefore, we
propose to consider the force command as a contact force constraint
of the vision tracking controller. In practical applications, there are
some other constraints on robot control systems, such as actuator
saturation and visual limitation, that prevent the visual features from
leaving the camera view.

Model predictive control (MPC) has been proven to be
an efficient optimal control scheme aimed at addressing the
disturbances and constraints of the system (Allibert et al., 2010;
Deng et al., 2022). Recently, more and more researchers have
concentrated on the advantages of MPC and applied this
control scheme to the visual control of robots. In contrast
to the aforementioned vision/force control scheme, MPC can
explicitly handle the system constraints and resist disturbances. In
Allibert et al. (2010), an MPC-based image-based visual servoing
(IBVS) method is designed based on the conventional image
Jacobian matrix and considers the constraints of image features.
According to Hajiloo et al. (2016), a robust online MPC scheme
based on the tensor product (TP) model of IBVS is proposed
to realize the online control of MPC. By simplifying the image
Jacobian matrix as a TP model, the computational speed of MPC
is considerably increased. In Fusco et al. (2020b), the image feature
acceleration is used to construct the model of MPC in order to get
a shorter sensor trajectory and better motion in the feature space
in Cartesian space. However, the aforementioned methods only
consider the image feature constraints and kinematics constraints,
such as the joint velocity or acceleration of the robot system,
without taking into account the dynamic constraints of the robot
system.

In general, in this paper, a novel visual-admittance-based
MPC scheme with non-linear constraints based on the dynamic
IBVS of the collaborative robot and desired force constraint is
proposed to address the problem of the vision/force control with
constraints. The visual-admittance model is formulated to converge
the force and vision commands into image features to avoid
the trade-off between two targets’ (vision and force) tracking
control. Considering the overshoot of the visual-admittance
model, force constraints are added to the predictive model of
the MPC. Moreover, the non-linear input bounds are added
to the proposed MPC based on the dynamic model of the
robot.

This paper is organized as follows: in Section 2, some
preliminaries of the robot dynamic model and IBVS are presented.
The vision-admittance-based trajectory generator is introduced to
combine the force and visual information in Section 3. Section 4
presents the MPC controller with the non-linear constraints based
on the dynamic model of the robot and force constraints. In
Section 5, simulations based on a robot manipulator model with
an eye-to-hand camera are performed to verify the effects of the
proposed control scheme. Finally, the conclusions are given in
Section 6.
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2 Preliminaries

2.1 Dynamic model of the robot
manipulator

The dynamic model of the manipulator robot with n actuators
in the task space is often described as an Euler–Lagrange second-
order equation (Roy et al., 2018).When the end effector of the robot
comes into contact with the environment, the environment exerts an
interactive force on the robot system. Considering the external force
developing from the contact between the end-effector of the robot
and the environment, the dynamic model of a robot can be written
as

M (q) q̈+C (q, q̇) q̇+G+ JTFe = T+Td, (1)

where q, q̇, q̈ ∈Rn represent the position, velocity, and acceleration
of the actuate joint angle, respectively. M(q(t)) ∈Rn×n is the inertia
matrix of the robot. C(q, q̇) denotes the Coriolis–centripetal matrix
of the robot torques. G ∈R6×1 is the gravitational vector. J is
the Jacobian matrix of the robot system. Fe ∈R6×1 represents the
interactive force vector between the robot and environment. T,Td ∈
Rn represent the input vector of the proposed controller and
disturbance of the robotic system, respectively.

2.2 Dynamic model of image-based visual
servoing

Image-based visual servoing (IBVS) is a sensor-based control
scheme. It uses cameras as the main sensor to estimate the pose of
the robot directly.

In this work, an eye-to-hand IBVS system is established to get
the visual information, and we denote the visual feature estimated
by the single fixed camera as s ∈Rm. For a point p = (X,Y,Z)T in the
Cartesian space, the projection in the 2D image space is given as

{
x =X/Z = (xs − cx)/Px,

y =Y/Z = (ys − cy)/Py
(2)

where s = (x,y)T is the projection of p in the image space and
si = (xi,yi)

T represents the coordinates of the image point expressed
in pixel units. cx,cy,px, and py are the intrinsic parameters of the
camera. cx and cy denote the coordinates of the principal point. px
and py are the ratios between the focal length and pixel size.

Differentiating Eq. 2, the relationship between the time variation
of the visual feature vector ̇s and the spatial relative camera–object
velocity of the robot ṗ can be written as described inMariottini et al.
(2007)as follows:

̇s = Lsṗ, (3)

where Ls is the interaction matrix related to s (Chaumette and
Hutchinson, 2006; Zhu et al., 2022a) given as

[

[

−1/Z 0 x/Z xy −(1+ x2) y

0 −1/Z y/Z 1+ y2 −xy −x
]

]
. (4)

The robot spatial velocity ṗ can be transformed to the actuator
velocity q̇ with the Jacobian matrix J. Then, Eq. 3 can be written as

̇s = LcsTeJq̇, (5)

where cTe denotes the transform matrix from the kinematic screw
to the camera frame. We define Js = L

c
sTeJ. Equation 5 can be

rearranged as follows:

̇s = Jsq̇. (6)

In order to generate the actuator torque, the relationship
between the image feature and acceleration of the actuator joint has
been formulated in the IBVS dynamic model (Fusco et al., 2020a;
Liang et al., 2022).

By differentiating Eq. 3, the second-order interaction model can
be demonstrated as

̈s = Lsp̈+ L̇sṗ. (7)

When differentiating Eq. 5, we derive

̈s = L̇csTeJq̇+ L
c
sṪeJq̇+ L

c
sTe ̇Jq̇+ L

c
sTeJq̈

= Jsq̈+Pq̇, (8)

where P = L̇csTeJ+ L
c
sṪeJ+ L

c
sTe ̇J.

Substituting Eqs 5, 8 into Eq. 1, the dynamic model of IBVS can
be written in the following form:

T =MJ+s ̈s+ Ĉ ̇s+G+ J
TFe −Td, (9)

where Ĉ = CJ+s −MJ+s PJ
+
s and + represents the pseudo-inverse.

Assumption 1: During the control process, the robot and
the IBVS controller do not encounter the controller singularity
(Zhu et al., 2020). J and Ls are full-rank matrices.

3 Visual-admittance-based trajectory
generator

In this section, a novel visual-admittance-based (VAB)
trajectory generation is proposed and used to generate a reference
trajectory for the robot end-effector online with feedback from the
force sensor and camera in the image feature space. The structure of
the robot manipulator system with an eye-to-hand visual servoing
system is given in Figure 2.

The contact dynamic model between the robot end-effector and
environment is often considered a second-order MSD model in the
Cartesian space (Wu et al., 2022). We assume the contact model as
follows:

KM ̈ep +KD ̇ep +KSep = Fe, (10)

where ep = pr − pd represents the error between the reference
trajectory and the desired trajectory of the robot end-effector in the
Cartesian space. KM ,KD,KS denote the positive definite impedance
parameters.

Due to the intrinsic technological constraints (such as the need
for certain robot intrinsic parameters), the visual/force control
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FIGURE 2
Structure of the visual-admittance-based model predictive control.

cannot be realized directly (Oliva et al., 2021). Therefore, the vision-
admittance-based trajectory generator is designed to avoid those
limits.

First, after some simple manipulations with Eq. 9, the
relationship between image features and external force can be
rewritten as follows:

̈s+C ̇s+ ds + fpumi = fu, (11)

where

C = JsM
−1Ĉ,

ds = JsM
−1 (G−Td,)

fpumi = JsM
−1JFe = J

T
sfFe,

fu = JsM
−1T,

(12)

where fpumi represents the vector of per unit mass/inertia
(p.u.m.i) virtual forces applied on the image feature space
corresponding to the robot in the Cartesian space. fu denotes the
actuator torque projection in the image feature space.

Multiplying both sides of Eq. 10 by Js, the relationship between
fpumi and the position error ep can be rearranged as follows:

fpumi = JsKM ̈ep + JsKD ̇ep + JsKSep. (13)

Substituting Eqs 2, 3, 7 into Eq. 13 and denoting p = Pzs, the
impedance model corresponding to the image feature can be
rearranged as

fpumi = K̂M ̈es + K̂D ̇es + K̂Ses, (14)

where

K̂M = JsKMLs,

K̂D = Js (KD −KML
+
s L̇s)L

+,

K̂S = JsKSPz,

(15)

where es = sr − sd represents the error between the reference
trajectory generated from the interaction force and the desired
trajectory. When the contact force of the robot is zero, sr = sd.
Otherwise, the vision-based admittance model can generate the
reference trajectory to perform the force control of the system.

When the system is at equilibrium, the error of the image
feature accelerationwill converge to zero. To simplify the admittance
model and reduce the calculation complexity, we set ̈es = 0 and the
simplified model can be described as

̇es = −
K̂S

K̂D
es +

fpumi

K̂D
. (16)

By solving Eq. 16, we obtain

es (t) = s0e
A(t) + eA(t)∫

t

0

fpumi

K̂D
e−A(τ)dτ, (17)

where A(t) = −∫t0
K̂S(τ)
K̂D(τ)

dτ and s0 is the initial state of the image
feature. Then, the reference trajectory can be described as

sr = es (t) + sd

= s0e
A(t) + eA(t)∫

t

0

fpumi

K̂D
e−A(τ)dτ+ sd. (18)

Considering the desired force command Fd ∈R6, we propose a
novel integral force control law (IFCL) to obtain the p.u.m.i virtual
force fpumi as follows:

fpumi (t) = Js f (Kd ̇e f +Kpe f +Ki∫
t

0
e f (τ)dτ), (19)

where ef = Fd − Fe, Fd is the predefined desired contact
force, and Kd = diag(kd1,⋯kdn),Kp = diag(kp1,⋯kpn), and
Ki = diag(Ki1,⋯kin) are positive defined diagonal matrices.

4 Visual/force predictive controller

4.1 Model predictive control

MPC is an optimal control scheme proposed to solve the multi-
variable constraint control problem. It determines the best input
signal for a system by considering the finite future evolution of the
system state. More precisely, it finds an optimal control sequenceU*
thatminimizes a cost function Jm with a set of predefined constraints
over a finite predictive horizon Np. The obtained control sequence
is described as U*

t = {u
*
t ,…,u

*
t+Nc−1
}, where u*

i−1 is the optimal input
signal in step i and Nc ≤ Np is called control horizon. The state
predictions during the control horizon are calculated using the
independent control inputs, while the remaining inputs are equal to
the last elements of the control sequence. The cost function Jm is the
sum of the quadratic error between the predictive state xt+i and the
desired state x*

t+i. The optimal problem is shown as follows:

U*
t =min

Ut
Jm (t) , (20)

with

Jm (t) =
Np−1

∑
i=1

eTt+iQset+i +
Nc−1

∑
i=0

uTt+iQuut+i + e
T
Np
QpeNp
, (21)

which is subjected to the constraints

xt+i+1 = f (xt+i,ui) , (22a)
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ut+i ∈ U ⊆ Rnu , i = 0,…,Nc − 1, (22b)

xt+i ∈ X ⊆ Rnx , i = 1,…,Np, (22c)

where et+i = xt+i − x
*
t+i and i represents time i = iTs, where Ts is

the control sample.Qs,Qu, andQp are the positive definite matrices
that denote the relative importance of different components in cost
function (Eq. 21). The constraint in Eq. 22a is the predictive model
ofMPC and is often chosen as the discrete-timemodel of a system.U
and X are, respectively, the user-defined bounds of the input signal
and system state. Once the optimal problem is solved, only u*

t is fed
to the system, and the obtained control sequence is used to generate
the next initial control sequence of the optimal problem. Then, the
optimal process is repeated.

4.2 The predictive model

In thiswork, we choose the joint configuration, interaction force,
and image features as the state vectors of MPC. This allows the
controller to explicitly take the image feature and force constraints
into account and handle the redundancy during the optimization
process. Then, the discrete predictive model of the IBVS robot
system can be described as

[[[[[[[

[

qt+i+1
q̇t+i+1
st+i+1
Ft+i+1

]]]]]]]

]

=

[[[[[[[

[

qt+i + q̇t+Δt

q̇t+i
st+i + Jsq̇t+iΔt

Ft+i +K fmJq̇t+iΔt

]]]]]]]

]

+

[[[[[[[

[

1
2Δt2

Δt

JsΔt

K fmJΔt

]]]]]]]

]

ui, (23)

where Δt is the sample time of MPC and ui is the actuator
acceleration at the step i. Js and J are evaluated with the change in
the state vector (Allibert et al., 2010). qt, q̇t, st,Ft are the initial states
of the predictivemodel and can be obtained directly from the sensors
of the robot system.

4.3 The joint acceleration constraints

The joint acceleration constraints aim at taking into account
the physical boundaries of the actuators. Due to the interaction
with the environment, it is possible that the input torque of the
system exceeds the physical limit of the actuator torque, while the
joint acceleration satisfies the rated acceleration constraints of the
actuator. Thus, substituting the predictive state xt+i into Eq. 1, the
relationship between the joint acceleration and actuator torque can
be rewritten as

ut+i =M
−1 (Tt+i −Cq̇t+i −G− J

TFt+i)

=M−1Tt+i −Πt+i. (24)

Then, the joint acceleration constraints of the MPC can be proposed
as follows:

ûmin
t+i ≤ u ≤ û

max
t+i , (25a)

ûmin
t+i =M

−1Tmin
t+i −Πt+i, (25b)

ûmin
t+i =M

−1Tmax
t+i −Πt+i, (25c)

where i = 1,…,Np andΠt+i can be generated from the predictive
state xt+i.T

max
t+i andTmin

t+i represent the upper and lower bounds of the
permissible actuator torque, respectively.

4.4 The terminal constraint (TC)

In this case, the stability of the proposed controller is ensured by
a terminal constraint. TC imposes the last predicted visual features
equal to the desired feature. However, it is difficult to satisfy a strict
equality constraint when solving the optimizing problem. Thus,
the constraints are converted into inequalities by defining a small
enough threshold δtc.

‖st+Np
− sd‖− δtc ≤ 0. (26)

4.5 The image feature constraints

In the context of visual serving, the image feature must remain
visible. The following constraint prevents the image feature from
escaping the field of the camera pixel view:

smin
t+i ≤ st+i ≤ s

max
t+i , (27)

where i = 0,…,Nc − 1. smin
t+i and smax

t+i , respectively, represent the
maximum and minimum bounds of the image feature in the camera
pixel in sample step i.

4.6 The force constraints

Considering that the possible overshoot of force control can
break the interactive environment, we set the desired force as a state
constraint given as

Ft+i ≤ F
*
t+i + δ f , i = 1,…,Np, (28)

where F*
t+i is the desired force in step i, and δf is the permissible error

of the interaction force control.

5 Simulation

In this section, to demonstrate the control effects of the
proposed visual-admittance-based model predictive controller,
several simulations are illustrated in the two-link manipulator with
an eye-to-hand camera. The force sensor is inserted in the end-
effector of the robot, and the robot is controlled to track the
predefined force and image feature trajectory.

5.1 Simulation design

In this simulation, we choose a two-link robot manipulator as
the control object of the proposed controller. The structure of the
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FIGURE 3
Structure of the two-link robot manipulator with eye-to-hand camera
configuration.

two-link robot manipulator with eye-to-hand camera configuration
is given in Figure 3. The coordinate of the origin of the robot system
is Pb = (0,0,0)m, and the dynamic model of this robot is given as

Mq̈ (t) +Cq̇+G+ JTFe = T, (29)

with

M (q) = [

[

M11 M12

M21 M22,
]

]

C (q, q̇) = [

[

−p1 ̇q2 −p1 (q̇1 + q̇2)

−p1q̇1 0,
]

]

G (q) = [

[

p2gcos(q1) + p3gcos(q1 + q2)

p3gcos(q1 + q2) ,
]

]

J (q) = [

[

−l1sin(q1) − l2sin(qs) −l2sin(qs)

l1cos(q1) + l2cos(qs) l2cos(qs) ,
]

]

where,

M11 =m1l
2
1c +m2 (l

2
1 + l

2
2c + 2l1l2c cos(q2)) ,

M12 =m2 (l
2
2c + l1l2c cos(q2))

M21 =M12, M22 =m2l
2
2c,

p1 =m2l1l2c sin(q2) , p2 =m1l1c +m2l1,

p3 =m2l2c, qs = q1 + q2,

where q1 and q2 are the joint angles of two actuators.m1 andm2
are the masses of links 1 and 2, respectively. l1 and l2 are the lengths
of two links, respectively. l1c and l2c are the distances between the
mass center of two links and the actuator joints, respectively. p1(0)
and p2(0) are the initial joint angles. The aforementioned elements
are listed in Table 1.

The camera set is fixed at Pc(0,0,−2)m, and the image plane of
the camera (X’OZ’) is set to be parallel to the Cartesian plane (XOZ).
The camera resolution is 1280× 720 pixels, and the focal length of
the camera is 10 mm. The ratio of a pixel and unit length is 100
pixels/mm along the two axes of the pixel plane. The frequency of
the camera observation is set at 50 Hz.

TABLE 1 Parameters and initial joint angle of the robot.

Parameter Value Unit Parameter Value Unit

m1 1.5 kg m2 1 kg

l1 1.0 m l2 0.8 m

lc1 0.5 m lc2 0.4 m

g 9.81 m/s2

q1(0) π/3 rad q2(0) −π/3 rad

q̇1(0) 0 rad ̇q2(0) 0 rad

Theconstraints of actuator torque, actuator acceleration, and the
image feature are, respectively, given as

−20 Nm ≤ T ≤ 20 Nm,

−5 rad/s2 ≤ q̈ ≤ 5 rad/s2,

[

[

0 px

0 px
]

]
≤ s ≤ [

[

1280 px

720 px
]

]
.

(30)

In this simulation, we use Eq. 10 as the dynamic model of the
force sensor. In the real interactive environment, compared with kS
and KD, the value of KM is small enough to be ignored. Then, the
parameters of this equation are given as KS = 10000 and KD = 0.57.
The threshold of the TC is given as δtc = 100.

In the visual-admittance model, the parameters of Eq. 19 are
given as Kp = 5× 10

−4, Ki = 6× 10
−4, and Kd = 2× 10

−5.
In order to validate the convergence capability and the control

performance of the proposed controller, the position trajectory is
predefined and consists of two phases: the approach phase and the
interaction phase. The image feature trajectory we used in the MPC
is generated by a virtual camera model from the position trajectory.
During the approach phase, the robot needs to converge to P1, (1.5,
0.4, 0) m in 1.5 s, and in the interaction phase, the robot moves from
P1 to P2, (1.5,0.365,0)m in 3.5 s, and the position trajectory is given
as follows:

pd =
[[[[

[

1.5

0.4+ 0.01* (t− 1.5)

0

]]]]

]

. (31)

During the interaction phase, a 10 N force command is applied
along the x-axis from 2 to 4 s.

In order to verify the effects of the proposed controller, three sets
of controllers are introduced in this simulation to drive the robot to
track the desired trajectory:

• Controller 1: The MPC we proposed in this paper. The control
and prediction horizon are set at nc = 5 and np = 6, respectively,
and the discretization time used in the controller is given
as △t = 0.1 s. The parameters of the predictive model cost
function are chosen as Kmf =, 10000,Qx = diag{1000}, and
Qu = diag{0.001}.
• Controller 2: The classical MPC without the torque or

interaction force constraints. The parameters of this controller
are similar to Controller 1.
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FIGURE 4
Image trajectories and errors of three controllers. (A) Image trajectory of the proposed MPC. (B) Image trajectory of the classical MPC. (C) Image
trajectory of the PVFC. (D) Image errors of the proposed MPC. (E) Image errors of the classical MPC. (F) Image errors of the PVFC.

FIGURE 5
Position trajectories and input torques of three controllers. (A) Proposed and classical MPC. (B) PVFC.

• Controller 3: The parallel visual and force control (PVFC)
scheme proposed in Zhu et al. (2022b) with input constraints.
The parameters of this controller are given asKv = 7.5,Kp = 20,
Ki = 0.01, and Kf = 0.01.

5.2 Results and analysis

In this section, to illustrate the performance of the proposed
controller with the torque constraints, three controllers are
investigated through the simulation on a two-DOF robot
manipulator with an eye-to-hand camera. We use MATLAB to

conduct the simulation and sequential quadratic programming
algorithm ( fmincon function in theMATLABoptimization toolbox)
to solve the optimization problem of MPC. The frequency of the
MPC is equal to that of the camerawhich is given as 50 Hz. Similarly,
the frequency of the torque generator is equal to that of the joint and
force sensor given as 1,000 Hz.

The image trajectories and the image errors of the
three aforementioned controllers are given in Figure 4. From
Figures 4A–C, we can find that the image trajectory of the IBVS
system under the proposed MPC is smoother than that under the
PVFC and is similar to that under the classical MPC. When the
force command is applied, the overshoot of the IBVS system under
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FIGURE 6
Force trajectories of the three controllers. (A) Proposed and classical MPC. (B) PVFC.

the PVFC is much more serious than that of the classical MPC and
proposed MPC. As is shown in Figures 4D–F, during the approach
phase, the converge time of the proposedMPC (approximately 0.8 s)
is shorter than that of the PVFC (approximately 1.25 s) and is very
close to the classical MPC (approximately 0.75 s).

The position and force trajectories of the three aforementioned
controllers are shown in Figure 5A and Figure 6, respectively. As
is shown in Figure 5A, during the approach process, the length of
the position trajectory in the Cartesian space under the proposed
controller is shorter than that under the PVFCand, in the interaction
phase, the positioning accuracy of the IBVS robot system under
the proposed MPC is better than that under the PVFC. From
Figures 6A, B, we can find that the overshoot and chatters of the
force control in the IBVS robot system under the PVFC are the
most serious within the three aforementioned controllers, and the
overshoot of the force control in the IBVS system under the classical
MPC still exists. Nevertheless, due to the effectiveness of the virtual
interaction model and the force constraints, the overshoot and
chatters of the force control in the IBVS robot system under the
proposed controller are eliminated.

The input torques of three controllers are given in Figure 5B.
The red zone in Figure 5B is the predefined torque constraint. As
is shown in Figure 5B, the classical MPC without the non-linear
torque constraints cannot make the IBVS system obey the torque
constraints strictly, and the proposed MPC can satisfy the torque
constraints. Compared with the PVFC, in the interaction phase,
the input torque of the IBVS system under the proposed MPC is
smoother than that under the PVFC.

6 Conclusion

In this paper, a visual-admittance-based model predictive
controller is developed to cope with the overshoot and

trade-off of the classical position/force control scheme in the nuclear
environment. A visual-admittance-based trajectory generator is
presented to combine the desired image features and the force
feedback into the reference image trajectory. Considering the
integration element of the visual-admittance-based trajectory
generator, we propose a novel predictive model constraints scheme.
In this scheme, the desired force command is considered a constraint
to avoid the overshoot of the force control, and the non-linear
constraints based on the dynamic model of the robot are proposed
to satisfy the actuator torque limits. A torque generator is used to
generate the input signal of the robot system with the proposed
MPC output and the real-time feedback of the robot joint sensors.
An illustrative example of a two-DOF robot manipulator with an
eye-to-hand camera is given to validate the effect of the proposed
control scheme. Moreover, compared with the PVFC, the proposed
MPC controller has better precision in force and position tracking.
Compared with the classical MPC, the proposed controller can
satisfy the image feature, torque, and force constraints and eliminate
the overshoot of force control.

The proposed controller still needs information about the
interaction environment, such as the elements of the virtual force
model in the predictive model. Our ongoing research is finding a
newobserver to identify the elements of the interaction environment
online. In addition, simplification of the optimization process in the
MPC is in progress to construct a real-timeMPC scheme of the IBVS
robot system with non-linear constraints. In the future, experiments
will be conducted to validate the proposed method.
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