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Editorial on the Research Topic
Advances in electromagnetic geophysical exploration

Introduction

Geophysical exploration is an effective way to build a national resource security system
and carry out “deep exploration of blindness” (Di et al., 2019). The application of advanced
scientific and technological means to extract deep geological information has become the
development direction of contemporary geophysical research. Electromagnetic exploration
is one of the earliest and most widely used geophysical techniques for mineral resource
exploration. Electromagnetic methods, such as magnetotelluric (MT), audio magnetotelluric
(AMT), transient electromagnetic method (TEM), and controlled source electromagnetic
method (CSEM), have made a great contribution to industrialization and urbanization by
discovering underground deposits of various resources (Tikhonov, 1950; Cagniard, 1953;
He, 2010; Tang et al., 2015; Liu et al., 2019).

Driven by the latest progress in electronics and intelligent algorithms, electromagnetic
exploration is developing at a high speed. Many challenges faced by traditional geophysical
methods are now solvable. Emerging sensing technologies and signal processing technologies
can significantly improve the accuracy of data analysis inmany applications (Zhang et al., 2021;
Li et al., 2023). At the same time, new technologies are promoting the development of new
geophysical theories and methods. This Research Topic brings together articles reporting the
latest progress in MT denoising, data processing, forward modelling, and inversion methods.

Advances in electromagnetic geophysical exploration

The articles in this Research Topic synthesise advanced techniques across
electromagnetic data processing, 1D/2D/3D forward modelling, and inversion methods,
covering a broad range of applications of the electromagnetic method.

Wang et al. presented a novel approach to analyse MT time series based on forward
modelling and the correspondence between frequency- and time-domain electromagnetic
fields. The study focused on the electromagnetic responses of a given numerical model to two
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orthogonal polarization sources. The randomness of the
polarization of natural field sources was simulated by a linear
combination of the two polarization sources. The novel approach
provides a technical basis to transform the forward modeling of
electromagnetic responses from the frequency domain to the time
domain. Moreover, time series not derived from the inversion model
can be separated to study the distribution of noise.

Zhan et al. reported a newMT data processing method based on
cepstral analysis, which can suppress different types of MT noise,
and obtain smoother and more continuous apparent resistivity
curves, this method shows better performance than EMD method
in handing MT data.

Chen et al. combined the analyses of three new parameters (the
amplitude ratio predicted amplitude ratio, the linear coherence between
the predicted and observed electric fields and the dispersion degree of the
magnetic polarization direction) to detect noisy data, and developed an
automatic pre-selection strategy for MT single-site data processing. The
results showed that these parameters can be used to identify
contaminated data, and a reliable response function can be obtained.

Tong et al. introduced a new efficient spectral element approach
originally developed by Patera to solve 2D MT forward problems based
on Gauss-Lobatto-Legendre polynomials. It has implied the spectral
element method on a resistivity half-space model to obtain a simple
analytical solution and find that themagnetic field solutions simulated by
the spectral element approach matched closely to the exact solutions.
Moreover, themethod can compute the two-dimensionalmagnetotelluric
responses of the boundary problemwithout measuring Earth’s curvature.

Zhu et al. proposed a rapid 3DMT forward modelling approach
for arbitrary anisotropic conductivity in the Fourier domain. The
study verified the classical 1D anisotropy model, calculated the 3D
anisotropic model of land and ocean, and analysed the influence
characteristics of the anisotropic medium on the MT response.

Li et al. reported a generic 3D forward modelling solver for
CSEMs with multitype sources and operating environments. The
numerical results showed that frequency domain CSEMs with a wire
source were more suitable for detecting deep anomalies than time
domain CSEMs with a loop source.

Ge and Li presented a finite difference algorithm for simulating
the ocean wave-induced electromagnetic fields with variable
seawater conductivity. The study revealed the impacts of variable
seawater conductivity on the electromagnetic fields induced by the
wind waves and swell as well as mixed ocean waves.

Su et al. reported a high-resolution 2D inversionmethod based on
weighted horizontal and vertical constraints. The method ensured the

horizontal continuity of resistivity and recovers the inclined strata,
and improved the vertical resolution. The TEM data processing and
inversion results were consistent with known geological information.

Tian et al. reported a new calculationmethod of arbitrary orientation
single component electric field for the wide field electromagneticmethod
(WFEM). The study showed that the new method could reduce the
influence of the azimuthal difference on the apparent resistivity
parameters and thus improve the accuracy of interpretation.

Summary and outlook

The articles cover new methods in data processing, forward
modelling, and inversion methods for electromagnetic exploration.
These new electromagnetic processing methods can effectively
analyse the characteristics of electromagnetic fields, improving
the interpretation accuracy, and expand the applicability and
flexibility of electromagnetic methods in the presence of complex
environmental/topographical/geological conditions. Advances in
electromagnetic geophysical exploration will contribute to the
sustainable development of People-Earth system in the future.
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Synthesizing magnetotelluric time
series based on forward modeling
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The validity of magnetotelluric time-series processing methods has been lacking
reasonable testing criteria. Since the time series synthesized by existing techniques
are not fully derived from a given model, they are not reliable. In this paper,
we present a novel approach to synthesize magnetotelluric time series based on
forward modeling and the correspondence between frequency and time domain
electromagnetic fields. In this approach, we obtain the electromagnetic response of
two orthogonal polarization sources for a given model by magnetotelluric forward
modeling, and simulate the randomness of the polarization of the natural field
source by a linear combination of the two polarization sources. Based on the
correspondence between the frequency and time domain electromagnetic fields,
the electromagnetic fields obtained by forward modeling in the frequency domain
are transformed into the time domain, and finally the time series are synthesized.
The test results on 1D and 3D models validate the effectiveness of the proposed
method and the correctness of the procedure. After adding noise to the synthesized
time series, we can test the performance of each method by comparing the results
of the time series processing methods with the response of the given model.
Therefore, the method presented in this paper can be used to construct standard
magnetotelluric time series, which can be used as a carrier to construct synthetic
data satisfying various noise distributions, and for the study of related methods.
This method can also be used to synthesize time series of other frequency-domain
electromagnetic methods.

KEYWORDS

magnetotelluric, electromagnetic theory, forward modeling, synthesize time series, data
processing

Introduction

The magnetotelluric (MT) method is widely used in the surface geological survey, mineral
resources exploration, earthquake, volcano, and continental dynamics by detecting subsurface
electrical structures (Cai et al., 2017; Jiang et al., 2022). The time series of the electric and
magnetic fields are collected simultaneously at the surface and theMT response is subsequently
obtained by Fourier transform and transfer function estimation. High quality transfer function
estimation is a prerequisite for reliable detection of subsurface structures.With the development
of industrialization, MT hardware devices have been perfected to collect reliable raw data.
However, industrialization also makes artificial noise increase, which seriously affects the
quality of measurement data and limits the application of MT method (Szarka, 1988; Junge,
1996; Banks, 1998). Existing time series processing techniques, such as the least-square
method (Sims et al., 1971), remote referencemethod (Goubau et al., 1978; Gamble et al., 1979b;
Gamble et al., 1979a), robust estimation method (Egbert and Booker, 1986; Chave et al., 1987;
Larsen et al., 1996; Smirnov, 2003; Chave andThomson, 2004),maximum likelihood estimation
method (Chave, 2014; Chave, 2017), and others methods based on wavelet transform,
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Hilbert-Huang transform, variationalmode decomposition, and inter-
station transfer function (Kappler, 2012; Cai, 2014; Campanya et al.,
2014; Cai and Chen, 2015; Carbonari et al., 2017; Wang et al., 2017),
have different processing performance for different kinds of noise. For
example, the least-square method performs poorly in the presence of
outliers (Egbert and Booker, 1986), and the remote reference method
does not work when noise is correlated at the local and remote sites
(Shalivahan and Bhattacharya, 2002; Pomposiello et al., 2009), and the
robust estimation method usually fails to work when MT data are
contaminated by persistent or coherent noises (Escalas et al., 2013;
Carbonari et al., 2017; Li et al., 2020a; Li et al., 2020c; Zhou et al.,
2022; Zhang et al., 2022). New time series processing methods for
various types of noise are the focus of current research, but there is
a lack of criteria to evaluate the effectiveness of various MT time series
processing methods in existing studies. The traditional evaluation
method based on curve continuity is proved to be unreliable (Sutarno,
2005). Many studies take the measured low-noise data as the standard
data, but because the real response is unknown, it is insufficient
to prove the effectiveness of the time series processing method
(Li et al., 2020a; Li et al., 2020b; Guo et al., 2022; Zhou et al., 2022).
Therefore, reliable standard time series are urgently needed to test the
effectiveness of various time series processing methods.

In geophysical inversion, the validity of the inversion method is
assessed by comparing the inversion results with a given evaluation
model. Similarly, if the time series of the evaluatedmodel are available,
they can be used to test the performance of different time series
processing methods. Several studies have proposed techniques for
synthesizing time series of simplemodels. For example, Varentsov and
Sokolova (1995) and Loddo et al. (2002) realized the synthetic time
series techniques based on inverse Fourier transform and convolution.
These techniques take the measured low-noise magnetic field data
or random number sequences as the synthetic magnetic field time
series, and then use the impedance of a one-dimensional (1D) or
two-dimensional (2D) model to calculate the electric field time series.
However, the given time series may be noisy and its true model
is unknown or even non-existent, so their synthetic time series are
unreliable.Moreover, these techniques are also difficult to simulate the
variability of the actual natural sources of the electromagnetic field.
Kelbert et al. (2017) predicted the geoelectric field from the impedance
of the 3D model and the time series of the magnetic storm, which was
highly consistent with the measured data. This is a nice advance for
synthesizing time series of complex models, but the method also relies
on a given time series.

In this paper, we propose a method to synthesize MT time series
based on forward modeling. All five-channel time series are generated
by forwardmodeling, which accurately reflects the spatial distribution
and temporal variability properties of the electromagnetic fields in the
model. The transfer function can be obtained by processing synthetic
time series using common software, so that the actual observed
time series can be adequately simulated. In the following paper, the
basic principles and implementation of the method are detailed. The
time series of the 1D and 3D models are then synthesized in this
way. Commercial and open-source software is used to process and
analyze the synthetic time series. The processing results of the time
series and the response of a given model are compared to verify
the reliability of the synthetic time series. Finally, noise is added to
the synthetic time series to test the performance of different data
processing methods, demonstrating that the synthetic time series can
be used as an evaluation criterion for data processing techniques.

Methodology

Theory of synthesizing time series

The time domain form of the single-frequency electromagnetic
field is (detailed derivation is in the Supplementary Material S1):

{
e (ω, t) = Ae ⁡cos(ωt+Φe)
h (ω, t) = Ah ⁡cos(ωt+Φh)

, (1)

where ω denotes the angular frequency. Ae = |E(ω)|,
Ah = |H(ω)|,Φe = Arg(E(ω)),Φh = Arg(H(ω)). E(ω) and H(ω) are
the electromagnetic fields in the frequency domain, which can be
calculated by MT forward modeling. Thus, Eq. 1 provides a new
approach to synthesize MT time series. By MT forward modeling,
E(ω) and H(ω) is calculated, which is substituted into Eq. 1 to
calculate the time series of single frequency. Time series containing
N frequencies can be synthesized according to the superposition
principle of electromagnetic fields:

{
{
{

e (t) = ∑N
k=1

e (ω, t)

h (t) = ∑N
k=1

h (ω, t)
. (2)

Following the above theory, we can design any complex model
and synthesize time series by forward modeling. The synthesized time
series can be used to test the effectiveness of data processing methods.

MT forward modeling

In the approach of this paper, MT forward modeling is a
prerequisite for synthesizing time series. MT forward modeling has
become highly mature after several decades. Numerical simulation
methods such as finite difference, finite element, integral equation,
and even deep learning can solve the forward calculation of various
complex models (Wang et al., 2021). Kelbert et al. (2014) developed
ModEM, an open-source 3D magnetotelluric and controlled-source
electromagnetic forward and inversion system, which was used for
forward modeling of the 3D model in this method. We have made
minor modifications to ModEM by adding an output interface for the
electromagnetic field.

The transfer functions include the impedance and tipper, which
are defined as follows:

{{{
{{{
{

Ex (ω) = Zxx (ω)Hx (ω) +Zxy (ω)Hy (ω)
Ey (ω) = Zyx (ω)Hx (ω) +Zyy (ω)Hy (ω)
Hz (ω) = Tzx (ω)Hx (ω) +Tzy (ω)Hy (ω)

. (3)

Eq. 3 can be abbreviated as E = ZH and Hz = TH, where Z is the MT
impedance tensor and T is the tipper vector. E and H is horizontal
electric and magnetic field component. Hz is vertical magnetic field.
The above three equations are independent and solving them requires
at least two linearly independent sets of electromagnetic fields. In the
forward modeling of MT, we solve the governing equations with two
different polarization sources as boundary conditions and obtain two
sets of fields:

Polarization 1: E1
x(ω), E

1
y(ω), H

1
x(ω), H

1
y(ω), H

1
z(ω),

Polarization 2: E2
x(ω), E

2
y(ω), H

2
x(ω), H

2
y(ω), H

2
z(ω).
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FIGURE 1
TimeQ17 series splice diagram of a single frequency. The frequency is 10 Hz, the direction of source polarization is X, and the sampling rate is 2,400 Hz. (A)
Window function time series, (B) original time series, and (C) windowed time series.

Then combined into transfer functions:

{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{

Zxy (ω) =
E2
x (ω)H

1
x (ω) −E

1
x (ω)H

2
x (ω)

H1
x (ω)H

2
y (ω) −H

2
x (ω)H

1
y (ω)

Zxx (ω) =
E1
x (ω)H

2
y (ω) −E

2
x (ω)H

1
y (ω)

H1
x (ω)H

2
y (ω) −H

2
x (ω)H

1
y (ω)

Zyx (ω) =
E1
y (ω)H

2
y (ω) −E

2
y (ω)H

1
y (ω)

H1
x (ω)H

2
y (ω) −H

2
x (ω)H

1
y (ω)

Zyy (ω) =
E2
y (ω)H

1
x (ω) −E

1
y (ω)H

2
x (ω)

H1
x (ω)H

2
y (ω) −H

2
x (ω)H

1
y (ω)

Tzx (ω) =
H1

z (ω)H
2
y (ω) −H

2
z (ω)H

1
y (ω)

H1
x (ω)H

2
y (ω) −H

2
x (ω)H

1
y (ω)

Tzy (ω) =
H2

z (ω)H
1
x (ω) −H

1
z (ω)H

2
x (ω)

H1
x (ω)H

2
y (ω) −H

2
x (ω)H

1
y (ω)

. (4)

In practical MT, the time series of electromagnetic fields are
collected, and divided into segments (L). For a given frequency, L
groups of electromagnetic fields are obtained by Fourier transform of

the time series segments. And the transfer functions can be estimated
from this L groups of electromagnetic fields by estimation methods,
such as the least-square method. The purpose of MT data processing
is to obtain transfer functions for multiple discrete frequencies.
Therefore, only time series containing the given frequencies need
to be synthesized for the study of data processing methods. MT
transfer function estimation requires that these sets of electromagnetic
fields to be linearly independent, which is easily satisfied by the fact
that the polarization direction of the natural electromagnetic field
source varies with time. And this time-varying polarization needs be
simulated in synthetic time series by segmentation and concatenation.

Source simulation

In the forward modeling, only the fields of two different
polarization sources are calculated. The natural sources are time-
varying, and the sources at different moments can be simulated by
combining the two sources described above.
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FIGURE 2
Synthesis a single frequency time series. The frequency is 10 Hz, the
sampling rate is 2,400 Hz, and the field component is Hx.

Any source (denoted as S) can be derived by a linear combination
of two orthogonal sources (denoted as S1 and S2): S = C1S1 +C2S2.
The fields of source S, S1 and S2 are A = (Ex,Ey,Hx,Hy,Hz),
A1 = (E1

x,E
1
y,H

1
x,H

1
y,H

1
z) andA

2 = (E2
x,E

2
y,H

2
x,H

2
y,H

2
z), respectively.The

linear combination consistent with the source also holds in the fields:
A = C1A1 +C2A2. For the 1D model, the two field components (E1D

andH1D) can be calculated by forward modeling. The fields of the two
orthogonal sources are:

{
A1 = (E1D, 0, 0, H1D, 0)
A2 = (0, E1D, −H1D, 0, 0)

. (5)

For the 2D model, ETEx , HTE
y and HTE

z can be calculated by the
forward modeling of the TE polarization, ETMy and HTM

x can be
calculated by the forward modeling of the TM polarization, and the
two polarization sources are orthogonal. The fields are:

{
A1 = (ETEx , 0, 0, HTE

y , HTE
z )

A2 = (0, ETMy , HTM
x , 0, 0)

. (6)

For the 3D model, the full field components can be calculated by
forward modeling with two orthogonal polarization sources.

After obtaining the forward modeling fields, we can use them to
synthesize the time series. The synthesis procedure is described below
by taking an example of a particular site, a particular frequency, and a
particular time series slice of polarization 1.

First, the intensities of natural field sources in different frequency
ranges is simulated. Loddo et al. (2002) used a smoothed natural
source horizontal magnetic field curve to simulate the intensity. In

FIGURE 3
Synthesis of multi-frequency time series. The frequency ranges from 320
to 1.125 Hz, with 18 frequencies, of which only four are plotted in the
figure. The sampling rate is 2,400 Hz, and the field component is Hx. The
last subplot is a superimposed time series of 18 frequencies.

the proposed method, the forward fields of each frequency are scaled
by a uniform coefficient to be near the natural field intensity (e.g.
A1
s = S

1A1, S1 is the scaling coefficient of polarization 1).
Second, we use pseudo-random numbers to simulate the field

source intensity and polarization variations. The r1a and r1p are
randomly generated amplitude coefficients and phase shift. The
electromagnetic field of a random field source is:

A1
r = r

1
ae

ir1pS1A1. (7)

Finally, by substituting Eq. 7 into Eq. 1, the synthetic time series
of polarization 1 at the given frequency at the given site in the given
segment can be generated. The time series of other sites in the model
can be synthesized with the same coefficient (r1ae

ir1pS1).

Splicing time series segments

We simulate the time-varying MT signal by splicing a large
number of time series segments, each generated following the
procedure described above. The segmentation, synthesis, and splicing
of each frequency and each polarization are performed independently
before the final superposition.The length of each segment is randomly
generated and needs to be long enough to preserve valid spectral
information to make the transfer functions stable. After many tests,
we found that stable transfer functions are obtained only when the
segment length exceeds four times the period. In this approach, the
segment length is generated randomly and ranges from 0 to 8 times
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FIGURE 4
Flow chart of synthesis magnetotelluric time series based on forward modeling.

the period by default. It can also be adjusted manually. Excessly short
segments are considered noise, which is allowed in this approach.

We randomly generate the amplitude and phase of each segment,
and the splice of the two segments is discontinuous.This discontinuity
can be ignored as noise or suppressed by windowing at the splice. We
design a Hanning window of length half a period and flip the window
such that the two endpoints of the window are 1 and the midpoint is 0
(Figure 1A).After adding the window, the two segments are smoothly
connected. For example, the original time series (Figure 1B) is divided
into four segments. The time series after windowing (Figure 1C) is
continuous and smooth.

Figure 2 shows the synthesizing process of the time series of single
frequency of Hx channel. The time series of the X-direction source is
divided into four segments, whereas that of the Y-direction source is
divided into two segments. The amplitude and phase of each segment
are randomly generated by Eq. 7. The original time series is calculated
by Eq. 1. The original time series is multiplied by the window function
to obtain the windowed time series. And the windowed time series of
the two sources were superimposed to get the total time series of the
single frequency. The time series of multi-frequencies is the sum of all
single frequencies, as shown in Figure 3.

Synthesizing time series workflow

According to the above theory, the complete workflow of
synthesizing magnetotelluric time series based on forward modeling
is shown in Figure 4.

All the processes except forward modeling in Figure 4 have been
implemented using Delphi language programming. The 3D forward
modeling was performed using the modified ModEM code described
above.

In addition, synthesizing time series in a measured data format
requires the addition of the response of the observed system. In
fieldwork, the measured electromagnetic field signal is recorded in
a specific format according to the equipment used (e.g. Phoenix

Geophysics, MTU-5A). The natural electromagnetic field signal
measured by the sensor is transmitted to the instrument in the form
of the electrical signals. To facilitate recording, the instrument takes
an analog-to-digital conversion of this electrical signal before saving.
During the conversion process, the analog-to-digital conversion
coefficient (223 in MTU-5A) is multiplied and then rounded and
stored (three-byte integer in MTU-5A). The relationship between the
recorded data and the real signal is stable in the frequency domain,
termed the instrument response (obtained from calibration). The
instrument response is added as:

Ao (ω) = CAr (ω)R (ω), (8)

where Ar is the real signal, Ao is the output record, and R is the
instrument response, C is the analog-to-digital conversion coefficient.
Based on this principle, we implemented the synthesized time series
with MTU-5A format as output.

Numerical experiments

1D model

To validate this approach, we first synthesized a time series of a 1D
model for testing. We designed a three-layer model with resistivity of
10Ωm, 100Ωm, and 1Ωm from top to bottom, with the top two layers
having thicknesses of 1 km and 10 km, respectively. We obtained the
electromagnetic fields of the model through forward modeling, and
the frequencies we used are approximately log-uniformly distributed,
see the vertical grid in Figure 5D.

To avoid excessive data due to a single high sampling rate,
the synthetic time series is divided into high, medium and low
sampling rates of 2,400, 150, and 15 Hz using the parameters of
MTU-5A. The length of the synthetic time series is 48 h, where
the low sampling rate records are continuous while the high and
medium sampling rate records are discontinuous. Each 300 s, a 16 s
medium sampling rate record or a 2 s low sampling rate record is
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FIGURE 5
The synthetic time series and power spectrum density of the 1D model. (A) Time series with 2400Hz sampling rate, (B) Time series with 150Hz sampling
rate, (C) Time series with 15Hz sampling rate, (D) power spectrum of the time series.

synthesized alternately. The synthesizing frequency ranges for high,
medium, and low sampling rates are 320 Hz–1.125 Hz (a total of
18 frequencies), 10 Hz–0.140625 Hz (a total of 14 frequencies), and
0.75 Hz to 0.00001.72 Hz (a total of 32 frequencies), respectively.

Figure 5 shows the synthetic time series and its power spectral
density (PSD). The time series is irregular, random, and resembles
a non-stationary signal. The PSD at the given frequencies is

approximately one order of magnitude higher than at the frequencies
not given, implying that the synthetic time series contains the signal
exactly at the target frequencies. Further, we use the least-squares
method to estimate the impedance. As shown inFigure 6, the apparent
resistivity and phase closely match the theoretical response, indicating
that the time series of the 1D model constructed by this method is
quite accurate.
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FIGURE 6
The apparent resistivity (ρa) and phase (φ) of the synthetic time series of
the 1D model obtained by least square method processing.

3D model

The 3D model is closer to the actual situation. To further
verify our method, we use the 3D model COMMEMI 3D-2A from
(Zhdanov et al., 1997) for the following study. The model background
is a three-layer medium (resistivity of 10, 100, and 0.1 Ωm) with two
anomalous rectangular bodies (resistivity of 1Ωm and 100Ωm) on the
top layer. Eight sites on the model surface were selected to synthesize
time series, as shown in Figure 7.

The synthetic time series using the same sampling rates as above
is shown in Figure 8. For clarity, only a portion of the time series
is plotted for each sampling rate. The time series of the horizontal
magnetic fields (Hx and Hy) at each site are quite similar, which is
similar to the slow spatial variation of the natural horizontal magnetic
field. The horizontal electric fields (Ex and Ey) at each site are quite
similar in morphology but differ in amplitude and phase. This is

because the electric field signal is more easily affected by the electrical
structure under the same natural field source. The resistivity below
site F is much lower than that at site G, so the horizontal electric field
amplitude at site F is always smaller than that at site G with the same
source. Consequently, the morphology of the synthetic time series is
consistent with the given model.

To facilitate processingwith existing software, we add the observed
system responses to the synthetic time series and output them in
MTU-5A format. We processed the time series using the least-squares
method, the commercial software SSMT2000 and the open-source
software EMTF (Egbert, 1997). Figure 9 shows the processing results.
All the results are consistent with the theoretical response, indicating
that the synthetic time series of the 3D model are accurate and can be
processed by existing methods.

To further analyze the synthetic time series, we divided the time
series into sections (to distinguish the “segment” in synthesizing time
series, “section” is used here). Every two adjacent sections overlap
by 50%. We preform the Fourier transform on each section, and
calculate the frequency domain parameters such as the PSD of the
electromagnetic field, the impedance tensor, the tipper vector, the
ordinary coherence, and the polarization direction. These parameters
were usually used in frequency domain selection techniques for MT
noise separation (Weckmann et al., 2005). The PSD is defined as:

PSD (A) =
√[AA*]2

ΔT
, (9)

where A = Ex(ω), Ey(ω), Hx(ω), Hy(ω) or Hz(ω), ΔT is the length of
the section, A* is the complex conjugate of A.

The ordinary coherence is defined as:

coh (AB) =
|[AB*] |2

[AA*][BB*]
, (10)

where B is the same as A, but can be different field components.
The polarization direction αE and αH of electric andmagnetic field

are:

{{{{{
{{{{{
{

αE = arctan
2∗R([ExE

*
y])

[ExE
*
x] − [EyE

*
y]

αH = arctan
2∗R([HxH

*
y])

[HxH
*
x] − [HyH

*
y]

. (11)

FIGURE 7
Model diagram of COMMEMI 3D-2A, the triangles are the locations of the sites.
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FIGURE 8
Synthetic time series of 8 sites in the 3D model. (A) Time series with 2400Hz sampling rate, (B) Time series with 150Hz sampling rate, (C) Time series with
15Hz sampling rate.
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FIGURE 9
The processing results of the synthetic time series of 8 stations in the 3D model.

FIGURE 10
The distribution of parameters at 2.25 Hz of synthetic time series of site A. The x-axis of most graphs shows the section numbers. The six response function
plots are displayed in the complex plane.
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FIGURE 11
Synthetic time series with noise. The duration of the time series is 20 h.

FIGURE 12
Response of time series with noise. Processed by the least-square method.

FIGURE 13
Comparison of processing results between EMTF and SSMT 2000. SSMT2000+MTEditor is the result processed by SSMT2000 and by MTEditor.
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where R stands for the real part.
Figure 10 shows the MT parameters at 2.25 Hz. The PSD

distribution of electromagnetic field shows a random variation of
signal intensity similar to natural fields.The distribution of the transfer
function estimates exhibit one cluster around the actual value. The
coherence of the orthogonal electromagnetic field is concentrated
near 1. The polarization direction of electric and magnetic fields
are disordered with time. The distributions of all these parameters
follow those of a low-noise natural-field MT signal, suggesting that
the synthetic time series can simulate natural MT signal with a high
signal-to-noise.

Noise test

By adding noise to the synthetic time series, we can test the effects
of various noises on the MT response and verify the denoising ability,
estimation results, and robustness of the data processing methods. For
example, square-wave, triangular-wave, and impulsive noise are three
common types of noise in MT exploration. We generated the three
types of noise by pseudo-random, and added them to the Ex channel
at site A (Figure 11).

We investigated the effect of different noises on the MT response
by processing raw synthetic and noisy time series using the least-
squares method. Figure 12 shows the apparent resistivity and phase
curves. Different noises affect different frequency ranges. Triangular
waves and step noise with large timescales affect low frequencies
below 1 Hz. Impulsive noise has no effect on frequencies below
0.01 Hz, but only affects frequencies between 2 Hz and 0.01 Hz
in a range similar to the dead band. Different noise has different
effects on apparent resistivity and phase curve morphology. The
apparent resistivity and phase, the apparent resistivity and phase
are irregular in all but the case of triangular wave noise, which
causes the apparent resistivity to increase steadily with decreasing
frequency.

EMTF and SSMT2000 are the two most commonly used MT
time series processing software. SSMT2000 is commonly used in
conjunction with the frequency domain data selection software
MTEditor to improve estimation quality. We used EMTF and
SSMT2000 to process the noisy time series, and use MTEditor to
select the spectral data processed by SSMT 2000. The final results are
shown in Figure 13. Both EMTF and SSMT2000 provided accurate
impedance estimation for synthetic time series with triangular
and step noise at frequencies above 0.002 Hz. For low frequencies
below 0.002 Hz, accurate impedance estimates were not obtained
by either method due to insufficient stacking. For time series
with impulsive noise, EMTF was able to accurately estimate the
impedance in the frequency band affected by the noise, while
SSMT2000 was unable to accurately estimate the impedance in a
few frequencies. However, careful selection of spectral data using
MTEditor improved the estimation of these frequencies. Moreover,
in the low-frequency, the MTEditor result had three or four more
effective frequencies than the other two results, so that SSMT2000
combined with MTEditor achieves the best performance in this
test.

The above test results show that the synthesized time series of the
proposed method can be used not only as the carrier of noise signals
to study the influence of different noises on MT response, but also as

a test standard to study the processing performance of different data
processing methods to specific noises.

Conclusion

We propose a synthetic MT time series method based on forward
modeling. First, the electromagnetic response of two orthogonal
polarization sources for a given model is calculated using MT forward
modeling.Then, the electromagnetic responses of the two polarization
sources are randomly combined to simulate the random polarization
properties of the natural field sources. Next, the electromagnetic fields
are transformed from the frequency domain to the time domain
according to the correspondence between the time and frequency
domains. Finally, the time-varying source polarization is simulated
by segmentation and concatenation to generate time series. We use
this method to synthesize time series of 1D and 3D models. The
spectral analysis of the synthetic time series shows that the distribution
of the parameters in the frequency domain is similar to that of
the measured low-noise natural field data. Commercial software and
open-source software were used to process the synthetic time series,
and the apparent resistivity and phase closely match the forward
modeling response of the given model, confirming the correctness
of the proposed method. By adding different types of noise into the
synthetic time series, the effect of noise on MT response is analyzed,
and the performance of different time series processing methods is
tested and compared, which proves that the synthetic time series
can be used as the evaluation criterion of time series processing
methods.

The time series of all channels synthesized by the proposed
method are directly derived from MT forward modeling, which
is more reasonable than previous techniques that require a pre-
determined time series of the magnetic fields. As shown in the 3D
model example, time series of complex models can be synthesized to
provide an effective study sample for analyzing the spatial distribution
and temporal variability of MT time series of specific models.
Synthetic time series can be used for single- and multi-site data
processing studies. This method can be used to synthesize not only
MT time series, but also time series of other frequency-domain
electromagnetic methods. Therefore, various artificial source noises
can be synthesized and added to the synthetic MT time series to
investigate the signal-to-noise separation method, which is also the
focus of our future study. Synthetic time series can provide rich
and diverse learning samples for deep learning techniques, which
can help apply artificial intelligence techniques in MT time series
processing.

In summary, the method presented in this paper provides a
technical basis to transform the forward modeling of electromagnetic
responses from the frequency domain to the time domain. We can
obtain time series for any model, which amounts to providing a
standard signal generator for the study of time series processing
techniques. In addition to testing the effectiveness of the time series
processing method, it can be applied to other aspects. For example,
to analyze the effect of different types of noise on the MT response,
we can synthesize time series containing different noises, and then
compare the processing results of noisy time series with the forward
modeling response. In a practical MT application, after obtaining the
inversion model of the studied region, we can attempt to extract the
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actual natural source information through time series of low-noise
sites.Wemay then be able to construct random sources that are highly
correlated with the true natural sources and synthesize time series
for the inversion model. Moreover, time series not derived from the
inversion model can be separated to study the distribution of noise.
In this way, we can extract the source of the remote reference station
and synthesize the time series highly correlated with the observation
station, which can be used as the reference channels to improve the
quality of themeasured data. In otherwords,manynew and interesting
studies can be carried out based on the synthetic time series method
proposed in this paper.
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High-resolution imaging of a coal
seam based on quasi-2D TEM
inversion

Chao Su, Guoqing Ma, Cai Liu, Yunhe Liu and Bo Zhang*

College of Geoexploration Science and Technology, Jilin University, Changchun, China

In a sedimentary environment, the conventional one-dimensional (1D) inversion
based on the horizontal layered model has difficulty restoring the resistivity
distribution of the inclined strata when a coal seam has some dip angle or a
small interval between layers. In such cases, the inversion resistivity exhibits
horizontal discontinuities, which cannot accurately represent actual geological
conditions. Therefore, in view of the good horizontal continuity of the
underground electrical structure of sedimentary strata, we propose a high-
resolution inversion method based on weighted horizontal and vertical
constraints. As a quasi-two-dimensional (2D) inversion, this not only ensures
the horizontal continuity of resistivity and recovers the inclined strata, but also
improves the vertical resolution. Because the constrained factor has a significant
influence on the inversion result, different constrained factors are applied in the
horizontal and vertical directions to adjust the constraint strength on the model
parameters of each layer and the continuity of the layer interface. In the numerical
experiments, we design synthetic models with different tilt angles and layer
spacings to test the inversion method and optimize the constrained factors
used for coal seam detection. Finally, the transient electromagnetic (TEM) field
data processing results in Inner Mongolia show that the resistivity distributions of
sedimentary strata can be accurately restored by the new method, and the
inversion results are consistent with known geological information.

KEYWORDS

sedimentary strata, transient electromagnetic, weighted laterally constrained, quasi-2D
inversion, high-resolution imaging

1 Introduction

The transient electromagnetic (TEM) method is a geophysical exploration tool based on
electromagnetic induction theory (Stacey, 1976). The electromagnetic pulse signals from a
loop source diffuse into the earth to underground anomalies and eventually induce a
secondary electromagnetic field that can be observed by a receiver. Secondary field signal
processing is employed for the discovery of subsurface minerals or to address geological
problems (Fitterman and Stewart, 1986; Fountain et al., 2005; Jiang et al., 2019). This method
has been widely used in coal mine water damage detection (Si et al., 2020), hydrogeological
surveys (Danielsen et al., 2003), engineering investigations (Hui et al., 2021), and mineral
exploration (Yang and Oldenburg, 2012) owing to its flexible working device, high efficiency,
and high resolution.

The TEM data must be interpreted to obtain the underground electrical structure. Early
TEM data interpretation methods were approximations based on the smoke-ring theory
(Nabighian, 1979; Yang et al., 2016). By defining the apparent resistivity and calculating the
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diffusion depth (apparent depth) of the smoke ring, a relatively
approximate pseudosection map of the apparent resistivity is
obtained. These results are inaccurate and are suitable only for
preliminary interpretation. Different definitions of the apparent
resistivity will lead to large differences in the inversion results.
To obtain a more accurate geoelectric model, it is necessary to
carry out inversion calculations for TEM data. At present, the
mainstream inversion methods are the damped least-squares
method (Huang and Palacky, 2010) and the Occam inversion
method (Constable et al., 1987), which introduces the
regularization of model constraints. By adding a penalty function
term to the objective function, different optimizers are used to
minimize the difference between the observation data and the model
response, and a stable and unique solution can be obtained.
Regularization increases the constraint information or prior
information of the inversion parameter model, reduces the
multiplicity of inversion solutions, and enhances the stability of
the inversion. The least squares inversion method requires a good
initial guess, and the inversion results easily fall into local minima.
The Occam inversion method adds model smoothing constraints to
the objective function, which make the stratigraphic interface
unclear in the inversion results. These 1D inversion methods are
all based on the single-point horizontal layered model, and the
inversion resistivity is prone to lateral discontinuity (Farquharson
and Oldenburg, 1993; Christensen et al., 2009). In the past decades,
the demand of accurate three-dimensional (3D) interpretation of
TEM data and the rapid development of computation devices
promotes researches on the development of 3D forward
modeling and inversion (Liu et al., 2019; Ren et al., 2018; Zhang
et al., 2021). Due to the time-consuming inversion of 3D TEM data,
their practical applications are limited. Considering the relatively
continuous distribution of underground electrical properties in
sedimentary strata, it is natural to adopt the laterally constrained
inversion method (LCI). The LCI method is a quasi-2D inversion
method, which integrates the data of a single profile and multiple
measuring points and applies lateral constraints to achieve a
relatively continuous resistivity profile.

LCI was first proposed by Auken, Thomsen, and Sorenson
(2000) and applied to direct current (DC) data inversion. The
main idea is to use a transversely constrained sparse matrix to
transform a single-point inversion into a collective inversion of
multiple measuring points, to ensure the transverse continuity of the
inversion profile. Santos (2004) used this method to obtain the high-
quality EM34 inversion profile; Auken and Christiansen (2004)
optimized the 2D LCI inversion and segmented the inversion of
resistivity data by calculating the Jacobi matrix through the Broyden
approximation; Siemon et al. (2009) used the LCI inversion method
to process helicopter survey data, which effectively improved the
transverse continuity of the profile. Auken et al. (2008) processed
TEM data in a paleochannel survey using the LCI technique; Cai
et al. (2014) proposed the weighted laterally constrained inversion
(WLCI), which was used for inversion calculation of frequency-
domain airborne EM data. The effectiveness of the WLCI was
verified through inversion processing of theoretical and measured
data and comparison with conventional 1D inversion results. Yin
et al. (2016) used the WLCI method to invert airborne TEM data.
Zhang et al. (2022) used WLCI on time-domain electromagnetic
data. To increase the speed of the inversion computation, Lu et al.

(2022) developed an analytical technique based on the chain rule to
calculate the Jacobi matrix. They then used the WLCI approach to
invert four induced polarization parameters from airborne
TEM data.

In view of the relatively continuous underground electrical
structure of adjacent measuring points in sedimentary strata, we
adopt different lateral resistivity constraints and layer interface
depth constraints based on the idea of horizontal constraints.
Compared with conventional inversion methods, this method
effectively improves the vertical resolution of the inversion layer
interface. Finally, field data from Inner Mongolia are inverted to test
the practicality of the method.

2 Methodology

2.1 Forward modeling theory

To generate 1D TEM forward responses, we first must calculate
the frequency domain responses and then translate them to the time
domain via Fourier transform (Johansen and Sorensen, 1979).
Suppose there are n levels in the strata, and each layer has a
conductivity (σ) and thickness (h), as
σ1, h1; σ2, h2;/; σn, hn; hn → ∞. When calculating the TEM
responses in the frequency domain, we simulate a transmitting
loop by dividing the loop into a series of current segments, with
each segment being treated as an electric dipole. Using the Dirac
function integration, the analytical expression in the frequency
domain for the vertical component Bz of the electromagnetic
field at any point on the surface is

Bz x, y,ω( ) � ∑L
j�1

PEj

2π
μ0 sinφj∫∞

0

λ2

λ + u1/R1
J1 λrj( )dλ (1)

where L is the number of electric dipoles, PEj is the magnetic
moment of the jth electric dipole, μ0 is the magnetic conductivity
of vacuum, φj is the angle between the jth electric dipole and the
measuring point, J1(λrj) is the first-order Bessel function, and rj
is the distance between the jth electric dipole and the measuring
point, where R1 � cth[u1h1 + arcth(u1/u2)cth(u2h2 +/ +
artchun−1/un)] and uj �

						
λ2 + k2j

√
, k2j � −iωμ0σj, ω is angular

frequency. Finally, the time-domain response of any
measurement point on the surface of the loop source can be
obtained by cosine transformation (Guptasarma, 1982)
of Eq. (1).

2.2 1D inversion theory

We use regularization to address the ill-posed nature of the TEM
inversion by minimizing the l2-norm-based objective function, i.e.,

Um � R + μ−1 Wdobs −WF m[ ]‖ ‖2 − X2
∞{ } (2)

where μ is the trade-off parameter, dobs is the observed data, F is the
1D forward operator, and m represents the inversion parameters of
the model. X2

∞ is the expected misfit. Here, we adopt the covariance
matrix to obtain the misfit between the forward response and
observed data, which is represented as
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W � diag
1
ε1
,
1
ε2
,/,

1
εj
,
1
εM

{ } (3)

where εj is the standard deviation of the jth observed data, andM is
the number of observed data. The roughness function represents the
roughness of the inverse model, for which the matrix expression is

R � P ·m‖ ‖2 (4)
where P is the unit matrix consisting of 1 and −1, which can be
expressed as

P �

0 0
−1 1

−1 1
/ /

0 −1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)

TominimizeUm, we can set ∇Um equal to zero; then we have the
iterative equation,

WG( )TWG + μPTP[ ]Δmq � WG( )TWΔdq (6)

where G is the Jacobian matrix of sensitivities. Its elements can be
expressed as

Gij � zFi m[ ]
zmj

(7)

By solving Eq. 6 and minimizing the misfit between the predicted
data and the observed data Δdq, we obtain the inversion model
update Δmq of the qth iteration; then we can update the model via
mq � mq−1 + sδm. The value of s is set initially to one. We adopt a
cooling approach (Haber and Schwarzbach, 2014) for selecting μ in
our inversions.

2.3 WLCI inversion theory

2.3.1 Resistivity lateral constraint
To improve the lateral continuity of the resistivity inversion of

adjacent measurement points, we begin with the LCI inversion
proposed by Auken and Christiansen (2004) and include the
differences between geoelectric parameters of adjacent
measurement points as constraint terms to the objective function.
Assuming that

Rpm − erp � 0 (8)

Where erp represents the different model parameters of adjacent
points, and Rp is the horizontal constraint matrix, which is a sparse
matrix with the values 1 and −1, i.e.,

Rp �
1 0 / 0 −1 0 / 0 0 0
0 1 0 / 0 −1 0 / 0 0
..
. ..

. ..
.

0 0 0 / 0 1 0 / 0 −1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S×T

(9)

where S � (M − 1) × (2N − 1),T � M × (2N − 1), M is the
number of the data receiver, and N is the number of layers.
Subtracting Rpm0 from both sides of Eq. (8), we have

RpΔm � Δrp + erp (10)

where Δrp � −Rpm0,Δm0 � m −m0.
We adopt the horizontal constrained factor to accomplishWLCI

and adjust the horizontal smoothness of each layer. Thus, Eq. (8) can
be written as

R′
pΔm � Δr′p + erp

′ (11)

Where R′
p � WpRp,Δr′p � −R′

pm0, erp′ � Wperp. Wp is the
horizontal constraint weighting matrix, which equals to the
horizontal constrained factor multiplied by the matrix Rp. The
inversion’s smoothness is determined by the constrained factor’s
value, which is dependent on the smoothness of the parameters and
the actual requirements.

2.3.2 Depth and layer interface constraints
The depth of the layer interfaces must be constrained to ensure

the smoothness and continuity between the layer interfaces of the
multilayer model (Auken and Christiansen, 2004). We have

Rtm − ert � 0 (12)
Where ert is the depth difference between each layer of adjacent

points, and Rt is the depth constraint matrix, written as

Rt �

/ 0 / 0 1 0 0 / 0 /

/ 0 / 0 hk,1
tk,2

hk,2
tk,2

0 / 0 /

..

. ..
. ..

. ..
.

/ 0 / 0 hk,1
tk,N−1

hk,2
tk,N−1

hk,3
tk,N−1

/ hk,N−1
tk,N−1

/

/ 0 / 0 −1 0 0 / 0 / /

/ 0 / 0 −hk+1,1
tk+1,2

−hk+1,2
tk+1,2

0 / 0 /

..

. ..
. ..

. ..
.

/ 0 / 0 − hk+1,1
tk+1,N−1

− hk+1,2
tk+1,N−1

− hk+1,3
tk+1,N−1

/ −hk+1,N−1
tk+1,N−1

/

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
S×T

(13)
This is a sparse matrix composed of depth t and thickness h,

where hi,j and ti,j are the thickness and the depth, respectively, of the
lower interface of the ith point at the jth layer, and S �
(M − 1) × (N − 1), T � M × (2N − 1).

As mentioned in Section 2.3.1, we use a vertically constrained
factor to adjust the continuity between the interfaces of each layer.
Thus, Eq. (12) can be written as

R′
tΔm � Δr′t + ert

′ (14)
Correspondingly, R′

t � WtRt,Δr′t � −R′
tm0, ert′ � Wtert, where

Wt is the vertically constrained weighting matrix.

2.4 WLCI inversion equation and least-
squares solution

Combined with the 1D inversion theory described in Section 2.2,
we obtain the WLCI inversion equation,

G
R′
p

R′
t

⎡⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎦Δm �
Δdobs

Δr′p
Δr′t

⎡⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎦ + eobs
erp
′

ert
′

⎡⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎦ (15)
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Simplifying Eq. (15), we have

W′Δmq � Δdq + e (16)
whereW′ is the coefficient matrix. Based on the 1D inversion theory,
we obtain the following inversion equation:

W′TW′ + μP( )Δmq � W′TΔdq (17)

To solve Eq. (17), in this study, we use singular value
decomposition (SVD) for the coefficient matrix W′, such that we
have

W′ � DΛVT (18)
Where D and V are the data matrix and parameters matrix,

respectively, andΛ is the singular value matrix. Substituting Eq. (18)
into Eq. (17), we have

Δmq � V Λ2 + μP( )−1ΛDTΔdq (19)

The initial resistivitymodel for inversion is providedfirst in the actual
inversion calculation, and then Eq. (19) is used to perform iterative
calculations until the objective function satisfies the specifications.

3 Synthetic examples

We first established a tilted layered stratum model to verify the
effectiveness of the inversion strategy. As shown in Figure 1, we

designed two groups of typical three-layer models with low-
resistivity (H-model) and high-resistivity (K-model) layers in the
middle with different dip angles. The background resistivity is
100Ω·m, of which the resistivity of the low-resistivity layer in
the H-type model is 10Ω·m, and the resistivity of the high-
resistivity layer in the K-type model is 1,000Ω·m. A rectangular
loop is used for transmission, and the receiving points are located
inside the loop with 20 m point spacing. The transmission current is
1 A, and the maximum sampling time is 10 ms. The dB/dt response
data of each measuring point is obtained by forward modeling of the
1D model (Figure 2). In the inversion, we add 3% Gaussian white
noise to the dB/dt of each time channel.

Figure 2 shows the TEM decay curves at different measuring
points of the H and K models with different dip angles. When X =
260 m, the target layer is shallow, while when X = 860 m, the target
layer is deep. In Figure 2A, the large amplitude of the low-resistivity
layer at middle and late times indicates low-resistivity
characteristics. With the increase in burial depth, the early
amplitude tends to be consistent with the uniform half space,
and the low-resistivity response is significantly delayed.
Compared with the uniform half space in Figure 2B, when the
high-resistivity layer is buried shallowly, the early time amplitude is
small, reflecting the high resistivity. The late time amplitude tends to
be consistent, exhibiting the characteristics of the background strata.
With the increase in burial depth, the larger amplitude in the early
time is the response of the background strata, the smaller amplitude
in the middle stage is the response of the high-resistivity stratum,

FIGURE 1
Synthetic model of inclined strata (A): Receiving and transmitting schematic. (B): H-type model. (C): K-type model.
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FIGURE 2
Single point decay curves of inclined strata models. (A): H-type model and corresponding uniform half space. (B): K-type model and corresponding
uniform half space.

FIGURE 3
Single-point inversion results for different points. (A): Single-point inversion results at X = 260 m of H-type model. (B): The Root Mean Square (RMS)
at X = 260 m of H-type model. (C): Single-point inversion results at X = 600 m of H-type model. (D): The RMS at X = 600 m of H-type model. (E): Single-
point inversion results at X = 900 m of H-type model. (F): The RMS at X = 900 m of H-type model. (G): Single-point inversion results at X = 260 m of
K-type model. (H): The RMS at X = 260 m of K-type model. (I): Single-point inversion results at X = 600 m of K-type model. (J): The RMS at X =
600 m of K-type model. (K): Single-point inversion results at X = 900 m of K-type model. (L): The RMS at X=900 m of K-type model.
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and the gradual increase in the late stage is close to the response of
the background stratum, whereas the amplitude change is not
evident.

Figure 3 shows the single-point inversion results of different
inversion methods. The initial inversion models are all uniform half
space models, and the initial resistivity of the model is 100 Ω·m. In
the Occam inversion, the golden section method is used to select the
damping factor. For the H-type tilt model, when the local stratum
dip is small, the methods shown in Figure 3 better reflect the strata
resistivity. When the strata dip is large, there is a significant
difference between the resistivity of the shallow part and that of
the real model. However, the head end and tail end of the WLCI
single-point inversion curve are close to the real resistivity of the first
and last layers, which is highly consistent with the actual low-
resistivity layer. For the K-type tilt model, the conventional 1D
inversion results are poor, the inversion depth of the high-resistivity
layer has a large deviation from the given model, and the shallow

resistivity is not consistent with the model resistivity. The amplitude
characteristics of the high-resistivity layer in the single-point decay
curve of the K-type model are not evident, and the horizontal
continuity of the data is not considered in the conventional
single-point 1D inversion, which is the main reason behind poor
inversion results. As a quasi-2D inversion, the WLCI inversion
better restores the resistivity distribution of inclined formations by
considering the horizontal and vertical continuity of the data.

Comparing the inversion results of different inversion methods
in Figure 4, the conventional 1D and WLCI inversions reflect the
electrical structure of the three underground layers. When the dip
angle of the local layer is small, the conventional 1D inversion results
efficiently reflect the low-resistivity layer in the H-type model
relatively; however, the layer interface is rough, and the
horizontal continuity is poor. In comparison to the least-squares
inversion (Figure 4A), the resistivity continuity of the Occam
inversion (Figure 4C) is slightly improved. The conventional 1D

FIGURE 4
Inversion results of H-type and K-type models. (A): least-squares inversion result of H-type model. (B): least-squares inversion result of K-type
model. (C): OCCAM inversion result of H-type model. (D): OCCAM inversion result of K-type model. (E): WLCI inversion result of H-type model while
vertical constrained factor is 0 and horizontal constrained factor is 0. (F): WLCI inversion result of K-type model while vertical constrained factor is 0 and
horizontal constrained factor is 0. (G): WLCI inversion result of H-type model while vertical constrained factor is 1 and horizontal constrained factor
is 0. (H): WLCI inversion result of K-type model while vertical constrained factor is 1 and horizontal constrained factor is 0. (I): WLCI inversion result of
H-type model while vertical constrained factor is 1 and horizontal constrained factor is 1. (J): WLCI inversion result of K-type model while vertical
constrained factor is 1 and horizontal constrained factor is 1.
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inversion has been unable to obtain a continuous high-resistivity
layer for the K-type model. The inversion high-resistivity layer
becomes thinner, and the resistivity decreases where the burial
depth is large. When the dip angle of the local layer is large, the
conventional 1D inversion results deviate significantly from the
actual model. False anomalies appear in the shallow part of the
H-type model (Figure 4A; Figure 4C), the resistivity of the inversion
increases, and the layer becomes thicker where the low-resistivity
layer is buried deeply. The high-resistivity layer is discontinuous and
inconspicuous for the K-type model, and the inversion results can
no longer represent the electrical characteristics of the actual
formation. The resistivity obtained by the WLCI method is
uniformly distributed laterally, and the layer interface is evident
and continuous, which better reflects the electrical distribution
characteristics of inclined strata. The inversion of the target layer
is only slightly thicker than that of the actual model. For the strata
with a small dip angle, the size of the constrained factor has little
influence on the inversion result. When the size of the constrained
factor is increased, the stratum is laterally more continuous. For the
strata with a large dip angle, when the size of the constrained factor is
increased, there is a certain deviation between the inversion high-
resistivity layer and the actual model, although the inversion
resistivity is continuous and laterally smooth (Figure 4H; Figure 4J).

We establish multilayered models to verify the effectiveness of
the inversion strategy. The models are shown in Figure 5. Two five-
layer models with different layer spacings were designed. The

background resistivity of the model is 100Ω·m, the thickness of
the high-resistivity layers is 20 m, the resistivity of the upper high-
resistivity layer is 300 Ω·m, and the resistivity of the lower high-
resistivity layer is 200 Ω·m. The resistivity in the upper high-
resistivity layer from 70 to 130 m and 310–390 m along X is
50Ω·m, and the resistivity in the lower high resistivity layer from
90 to 150 m along X is 30Ω·m. The burial depth of the upper high-
resistivity layer of model 1 is 40 m, the burial depth of the lower
interface is 60 m, the burial depth of the upper interface of the lower
high-resistivity layer is 120 m, and the burial depth of the lower
interface is 140 m. The burial depth of the upper high-resistivity
layer of model 2 is 40 m, the burial depth of the lower interface is
60 m, the burial depth of the upper interface of the lower high-
resistivity layer is 100 m, and the burial depth of the lower interface
is 120 m. The receiving points are located inside the rectangular
transmission loop; the distance between the points is 20 m, the
transmission current is 1 A, and the maximum sampling time is
10 ms. The dB/dt response data of each measuring point is obtained
by forward modeling of the 1D model. In the inversion calculation,
3% Gaussian white noise is added to the dB/dt response at each time.

Figure 6 shows the TEM decay curves at different points. A
comparison of Figures 6A–C shows that at X = 40 m, the early and
late time amplitudes of Model 1 and 2 are basically consistent with
the uniform half space, showing the characteristics of the
background strata. The middle time amplitude is small, reflecting
the high resistivity. The difference between Model 1 and 2 is not

FIGURE 5
Synthetic multilayer models (various colors mean different resistivity in parts B and C). (A): Receiving and transmitting schematic. (B): Model 1 with
large layer interval. (C): Model 2 with small layer interval.
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FIGURE 6
Single-point decay curves of synthetic multilayer models and corresponding uniform half space. (A): X = 40 m. (B): X = 100 m. (C): X = 360 m.

FIGURE 7
Single-point inversion results for different points. (A): Single-point inversion results at X = 40 m of model 1. (B): The Root Mean Square (RMS) at X =
40 mofModel 1. (C): Single-point inversion results at X= 100 mofmodel 1. (D): The RMS at X= 100 mofmodel 1. (E): Single-point inversion results at X=
360 m of model 1. (F): The RMS at X = 360 m of model 1. (G): Single-point inversion results at X = 40 m of model 2. (H): The RMS at X = 40 m of model 2.
(I): Single-point inversion results at X = 100 m of model 2. (J): The RMS at X = 100 m of model 2. (K): Single-point inversion results at X = 360 m of
model 2. (L): The RMS at X = 360 m of model 2.
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evident; at X = 100 m, the early time amplitudes of Model 1 and 2 is
basically consistent with that of the uniform half space, showing the
characteristics of the background strata. The middle time amplitude
is relatively strong, reflecting the low resistivity. Because the lower
low-resistivity layer is shallower in Model 2, the low-resistivity
response is more evident than that of Model 1 and appears at an
earlier time. The late time response gradually increases, approaching
the response of the background strata. At X = 360 m, the early and
late time amplitudes of Model 1 and 2 are basically consistent with
the uniform half space, showing the characteristics of the
background strata. The middle time amplitude is strong,
reflecting the low resistivity. There is little difference between
Model 1 and 2. The single-point least-squares method, Occam
method, and different horizontal and vertical constraints are used
for inversion calculation. The single-point inversion results of

different models and different measuring points are shown in
Figure 7.

The initial inversion models are all uniform half space models,
and the initial resistivity of the models is 100 Ω·m while using
different methods to inverse the synthetic multilayer models in
Figure 7. We also use the golden section method to select the
damping factor with the Occam inversion. When the layer
spacing is large, all the inversion methods labeled in Figure 7
can better reflect the low-resistivity layer in the model, and the
layer interface is relatively clear. When there are two high-
resistivity layers (Figure 7A), the conventional 1D inversion
effect is poor, and the interface of the high-resistivity layer is
unclear. By reducing the layer spacing, each method can still
restore the low-resistivity layer, whereas the layered interface is
difficult to distinguish. The Occam method can only inverse the

FIGURE 8
Inversion results of Model 1 and Model 2. (A): least-squares inversion result of model 1. (B): least-squares inversion result of model 2. (C): OCCAM
inversion result of model 1. (D): Occam inversion result of model 2. (E): WLCI inversion result of model 1 while vertical constrained factor is 0 and
horizontal constrained factor is 0. (F): WLCI inversion result of model 2 while vertical constrained factor is 0 and horizontal constrained factor is 0. (G):
WLCI inversion result of model 1 while vertical constrained factor is 1 and horizontal constrained factor is 0. (H): WLCI inversion result of model
2 while vertical constrained factor is 1 and horizontal constrained factor is 0. (I): WLCI inversion result of model 1 while vertical constrained factor is 1 and
horizontal constrained factor is 1. (J): WLCI inversion result of model 2 while vertical constrained factor is 1 and horizontal constrained factor is 1.
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upper high-resistivity layer when there are two high-resistivity
layers (Figure 7G). With the WLCI inversion strategy, the
inversion effect of the five-layer model is good, and the low-
resistivity layer interface is clear. However, after the horizontal
and vertical constrained factors are applied, the inversion effect
of the two high-resistivity layers is poor, and it is difficult to
distinguish the lower high-resistivity layer.

A comparison of the results of different inversion methods
(Figures 8A–J) shows that when the layer spacing is large, all
methods better restore the low-resistivity segments in each
high-resistivity layer; however, the lower high-resistivity
layer inverted by the least-squares and Occam methods is
transversely discontinuous. The resistivity inverted by the
Occam method is smooth, but it cannot restore the lower
high-resistivity layer. When the layer spacing is reduced, the
continuity of the lower high-resistivity layer is poor (Occam
cannot inverse the lower high-resistivity layer), and two layers
of low resistivity cannot be distinguished vertically. Using the
WLCI strategy, when the applied horizontal and vertical
constrained factors are zero, the multilayer model can be
better restored. The resistivity is more continuous in the
horizontal direction, and the layer interface is clear.
Increasing the constraint factor makes the resistivity more
continuous in the horizontal and vertical directions.
Reducing the layer spacing while increasing the constraint
factors makes the inversion resistivity more continuous, but
the vertical resolution decreases and cannot clearly restore the
lower high-resistivity layer.

According to the synthetic model inversion results in this
work, the WLCI strategy with different horizontal and vertical
constrained factors is verified as effective for inversion,
producing results that are laterally continuous with high
vertical resolution. For sedimentary strata inversion, we must
select smaller constrained factors.

4 Field data inversion

To further verify the effectiveness of the inversion strategy and
the selection of weighting factors for field data inversion processing,
we selected measured data collected in a region of Inner Mongolia.
The data of 101 measuring points from 720 to 2,720 m of Line
35 were used for inversion calculation (Figure 9A); the distance
between measuring points is 20 m. The tunnels of the #2 coal seam
on the east side of the survey line have been closed and filled with
mine water and soil. This is a known low-resistivity area (the range
delineated by the red dotted line in Figure 9A).

The electrical distributions of the strata in this area are clearly
shown in Figure 9B. With the exception of the shallow part above
30 m, the electrical distribution of the remaining strata from shallow
to deep alternates from high-to low-resistivity in two cycles, as the
L2 to L5 formations show in Figure 9B. According to the relevant
geological information, the shallow part of the strata (L1) is
approximately 30 m, including the Quaternary, Neogene and
Upper Cretaceous Zhidan Group. The rocks of L1 include
grayish-yellow and brownish-yellow alluvial and proluvial sand
and gravel with low resistivity, dark red mudstone, and sandy
mudstone mixed with fine sandstone, such that the L1 formation
has low resistivity. According to logging and geological data, the
resistivity characteristics of formations L2 to L5 are as follows. L2:
Composed of the bottom part of the Cretaceous Zhidan Group, the
formations are grayish-green and light-red conglomerates
characterized by high resistivity; L3: Zhiluo Formation of the
Upper Jurassic strata is grayish-white and grayish-green,
medium-to coarse-grained sandstone and pebbly coarse-grained
sandstone mixed with siltstone and sandy mudstone presenting
low resistivity; L4: The top of the Jurassic Yan’an Formation with
coal seams (the #2 coal seam is located in its upper part) and nearby
rock that are characterized with high resistivity; L5: The bottom of
the Jurassic Yan’an Formation, with coarse sandstone and sandy

FIGURE 9
Priori information. (A): Extraction engineering diagram. (B): Borehole Dual Lateral Logging (DLL) data of resistivity.
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mudstone and good conductivity. In summary, the strata in this area
are characterized by five layers.

We use the least-squares, Occam, and WLCI methods to perform
inversion calculations on the measured data. The calculation results are
shown in Figure 10. The solid red lines in the figure represent the #2 coal
seam. The initial model for the inversion calculation is 31 layers. The
resistivity of the initial model for least-squares and Occam inversion is
30Ω·m, and the resistivity of the initial model for WLCI inversion is
100Ω·m. Figure 10A shows the single-point least squares inversion
results, Figure 10B shows the Occam one-dimensional inversion
results, and Figures 10C–E show the inversion results using different
horizontal and vertical constrained factors. Figure 10 shows that the
single-point least squares inversion, Occam 1D inversion, and WLCI
inversion all reflect the resistivity structure of the five underground layers
(L1 to L5) with good stratification that reflects the characteristics of the

sedimentary strata, and the inversion of the electrical distribution
characteristics is consistent with the borehole resistivity logging results.
The inversion results in Figures 10A,B are basically consistent. The
resistivity distribution of the Occam 1D inversion is more continuous
than the least-squares inversion result, but the lower high-resistivity layer
(L3) of the Occam inversion is discontinuous, and the layer interface is
not clear. Figures 10C–E adopt the WLCI method, and the inversion
results are basically consistent. The lateral continuity of the inversion
results has been significantly improved. The lower high-resistivity layer is
continuous, and the interface is clear. After increasing the constrained
factor, the inversion resistivity is more continuous and smoother, but the
difference between theWLCI inversion results for each layer is small. The
red dotted line (2,600–2,720m) on the east side of Figure 9B shows the
characteristics of low resistivity, which is consistent with the known low-
resistivity area.

FIGURE 10
Field data inversion results. (A): least-squares inversion result. (B): Occam inversion result. (C): WLCI inversion result while vertical constrained factor
is 0 and horizontal constrained factor is 0. (D): WLCI inversion result while vertical constrained factor is 1 and horizontal constrained factor is 0. (E): WLCI
inversion result while vertical constrained factor is 1 and horizontal constrained factor is 1.
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Therefore, for sedimentary strata, we conclude that the laterally
constrained inversion strategy with different constrained factors in
the horizontal and vertical directions can improve the continuity of
the inversion profile and improve the vertical resolution
simultaneously, making it possible to identify the layer interface.
In the actual inversion, smaller constrained factors must be selected.

5 Conclusion

We successfully implemented the WLCI inversion, optimized
the constrained factors, and tested it with synthetic and field data
sets. Numerical experiments show that compared with the
conventional 1D inversion, this new method can improve the
vertical resolution by ensuring the continuity of the lateral
resistivity distribution, and the inversion layer interface becomes
more clear. The underground electrical structure of adjacent
measuring points in the sedimentary strata is relatively
continuous. Notably, the constrained factors have evident
impacts on the inversion results. Small constrained factors will
make the constraint less effective. On the contrary, large
constrained factors may lead to serious horizontal resistivity
averaging, which may eliminate real anomalies. For quasi-
horizontally layered sedimentary strata, the selection of
constrained factors must not be excessively large. In actual
inversion, appropriate constrained factors can be determined by
referring to borehole or other relevant geological data. These
numerical results prove that as a quasi-2D inversion method,
WLCI is effective in imaging a thin and continuous coal seam
and provides a more reasonable initial model for 3D inversion.
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The wide field electromagnetic method E Ex observation method requires the
horizontal electrical field source (AB) to be parallel to the measure station (MN),
but the complex terrain conditions make it difficult to meet the AB parallel MN in
field construction, and there is always an azimuthal difference α between them,
which will bring a large calculation error and cause distortion of the interpretation
parameters if the calculation method E Ex continues to be used. In order to tackle
this problem, we analyse and study the E Ex method and derive the new
calculation method of E EMN for the wide field electromagnetic method along
the MN (E EMN). The method is based on the intrinsic relationship between the
electric field components Ex, Ey and the azimuthal difference α and derives the
expression for the electric field E EMN along the MN direction, and then uses the
E EMN to calculate the wide field apparent resistivity. In this paper, we design a
three-layer geoelectric model and calculate the azimuthal angle difference α = 0°

and α = 15°wide field apparent resistivity parameters, respectively. The results
show that the relative error between the calculated apparent resistivity and the
theoretical value is less than 1%, which verifies the correctness and validity of the
method. To further verify the accuracy of the method, experimental work on
azimuthal difference αwas carried out next to a knownwell in Sichuan. The results
show that: firstly, when α is 1°, 3°, 5°, 10°, and 15°, respectively, the relative error of
each frequency point increases with α increasing. Secondly, when α is 1°, 3°, 5°, 10°,
and 15°, respectively, the relative error of each frequency point is less than 10%
when the EMN method is used to calculate the wide field apparent resistivity value;
thirdly, taking α = 15° as an example, single-station inversions are performed with
Ex and EMN apparent resistivity parameters, in which the Ex inversion results are
more different from the trend of the logging curve, while the EMN inversion results
are relatively more consistent with the trend of the logging curve. The arbitrary
orientation EMN calculation method proposed in this paper can effectively reduce
the influence of α on the interpretation parameters and improve the accuracy of
interpretation, and also greatly expand the applicability and flexibility of Ex wide
field electromagnetic method in the observation of complex terrain areas, which
has important theoretical research and practical production significance.
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1 Introduction

The electromagnetic induction method is an important branch of
geophysical-electrical exploration, which mainly uses the differences in
electrical conductivity, permeability and dielectricity of the subsurface
medium and applies the principle of electromagnetic induction to
observe and study the distribution patterns (frequency characteristics
and temporal characteristics) of artificial or naturally occurring
electromagnetic fields and thus solve relevant geological problems
(Tikhonov, 1950; Cagniard, 1953; He, 2010a; He, 2019; Chen et al,
2014a). Therefore, studying the frequency response of the earth to
electromagnetic fields can obtain the distribution pattern of the
resistivity of the subsurface medium at different depths (Zonge,
1991; He, 2019; He, 2020; Liu et al, 2019; Liu et al, 2022; Li et al,
2023). In electrical exploration, the electromagnetic field itself has
interference and resonance phenomena, which complicates the
characteristics of the field. By introducing an appropriate definition
of apparent resistivity, highlighting the useful information and
suppressing the interference information can help us make good
analysis and judgment of the observation results, which is beneficial
to the inverse interpretation, so the study of the definition of apparent
resistivity is meaningful (Yin et al, 1991a; Liu et al, 2013; Chen, 2014b).

There are several resistivity definition methods in the frequency
domain EMmethod, which are mostly based on the uniform half-space
model (Spies, 1986; Yin et al, 1991b; Tang et al, 2005).TJxohob (1950)
and Cagniard (1953) separately and independently proposed the
Magnetotelluric (MT), which defined the apparent resistivity by a
pair of orthogonal component electric field to magnetic field ratios,
and established the apparent resistivity as the interpretation parameter.
Goldstein (1971) proposed controlled source audio Magnetotelluric
method (CSAMT), which replaced natural source with a controlled
source. However, there is a complex implicit function relationship
between the uniform half-space surface electromagnetic field values and
resistivity in the controlled source frequency domain electromagnetic
method, and it is difficult to find the explicit inverse function between
resistivity and field by analytical methods (He, 2010a; Li et al, 2013),
Therefore, the complex high-order function in the field is abandoned,
and theMTmethod is used to define the apparent resistivity parameter.
Therefore, the near zone, mid-zone, and wave zone were divided
according to the variation properties of the electromagnetic field
(Yin et al, 1991a; Liu et al, 2013), and the approximate definition of
the apparent resistivity in the wave zone was adopted, resulting in
serious distortion of the apparent resistivity in the mid-zone and near
zone, which affects the interpretation of the sounding curve (Yin et al,
1991b; Liu et al, 2013; Cheng et al, 2014b; Tang et al, 1994; Tang, 1993).

In order to unify the wave zone, mid-zone and near zone, a full-
zone apparent resistivity is defined, which can reflect the vertical
electrical variation of the geoelectric section directly and also expand
the controlled source observation zone (Cao, 1978; Huang et al,
1992; Tang et al, 1993; Tang et al, 1994). Yin et al (1991a) pointed
out that the definition of full-zone apparent resistivity can reflect
information of the geoelectric section more realistically than other
approximate definitions and is less influenced by the pole distance.
Fang et al (1992) compared the exact formula of uniform half-space

field with the formula of the wave zone to obtain a correction
coefficient K, and multiplied the apparent resistivity defined in the
wave zone by the correction coefficient K to obtain the apparent
resistivity value defined in the full zone. This method is simple and
easy to implement. Mao and Bao (1996) proposed a direct algorithm
for the full-zone apparent resistivity, which is a concise and accurate
method. Tang and He (2005) analyzed and compared in detail the
differences and similarities of apparent resistivity defined by wave
zone and full zone. He (2010b) proposed the wide field
electromagnetic sounding method based on the analytic
expressions of electromagnetic fields of horizontal current sources
and vertical magnetic sources at the ground in semi-uniform space,
and proposed the use of computers to realize the calculation of wide
field apparent resistivity using the iterative method or the inverse
interpolation method. The wide field apparent resistivity calculated
by the inverse interpolation method and the iterative method both
correctly reflect the electrical variation properties of the subsurface
medium, whice completely reflects the opposition and unity of the
controlled source frequency electromagnetic field, and more
intuitively reflect the objective variation of the geoelectric section
with depth (Yu, 2010; Wang et al, 2012, 2013; Yuan et al, 2020). The
direct integration method proposed by Dai (2020) can be widely
applied to the calculation of electromagnetic fields at different
frequencies and different transceiver distances, which has a
strong universality. Li (2017) pointed out that the distribution
and variation pattern of E Ex and E Eφ wide field apparent
resistivity with azimuth was determined by the propagation and
distribution characteristics of E Ex and E Eφ and did not change
depending on the definition of apparent resistivity. Yin (1991a)
found that the apparent resistivity response was affected by the
radial angle, and the effect occured mainly in the mid and near zone,
with the mostly serious effect in the near zone, but it was not affected
in the wave zone. Liu et al (2013) eliminated the influence of
observation orientation by the improved method of E Eφ wide
field apparent resistivity definition, which could intuitively and
truly reflect the objective variation of geoelectric section with
depth. Wang et al (2021) derived the resistivity expression for
the ground-well frequency-domain wide field electromagnetic
method from the theory of frequency domain electromagnetic
method, and the technique was successfully applied in a super-
large metal mine. The above literature is based on the assumption
that the AB is parallel to the MN, and discusses how to define the
apparent resistivity or discuss the radial angle affects the apparent
resistivity parameter, but the effect of the azimuth angle difference α
between the AB and MN to the observed data is rarely studied. Due
to the influence of terrain conditions, it is often difficult to make the
current source AB parallel to the observation dipole MN, and there
is always a certain azimuth angle difference α between them. How to
define the apparent resistivity expression accurately and effectively
so that the interpreted parameters can reflect the geoelectric cross-
section information more truly? This paper takes E Ex wide field
electromagnetic method as an example, combining the theoretical
model and field measurement data to analyze and study the impact
of azimuth angle difference on the observation results, so as to put
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forward the calculation method of arbitrary azimuth wide field
electromagnetic method E EMN. Firstly, based on the intrinsic
relationship between the electric field components Ex, Ey and the
azimuthal difference α, we derive the expression of electric field EMN

along the MN direction. Secondly, a three-layer geoelectric model is
designed to compare and analyze the E Ex and E EMN apparent
resistivity parameters corresponding to the azimuthal difference α,
so as to verify the algorithm in this paper; Finally, in order to further
analyze and study the influence of α on the observation data and
interpretation results, the field experiments are carried out next to a
known well in Sichuan Province, China. The results show that the
relative error of the apparent resistivity of E Ex increases with the
increase of α, and when the α reaches 10° and 15°, the relative error is
more than 100%, and the geoelectric information reflected by the
same measurement point is seriously distorted, and the inversion
results are different from the change trend of the logging curve; the
E EMN method effectively reduces the influence of α on the
apparent resistivity parameters, and more effectively reflects the
real geoelectric structure information of the subsurface. The E EMN

calculation method effectively reduces the influence of α on the
apparent resistivity parameter, and more effectively reflects the real
geoelectric structure information in the subsurface. Using the
method of arbitrary azimuth E EMN can effectively weaken the
influence of azimuth difference α on the interpreted parameters,
which is convenient to reduce the requirement of electric couple
source azimuth layout in practical work in the future, and has
important theoretical research and practical application significance.

2 Basic theory

2.1 Wide field electromagnetic method E Ex

Under quasi-static conditions, the receiver MN remains parallel
to the current source AB, i.e., the angular difference between AB and
MN is α � 0°. Set the harmonic factor eiωt, where i � ���−1√

, ω � 2πf
is the angular frequency, and t is time. The analytical expressions for
the horizontal components Ex and Ey in the laminar medium are
written as (He, 2010b)

Ex � IdL

2π
2cos 2 φ − 1( )∫∞

0

iωμ
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(1)

Where I is Current; dL is electric dipole; r is distance between the
receiving point and the center point of the electric dipole; J1 and J0
are 1st and 0th order Bessel functions respectively; RN is the first
layer factor; R*

N is the second layer factor.
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If the number of layers N � 1, then the layer factors RN and
R*
N of Eq. 2 are both equal to 1, and Eq. 1 will be transformed into

an expression for the field on the surface of a uniform earth (He,
2010a).

Ex � IρdLρ

2πr3
3cos 2 φ − 2 + e−ikr 1 + ikr( )[ ]

Ey � IρdLρ

2πr3
3 cosφ sinφ

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (3)

The expressions of E Ex wide field apparent resistivity ρa (He,
2010b; He, 2019) are

ρa � KE−Ex

ΔVMN

I

1
FE−Ex ikr( )

ΔVMN � MN · Ex

Ex � IρdLρ

2πr3
3cos 2 φ − 2 + e−ikr 1 + ikr( )[ ]

KE−Ex � 2πr3/ dL ·MN( )

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(4)

Eq. 4, KE−Ex is the device coefficient of the observation
system; ΔVMN � MN · Ex is the potential difference between
the MN at the measurement end, the unit is V; MN is the
distance between the MN at the measurement end, the unit is
m; I is the intensity of the emission current, the unit is A; dL is the
dipole moment length, in m; Ex is the component of the uniform
half-space electric field along the x-axis; k is the wave number;
FE Ex(ikr) is the electromagnetic response function, and the
specific expressions are:

FE−Ex ikr( ) � 3cos 2 φ − 2 + e−ikr 1 + ikr( )
k �

�����������
ω2με − iμω/ρ√ (5)

In Eq. 5, φ is the angle between x-axis and radial vector r, μ is the
magnetic permeability, ρ is the model resistivity of uniform half-
space, ε is the dielectric constant.When the detection object is a non-
uniform half-space, the wide field apparent resistivity at different
measurement points and different frequencies can be obtained
according to Eq. 4, which reflects the overall resistivity response
caused by the entire subsurface medium.

The observation system is designed according to Eq. 4 in the
field, and the electrical information of the observation point
location is finally obtained. However, the field construction
deployment is restricted by the terrain conditions, and it is
difficult to keep the current source AB parallel to the receiving
dipole MN, and there is always an azimuthal difference α between
them, which will cause the wide field apparent resistivity
calculation error and distortion of the geoelectric parameters
if we continue to calculate the wide field apparent resistivity
along the E Ex direction.
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2.2 Wide field electromagnetic
method E EMN

In order to eliminate the effect caused by the difference α in
azimuth between AB and MN. In this paper, the formula for
calculating E_EMN wide field apparent resistivity at any azimuth
is derived. Instead of calculating the apparent resistivity along the
E Ex direction, this method calculates the apparent resistivity along
the MN direction at the measurement end. The advantage of this
method is that the field measurement does not require the current
source AB to be strictly parallel to the lateral or tangential direction
to obtain the true resistivity parameters.

Let the electromagnetic field excited by the electric dipole source
be located in the coordinate system xyz, the electric dipole source AB
is parallel to the x-axis, and the angle between the receiving dipole
MN and AB is α (Figure 1).

The relationship between EMN and Ex, Ey is obtained as follows.

EMN � Ex cos α + Ey sin α (6)

According to Eq. 6, the expression for the electric field of EMN is
as follows.
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m1
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N

J1 mr( )dm

−IdLρ1 sin 2φ
2π

∫∞

0

mm1

R*
N

J0 mr( )dm − IdL sin 2φ
2π

∫∞

0
iωμ

RN

mRN +m1
J0 mr( )dm

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
(7)

The E EMN electric field expression is defined by Eq. 7.
If the number of layersN = 1, bothRN andR*

N are equal to 1. The
above equations will be transformed into the expressions for the field
on a uniform earth obtained in the previous section.

EMN � IρdL

2πr3
cos α 1 + e−ikr 1 + ikr( )[ ] + 3 sinφ sin α − φ( ){ } (8)

Substituting Eq. 8 into Eq. 4, the accurate expression of the wide
field apparent resistivity at the measurement of MN can be obtained

ρa � KE−Ex

ΔVMN

I

1
FE−Ex ikr( )

ΔVMN � MN · EMN

EMN � IρdL

2πr3
cos α 1 + e−ikr 1 + ikr( )[ ] + 3 sinφ sin α − φ( ){ }

FE−Ex ikr( ) � cos α 1 + e−ikr 1 + ikr( )[ ] + 3 sinφ sin α − φ( ){ }

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(9)

In Eq. 9: when α � 0°, Ex � EMN, the correct geoelectric
parameters under the observation station can be obtained either
by using Eq. 9 or Eq. 4; when α ≠ 0°, Ex ≠ EMN, the correct
geoelectric parameters under the MN at the measurement end
can be obtained by iterative calculation of Eq. 9. The wide field
apparent resistivity parameters along the MN direction of the

receiving dipole can be obtained by iteration or inverse spline
difference.

2.3 Evaluation basis

When discussing the evaluation of the error caused by the
azimuthal angle difference α between the current source dipole
AB and the receiving dipole MN, the degree of separation between
the observed change value caused by α and the background must be
determined as a criterion, and the relative error between the
apparent resistivity value of α ≠ 0°, and the apparent resistance
value of α � 0°, under the condition of the same frequency point is
taken as a criterion in the paper.

error � ρja − ρj0
∣∣∣∣ ∣∣∣∣

ρi0
× 100%; j � 1, 2, · · ·, n( ) (10)

In Eq. 10: j is the frequency number, n is the number of
frequencies, ρja is the wide field apparent resistivity value
corresponding to the jth frequency at α ≠ 0°, and ρj0 is the wide
field apparent resistivity value corresponding to the jth frequency at
α � 0°.

3 Method verification

In order to verify the correctness of the calculation of the
arbitrary directional wide field electromagnetic method E EMN

proposed in this paper, a three-layer geoelectric model is
designed: the first layer has a conductivity of 0.01S/m and a
thickness of 100 m; the second layer has a conductivity of 0.1S/m
and a thickness of 100 m; the third layer has a conductivity of
0.01S/m ; the horizontal long wire source is laid along the x-direction
with a length of 200 m and the coordinates of the center point are (0,
0, 0); the transmitting frequency range is 0.01~10,000 Hz, the
current amplitude is 1 A; the measurement line offset distance is

FIGURE 1
Schematic diagram of the arbitrary observation direction MN.
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5 km, and the observation position (MN) laid along the x-direction
(Figure 2).

Option 1: Assuming that the measurement end MN is parallel to
transmit source1, i.e., α � 0°, the wide field apparent resistivity is
calculated by using the wide field electromagnetic method E Ex

theoretical Eq. 4.
Option 2: The observation end MN is not parallel to transmit

source2, and the angle between MN and dL is designed α � 15°, and
the wide field apparent resistivity is calculated using Eq. 4 and Eq. 9,
respectively, and the relative mean square error is analyzed based on
Eq. 10.

Analysis of Figure 3 shows that:①when � 0° , the black curve in
the figure relatively accurately reflects the H-type geoelectric
information, in which the high-frequency resistivity value varies
at 100 Ω·m and the wide field apparent resistivity value of
100~10 Hz is 23Ω·m; the low-frequency wide field apparent
resistivity value fluctuates around 90Ω·m.

② When α � 15°, the theoretical wide field apparent resistivity
Eq. 4 is still used to obtain the frequency-wide field apparent
resistivity graph (see Figure 3A). (b) Comparing with the

theoretical curve of E Ex curve α � 0°, the two curves separate
clearly, and the error curve in Figure 3B reveals that the observation
error caused by the azimuthal angle difference α � 15° is >10%.

③ When the azimuth angle α � 15°, the wide area apparent
resistivity is calculated by using the Formula 10 proposed in this
paper for any orientation, and the frequency-wide field apparent
resistivity curve is obtained (see Figure 3A). Comparing the
theoretical curve in Figure 3A with the 3a E EMN curve line, the
two curves almost overlap together, and the error curve in Figure 3B
reflects that the error at each frequency point is <1%.

By designing the 3-layer theoretical model, the validity of the
E EMN calculation formula of the arbitrary azimuthal wide area
E EMN method is verified. The use of the arbitrary azimuthal
wide field E EMN method to calculate the wide field apparent
resistivity parameters can effectively reduce the influence of the
observed parameters by the azimuthal angle difference and make
the observed apparent resistivity parameter values closer to the
theoretical calculated values. In order to further illustrate the
effectiveness and correctness of the proposed method,
experimental work was carried out next to a known well in
Sichuan.

4 Experimental analysis

4.1 Field construction layout

In order to analyze the effect of α on the observed parameters
and further verify the correctness of E EMN method in this paper.
Different experimental work were carried out without obvious
electromagnetic humanistic interference, in which α was 0°, 1°, 3°,
5°, 10°, and 15° respectively. The field experiment scheme is shown in
Figure 4: only the position of pole B is changed, while other
experimental parameters remain unchanged. When α � 0°, it
indicates that the parallel observation position of the transmitting
source AB is parallel to that of the receiving end MN, and there is no
azimuth Angle difference.

This field using pseudo-random 7-frequency wave signal, that is,
a simultaneous transmission and reception from the underground
7 frequency signals. The parameters of this experiment: current
transmitting source AB = 1 km, receiving end MN = 100 m,
transmitting current I = 80 A, keeping the intensity of

FIGURE 2
Three-layer ground power model and layout scheme.

FIGURE 3
Curve diagram of different calculation methods. (A): Frequency-visual resistance sounding graph; (B): Relative error of E Ex method and E EMN

method.

Frontiers in Earth Science frontiersin.org05

Tian et al. 10.3389/feart.2023.1158702

36

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1158702


transmitting current constant, transmitting frequency range
8,192~0.01 Hz, total 54 frequency points.

To eliminate the effect of current, the observed potential
difference data were normalized by current and the “frequency-
electric field” curves were plotted along the MN direction for
different α conditions (Figure 5). From the analysis of Figure 5,
the difference of electric field caused by different α is small, and it is
difficult to discern the influence of α on the observation results
intuitively. In the later analysis, the influence of α on the observation
results is analyzed from the apparent resistivity parameter, and the
validity and correctness of the calculation formula proposed in this
paper are verified.

4.2 Analysis of E Ex experimental results

Figure 5 shows the “frequency-apparent resistivity” graph and
“frequency-relative error” graph for different azimuthal differences
without considering the effect of azimuthal difference α, but directly
calculated by inverse spline numerically from Eq. 4. The analysis of

the “frequency-apparent resistivity” graph and the relative error
graph in Figure 6 is shown as follows.

(1) When α � 1°, the corresponding “frequency-apparent
resistivity” curve is the same as the “frequency-apparent
resistivity” curve with α � 0°, and there is no obvious
separation, and the relative error of the corresponding
apparent resistivity is ≤5%, while the relative error of the
apparent resistivity of individual frequency points is >5%.
The relative error of the apparent resistivity at individual
frequency points is >5%. It means that the azimuthal
difference between the current source AB and the receiver
MN α≤ 1° has a small effect on the wide field apparent
resistivity.

(2) When α � 3°, the “frequency-apparent resistivity” curve of
Figure 6 and the “frequency-apparent resistivity” curve of α �
0° have no obvious separation in the frequency band
(8,192~10 Hz), and the relative error of each frequency point
is ≤10%; in the middle and low There is a weak separation in the
frequency band (10~0.011 Hz), and the relative error at each
frequency point varies from 10% to 25%.

(3) When α � 5°, the “frequency-apparent resistivity” curve of
Figure 6 and the “frequency-apparent resistivity” curve of α �
0° do not show significant separation in the frequency band
(8,192~10 Hz), and the relative error of each frequency point
is ≤10%; in the middle and low frequency band (10~0.011 Hz),
the separation is more obvious, and the relative error of each
frequency point is ≤15%. (10~0.011 Hz), with relative
error ≤15% at each frequency point.

(4) When α � 10°, the “frequency-apparent resistivity” curves of
Figure 6 and α � 0° both show a clear separation, and even the
shape of the curves changes in the low andmiddle frequency bands
(30~0.01 Hz). In the high-mid frequency band (8,192~10 Hz), the
relative error of apparent resistivity at each frequency point varies
from20% to 40%; in the low-mid frequency band (10~0.01 Hz), the
relative error ranges from 100% to 170%. It indicates that the
azimuthal difference between the current source AB and theMN at
the receiver has a large effect on the wide field apparent resistivity of
the full frequency band, even causing distortion of the apparent
resistivity parameters.

FIGURE 5
Normalized “frequency-field” curves for different α currents.

FIGURE 4
Schematic diagram of field test construction.
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(5) When α � 15°, the “frequency-apparent resistivity” curve of
Figure 7 and the “frequency-apparent resistivity” curve of α �
0° both show significant separation, and the shape of the
curves in the high-middle frequency band (8,192~10 Hz) and
the low-middle frequency band (30~0.01 Hz The curves in
the high-mid frequency band (8,192~10 Hz) and the low-mid
frequency band (30~0.01 Hz) have changed or even become
distorted. The relative error range of the apparent resistivity

at each frequency point in the high-mid frequency band
(8,192~10 Hz) varies from 40% to 255%; the relative error
range in the mid-low frequency band (10~0.01 Hz) is greater
than 100%. This indicates that the azimuthal difference
between the current source AB and the receiver MN has a
large effect on the wide field apparent resistivity in the full
frequency band, causing distortion of the apparent resistivity
parameters.

FIGURE 6
Apparent resistivity and error graphs (A): Apparent resistivity graph; (B): Relative error graph.
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From the above analysis, it can be concluded that: in the range of
α≤ 1°, the azimuthal difference α has a small effect on the apparent
resistivity parameters; when α≤ 5°, the azimuthal difference aa
mainly affects the apparent resistivity parameters in the middle
and low frequency bands; when α � 10° ~ 15°, the azimuthal
difference aa has a large effect on the apparent resistivity
parameters in the whole frequency band, and the more serious
the distortion of the high-middle frequency data, the more obvious
the false anomaly caused, and even causes the interpretation of the
parameter distortion. If the relative error of the apparent resistivity
value ≤10% is considered reasonable, it must be ensured that α≤ 3°,
but the field construction conditions are restricted by the terrain,
and it is often difficult to achieve the azimuthal difference α≤ 3°
between the current source AB and the receiver MN, so the angle
correction must be made to the observed data to eliminate the
influence brought by α and improve the interpretation accuracy of
the apparent resistivity parameters.

4.3 Analysis of E EMN experimental results

Figure 7 shows the “frequency-apparent resistivity” curve and
the relative error curve calculated and plotted according to the
arbitrary orientation E EMN of Eq. 9. The analysis of the
“frequency-apparent resistivity” curve and the relative error
graph in Figure 7 is shown as follows.

(1) When α � 1°, the “frequency-apparent resistivity” curve of
Figure 7 and the “frequency-apparent resistivity” curve of α �
0° do not show significant separation and approximately
coincide, and the relative error of the apparent resistivity at
each frequency point is ≤1%, which is reduced from 8% to 1%
compared with the calculation of Figure 6.

(2) When α � 3°, the “frequency-apparent resistivity” curve of
Figure 7 and the “frequency-apparent resistivity” curve of α �
0° do not show significant separation and almost coincide, and
the relative error of the apparent resistivity at each frequency
point corresponds to a range of (−2% ~ 2%), which is reduced
from 15% to 2% compared with the calculation of Figure 6 E Ex.

(3) When α � 5°, the “frequency-apparent resistivity” curve of
Figure 7 and the “frequency-apparent resistivity” curve of α �
0° do not show any obvious separation, and the shape of the
curve changes similarly, and the relative error of the
corresponding apparent resistivity at each frequency point
changes in the range of (−4% ~ 4%), compared with the
relative error of Figure 6 E Ex calculation method from
25% to 4%.

(4) When α � 10°, the “frequency-apparent resistivity” curve of
Figure 7 is not significantly separated from the “frequency-
apparent resistivity” curve with α � 0°. The curve shape changes
similarly, and the relative error of the apparent resistivity at each
frequency point is (−4% ~ 5%), which is reduced from 150% to
5% compared with the relative error of Figure 6 E Ex

calculation.
(5) When α � 15°, there is no obvious separation between the

“frequency-apparent resistivity” curve in Figure 7 and the
“frequency-apparent resistivity” curve with α � 0°. The shape
of the curve changes similarly, and the relative error of the

apparent resistivity at each frequency point varies in the range of
(−7% ~ 10%), which is reduced from 300% to 10% compared
with the relative error of the E Ex calculation in Figure 6.

The analysis results of Figures 6, 7 show that: firstly, the
maximum relative error of the wide area apparent resistivity
obtained by the arbitrary azimuthal wide area electromagnetic
method E EMN is reduced from 25% to 4% when α≤ 5°, which
makes the apparent resistivity parameter closer to the real
underground geoelectric information; secondly, the relative
error of the wide area apparent resistivity obtained by the
arbitrary azimuthal wide area electromagnetic method E EMN

is reduced from 270% to less than 10% when α � 10° and 15°.
Thirdly, if the azimuth angle difference α is larger, the effect of
using E EMN method of arbitrary azimuth wide field
electromagnetic method on eliminating α is more obvious,
which reflects the real resistivity value of the subsurface and
improves the accuracy of the wide field apparent resistivity
effectively.

4.4 Analysis of inversion effect

In this section, we take α � 15° as an example, and perform
single-point inversions of E Ex and E EMN apparent resistivity
respectively, and further analyze the effect of azimuthal difference α
on the interpretation parameters by combining the electric logging
data of Ning 227 borehole. One-dimensional continuum imaging
was performed on the processed data, and the relevant parameters of
inversion were as follows: inversion depth was 4.5 km; The number
of iterations in the inversion process was 20; The horizontal and
depth resolution were 1; The regularization parameter was 5; The
fitting error was 0.02. Figure 8 shows the bathymetric curves of
“frequency-apparent resistivity” obtained from different calculation
methods of E Ex and E EMN, and the single-point inversion curves
are shown in Figure 9.

(1) From Figure 8 E Ex and E EMN “frequency-apparent
resistivity” curve analysis, it can be seen that when the
azimuth angle difference is 15°, the corresponding
“frequency-apparent resistivity” sounding curves of different
calculation methods of the same measurement point are
different, and the two curves are completely separated, and
the curve change pattern is also different, which means that the
azimuth angle difference α has a greater influence on the
apparent resistivity parameter.

(2) From the comparative analysis of the single-point inversion
curve and the drilling electric logging curve in Figure 9, it can
be obtained that: Firstly, above elevation 0 km, both E Ex and
E EMN have less variability and are in basic agreement with
the trend of the logging resistivity curve, and the electrical
stratification of the single-point inversion curve is obvious.
Secondly, the variation patterns of depth-resistivity curves of
E Ex and E EMN after single-point inversion in the middle
and deep parts (0~−3 km) differ greatly, in which the
variation trends of E EMN mode curves are generally more
consistent with the variation trends of electric logging curves
and the resistivity stratification is also obvious, while the
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variation trends of E Ex curves are more consistent with the
variation trends of electric logging curves and the electrical
stratification is weaker. Thirdly, from the analysis of the
inversion iteration error curve in Figure 9, it can be seen that
the number of iterations of E EMN apparent resistivity
inversion is 6, and the error decreases from 33% to about
2%, and the error almost no longer changes with the increase
of the number of iterations; on the contrary, the number of

iterations of E Ex apparent resistivity inversion is 10, and the
error decreases from 34% to 3.8%, and the inversion fitting
error no longer changes with the increase of the number of
iterations. Therefore, the inversion of the E EMN apparent
resistivity parameter can achieve a more satisfactory fitting
error with fewer iterations.

(3) The use of arbitrary azimuthal wide area electromagnetic
method E EMN observation method for field observation

FIGURE 7
Apparent resistivity and error” graphs (A): Apparent resistivity graph; (B): Relative error graph.
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data can effectively reduce the observation error caused by
azimuthal angle difference, improve the validity and accuracy
of the interpretation parameters, and also greatly reduce the
construction requirements of E Ex wide area electromagnetic

method field current source AB parallel receiving dipole MN,
improve the field production efficiency and save economic costs,
which has important research significance and practical
production significance.

FIGURE 8
E Ex and E EMN “frequency-apparent resistivity” curves.

FIGURE 9
E Ex and E EMN inversion curves and fitting error curves (A): Black line: electric logging curve of well Ning 227; Blue line: E Ex inversion curve; Red
line: E EMN inversion curve (B): Blue line: E Ex error curve; Red line: E EMN error curve.
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5 Conclusion

In order to eliminate the influence of azimuthal angle difference α
to the observation parameters and improve the validity and accuracy of
the interpretation parameters, we proposed an arbitrary observation
orientation wide field electromag-netic E EMN method in this paper,
i.e., calculating the wide field apparent resistivity parameters along the
MN direction of any measurement end. Based on the results of
theoretical model orthorectification and field measurement data, the
following conclusions are obtained:

(1) The three-layer geoelectric model and two observation schemes
are designed, and by comparing with the theoretical method E_
Ex, the method E EMN calculation method is adopted, which
effectively eliminates the influence of azimuthal angle difference
α to the apparent resistivity parameters and verifies the
effectiveness and correctness of the arbitrary azimuthal wide
field electromagnetic method E_EMN.

(2) The experimental work of different azimuth angle difference α
was carried out beside the well, and the calculation parameters
of wide field electromagnetic method E_Ex and arbitrary
azimuth wide field electromagnetic method E_EMN were
compared and analyzed. The results show that: Firstly, when
α ≤ 5°, at the same frequency of the same measuring station, the
maximum relative error of the wide field apparent resistivity
value using any azimuth E_EMN method decreases from 30% to
4% compared with the E_Exmethod, which effectively improves
the accuracy of the apparent resistivity value and makes the
qualitative analysis more accurate; Secondly, when α = 10° and
15°, the relative error of the whole band apparent resistivity
value of E_Ex calculation method is not less than 50%, the
maximum is 300%, and the apparent resistivity parameter is
seriously distorted. Using any azimuth E_EMN calculation
method, the maximum relative error of the all-band apparent
resistivity decreases from 300% to less than 10%; Thirdly, the
single station inversion results of different methods show that
the arbitrary azimuth E_EMN calculation method can achieve a
relatively ideal fitting error with fewer iterations, and the
interpretation parameters are closer to the actual formation
electrical information, improving the accuracy of resistivity
parameter. Arbitrary azimuth wide field electromagnetic
method E_EMN can effectively reduce the observation error
caused by azimuth angle difference α, and can directly and
truly reflect the objective change of geoelectric section with
depth, which makes the electrical analysis more accurate, and

further verifies the validity and reliability of the calculation
method in this paper.

(3) The wide field apparent resistivity parameters obtained by
the arbitrary orientation E EMN method can effectively
eliminate the observation error caused by α between the
current source dipole AB and the receiving dipole MN,
which greatly improves the accuracy of the wide field
apparent resistivity parameters, and also better expands
the applicability and flexibility of the current source E Ex

wide field electromagnetic method in complex terrain areas,
with important theoretical research and practical production
significance.
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An efficient spectral element
method for two-dimensional
magnetotelluric modeling
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Metallogenic Prediction of Nonferrous Metals of Ministry of Education, Central South University,
Changsha, China

We introduce a new efficient spectral element approach to solve the two-dimensional
magnetotelluric forward problem based on Gauss–Lobatto–Legendre polynomials. It
combines the high accuracy of the spectral technique and the perfect flexibility
of the finite element approach, which can significantly improve the calculation
accuracy. This method mainly includes two steps: 1) transforming the boundary
value problem in the partial differential form into the variational problem in the
integral form and 2) solving large symmetric sparse systems based on the
combination of incomplete LU factorization and the double conjugate
gradient stability algorithm through the spectral element with quadrilateral
meshes. We imply the spectral element method on a resistivity half-space
model to obtain a simple analytical solution and find that the magnetic field
solutions simulated by the spectral element approach matched closely to the
exact solutions. The experiment result shows that the spectral element solution
has high accuracy with coarse meshes. We further compare the numerical
results of the spectral element, finite difference, and finite element
approaches on the COMMEMI 2D-1 and smooth models, respectively. The
numerical results of the spectral element procedure are highly consistent
with the other two techniques. All these comparison results suggest that the
spectral element technique can not only give high accuracy for modeling results
but also provide more detailed information. In particular, a few nodes are
required in this method relative to the finite difference and finite element
methods, which can decrease the relative errors. We then deduce that the
spectral element method might be an alternative approach to simulate the
magnetotelluric responses in two- or three-dimensional structures.

KEYWORDS

magnetotelluric, two-dimensional, forward modeling, spectral element method,
numerical experiments

1 Introduction

As a special geo-electromagnetic method, magnetotelluric sounding can identify the
resistivity or conductivity distributions in a geological medium based on harmonic and
variable electromagnetic fields (Chave and Jones, 2012). Magnetotelluric sounding is based
on naturally occurring electromagnetic fields, which can provide a comprehensive and
continuous spectrum of the geo-electromagnetic field. This electrical resistivity, measured by
comparing the electric field’s horizontal component to the magnetic field on the surface, can
detect a depth of several tens of kilometers associated with the acquisition frequency. With
the rapid advancement in magnetotelluric modeling and inversion, it has become one of the
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essential tools for recognizing deep geological structures (Unsworth,
2010; Avdeeva et al., 2012; Azeez et al., 2017; Nagarjuna et al., 2021)
and geophysical investigations, such as geothermal exploration
(Barcelona et al., 2013; Patro, 2017; Tarek et al., 2023), mineral
deposit exploration (Benjamin et al., 2018; Jiang et al., 2022), and gas
exploration (Zhang et al., 2014).

There are some numerical approaches for solving two-
dimensional magnetotelluric forward problems, such as finite
difference and finite element, and they are applied to two-
dimensional magnetotelluric inversion (deGroot-Hedlin and
Constable, 1990; Rodi and Mackie, 2001; Siripunvaraporn and
Egbert, 2007; Lee et al., 2009; Kelbert et al., 2014; Guo et al.,
2020; Liao et al., 2022). The finite difference numerical approach
can solve partial differential equations for approximating first-order
or second-order derivatives with a difference scheme (Pek and
Verner, 1997; deGroot-Hedlin, 2006; Rao and Babu, 2006; Kumar
et al., 2011). They also investigated the efficiency of computing two-
dimensional magnetotelluric responses. This method also has high
accuracy on the electric field and magnetic field components (Guo
et al., 2018; Kalscheuer et al., 2018; Sarakorn and Vachiratienchai,
2018). Unfortunately, it is not easy to compute the resulting fields’
accurate apparent resistivities and phases. As another important
numerical approach, finite element can be applied to solve the two-
dimensional magnetotelluric forward problem (Wannamaker et al.,
1986; Key and Weiss, 2006; Franke et al., 2007; Lee et al., 2009;
Sarakorn, 2017; Yao et al., 2021). It involves the hypothetical
functional form of the model and the field in a small area of the
specified geometry. The finite element method can introduce
complex information from the real world to construct the initial
model, including surface topography, and can also improve the
flexibility of mesh discretization. However, it requires fine meshing
to obtain high accuracy, which results in high computational costs.
Some other numerical methods are also used to simulate two-
dimensional magnetotelluric forward modeling, such as the
boundary element (Xu and Zhou, 1997), the finite-volume (Du
et al., 2016; Wang et al., 2019), the mesh-free (Wittke and Tezkan,
2014; Wittke and Tezkan, 2021), the domain decomposition (Bihlo
et al., 2017), the numerical manifold (Liang et al., 2021), and the
pseudo-spectral methods (Tong et al., 2020). These numerical
methods provide an essential practical basis for two-dimensional
magnetotelluric forward modeling.

Compared to other numerical approaches, the finite element
method requires fine grids to obtain higher calculation accuracy.
This will bring challenges, especially when computational resources
are limited. Moreover, in practical geophysical applications, when
the discrete meshes need be refined to a geo-electrical model, the
convergence rate will decrease gradually, while the number of
meshes and the computational cost can increase largely (Key and
Weiss, 2006). The spectral method, as a novel approach, can provide
the numerical approximation of partial differential equations (Zou
and Cheng, 2018). In this numerical approach, the field in the
computational domain can be approximated by polynomials or
Fourier expansions. Since high-order orthogonal basis functions are
applied in the spectral method, it has exponential convergence. In
addition, the spectral interpolation points are densely distributed at
the boundary, which can avoid the Runge phenomenon in the
traditional high-order interpolation (Tong et al., 2020). The method
that combines the finite element and spectral method is called the

spectral element method. In the past 20 years, geophysicists have
dedicated these numerical methods to developing efficiency and
accuracy. Some recent developments found that the spectral
element approach can be seen as a high-order finite element
method and its high-accuracy is derived from the properties of
the spectral method (Patera, 1984). It can combine the high-
accuracy of the spectral method and the flexibility of the finite
element technique. Compared with the classical finite element
method, the Runge phenomenon of isometric interpolation can
be avoided using Gaussian orthogonal basis functions and Gaussian
points (Xu et al., 2022). There are two types of spectral element
methods, one based on Legendre polynomials and another based on
Chebyshev polynomials. It is widely used in applications for wave
propagation (Komatitsch and Tromp, 1999; Seriani and Oliveria,
2008; Luo et al., 2013; Trinh et al., 2019; Lyu et al., 2020), forward
gravity modeling (Ghariti et al., 2018; Martin et al., 2017), and for
geo-electromagnetic forward modeling problems (Zhou et al., 2016;
Huang et al., 2019; Yin et al., 2019; Zhu et al., 2020; Huang et al.,
2021; Weiss et al., 2023). However, it is rarely used in two-
dimensional magnetotelluric forward modeling.

This paper proposes an efficient and accurate spectral element
approach to compute the two-dimensional magnetotelluric
responses of the boundary problem without measuring Earth’s
curvature. To benchmark the accuracy, we compare the
numerical results of the spectral element forward algorithm with
the analytical solutions and numerical results of the finite difference
and finite element schemes. Although our approach can be applied
to any two-dimensional geo-electromagnetic forward modeling, in
this study, we demonstrate its implementation mainly in numerical
experiments.

2 Boundary value problem

2.1 Electromagnetic equations

We define the z-axis at the depth and the x-axis along the
geologic strike, as shown in Figure 1. Using a time-harmonic factor

FIGURE 1
Geo-electrical model of the two-dimensional magnetotelluric
forward problem.
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e−iωt, Maxwell’s equations can then be written as (Wannamaker
et al., 1987; Yao et al., 2021)

∇× E � iωμH (1)
∇× H � σE (2)

where E means the electric field, H represents the magnetic field, ω
denotes the angular frequency, μ � 4π × 10−7H/m is the magnetic
permeability, and σ is the conductivity.

For a two-dimensional structure, due to zE/zx ≡ 0 and
zH/zx ≡ 0, we can expand the curl operators in Eqs 1, 2as follows:

zEz

zy
− zEy

zz
� iωμHx (3)

zEx

zz
� iωμHy (4)

zEx

zy
� −iωμHz (5)

FIGURE 2
Two-dimensional spectral basis functions in part of order p=4. (A)N12(ξ, η) � ϕ1(ξ)ϕ2(η); (B)N22(ξ, η) � ϕ2(ξ)ϕ2(η); (C)N34(ξ, η) � ϕ3(ξ)ϕ4(η); and (D)
N45(ξ, η) � ϕ4(ξ)ϕ5(η).

FIGURE 3
Mapping coordinate system of the spectral element of order p = 4. (A) Sub-element; (B) parent element.
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and

zHz

zy
− zHy

zz
� σEx (6)

zHx

zz
� σEy (7)

zHx

zy
� −σEz (8)

The electromagnetic equations are more complex than
homogeneous media for two-dimensional modeling, where resistivity
changes occur in the y-axis and z-axis. According to Eqs 4–6, Ex the TE
mode can yield a second-order Helmholtz equation:

z2Ex

zy2
+ z2Ex

zz2
+ iωμσEx � 0 (9)

Meanwhile, for the TM mode, Hx yields another second-order
Helmholtz equation:

z

zy

1
σ

zHx

zy
( ) + z

zz

1
σ

zHx

zz
( ) + iωμHx � 0 (10)

Then the electric field Ex or the magnetic field Hx in the
Helmholtz-type equation can be rewritten as

∇ · τ∇u( ) + λu � 0 (11)
where u, τ, and λ represent different meanings relying on the
different polarized modes. In the TE mode,

u � Ex, τ � 1
iωμ

, λ � σ (12)

and in the TM mode,

u � Hx, τ � 1
σ
, λ � iωμ (13)

2.2 Boundary conditions

We restrict the computational region for Eq. 11 to a two-
dimensional bounded domain Ω � [ymin, ymax] × [z min, zmax],
as shown in Figure 1. Therefore, the boundary conditions in the
computational domain can be expressed as

u|z�zmin
� 1 in AB( ) (14a)

zu

zy

∣∣∣∣∣∣∣∣y�ymin

� 0 inAC( ), zu
zy

∣∣∣∣∣∣∣∣y�ymax

� 0 in BD( ) (14b)

FIGURE 4
Non-zero sparse elements of the discretization coefficient matrix obtained a 3 × 3 grid with a fourth-order polynomial spectral element approach.
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zu

zz
+ ku( )∣∣∣∣∣∣∣∣

z�zmax

� 0 inCD( ) (14c)

where k � ������−iωμσ√
.

3 Spectral element formulation

3.1 Discretization of a variational problem

The magnetotelluric fields can be simulated by the Helmholtz
equation of Eq. 12 under the boundary conditions of Eq. 14.
Using the variational principle (Pozrikidis, 2014), the boundary
value problem of the partial differential form displayed in Eq.
12 and Eq. 14 can be written as the variational problem of the
integral form:

F u( ) � ∫∫ 1
2
τ

zu

zy
( )2

+ zu

zz
( )2[ ] − 1

2
λu2{ }dydz + ∫

CD

1
2
τku2dl � min

u | y�ymin � 0.

⎧⎪⎪⎨⎪⎪⎩
(15)

Within spectral element approximation, the magnetotelluric
field can be expanded with two-dimensional interpolation basis
functions:

u � ∑Nr

i�1
Ni ξ, η( )ui (16)

where Nr is the number of primary procedures for an element and
Ni(ξ, η) are the essential functions.

The integral of all elements, Eq. 15, can be rewritten as

F u( ) � ∑∫∫
e

1
2
τ

zu

zy
( )2

+ zu

zz
( )2[ ] − 1

2
λu2{ }dydz

+∑∫
CD

1
2
τku2dl � min (17)

This will lead to a discrete linear equation as follows:

Ku � 0 (18)
where u represents the values of the unknown magnetic field or
electric field.

FIGURE 5
Spectral element numerical modeling for the Helmholtz equation with the interpolating polynomial order. (A) Two GLL points; (B) numerical
solutionwith a second-order polynomial; (C) absolute error for a second-order polynomial; (D) threeGLL points; (E) numerical solutionwith a third-order
polynomial; (F) absolute error for a third-order polynomial; (G) four GLL points; (H) numerical solution with a fourth-order polynomial; and (I) absolute
error for a fourth-order polynomial.
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FIGURE 6
Homogeneous half-space model meshed with four GCL points per element.

FIGURE 7
Spectral element numerical solution of magnetic field Hx for the frequency f=10 Hz in the half-space resistivity model. The number of elements in
the depth direction for (A) Nz = 5 and (B) Nz = 10.
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3.2 Spectral basis functions

Its spectral accuracy characterizes the spectral element, i.e., the
numerical error depends on the order of the basis functions (Lee and
Liu, 2005). We choose Gauss–Lobatto–Legendre (GLL) element
discretization for the magnetotelluric forward problem. The Nth-
order GLL basis functions in a one-dimensional reference element
ξ ∈ [−1, 1] can be expressed by

ϕi ξ( ) � 1
N N + 1( )LN ξ i( )

ξ2 − 1
ξ − ξ i

L′
N ξ( ) (19)

for i � 1, 2,/, N + 1, where LN(ξ) is the Nth-order Legendre
polynomial and L′N(ξ) is its derivative. On a reference element
with ξ, η ∈ [−1, 1] × [−1, 1], the two-dimensional basis function can
be written as

Nij ξ, η( ) � ϕi ξ( )ϕj η( ) (20)

For example, if order p = 4, there are 25 basis functions to the
interpolation nodes. Figure 2 shows two-dimensional basis
functions of the 4th order in part, and four of the nodal basis
functions corresponding to N12(ξ, η) � ϕ1(ξ)ϕ2(η),
N22(ξ, η) � ϕ2(ξ)ϕ2(η), N34(ξ, η) � ϕ3(ξ)ϕ4(η), and N45(ξ, η) �
ϕ4(ξ)ϕ5(η) are represented.

3.3 Spectral element equation

In the spectral element method, a physical sub-element needs to
be mapped into a reference parent element and the element
coefficient matrix can be achieved in the reference element.
Figure 3 shows a mapping example of a two-dimensional spectral
element (y, z)-coordinate and the normalized
ξ, η ∈ [−1, 1] × [−1, 1] reference coordinate.

The derivatives and the volume in the (y, z)-coordinate system
in Eq. 17 can be transformed to the (ξ, η)-coordinate system as
follows:

dydz �
zy

zξ

zz

zξ

zy

zη

zz

zη

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
dξdη � J| |dξdη (21)

where J is the Jacobian matrix.
The first-term integral in Eq. 17 is

∫∫
e

1
2
τ

zu

zy
( )2

+ zu

zz
( )2[ ]dydz � 1

2
uT
eK1eue (22)

where

K1e � ∫∫
e

zu

zy
( )2

+ zu

zz
( )2[ ]dydz

� ∫1

−1
∫1

−1
τ

zNi

zξ

zξ

dy
( ) zNj

zξ

zξ

zy
( ) J| |dξdη + ∫1

−1
∫1

−1
τ

zNi

zη

zη

zz
( ) zNj

zη

zη

zz
( ) J| |dξdη

The second-term integral in Eq. 17 is

∫∫
e

1
2
λu2dydz � 1

2
uT
eK2eue (23)

where K2e � ∫∫
e
λu2dydz � ∫1

−1 ∫1

−1 λNiNj|J|dξdη.
The third-term integral in Eq. 17 is

∫
CD

1
2
τku2dl � 1

2
uT
eK3eue (24)

where K3e can be obtained with a one-dimensional line integral.
Considering the Dirichlet boundary condition at z � zmin, we

can derive the linear equations with the spectral element approach to
build the two-dimensional magnetotelluric forward modeling:

TABLE 1 RMS errors of the magnetotelluric responses for the half-space resistivity model.

Frequency (Hz) TM mode TE mode

Apparent resistivity Phase Apparent resistivity Phase

0.01 7.73e-9 3.11e-8 7.71e-9 3.09e-8

0.1 1.83e-6 1.74e-7 1.81e-6 1.72e-7

1 1.69e-4 5.32e-5 1.62e-4 5.24e-5

10 1.26e-2 1.25e-2 1.21e-2 1.22e-2

100 0.39 1.42 0.36 1.39

FIGURE 8
Resistivity distribution of the COMMEMI 2D-1 model.
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Ku � p (25)
where K � ∑Ne

i�1
K1e −∑Ne

i�1
K2e +∑Ne

i�1
K3e is the coefficient matrix

containing conductivity parameters σ, and Ne is the number of

all elements. The right-side vector p is interrelated to the Dirichlet

boundary conditions. The coefficient matrix K is a sparse, positive-

defined, symmetric matrix. Figure 4 shows the sparse elements’

distribution of the coefficient matrix for a 3 × 3 grid with the 4th

polynomial order (just for illustration purposes). We use the

biconjugate gradient-stabilized algorithm (van der Vorst, 1992;

Chen et al., 2002), preconditioned with incomplete LU

factorization (Pan et al., 2022), for our forward problem.
After obtaining Ex, the corresponding magnetic field

component Hy can be solved by Eq. 4 for the TE mode. Since
we acquired Hx, the corresponding electric component Ey can be
solved by Eq. 7 for the TM mode. Then, we can obtain the two-
dimensional impedance tensor from

Ex

Ey
[ ] � 0Zxy

Zyx 0
[ ] Hx

Hy
[ ] (26)

The impedance can be used to calculate apparent resistivities

ρxya � 1
ωμ

Zxy

∣∣∣∣ ∣∣∣∣2, ρyxa � 1
ωμ

Zyx

∣∣∣∣ ∣∣∣∣2 (27)

and impedance phases

ϕxy � arctan
Im Zxy[ ]
Re Zxy[ ],ϕyx � arctan

Im Zyx[ ]
Re Zyx[ ] (28)

4 Accuracy of the method

For all the spectral element numerical approaches, the numerical
solution of the boundary value problem depends on two parameters:
(1) the size of each spectral element and (2) the interpolating
polynomial order. To verify our spectral element method
numerically, we consider the Dirichlet boundary for a Helmholtz
equation

∇2u − u � 3 (29)
with the exact solution

FIGURE 9
Comparison of numerical results for the COMMEMI 2D-1 model in the TM mode. (A) Apparent resistivities and (B) phases.
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ue x, y( ) � ∑∞
m�1,3,/

∑∞
n�1,3,/

− 48
1 + π2m2 + π2n2( )

1
mnπ2

sin nπx( ) sin mπy( ) (30)

The physical domain Ω � [0, 1] × [0, 1] is discretized using a
uniform mesh with 5 × 5 elements. Figure 5 shows the spectral
element solutions obtained using different interpolating polynomial

orders. The maximum absolute errors of spectral element solutions for
2, 3, and 4th polynomial orders are 1.06E-4, 2.89E-5, and 7.84E-6,
respectively. The numerical results computed by our spectral element
approach are generally consistent with the series solutions.

5 Model studies and discussion

5.1 Homogeneous half-space

We developed a half-space resistivity model to test the high-
accuracy benchmark of our spectral element scheme. The half-space
resistivity is designed as 10 Ω ·m and the computational domain is
set as 20 km × 4 km. During numerical simulation, each spectral
element includes 4 GLL points in the y-direction and z-direction, as
shown in Figure 6. In addition, we assume that only one measuring
point is located on the ground, marked by a green triangle. The
numerical magnetic field Hx is simulated at f = 10 Hz.

We set the number of elements in the horizontal direction to 10
(i.e., Ny = 10), while the number of elements in the depth direction is
designed to 5 and 10, respectively (i.e., Nz = 10 and 5). Figure 7

FIGURE 10
Comparison of numerical results for the COMMEMI 2D-1 model
in the TE mode. (A) Apparent resistivities and (B) phases.

FIGURE 11
Ridge topographical model with background resistivity 100Ω ·m.

TABLE 2 Apparent resistivities simulated by the spectral element code compared to the COMMEMI results.

0 m 500 m 1,000 m 2,000 m 4,000 m

pc (T M)

SEM, p=1 1.34 41.49 120.21 117.38 108.20

SEM, p=2 1.44 44.56 114.84 115.57 107.23

SEM, p=3 1.48 45.76 114.64 116.07 107.40

SEM, p=4 1.51 46.02 114.25 116.37 107.81

COMMEMI 1.60 ± 0.27 46.70 ± 3.64 114.01 ± 3.69 116.11 ±2.67 107.62 ± 2.25

pa (TE)

SEM, p=1 2.27 3.20 6.33 16.20 37.89

SEM, p=2 2.28 3.29 6.60 16.59 38.83

SEM, p=3 2.30 3.34 6.71 17.06 38.26

SEM, p=4 2.30 3.35 6.76 17.12 38.29

COMMEMI 2.31 ± 0.12 3.39 ± 0.36 6.86 ± 0.30 17.19 ± 1.09 38.35 ± 1.96
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shows the numerical solution of the magnetic field Hx for the
homogeneous half-space frequency of f = 10 Hz. They also offer
that the real part and imaginary part of the magnetic field Hx

calculated by the spectral element method agree with the analytical
solution. This phenomenon also shows the correlation between the
number of discrete elements and computational accuracy.
Furthermore, it indicates that the number of discrete components
does not affect the computational accuracy under high-polynomial
order conditions. These results suggest that the spectral element
approach can improve the accuracy for the two-dimensional
magnetotelluric forward modeling.

To further verify the applicability of our spectral element
approach, we increase the number of elements in horizontal and
depth directions to 20. We then calculated the magnetotelluric
response, including apparent resistivity and phase, at f = 0.1, 1.1,
10, 10, and 100 Hz frequencies in the TM mode and TE mode. The
computing time of our code is about 1.6 s for each frequency. The
apparent resistivity for each frequency is identical to the true
resistivity 10 Ω ·m, and the phase was equal to 45°. The RMS
errors of the magnetotelluric responses are given in Table 1. It is
clear that the RMS error is proportional to the frequency, with the
minimum error at f = 0.01 Hz and the maximum error at f = 100 Hz.
In general, the RMS error value falls within the frequency band that
we set, which is also the acceptable error range. The results show that
our spectral element approach has high computational accuracy.

5.2 COMMEMI 2D-1 model

We conducted a numerical experiment to compare with the
finite difference method. This numerical experiment coincides with
the COMMEMI 2D-1 example (Zhdanov et al., 1997), which can test
the accuracy and reliability of the spectral element forward
algorithm. The COMMEMI 2D-1 model is shown in Figure 8. A
symmetrical, rectangular, low-resistivity body is inserted in a
homogeneous conductive half-space. The rectangular anomaly
body has a width of 1,000 m, a length of 2,000 m, and a burial
depth of 250 m from the ground surface. The resistivity of the
anomaly is set as � 0.5 Ω ·m, and the half-space resistivity is
designed as ρ � 100 Ω ·m. The frequency we applied in the next
two experiments was f = 0.1 Hz.

First, we simulated the numerical solutions for the COMMEMI
2D-1 model using the spectral element algorithm and the finite
difference method (Tong et al., 2018). In this example, the uniform
meshes of the model for the whole calculation area are set to
Δy ×Δz � 100m × 50m. For spectral element numerical
modeling, each spectral element includes two GLL points in the
y-direction and z-direction, and has nine points for each element.
The numerical apparent resistivities and phases in the TMmode are
shown in Figure 9. The results show that the numerical results
calculated by the spectral element method match well with those of

FIGURE 12
Comparison of numerical solutions for the ridge topographical
model. (A) Apparent resistivities in the TM mode and TE mode; (B)
phases in the TM mode and TE mode.

FIGURE 13
Smooth resistivity distribution inverted by the MT2DInvMatlab subroutine (Lee et al., 2009).
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the finite difference method. Compared to finite difference results,
the spectral element method shows a clear and continuous
downward smoothness in TM mode calculations. The numerical
results for the TE mode are shown in Figure 10. These results also
matched well for the numerical magnetotelluric responses in the TE

mode. The computing time of the COMMEMI 2D-1 model is about
0.5 s for the finite difference algorithm and about 1.8 s for the
spectral element algorithm.

We also compare the numerical apparent resistivities calculated by
the spectral element scheme and the finite difference approach with the

FIGURE 14
Comparison of numerical results for the smooth model. (A) TM apparent resistivity pseudo-section and (B) TM phase pseudo-section simulated by
the spectral element method; (C) TM apparent resistivity pseudo-section and (D) TM phase pseudo-section simulated by the finite element method (Lee
et al., 2009).

FIGURE 15
Comparison of numerical results for the smooth model. (A) TE apparent resistivity pseudo-section and (B) TE phase pseudo-section simulated by
the spectral element method; (C) TE apparent resistivity pseudo-section and (D) TE phase pseudo-section simulated by the finite element method (Lee
et al., 2009).
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averaged numerical solutions of the COMMEMI project (Zhdanov
et al., 1997), showing that the numerical apparent resistivities of the
spectral element scheme agree well with the averaged numerical
solutions of the COMMEMI project compared to those measured
by the finite difference approach (Figure 9 top; Figure 10 top). It means
that the modeling precision of the spectral element scheme is higher
than that of the finite difference method in calculating the
magnetotelluric responses using the same mesh size.

In the second example, we only simulate the spectral element
solutions with different polynomial orders in the COMMEMI
locations. In this experiment, we designed a non-uniform grid of
the model over the entire computational domain. To make a more
precise comparison with the resistivity values published by the
committee experiments, in Table 2, we list the standard deviation
from Table B.11 (Zhdanov et al., 1997) along with the numerical
resistivity values simulated by the spectral element approach. From
Table 2, the values produced by the spectral element method match
well with the numerical results published in the COMMEMI
experiments. The accuracy of the apparent resistivity simulated
by the spectral element might depend on the polynomial order.

5.3 Topographical model

To compute the magnetotelluric responses of the two-dimensional
undulating terrain, we applied our spectral element code to a ridge
topographical model, as shown in Figure 11, which is the same as that
used by other researchers (Wannamaker et al., 1986; Liang et al., 2021).
The ridge model has a width of 2,400 m with a height of 100 m, and its
resistivity value of half-space is � 100 Ω ·m. The calculated
magnetotelluric responses obtained by the finite element subroutine
(Wannamaker et al., 1986) are the reference for this simulation.

In this study, the non-uniform meshes in the TM mode and TE
mode are set as 15 × 10 and 20 × 10, respectively (in which 10 km is the
air media and its resistivity is equal to 1015 Ω ·m), and each spectral
element has four GLL points in the y-direction and z-direction. The
measurement profile along the atmospheric grounding interface varies
from −2,000 to 2,000 m. The frequency to be tested is only 10 Hz.
Figure 12 shows the comparison of the finite element results from
Wannamaker et al. (1986) and our spectral element forward code, and
the results match well. The maximum relative apparent resistivity error
between the two forward schemes is equal to 0.15% in the TM mode
and 0.07% in the TE mode, respectively. The maximum relative phase
error is equal to 0.04% in the TM mode and 0.05% in the TE mode,
respectively. As shown in Figure 12A, the topographic resistivity
distortion of the TE mode is smaller than that of the TM mode.

5.4 Smooth resistivity model

In this numerical example, a smooth resistivity model is set to
18 km × 4 km, as shown in Figure 13. We calculate the response of a
two-dimensional magnetotelluric model with a smooth resistivity
distribution. The least-square iterative algorithm calculated the
inversion of the resistivity distribution for this model with the
MT2DInvMatlab subroutine (Lee et al., 2009) for a fault model
tested by Sasaki (1989).

We chose nine frequencies to test this model, which are 0.1, 0.2,
0.5, 1.0, 2.0, 5.0, 10.0, 20.0, and 50.0 Hz (Lee et al., 2009). The
computational domain was set as 200 km × 100 km, and the
resistivity value for the extended region was designed as
50 Ω ·m. We chose four GLL points for each element in the
y-direction and z-direction, and 25 points per element. Figures
14, 15 show the pseudo-sections of the apparent resistivity and
phase for this smooth model in the TM mode and the TE mode. By
comparing the spectral element results and the finite element results,
we found that the accuracy of the two ways is almost the same, and
the results agree well.

6 Conclusion

The spectral element method combined with the GLL point
interpolating scheme has been developed for the first time to
solve the two-dimensional magnetotelluric forward problem.
We presented the spectral element formulas and implemented
this algorithm. Compared with the finite difference scheme and
the finite element technique, our spectral element approach
requires fewer elements and produces accurate results. In the
first investigation, we apply the spectral element strategy on a
simple half-space geo-electric model to test its high accuracy.
We presented the comparison results of the finite difference
algorithm and the spectral element algorithm for the
COMMEMI 2D-1 model. The accuracy of our spectral
element method is better than that of the finite difference
approach. We compare the numerical results from
Wannamaker et al. (1986) and our spectral element scheme
for a ridge topographical model, and they agree well. These
results demonstrate the effectiveness and flexibility of the
spectral element forward algorithm. We also applied the
spectral element method to a model with a smooth resistivity
structure and compared the simulation results with those of the
finite element code (Lee et al., 2009). This shows that the
calculation results of the spectral element algorithm are as
smooth and accurate as those of the finite element method.
These measurements and comparative results suggest that the
spectral element method can provide another effective scheme
for the two-dimensional magnetotelluric forward problem.
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A general forward solver for 3D
CSEMswithmultitype sources and
operating environments

Dajun Li1*, Zhiqiang Wang1, Yabin Li2 and Liubiao Jin1

1College of Surveying and Prospecting Engineering, Jilin Jianzhu University, Changchun, China, 2College
of GeoExploration Science and Technology, Jilin University, Changchun, China

To determine the electromagnetic (EM) fields of different three-dimensional (3D)
controlled-source electromagnetic methods (CSEMs) using the same parameters
of the forward solution, by explicitly considering the commonalities, we present a
general 3D forward modeling solver for CSEMs with multitype sources and
operating environments. The commonality of the solver is reflected in two
aspects. First, the solver is based on a frequency-domain (FD) vector
Helmholtz equation for determining the scattered electric field. The different
types of sources are imposed on the right-hand termof the equation, expressed as
background Green’s function. Second, sources of any CSEM can be composed of
electric dipole (ED) or magnetic dipole (MD) superposition. Thus, the focus of the
3D forward modeling of CSEMs is reduced to determining the EM fields of ED or
MD sources for the background medium. The quasi-minimal residual (QMR)
method is used to solve the large sparse complex linear system. Once the FD
EM fields have been calculated, the time-domain (TD) response can be obtained
using the cosine/sine transformation. The numerical results show that the relative
error is less than 5% between the 3D numerical and analytical solutions, which
verifies the accuracy of the solver. We further study the difference between the
real (bent) and theoretical (straight) wires. We suggest that the shape of the source
must be considered for TD and FD CSEMs with a wire source during data
processing and inversion. The last example investigated the characteristics of
FD EM fields from a finite-length wire and TD EM fields from a rectangular fixed
loop on the same conductive tilted disk model buried in resistive sediments.
According to the numerical results, we recommend FD CSEMs with a wire source
for detecting deep anomalies.

KEYWORDS

CSEMs, 3D forward modeling solver, multitype sources, operating environments,
frequency/time domain

1 Introduction

Controlled-source electromagnetic methods (CSEMs) are a group of geophysical
exploration methods that transmit an electromagnetic (EM) signal using an artificial
source (Goldstein and Strangway, 1975; Zonge and Hughes, 1991; Constable and Srnka,
2007; Di et al., 2020). CSEMs exhibit various classifications based on different factors, such as
the type of source (e.g., wire, loop, electric, and magnetic dipole) and the operating
environment (e.g., land, marine, airborne, and borehole), including marine frequency-/
time-domain EM methods (mFD/TDCSEMs) (Edwards, 2005; Um and Alumbaugh, 2007;
Connell and Key, 2013), long- and short-offset transient EM methods (L/SOTEMs)
(Commer and Newman, 2004; Xue, 2018), controlled-source audio-frequency
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magnetotelluric (CSAMT) methods (Weng et al., 2012; Yang and
Oldenburg, 2016), and land/airborne transient EMmethods (TEMs)
(Yin et al., 2016; Li et al., 2018; Zhang et al., 2018). By examining and
analyzing the distribution patterns of the EM fields of CSEMs
associated with variations in the resistivity of underground
media, geophysicists can explore mineral and hydrocarbon
resources (Hu et al., 2013; Streich, 2016; Schaller et al., 2018;
Castillo-Reyes et al., 2022) and address geological and
environmental engineering challenges (Everett, 2009; Chave et al.,
2017; Malovichko et al., 2019; Castillo-Reyes et al., 2022).

Forward modeling is an effective way to study the EM field laws
of CSEMs, and it is also the premise and basis of inversion methods
(Avdeev, 2005; Börner, 2010). Over the past decades, innovations in
numerical calculations have driven remarkable progress in the three-
dimensional (3D) forward modeling of CSEMs, achieving successful
breakthroughs (Constable, 2010; Ansari and Farquharson, 2013;
Börner et al., 2015; Oldenburg et al., 2020; Werthmüller et al., 2021).
The common methods used for developing the 3D forward
modeling of CSEMs include finite element techniques (Tonti,
2002; Um et al., 2012; Cai et al., 2014; Rochlitz et al., 2019;
Castillo-Reyes et al., 2022), finite volume methods (Haber and
Ascher, 2001; Ren et al., 2017; Peng et al., 2018), finite difference
methods (Newman and Alumbaugh, 1995; Weiland, 1996; Li et al.,
2022), integral equation techniques (Hursán and Zhdanov, 2002;
Tang et al., 2018), and spectral element methods (Huang et al., 2019;
Xu and Tang, 2022). Furthermore, numerous scholars have
dedicated research efforts to enhance the efficiency of numerical
solutions in 3D forward modeling for CSEMs. They have employed
parallel programming and numerical computation platforms to
accelerate the computation speed (Unno et al., 2012; Koldan
et al., 2014; Castillo-Reyes et al., 2018; Castillo-Reyes et al., 2019;
Castillo-Reyes et al., 2022; Liu et al., 2023).

By employing forward modeling of different CSEMs,
geophysical companies, scientific institutions, and individuals can
compare the characteristics of EM responses and determine which
CSEM offers the strongest resolution for specific geological targets
while optimizing the survey parameter design before conducting
field studies. However, the majority of forward modeling codes have
been developed by various scientific institutions using different
programming languages and focusing on a single CSEM with a
specific source type and operating environment. The code of each
CSEM is based on different essential mathematical procedures and
utilizes different parameters for forward solutions, such as grids,
interpolations, stations, numerical solution methods, and staggering
schemes. These variations in parameterization can introduce biases
during resolution analysis. Meanwhile, the expensive cost of
secondary development for those codes poses practical challenges.
The application effectiveness of a CSEM is influenced by the
complexity and risk associated with the forward modeling theory.
Technology implementation is the underlying support for practical
applications. Therefore, it is necessary to decouple practical
applications and concrete mathematical technology to advance
geophysical science.

To simplify the forward theory and analyze the EM
characteristics of different CSEMs for the same targets using the
same parameters of the forward solution and mathematical
procedures, we integrated forward modeling technologies and
developed a forward solver for CSEMs with multitype sources

and operating environments. In this study, our approach involves
decomposing the total EM fields into the primary/background fields
and secondary/scattered fields. This decomposition helps eliminate
the singularity of the EM fields near the source. The primary field
can be calculated by using the frequency-domain (FD) and full-
space Green’s function of the source in a one-dimensional (1D)
layered medium. The secondary field can be obtained by solving an
FD vector Helmholtz equation for the scattered electric field, which
is the reusable design part of the forward modeling for CSEMs. The
procedure is the same regardless of the source type used to generate
this field and regardless of operating in land, marine, airborne, or
borehole environments.

On the other hand, any source type can be viewed as a
combination of electric dipoles (EDs) or magnetic dipoles (MDs),
each of which can be further decomposed into two horizontal EDs or
MDs along the x and y directions, and one vertical ED or MD along
the z direction. Thus, the focus of 3D forward modeling of CSEMs is
reduced to solving EM fields for the background medium for ED or
MD sources. By employing this approach, we can analyze the EM
characteristics of different CSEMs using the same parameters for the
forward solution, thus enhancing the comparability and
understanding of the results.

The forward solver defines the overall structures and the main
responsibilities of each module, thereby reducing the difficulty of
solving EM fields of CSEMs and simplifying the implementation
process of the theory. By avoiding the need to repeatedly construct
the underlying mathematical logic, this approach enables
geophysicists to focus on their unique application innovation.
This paper first gives a brief overview of the mathematical
methodology for 3D FD modeling of CSEMs. Once the FD EM
fields have been calculated, the time-domain (TD) response can be
obtained using the cosine/sine transformation. Then, the accuracy of
the solver is verified by comparing the 3D modeling results with
reference results obtained from 1D and 3D numerical solutions.
Finally, we present two 3D modeling examples and discuss the
effects of source shape and type on the EM fields of CSEMs over a 3D
conductive Earth model.

2 Methodology

2.1 Maxwell’s equations

Assuming harmonic time dependence e−iωt, Maxwell’s equations
for the EM fields in the FD can be written as (Streich, 2009)

∇× E � −iωμ0H, (1)

∇× H � J + σ*E, (2)
where i2 = −1, ω � 2πf is the angular frequency, f is the frequency, E
and H denote the total electric and magnetic fields, μ0 within the
Earth is assumed to be constant and set to that of free space, J is the
source current distribution, σ* � σ + iωε is the ohmic conduction
term, σ is the electric conductivity, ε represents the air dielectric
constant, and σ*E describes the induced currents inside the Earth.
According to Eqs 1, 2, the expression of the FD vector Helmholtz
equation for the scattered electric field is as follows (Alumbaugh
et al., 1996):

Frontiers in Earth Science frontiersin.org02

Li et al. 10.3389/feart.2023.1206784

59

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1206784


∇×∇× Es − k2Es � k2 − k2p( )Ep, (3)

where k2 � −iωμ0(σ + iωε), the superscripts “p” and “s” represent
the primary and scattered fields, respectively, and Es and Ep denote
the scattered and primary electrical fields, respectively. Eq. 3 forms
the basis of the presented modeling scheme and is well suited for
simulations in CSEMs. Eq. 3 can overcome the difficulty of source
description and the influence of source singularity on the
numerical stability. Regardless of the type of source used to
create the field, the procedure for calculating the scattered field
remains the same. Then, we obtain the following PDE for the
component î:

∂2Es
y

∂x∂y
− ∂2Es

x

∂y2
− ∂2Es

x

∂z2
+ ∂2Es

z

∂x∂z
− k2Ex � k2 − k2p( )Ep

x. (4)

2.2 The multitype source

In this paper, we adopt the ED or MD as the basic composition
unit for any complex geometry source (Figure 1A). For example, the
signal emission source of the LOTEM can be decomposed into many
EDs (Figure 1B), and vector decomposition is applied to each ED
(Figure 1C). The EM fields at any given position can be obtained by
superimposing the EM fields generated by the ED component along
the x, y, and z directions. Therefore, the primary objective of 3D
forward modeling in CSEMs, regardless of the specific source type
used, is to solve the electric field of an electric dipole or a magnetic
dipole within the background models.

2.3 Background models for primary fields

The primary field, as described by Weng et al. (2016), employs a
virtual interface technique (Das and De Hoop, 1995) to solve the
whole-space EM fields in a 1D layer model for different types of
sources (Figure 2). These sources include vertical and horizontal
electric dipoles (VED and HED) as well as vertical and horizontal
magnetic dipoles (VMD and HMD).

By separating the partial wave solutions of the Helmholtz
equations into upward and downward waves within certain
boundaries, the potentials for Green’s function are obtained.
Starting from the source level, the amplitudes of the potentials in
each layer are derived recursively based on the initial amplitudes.
For different types of sources, only the initial terms that are
associated with the transmitting sources need to be modified, and
the kernel connected to the layered media remains the same. Hence,
the aforementioned scheme can be easily applied to EM transmitting
sources with slight modifications.

2.4 FD discretization

To calculate the scattered electric field in the medium, the
geoelectric model is discretized by the cuboid cell (including the
air layer) (Figure 3A), each denoted by a subscript (i, j, and k). The
resistivity of each cell is represented by the symbol ρ (i, j, and k). i, j,
and k represent the mesh indices in the x, y, and z directions, ranging
from 1 to Nx, Ny, and Nz, respectively. Nx, Ny, and Nz denote the
numbers of cells in the x, y, and z directions, respectively. Therefore,
Eq. 4 can be discretized using the 3D staggered-grid finite-difference
method, and the discretized expression is given in Eq. 5. The electric
field components are defined on cell edges, while the magnetic field
components naturally correspond to the cell faces (Figure 3B). The

FIGURE 1
The electric or magnetic dipole is used as the unit of any CSEM
sources (A). Finite-length wire source of LOTEM (B); A and B are the
endpoints of the source, the solid line represents the real layout of the
source, and the dotted line represents the source that is
discretized by electric dipoles. Vector decomposition of an electric
dipole (C).

FIGURE 2
Homogeneous stratifiedmediumwith an EM transmitting source
embedded in an intermediate layer.N is the number of layers, ρ0, ρ1, ρ2,
. . ., ρN are individual layer resistivities, h0, h1, h2, . . ., hN are layer
thicknesses, and z1, z2, . . ., zN denote the depth of the layer. The
solid black circle denotes that the source is located at zls in the lsth

layer, and the dashed line denotes that a virtual interface is added at
the source location parallel to the layer boundaries.
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discrete finite difference equations of the ĵ and k̂ components are
given in Appendix A.

⎡⎣ 1
Δxi

Es
yi+1,j+1/2,k − Es

yi,j+1/2,k( ) − 1
Δyj

Es
xi+1/2,j+1,k − Es

xi+1/2,j,k( )⎧⎨⎩ ⎤⎦
− 1

Δxi
Es
yi+1,j−1/2,k − Es

yi,j−1/2,k( ) − 1
Δyj−1

Es
xi+1/2,j,k − Es

xi+1/2,j−1,k( )[ ]} · 1
Δ�yj

+ [ 1
Δxi

Es
zi+1,j,k+1/2 − Es

zi,j,k+1/2( ) − 1
Δzk

Es
xi+1/2,j,k+1 − Es

xi+1/2,j,k( ){ ]
− 1

Δxi
Es
zi+1,j,k−1/2 − Es

zi,j,k−1/2( ) − 1
Δzk−1

Es
xi+1/2,j,k − Es

xi+1/2,j,k−1( )[ ]} · 1
Δ�zk+ iωμpŷpE

s
xi+1/2,j,k

� −iωμp ŷi+1/2,j,k − ŷp( )Ep
xi+1/2,j,k ,

(5)

where ŷ � σ + iωε, w = x, y, z, and l = i, j, k denote the length of the
lth cell in the w direction, and Δwl is the distance between the center
of the lth and l1th cells in the w direction.

2.5 Preconditioning and numerical
implementation

Equation 5 can be assembled into the following system:

KEs � b, (6)
where K is the coefficient matrix, and b in the right-hand side
consists of the dot products between the primary/background field
and conductivity abnormalities, as well as the appropriate boundary
conditions.

Generally, the coefficient matrixK for Eq. 6 is a large, sparse, and
ill-conditioned matrix that is difficult to solve. To reduce the
condition number of the coefficient matrix K, Eq. 6 can be
written in the preprocessing form as follows:

KM−1( ) · y � b. (7)
Here, y =MEs is the modified unknown vector, where the matrixM
is called the (right-hand side) preprocessor, and the matrix KM-1 is
considered very close to the identity matrix. Once Eq. 7 is solved
approximately, we can obtain Es using the relationship between y
and Es. In this study, an incomplete Cholesky decomposition is

used as the precondition to accelerate the convergence and
improve the accuracy of the iterative solution. Eq. 7 can be
solved by using the quasi-minimal residual method (QMR)
(Mackie et al., 1994).

2.6 Boundary conditions and grid generation

Due to the significant difference between the solution region
and the anomalous bodies, the secondary field will decay to zero at
the boundary far from the anomalous body. As a result, we applied
typical homogeneous Dirichlet’s boundary conditions. With n
being the normal vector on the domain boundary δΩ, it is
defined as:

n × Es � 0. (8)
The grid generation is centered on the area of interest and is

divided into finer grids near the anomaly bodies. As depicted in
Figure 3A, the grid size gradually increases as the distance from the
area of interest expands. The air layer is set to seven layers, with the
uppermost layer having a thickness of 30 km. In our paper, the mini
software CSEM mesh is used to generate the mesh, which was
developed by teachers and students in our research group. It greatly
reduces the cost of generating meshes.

2.7 Divergence correction

The divergence of the secondary electric field Es is zero at any
point except the source (Shen, 2003; Chen et al., 2011). Due to the
accuracy of the numerical calculation, the divergence of Es does not
disappear during an iteration solution process which can be
calculated using φ = ∇ · Es, considering the additional electrical
field generated by the source φ. To calculate the additional
electrical field, it is necessary to use the Neumann boundary
conditions to solve the potential obtained by Poisson’s equation
as follows:

∇ · ∇ψ � φ. (9)

FIGURE 3
Staggered finite-difference grid for 3D CSEM forward modeling (A); the solid black cuboid indicates the survey area. The electric field components
are defined on cell edges, and the magnetic field components can be defined naturally on the cell faces (B).
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When Eq. 6 is solved, the Es values required for divergence
correction can be expressed as follows:

Es
correct � Es

old − ∇ψ, (10)
specifically, to satisfy the following equation:

∇ · Es
correct � ∇ · Es

old − ∇ · ∇ψ � φ − φ � 0. (11)
The preconditioned conjugate gradient (PCG) algorithm is used

to solve the divergence in Eq. 11. The iterative solution’s
convergence rate is greatly improved, particularly at low
frequencies (Smith, 1996a; Smith, 1996b).

2.8 FD EM field interpolation to receiver
positions

Once Es on the center of the grid edge is obtained by Eq. 6, the
total electric field E can be estimated by adding a primary field Ep,
that is,

E � Ep + Es, (12)
while the total magnetic field normal to the surface confined by the
grid edge at the center can be approximated by Faraday’s law:

−iωB � ∇× E, (13)
from the estimated EM fields. Then, the EM fields at the position of
interest can be interpolated by

E � LeE (14)
and

H � LhH, (15)
where Le and Lh represent bilinear splines from the 3D grid nodes
and edges, respectively, to the data sites.

2.9 TD EM responses

According to Weng et al. (2017), the TD EM signal h(t) through

h t( ) � 1
2π

∫∞

0
I ω( )H ω( )e−iωtdω (16)

is related to the FD response H(ω) from a source excited by
current I(ω) over a conductive model; in the aforementioned
equation, i2 = −1, ω � 2πf is the angular frequency, f is the
frequency, and t is the time. If a step-off current is assumed, using
the Euler formula, Eq. 16 can be further split into a sine
transformation as follows:

dB/dt � μ0dh/dt � −μ0
2
π
∫∞

0
Im H ω( )[ ] sin ωt( )dω, (17)

where B is the magnetic flux density and Im [·] denotes the imaginary
part of the FD EM fields. We sample the exact six points per decade FD
data between 10–3 Hz and 108 Hz and obtain 67 frequencies (Liu et al.,
2016). After obtaining the FD results, the TD EM responses for the step
wave are calculated using Eq. 17. Based on the aforementioned theory,
we have programmed a 3D forwardmodeling code using Fortran 90 for
FD/TD CSEMs with multitype sources.

3 Model verification

To test the correctness and reliability of the aforementioned
forward modeling solver for different types of sources, we initially
design a 100 Ωm uniform half-space model for the airborne EM
method (AEM) with a vertical magnetic dipole (VMD) source and a
unit current (Liu and Yin, 2013). The flight altitude is set to 30 m,
and the receiver is positioned 2 m away from the transmitter
(Figure 4A). The model is divided into 20 × 20 × 25 prisms of
dimension 10 m × 10 m × 10 m. The background model with 50Ωm
is used for computing the primary field. Figure 4B illustrates the
comparisons between the 3D solution and the 1D results using a
step-off current waveform. The results of the 3D solution agree well
with the 1D result. The overall relative errors are less than 5%.
Figure 4C shows a plot of the error versus iteration for the QMR
solver for the uniform half-space model for the data with the four
frequencies. We can clearly see that the QMR solver is stable and
converges quickly to the values of 10–7. We obtained similar results
for the other models presented in this paper. The total memory
required to solve this model was 73.24 MB. It took approximately
4.3 min per frequency to solve this model on a personal computer
with an Intel® Core™ i5-2320 processor and 8 GB memory.

Second, we take the RFLTEM as an example, and a loop source with
dimensions of 10 m × 10m can be decomposed into many EDs. A 3D
conductive body (50m × 50m × 50m) of 20Ωm is embedded in a two-
layer Earth model in Ji et al. (2017) (Figure 5A). In the numerical
simulation, the origin of the coordinate system is at the surface with the
z-axis downward through the center of the abnormal body. Themodel is
divided into 51 × 51 × 30 prisms of dimension 10m× 10m× 10m. The
FD EM fields are calculated at the measurement points Rx1 and Rx2 in
Figure 5A. Then, dBz/dt is obtained using Eq. (17), and it was normalized
by the square of the single-turn receiving coil. The solution of the forward
modeling solver agrees well with that in the study by Ji et al. (2017)
(Figure 5B). These examples serve as strong evidence for the accuracy
and reliability of our forward modeling code. Figure 5C shows a plot of
the error versus iteration for theQMRsolver for a two-layermodel for the
data with four frequencies. The error of the QMR solver converges
quickly to the values of 10–7. The total memory required to solve this
model was 114.26MB. It took approximately 6.8 min per frequency.

4 Applications

4.1 The real and theoretical source

In real field surveys, surface obstacles and topography can
preclude laying out the source in a theoretical shape such as a
straight line, rectangle, or circle. The aforementioned scheme can
segment a source with an arbitrarily complex shape into a large
number of EDs and MDs. To illustrate this, we conducted a study
taking the LOTEM and CSAMT as examples, focusing on the
differences between the TD and FD EM fields for both straight
and non-straight wire sources. We computed the TD and FD
responses for the bent and straight wires. Both wires centered at
(0, 0) have the same grounding points; the straight wires of 1 km
have a 1 A current on the surface, and the bent wire is the real source
consisting of 22 segments (Figure 6A). The 3D model of a 100Ωm
homogeneous half-space is shown in Figure 6B.
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In Figure 7, we display the TD magnetic field dB/dt for a bent
wire compared to dB/dt for a straight wire at different times:
0.065 ms, 0.9 ms, 4 ms, and 10 ms. As time increases, the difference
in dB/dt between the bent and straight wires decreases. dB/dt

generated by the straight wire exhibits a symmetrical distribution
around the source center and is concentrated near the surface
(Figure 7A). At the early stage, there is a significant disparity in the
dB/dt between the bent and straight wires (Figure 7C). Therefore,

FIGURE 4
A uniform half-space is used to verify the numerical accuracy of 3D modeling for AEM with a VMD source. (A) 3D model. (B) Comparison of our 3D
result against the 1D numerical solution for the TD EM fields (dB/dt). (C) Error curve of the QMR solver.

FIGURE 5
A two-layer model is used to verify the numerical accuracy of 3D modeling for the RFLTEM. (A) 3D model. (B) Comparison between the field
solutions obtained in this paper and those of Ji et al. (2017) for the receiver positions denoted by Rx1 (105, 0, 0) and Rx2 (−155, 0, 0). (C) Error curve of the
QMR solver.

FIGURE 6
The survey geometry (A) and 3D model (B) are used for modeling a TD and FD CSEM survey. The red and blue lines indicate the real (bent) and
theoretical (straight) wires, respectively. The red short line denotes the y-directed 1-km-long wire source.
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when analyzing early-time TEM data, it is crucial to consider the
shape of the source. With a time delay, the center of dB/dt
propagates downward and outward, and the strength of the
field gradually decays. At the later stage, dB/dt continues to
propagate and becomes more uniform, and the relative
differences in dB/dt between the bent and straight wires are
minimal (Figure 7C). Spatially, the closer the distance to the
source, the greater the difference in dB/dt between the bent and
straight wires. Conversely, the farther the distance to the source,
the smaller the difference in dB/dt between the bent and straight
wires. Therefore, when processing data of TEMs observed close to
the source, such as the SOTEM, the source’s shape must be taken
into account.

Figure 8 shows the FD electric field component Ey for the bent
wire relative to Ey for a straight wire at frequencies of 0.1 Hz, 2 Hz,
16 Hz, and 128 Hz. The relative differences in Ey between the bent
and straight wires increase with increasing frequency and decrease
with increasing distance from the source. At low frequencies, the
difference in Ey between the bent and straight wires was very small,
and it was mainly concentrated near the source and both sides along
the emitting source direction. At high frequencies, the difference in
Ey was most pronounced in the survey area. These results highlight
the significant influence of the grounding points’ locations and the
entire wire layout on the EM fields at these frequencies. Therefore,
during the inversion of the high-frequency data from a wire source,
such as the CSAMT, it is impossible to ignore the impact of the
source’s shape on the measured data.

The comparison between the TD and FD EM methods shows that
the FD CSEM appears to be more significantly influenced by the entire
wire layout than the TD CSEM. This difference can be attributed to the
nature of the measurements. In the TD CSEMs, observations are made
after the current is turned off, capturing the induced eddy field or
secondary field. In this case, the shape of the emission source only
affects the early data. On the other hand, in FDCSEMs, observations are
made under the harmonic excitation of the source, representing the
total field. The impact of the source’s shape on the field becomes more
noticeable, particularly at higher frequencies. At low frequencies, the
electric field resembles a potential field that occurs in the static limit.
Here, the only factors affecting the electric field are the locations of the
grounding points.

According to the aforementioned analysis, we suggest that the
shape of the source must be considered for TD and FD CSEMs
with a wire source during data processing and inversion.
However, in regard to the influence of the source shape, we
recommend TD CSEMs when processing data based on the
theory of an ideal straight wire or electric dipole source for
the same target.

4.2 Wire and loop sources

4.2.1 Model parameters
3D FD forward modeling and TD forward modeling of CSEMs

with wire and loop sources were conducted using a conductive

FIGURE 7
TD magnetic field dB/dt for the configuration shown in Figure 7 at different times of 0.065 ms, 0.9 ms, 4 ms, and 10 ms: (A) straight wire; (B) bent
wire; (C) ratio difference between bent and straight wire fields.
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geological model in which a conductive tilted sheet is embedded in a
uniform half-space with a strike of 525 m and two high- and low-
resistivity bodies on the surface (Figure 9A). In the numerical
simulation, the origin of the coordinate system was set at the
center of the model at the ground, with the z-axis pointing
downward. The model space is subdivided into 40 × 40 ×
20 prisms of size 25 m × 25 m × 25 m. To ensure that
Dirichlet’s boundary condition was satisfied, boundary cells in
the five layers outside the model were expanded by a factor of
1.5 (Figures 9B–D). In the following solution calculation, all the
parameters remained consistent for the 3D forward modeling of
CSEMs with both loop and wire sources.

4.2.2 TD CSEM with a loop source
In the TD CSEM, a larger rectangular fixed loop is commonly

used as a source, encompassing the target area. The vertical TD
magnetic field dB/dt is then measured both inside and outside the
loop, simulating the RLFTEM. In this paper, the RLFTEM uses a
fixed loop of dimension 300 m × 300 m with a 1 A current on the
Earth’s surface (Figure 9A). Figure 10 shows the TD scattered field
for two specific sections (Y = −270 m and Y = 270 m). According to
Faraday’s law, the induced eddy currents within the anomalous body
are excited when the transmitter switch is abruptly turned off, thus
preventing the internal magnetic field of the anomalous body from
weakening. At early times, the presence of surface resistive and
conductive bodies distorts the induced eddy currents. With a time
delay, the induced eddy currents diffuse downward and outward

underground, leading to a gradual decay in the strength of the
magnetic field. As observed from dB/dt, the RLFTEM has a higher
sensitivity to conductive bodies than resistive anomalies.

4.2.3 FD CSEM with a wire source
The wire source is generally used in land and marine CSEMs, such

as the CSAMT, LOTEM, and GATEM, and the transmitter is a finite-
length wire with complex geometry. In the numerical implementation,
we take the CSAMT as an example. A finite-length wire with a length of
1 km and a current of 1 A was laid on the ground along the x direction
as a signal source. The nearestmeasuring point is located at a distance of
10 km from the center of the source (Figure 9A). For the CSAMT, the
electric field component Ex is generally used as the observed data, as in
the wide-field EMmethod (He, 2010). The proposed forward modeling
solver computes Ex in the whole space. The results of the calculation for
two sections (Y = −270 m and Y = 270 m) are shown in Figure 11. The
FD EM fields from the wire source are similar to those of a plane wave
in the measurement area. Among these frequencies, f = 16 Hz is the
most sensitive frequency for the tilted target body. The low-frequency
data demonstrate a stronger resolution ability to the deep abnormal
body. Moreover, high-frequency EM fields have higher energies and
stronger abilities to resolve shallow abnormal bodies. However, due to
their shorter wavelength and lower penetration, their overall ability to
resolve deep anomalous bodies is relatively limited.

The RFLTEM and CSAMT utilize loop and wire sources,
representing the magnetic and electric sources, respectively. By
comparing the forward results of the RFLTEM and CSAMT, we

FIGURE 8
FD electric field Ey for the configuration shown in Figure 7 at frequencies of 0.1 Hz, 2 Hz, 16 Hz, and 128 Hz: (A) straight wire; (B) bent wire; (C) ratio of
difference between the bent and straight wire fields.
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FIGURE 9
3D conductive geological model and the grid used for the model. (A) View of the model used for 3D FD and TD forward modeling of CSEMs. The
solid circles represent the position of the receivers. The yellow rectangle and the black line indicate the locations of the loop and wire sources,
respectively; (B) plan view and rectangular mesh with Z = 120 m; (C) and (D) vertical sections and rectangular mesh with Y = −270 m and Y = 270 m,
respectively.

FIGURE 10
TD scattered field at t = 0.013 ms, 0.87 ms, 3.6 ms, and 11 ms: (A) Y = −270 m; (B) Y = 270 m. The yellow solid lines denote the position of the
abnormal bodies. The black solid lines represent the contour line.
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can see that both methods are sensitive to shallow conductive
anomalies. However, in terms of resolving shallow resistive
anomalies, the CSAMT demonstrates a better resolution than the
RFLTEM. The observed data distortion, primarily caused by deep
conductivity anomalies, is more pronounced in the CSAMT than in
the RLFTEM. Furthermore, the resolution of the CSAMT is stronger
than that of the RLFTEM for spatial information, such as the
occurrence of deep tilted sheets.

Based on the aforementioned analysis, TD CSEMs with loop
sources (central loop, coincident loop, and dipole–dipole) are
recommended for detecting shallow conductivity anomalies due
to their convenience and higher efficiency. On the other hand, for
detecting deep anomalies, FD CSEMs with a wire source are
sensitive to both resistive and conductive abnormal bodies. The
3D forward modeling solver of CSEMs provides valuable assistance
to geophysicists in selecting the most suitable exploration method
based on the same forward modeling parameters.

5 Conclusion

In this paper, we have considered the significant commonalities of
3D forward modeling for TD and FD CSEMs with different types of
sources and operating environments and developed a general forward
solver. Using the same format, the source term of CSEMs is imposed on
the right-hand term of an FD vector Helmholtz equation for the
scattered electric field. Any complex geometry source can be
decomposed into EDs or MDs used as the basic composition unit,
each of which can be further decomposed into two horizontal EDs or
MDs along the x and y directions and one vertical ED orMDalong the z
direction. Through this solver, geophysicists can compare the EM field

characteristics of different CSEMs for the specific geological targets
using the same parameters of the forward solution.

Based on the numerical experimental results of the real and
theoretical sources, we suggest that the shape of the source must be
considered for TD and FD CSEMs. According to the numerical
experiment results of wire and loop sources, we recommend TD
CSEMs with the loop source for detecting shallow conductivity
abnormal bodies. Moreover, we recommend FD CSEMs with a wire
source for detecting deep anomalies.

The solver proposed in this paper leads us to clearly define the basic
target objects and methods needed to solve the 3D TD and FD forward
problem of the general CSEMs. In the future, we need to further
optimize the code computational efficiency, improve the speed of
program running, reduce the memory requirements, and lay the
foundation for the geophysical interpretation of TD and FD EM data.
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FIGURE 11
FD electric field at f = 4Hz, 16 Hz, 32 Hz, and 64 Hz. (A) Y = −270 m; (B) Y = 270 m. The yellow solid lines denote the position of the abnormal bodies.
The black solid lines represent the contour line.
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Appendix A: Finite difference equations

According to Eq. 5, the expressions of ĵ and k̂ components are,
respectively, as follows:
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Impact of variable seawater
conductivity on ocean wave-
induced electromagnetic fields
simulated with finite difference
method

Jiaqi Ge1 and Yuguo Li1,2*
1College ofMarineGeo-sciences and Key Lab of Submarine Geo-sciences and Prospecting Techniques of
Ministry of Education, Ocean University of China, Qingdao, China, 2National Engineering Research Center
of Offshore Oil and Gas Exploration, Beijing, China

Electric fields generated by the motion of ocean waves through the Earth’s
ambient geomagnetic fields and the induced secondary magnetic field can be
observed at the seafloor and at the sea-surface, and even in the air. Most of current
studies on ocean wave-induced electromagnetic fields assume that seawater
conductivity is constant, and oceanwaves are treated as regular waves with a fixed
amplitude and frequency. However, these assumptions are inconsistent with
actual ocean conditions. In this paper, we present a finite difference algorithm
for simulating the ocean wave-induced electromagnetic fields with variable
seawater conductivity. We investigate impacts of variable seawater conductivity
on the electromagnetic fields induced by the wind waves and swell as well as
mixed ocean waves, which are treated as the superposition of a number of regular
waves with different frequencies and amplitudes, and analyze the characteristics
of the induced electromagnetic fields.

KEYWORDS

electromagnetic fields, variable seawater conductivity, wind waves, swell, mixed ocean
waves

Introduction

Oceanic waves can carry charged ions dissolved in seawater, and electromagnetic fields
can be induced by the dynamo interaction of ocean waves with the geomagnetic field. The
ocean wave-induced electromagnetic fields can be observed at various locations, including
the seafloor, sea surface, and, sometimes, even at satellite altitudes (Crews and Futterman,
1962; Cox et al., 1978; Minami, 2017). These electromagnetic fields can provide sufficient
information for the inversion of the ocean wave spectrum, which is widely used in ocean
engineering and seakeeping considerations in ship design (Cieutat et al., 2003; Techet, 2005;
Nielsen and Dietz, 2020). However, they will seriously interfere with natural magnetotelluric
(MT) signals and reduce the quality of MT data.

In the past decades, the study of ocean wave-induced electromagnetic fields focused on the
plane surface gravity waves with a fixed amplitude and frequency, which are usually considered
the approximation of ocean waves. Weaver (1965) and Fraser (1966) calculated and observed
the magnetic fields induced by surface gravity waves in the infinite ocean. Larsen (1971)
developed a general theory of ocean wave-induced electromagnetic fields, especially long and
intermediate surface gravity waves. Miles et al. (1977) established an analog model of magnetic
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fields induced by surface gravity waves in the laboratory. Ochadlick
(1989) measured the magnetic fields generated by surface gravity
waves at an aircraft. Lilley and Weitemeyer (2004a) calculated the
apparent aeromagnetic wavelengths of the magnetic signals of the
ocean swell. Lilley et al. (2004b) also observed the magnetic fields
generated by ocean waves near the sea surface. Semkin and Smagin
(2012) investigated the effect of self-induction exhibited by the ocean
wave-induced electromagnetic fields. Shimizu and Utada (2015)
demonstrated that the ocean wave-induced electromagnetic fields
were rarely affected by the conductive subseafloor media.

It is well-known that actual ocean waves are not regular waves with
a fixed amplitude and frequency but rather the sum of multiple-
frequency amplitudes that exhibit a particular sea state with a
significant wave height and peak period (Rasool et al., 2021).
Recently, a more realistic and accurate ocean wave-induced
electromagnetic field model has been proposed by combining
surface gravity waves with the wave spectrum, which provides the
distribution of oceanwave energy empirically (Chave, 1983; Ailliot et al.,
2013; Ryabkova et al., 2019), and thus, connections between ocean
wave-induced electromagnetic fields and the ocean wave spectrum are
established. The electromagnetic fields generated by wind waves can be
solved efficiently using wind speed and significant wave height, and
other parameters (Yaakobi et al., 2011). Meanwhile, many studies focus
on the wind-driven electromagnetic fields at different wind speeds (Zhu
and Xia, 2014; Zhan and Pan, 2019). To the best of our knowledge, the
electromagnetic fields generated by both the swell and mixed ocean
waves have not been discussed in the literature.

In the aforementioned studies, seawater conductivity is often
assumed to be constant. However, seawater conductivity is variable
in the realistic ocean (Zheng et al., 2018). Previous studies have
shown that there is an approximately linear relationship between
seawater conductivity and temperature, and the salinity of seawater
also influences the conductivity of seawater. Both the salinity and
temperature of ocean water can exhibit significant spatial and
temporal variations, thereby leading to variations in sea water
conductivity. The mean conductivity of seawater is approximately
3.3–4 S/m, while it may reach 6 S/m above the main thermocline.
Chave and Luther (1990) and Irrgang et al. (2016) investigated the
effect of vertically varying seawater conductivity on ocean current-
induced electromagnetic fields. As far as we know, the impact of
changes in seawater conductivity on the ocean wave-induced
electromagnetic fields has not been well-investigated.

In this paper, we simulate the ocean wave-induced
electromagnetic fields with variable seawater conductivity using
the finite difference method. The impact of variable seawater
conductivity will be investigated, especially within the main
thermocline at different seasons and latitudes. Then, the wave
spectra of wind waves, swell, and mixed waves are presented and
the characteristics of the electromagnetic fields are analyzed.

Methodology

FD simulation of surface gravity wave-
induced electromagnetic fields

The electromagnetic fields induced by surface gravity waves
can be obtained by solving the motional induction equation.

Here, we adopt two-dimensional surface waves propagating in
the x-direction, with no variation in the y-direction. The z-axis
points downward, and the origin of the Cartesian coordinate
system is at the averaged sea surface. We assume that seawater is
incompressible and flow is irrotational. This means that there
exists a velocity potential Φ for the flow. The velocity potential Φ
is a harmonic function that obeys the following Laplace equation:

∇2Φ � 0, (1)
where Φ can be expressed as follows (Larsen, 1971):

Φ � ag

ω

cosh p d − z( )[ ]
cosh pd( ) ei ωt−px( ), (2)

where a is the height of the ocean wave, the acceleration of gravity
g equals to 9.8 m/s2, and p and ω indicate the wave number and
angular frequency of the ocean wave, respectively. The dispersion
relation of the ocean wave can be expressed as (Larsen, 1971)

ω2 � gp tanh pd( ). (3)
The gradient of the velocity potential Φ is the flow velocity �V,

i.e., we have

�V � ∇Φ. (4)
From Eqs. 2 and 4, we get the velocity field of the ocean wave:

�V � −Re agpi

ω

cosh p d − z( )[ ]
cosh pd( ) ei ωt−px( )[ ] �i

− Re
agp

ω

sinh p d − z( )[ ]
cosh pd( ) ei ωt−px( )[ ] �k,

(5)

where �i and �k are the unit vectors in the x- and z-directions,
respectively. Re indicates the real part of a complex function.

The frequency domain Maxwell equations in the quasi-
stationary state approximation can be written as

∇× �H − σ �E � σ �V× �F( ),
∇× �E + iωμ �H � 0,
∇ · �H � 0,

⎧⎪⎪⎨⎪⎪⎩ (6)

where �E is the in situ electric field, �H is the magnetic field, σ is the
conductivity, and μ is the magnetic permeability, which is assumed
to be equal to the permeability of free space. �F is the ambient
geomagnetic field given by

�F � F0 cos I cos θ �i − cos I sin θ �j + sin I �k( ), (7)

where �i, �j, and �k are the unit vectors in the positive directions of x-,
y- and z-axes, respectively. F0 is the intensity of the geomagnetic
field, and θ and I are the declination and inclination of the
geomagnetic field, respectively.

Taking the curl of first equation of Eq. 6 and eliminating �E with
the use of the second equation of Eq. 6, yields

∇×∇× �H + iωμσ �H � σ∇× �V× �F( ) + ∇σ × �V× �F + �E( ). (8)

Compared to the spatial variability of ocean waves �V, the
variations in the geomagnetic field �F are small and can be
ignored. By using ∇ · �F � 0 and ∇ · �V � 0, Eq. 8 can be
rewritten as
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∇2 �H − iωμσ �H � −σ �F · ∇( ) �V[ ] − ∇σ × �V× �F + �E( ). (9)

Since the impact of the conductivity of the subseafloor
material on the electromagnetic fields within the frequency
range of ocean waves at and above the seabed is negligible
(Larsen, 1971; Minami and Toh, 2013; Shimizu and Utada,
2015), an air–seawater–seafloor three-layer conductivity
model, as shown in Figure 1, is considered here. Assuming
that the conductivity of air is σ0, the conductivity and
thickness of seawater are σ1 and d, respectively, and the
conductivity of the seafloor medium is σ2.

Since the forcing term of �V is harmonic in time t and x, the
electromagnetic fields resulting from �V have a similar harmonic
form as �H∝ exp(iωt − ipx) and �E∝ exp(iωt − ipx) (Weaver,
1965; Håland et al., 2012). Hence, Eq. 9 can be rewritten as

∂2 �H

∂z2
−m2

j
�H � −σ �F · ∇( ) �V[ ] − ∇σ × �V× �F + �E( ), (10)

where mj �
���������
p2 + iωμσj

√
is the wave number in the jth layer

(j � 0, 1, 2). The first term on the right-hand side of Eq. 10
represents the influence of the source term, and the second
term indicates the influence of the change in seawater
conductivity.

For the length scale of ocean waves, the horizontal variation in
seawater conductivity is negligible compared to its vertical variations
(Chave and Luther, 1990; Tyler et al., 2017). Hence, Eq. 10 can be
simplified as (Minami et al., 2021)

∂2

∂z2
−m2

j( ) Hx

Hz
( ) �

−σj Fx
∂
∂x

+ Fz
∂
∂z

( )Vx − ∂σj

∂z
VzFx − VxFz + Ey( )

−σj Fx
∂
∂x

+ Fz
∂
∂z

( )Vz

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠.

(11)

The magnetic fields in the air can be expressed as

Hx

Hz
( ) � Pa exp m0z( )

Ra exp m0z( )( ), (12)

where Pa and Ra are the coefficients to be determined.
Similarly, the magnetic fields in the seafloor layer can be

expressed as

Hx

Hz
( ) � Ps exp −m2z( )

Rs exp −m2z( )( ), (13)

where Ps and Rs are the coefficients in the seafloor layer to be
determined.

At the air–ocean interfaces (z � 0) and the seafloor (z � d),
both the tangential (Hx) and normal (Hz) components of the
magnetic field are continuous. The induced magnetic field tends
to be zero as z approaches ± ∞. Using the third equation of Eqs 6,
12, 13, we have the boundary conditions on both the sea surface
and seafloor:

dHz 0( )
dz

Hz 0( ) � m0,

dHz d( )
dz

Hz d( ) � −m2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(14)

The boundary value problems (11) and (14) can be solved
using the finite difference method. We consider that the one-
dimensional grid and the space from the sea surface to the
seafloor are spatially discretized into N equally spaced
elements. The step size is h � d

N, and each spatial point is
defined by zi � ih, i � 0, 1,//N.

Using the Taylor series expansion, the second derivative of the
normal (Hz) component of the magnetic field can be
approximated by

f″ zi( ) ≈ f zi+1( ) − 2f zi( ) + f zi−1( )
h2

− h2

12
f 4( ) ξ i( ), zi−1 < ξ i < zi, i

� 1, 2/, N − 1.

(15)
Eq. 11 can then be approximated using the symmetric difference

equation

1
h2

fi−1 − 2fi + fi+1( ) + qifi ≈ gi, i � 1, 2/, N − 1, (16)
with

qi � − p2 + iωμσ1,i( ), gi � −σ1,i Fx
∂
∂x

+ Fz
∂
∂z

( )Vz,i. (17)

The first derivative of the magnetic field component f′(z) at
the sea surface (z � z0) and seafloor (z � zN) can be
approximated by

f′ z0( )≈ −3f z0( )+4f z1( )−f z2( )
2h

+ h2

3
f‴ ξ0( ),z0<ξ0<z2,

f′ zN( )≈ f zN−2( )−4f zN−1( )+3f zN( )
2h

+ h2

3
f‴ ξN( ),zN−2<ξN<zN.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(18)

The boundary conditions in Eq. 14 become

−m0f0 + −3f0 + 4f1 − f2

2h
� 0,

m2fN + fN−2 − 4fN−1 + 3fN

2h
� 0.

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (19)

One obtains a linear system of N-1 equations, which can be
written in the following matrix form:

FIGURE 1
Horizontally three-layered conductivity model.
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q1 − 2

h2
+ 4

2hm0 + 3( )h2
1

h2
− 1

2hm0 + 3( )h2 0 / 0

1

h2
q2 − 2

h2
1

h2
/ 0

/ / / / /

0 /
1

h2
qN−2 − 2

h2
1

h2

0 /
1
2h

1

h2
− 1

h2 3 + 2hm2( ) qN−1 − 2

h2
+ 4

3 + 2hm2( )h2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

f1

f2

..

.

fN−2
fN−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ �

g1

g2

..

.

gN−2
gN−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (20)

The aforementioned equations can be solved by using a
direct solver to obtain Hz, and Hx and Ey can be computed
from Hz:

Hx � 1
ip

∂
∂z

Hz,

Ey � ωμ

p
Hz.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩ (21)

It should be noted that the electric fields calculated in this section
are in situ electric fields. The geomagnetic electro-kinetograph field
E′
→
, observed by the observer moving with the fluid velocity, can be

referred to (Larsen, 1971)

E′
→ � �E + �V× �F. (22)

The magnetic induction intensity �B can be described as

�B � μ �H. (23)

Validation of FD simulation

In order to validate the accuracy of the finite difference (FD)
algorithm described in the previous section, we simulated the
wave-induced electromagnetic fields in the model, as shown in
Figure 1. The conductivity in the air is set to be 10−8S/m. The
conductivity and depth of seawater are 3.33 S/m and 200 m,
respectively, and the seafloor conductivity is supposed to be
1 S/m. The amplitude and frequency of the surface gravity
wave are set to be 1 m and 0.1 Hz, respectively. The ambient
geomagnetic field is F0 � 45000nT, and the declination θ � 30°
and inclination I � 60°. The finite difference grid is a uniform
grid with a grid spacing of 0.05 m.

Figure 2 shows the amplitudes of ocean wave-induced
electrical and magnetic field components obtained using the
FD method. For comparison, the analytic solutions calculated
using the formulae used by Shimizu and Utada (2015) are also
shown. The FD numerical results agree very well with the
analytic solutions. The relative errors of all three
components (Ey, Bx, and Bz) are below 0.5%. Figure 2shows
that 1) the amplitudes of both Bz and Ey components near the
sea surface are much larger and decrease exponentially with
increasing|z|. The attenuation of both Bz and Ey in seawater is
faster than that in the air; 2) the horizontal magnetic
component Bx exhibits two peaks, one at the sea surface and
the other in the seawater.

Impact of variable seawater conductivity on
ocean wave-induced electromagnetic fields

Generally, the conductivity of seawater decreases with the
depth of the ocean. It may exhibit either a linear or exponential
decrease. In this section, we evaluate how seawater conductivity
affects the electromagnetic field generated by ocean waves in both
linear and exponential models. Additionally, we utilize empirical
formulas to calculate the ocean wave-induced electromagnetic
field while also factoring in the effects of the thermocline layer. In
the following numerical simulation, the amplitude and frequency
of the surface gravity wave are set to be 1 m and 0.1 Hz,
respectively.

The effect of the depth-averaged seawater
conductivity

To investigate the impacts of seawater conductivity
distribution on ocean wave-induced electromagnetic fields, we
conducted modeling studies for two cases. In the first case, the
seawater conductivity is set to be a constant of 3 S/m, 4 S/m, and
5 S/m. In the second case, seawater conductivity linearly varies
with depth z, with a depth-averaged conductivity of 3 S/m, 4 S/m,
and 5 S/m (Figure 3A). The ambient geomagnetic field is
F0 � 45000nT, and the declination θ � 30° and inclination I �
60°.

Figures 3B–D show the ocean wave-induced electromagnetic
fields with different seawater conductivity distributions. One can
see that 1) maintaining a constant depth-averaged seawater
conductivity but changing from a uniform to a linear
distribution with depth results in an increase in the induced
electromagnetic fields. Here, the variations in seawater
conductivity distribution led to an increase of up to 25% in
the electromagnetic fields; 2) for a fixed seawater conductivity
distribution (i.e., a constant gradient of linear conductivity
variation), changes in the depth-averaged seawater
conductivity also affect the induced electromagnetic field. It is
evident that the induced electromagnetic field increases with the
increase in the depth-averaged seawater conductivity.

The effect of the seawater conductivity
gradients

To investigate the effects of the seawater conductivity gradients,
we consider the model with the same depth-averaged conductivity
but different conductivity gradients. The depth-averaged
conductivity gradient σg can be defined as

σg � 1
d
∫d

0

dσ z( )
dz

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣dz. (24)

Figure 4A shows the variation in seawater conductivity for depth-
averaged conductivity gradients of 0.0025, 0.006, and 0.011. As shown
in Figures 4B–D, the induced electromagnetic fields increase with the
increase in the depth-averaged conductivity gradient.
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FIGURE 2
Amplitudes of electromagnetic fields induced by ocean waves; the blue triangles and the black solid line represent the FD results and analytic
solution, respectively. Bx (A), Bz (B), Ey (C), and relative errors (D).

FIGURE 3
(A) Seawater conductivity profiles of six conductivity distributions; vertical profiles with different depth-averaged conductivity distributions are
presented for (B) Bx, (C) Ey, and (D) Bz.
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The effect of the thermocline

The thermocline is the transition layer between the warmer
mixed water near the surface and the cooler deep water below. It
plays an important role in marine ecology, meteorological
forecasting, underwater communication, and aquaculture. In the
body of the thermocline, there is a sudden temperature change. The
temperature decreases rapidly from the mixed layer to the cooler
deep layer.

The temperature t, salinity S, and pressure p in seawater affect
the variations in seawater conductivity. According to the
1978 Practical Salinity Scale (Fofonoff and Millard, 1983), the
seawater conductivity C(S, t, p) can be expressed as

C S, t, p( ) � C 35, 15, 0( )R S, t, p( ), (25)
where R(S, t, p) is the conductivity ratio, and C(35, 15, 0) represents
the conductivity of standard seawater at a salinity of 35‰, a
temperature of 15°C, and standard atmospheric pressure (0 dbar),
with a value of 4.2914S/m.

The conductivity ratio R(S, t, p) can be written as

R S, t, p( ) � 1
2A

�������������������������
B − ArtRt( )2 + 4rtRtA B + C( )

√
− B − ArtRt( )[ ]

(26)
with

rt � 0.6766097 + 0.0200564t + 1.104259 × 10−4t2 − 6.9698 × 10−7t3

+ 1.0031 × 10−9t4,

(27)

A � 0.4215 − 0.003107t,

B � 1 + 0.03426t + 4.464 × 10−4t2,

C � 2.07 × 10−5 − 6.37 × 10−10p + 3.989 × 10−15p2( )p. (28)

The factor Rt(S, t) can be calculated from the salinity S and the
temperature t as

S � 0.008 + 0.0005c − 0.1692 + 0.0056c( )R1/2
t

+ 25.3851 − 0.0066c( )Rt + 14.04941 − 0.0375c( )R3/2
t

+ −7.0261 + 0.0636c( )R2
t + 2.7081 − 0.0144c( )R5/2

t (29)
with

c � t − 15
1 + 0.0162 t − 15( ). (30)

As a high linear correlation exists between temperature and
conductivity in the thermocline, the conductivity in it may
include the temperature dependence only and a constant
salinity of 36 psu can be considered in Eq. 29 (Tyler et al.,
2017; Zheng et al., 2018).

The thermocline largely depends on the seasons and latitudes.
Figure 5 displays the variation in temperature and seawater
conductivity in the thermocline for different latitudes (Figure 5A)
and different seasons (Figure 5B). The temperature profiles vary at
different latitudes as the surface water is warmer near the equator
and colder at the poles. In low-latitude tropical regions, the sea
surface is much warmer, leading to a highly pronounced
thermocline, while in polar regions, the temperature is fairly
constant at all depths. Seasons also have an impact on the

FIGURE 4
(A) Seawater conductivity with different depth-averaged conductivity gradients; (B) Bx, (C) Ey, and (D) Bz.
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vertical variation in seawater temperature and conductivity. In
winter, the sea surface temperature is lower than that in summer,
resulting in a thicker thermocline. In contrast, in summer, due to
solar radiation, the thermocline is thinner and has more pronounced
variations.

The geomagnetic field also varies with latitudes. The intensity
of the magnetic field is generally higher near the magnetic poles
and lower near the equator. At the magnetic equator, where the
proximity to the geographic equator is high, the magnetic field
lines intersect Earth’s surface, resulting in a smaller magnetic
inclination angle. However, as the latitude increases, the
magnetic inclination angle gradually becomes larger (Table 1).

Figure 6 shows the electromagnetic fields in the thermocline for
tropical, mid-latitude, and polar regions, and for winter and
summer, respectively. Figure 6 shows that 1) compared to
tropical and polar regions, the mid-latitude regions have the
highest amplitude values of induced electromagnetic fields
(Figure 6A). This is because tropical regions have relatively high
seawater conductivity but low geomagnetic field values, while mid-
latitude regions have slightly lower seawater conductivity than

tropical regions but significantly higher geomagnetic field values;
2) due to the relatively insignificant seasonal variations in the
geomagnetic field, the values of induced electromagnetic fields
are larger in summer than those in winter (Figure 6B).

Numerical simulation of electromagnetic
fields induced by ocean wave based on sea
wave spectrums within inhomogeneous
ocean

The motion of realistic ocean waves can be described as a
stationary random process. The ocean waves can be simulated by
the wave spectrum, which represents the statistical characteristic of
ocean wave motion (Longuet-Higgins, 1962; Grainger et al., 2021).
Thus, the height and velocity potential of the ocean waves can be
simulated by linear superposition:

η x, t( ) � Re∑N
k�1

ak exp i ωkt − pkx − ϵk( )[ ], (31)

FIGURE 5
(A) Representative temperature and corresponding conductivity profiles for tropical, mid-latitude, and polar regions, and for (B)winter and summer.

TABLE 1 Geomagnetic field intensity, magnetic declination, and inclination vary with latitudes (polar, mid-latitude, and tropical regions) and seasons (summer and
winter).

Magnetic induction ntensity (nT) Declination (°) Inclination (°)

Latitude

Pola region 586873 −1.8 881

Mid latitude 584233 −97 68.2

Tropical region 42906.4 −21 26.9

Season
winter 584901 −11.2 687

summer 58477.2 −111 687

Frontiers in Earth Science frontiersin.org07

Ge and Li 10.3389/feart.2023.1194230

77

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1194230


Φ x, t( ) �∑N
k�1

akg

ω

cosh p d − z( )[ ]
cosh pd( ) exp i ωkt − pkx − ϵk( )[ ], (32)

where ak, ωk, and pk are the amplitude, angular frequency, and wave
number for each component of the ocean wave, respectively.N is the
number of frequencies. The phase ϵk is randomly distributed within
the interval [0, 2π]. The amplitude ak can be expressed as (Zhu and
Xia, 2014)

ak �
����������
2S wk( )Δωk

√
, (33)

where S(wk) is the spectrum of the ocean wave and Δωk is the
interval of the angular frequency.

We consider the wave-induced electromagnetic field in a specific
area of the South China Sea, taking into account the actual
temperature, salinity, and density of seawater. The area is located
at latitude 18°N and longitude 119.336°E. The water depth in this
region is 294 m. The seawater conductivity can be calculated using
Eqs 25–30. Figure 7 shows the distribution of temperature, salinity,
and seawater conductivity in this area. The geomagnetic induction
intensity in this region is 40,174.6 nT with a magnetic declination of
47° and a magnetic inclination of 1.1°.

Electromagnetic fields induced by wind
waves

The JONSWAP spectrum is commonly used to describe the
spectrum of wind waves (Hasselmann et al., 1973):

S ω( ) � αg2

ω5
exp −5

4

ωp

ω
( )4[ ]γr (34)

with

r � exp − ω − ωp( )2
2τ2ω2

p

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, α � 0.076
V2

10

gx
( )0.22

,ωp � 22
g2

V10x
( )1/3

,

τ � 0.07ω#ωp,
0.09ω>ωp,

{ (35)

where α is the energy scale factor, ωp is the peak wave frequency, and
γ is the peak shape parameter. V10 is the wind speed at a height of
10 m above the sea surface, and x is the distance over which the wind
blows with a constant velocity, also called wind fetch.

FIGURE 6
(A) Induced electromagnetic fields of ocean waves in thermoclines for tropical, mid-latitude, and polar regions and (B) for winter and summer,
respectively.

FIGURE 7
Distribution of temperature (the blue dashed line), salinity (the
blue solid line), and seawater conductivity (the greed solid line) in a
certain area of the South China Sea.

Frontiers in Earth Science frontiersin.org08

Ge and Li 10.3389/feart.2023.1194230

78

https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://doi.org/10.3389/feart.2023.1194230


Figure 8 shows that with the increase in both the wind speed and
wind fetch, the magnitude of the spectrum increases but the peak
frequency decreases.

The wind-induced electromagnetic fields at the sea surface can
be obtained by combining Eqs 20, 23, 32 with the JONSWAP
spectrum (34) and are depicted in Figure 9. One can observe that
1) the amplitude of the induced electric andmagnetic fields increases

with the increase in wind speed; 2) the magnitude of the electrical
and magnetic fields increases with the expansion of the wind fetch;
3) as the wind speed increases and the wind fetch expands, the
dominant peak frequency gradually shifts toward lower frequencies;
and 4) the wind-induced electromagnetic fields are considerably
smaller in magnitude at the seafloor (dashed lines) than those near
the sea surface (solid lines).

FIGURE 8
JONSWAP spectrum for different wind speeds and fetches V = 15 m/s and x = 9,000 m (the blue solid line); V = 10 m/s and x = 9,000 m (the red solid
line); V = 8 m/s and x = 9,000 m (the yellow solid line); V = 8 m/s and x = 6,000 m (the purple dashed line); and V = 8 m/s and x = 3,000 m (the green
dashed line).

FIGURE 9
Electromagnetic fields generated with the (A) wind speed of 8 m/s, 10 m/s, and 15 m/s (a wind fetch of 9,000 m) and the (B) wind fetch of 3,000,
6,000, and 9,000 m (a wind speed of 8 m/s).
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Electromagnetic fields induced by a swell

Wind waves travel in a great circle route after being generated,
and after moving out of the area of the wind fetch, the waves are

called swell waves and can travel thousands of kilometers. As short-
wavelength waves carry less energy and dissipate faster, swell waves
often have a relatively long wavelength (Gao et al., 2022). The swell
spectrum is given by (Lucas and Guedes Soares, 2015)

FIGURE 10
Swell spectrum for three different peak shape parameters γS = 2, 5, and 8, and HS = 5 m, and ωP = 0.3142 rad/s.

FIGURE 11
Electromagnetic field spectrum for peak shape parameters γS = 2, 5, and 8 at the sea surface (A) and seafloor (B).
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S ω( ) � β
ω

ωp
( )−5

exp −1.25 ω

ωp
( )−4[ ]γSr (36)

with

r � exp
− ω − ωp( )2

2τ2ω2
p

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, τ � 0.07ω#ωp

0.09ω>ωp
{ ,

β � 5H2
s

16ωp
1.15 + 0.1688γS −

0.925
1.909 + γS( )[ ]−1

, (37)

where ωp is the peak wave frequency, γS is the peak shape parameter,
andHs is the significant wave height. We assume ωp � 0.3142rad/s
andHs � 5m. Figure 10 shows the spectrum of swell waves for three
different peak shape parameters γS � 2, 5, and 8.

Figure 10 shows that with the increase in the shape peak
parameter γS, the amplitude of the swell spectrum increases but
results in a narrower band of the spectrum.

Figure 11 shows the electromagnetic fields generated by the
ocean swell at both the sea surface (A) and seafloor (B). Figure 11
shows that 1) as the shape peak parameter γS increases, the
magnitudes of the electromagnetic fields also increase at both the
sea surface and seafloor; 2) compared to the spectrum of wind waves
at the seafloor, the magnitudes of the swell spectrum are much larger
for their low frequency ranges.

The electromagnetic fields induced by
mixed ocean waves

In some cases, the realistic ocean waves are mixed with wind
waves and swell, called mixed ocean waves. The former refers to wind
waves in equilibrium with the local wind, while the latter is defined as
the swell waves generated elsewhere and not significantly affected by
the local wind at that time (Hwang et al., 2012; Garcia-Gabin, 2015).

In order to describe complicated sea states due to the
coexistence of wind waves and ocean swell, a double-peaked
spectrum is proposed by combining the wind wave system and
the swell system (Guedes Soares, 1984, 1991; Rossi et al., 2021).
Ochi and Hubble (1976) presented a double-peaked spectrum as
a combination of two gamma distributions as follows:

S ω( ) � 1
4
∑2
j�1

4λj+1
4 ω4

pj( )λj
Γ λj( )

H2
sj

ω4λj+1 exp − 4λj + 1

4
( ) ωpj

ω
( )4[ ] (38)

with

Γ λj( ) � ∫+∞

0
sλj−1e−sds s> 0( ), (39)

where Hsj, ωpj, and λj (j � 1, 2) are the significant wave height,
angular peak frequency, and spectral shape factor, respectively, for

TABLE 2 Parameters of mixed ocean waves; type 1: strong wind and weak swell
type; type 2: equivalent wind and swell type; and type 3: weak wind and strong
swell type.

Type 1 Type 2 Type 3

Hs1m 2.51 3.81 4.5

Hs2m 4.5 3.35 2.51

ωp1rad/s 0.5067 0.5067 0.4909

ωp2rad/s 0.7953 0.7953 0.8963

λ1 1.4 3.3 3.3

λ2 3.3 1.38 1.4

category 0.1≤ Sm1
Sm2

< 0.67 0.67< Sm1
Sm2

≤ 1.5 Sm1
Sm2

> 0.15

FIGURE 12
Double-peaked spectrum of the weak wind and strong swell type (the blue line), the equivalent wind and swell type (red line), and the strong wind
and weak swell type (the green line).
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low- and high-frequency parts (known as swell and wind–sea
components, respectively). The parameters Hs1, Hs2, ωp1, ωp2, λ1,
and λ2 involved in Eq. 38 are determined for the appropriate initial
values.

Due to the difference in the effect caused by the wind waves
and swell, the spectrum of the mixed ocean waves can be divided
into three types: the strong wind and weak swell type, weak wind
and strong swell type, and equivalent wind and swell type. The
classification of the three types can be determined by the 0th

spectral moment of the wind waves and swell, which are defined
as Sm1 and Sm2, respectively (Cai et al., 2007):

Sm1 � 1
4
∫∞

0

4λ1+1
4 ω4

p1( )λ1
Γ λ1( )
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4

( ) ωp1
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Sm2 � 1
4
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4

( ) ωp2

ω
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Table 2 shows the parameters of themixed ocean waves. Figure 12
shows that the energy in the spectrum of weak wind and strong swell
type is usually concentrated at low frequencies, but the energy in the
spectrum of the strong wind and weak swell type is usually
concentrated at high frequencies. The energy distribution is more
balanced in the spectrum of the equivalent wind and swell type.

The electromagnetic fields induced by three types of mixed
ocean waves are shown in Figure 13. From Figure 13, we can see
that 1) the three-type mixed wave spectrum can be easily
recognized by the x- and z-components of the induced
magnetic intensity strength spectrum observed at the sea

surface (Figure 13A); 2) due to the high-frequency filtering
effect of the ocean, the electromagnetic field spectra at the
seafloor (Figure 13B) mainly retain the low-frequency
information on the wave spectrum and may not reflect the
realistic spectrum of the mixed ocean waves.

Conclusion

In this paper, we presented a finite difference algorithm for
simulating ocean wave-induced electromagnetic fields with
varying seawater conductivity. Our method allows us to
simulate and investigate the influence of arbitrary variation in
seawater conductivity on wave-induced electromagnetic fields.
Our numerical examples show that seawater conductivity has a
significant effect on wave-induced electromagnetic fields. We also
investigated the effects of the thermocline on wave-induced
electromagnetic responses at different latitudes and seasons. We
observed the maximum amplitude of induced electromagnetic
fields in the mid-latitude regions, while we observed the
minimum amplitude of induced electromagnetic fields in the
polar regions. This is mainly influenced by both the
geomagnetic field and temperature of the thermocline at
different latitudes. Furthermore, in mid-latitude regions, the
thermocline conductivity exhibits seasonal variations, with a
greater decrease during summer than that during winter,
leading to a larger induced electromagnetic field. The latitude
and seasonal variations in the geomagnetic field and seawater

FIGURE 13
Electromagnetic fields induced by three types of mixed ocean waves at the sea surface (A) and seafloor (B).
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conductivity are crucial for the accurate simulation of ocean wave-
induced electromagnetic fields.

Moreover, we simulate the electromagnetic field spectra for
wind waves, ocean swell, and mixed ocean waves in the
inhomogeneous ocean. We find that the energy of the wind
wave-induced electromagnetic field is predominantly
concentrated in the high-frequency band, while the energy of
the swell wave-induced electromagnetic field is mainly
concentrated in the low-frequency band. Additionally, we
simulate three types of mixed wave-induced electromagnetic
fields based on the combination of wind and swell strengths,
and analyze their characteristics.
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The magnetotelluric response function can be severely disturbed by cultural
electromagnetic noise. The preselection strategy is one of the effective ways
to remove the influence of noise when calculating the response function. This
study proposed three new parameters (the amplitude ratio predicted amplitude
ratio and linear coherence (PLcoh) between the predicted and observed electric
fields and the dispersion degree of the magnetic polarization direction (DDpol)) to
detect noisy data, making the preselection strategy automatic. The first two were
used to evaluate the linearity of binary linear regression to constrain incoherent
noise, while the last was used to evaluate the magnetic polarization direction to
constrain coherent noise. Finally, the technique is illustrated by applying it to two
field datasets and comparing it with the previous studies. The results showed that
these parameters can be used to effectively identify contaminated data, and a
reliable response function can be obtained by using these parameters to extract
high-quality data when intermittent noise contaminates field data.

KEYWORDS

magnetotelluric impedance, linearity, polarization direction, data processing,
preselection

1 Introduction

The magnetotelluric (MT) method is an electromagnetic (EM) geophysical method used
to infer the subsurface electrical conductivity from the natural geomagnetic and geoelectric
fields obtained at the Earth’s surface (Tikhonov, 1950; Cagniard, 1953). There is a linear
relationship between the geoelectric and geomagnetic fields in the frequency domain, and it
can be expressed as follows (Tikhonov and Berdichevsky, 1966):

Ex ω( )
Ey ω( )( ) � Zxx ω( )Zxy ω( )

Zyx ω( )Zyy ω( )( ) Hx ω( )
Hy ω( )( ), (1)
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where E and H are the horizontal electric and magnetic field
components at a specific frequency, respectively, ω denotes the
angular frequency, and Z represents the MT impedance. The
subscripts x and y denote two orthogonal directions. The
conventional MT impedance estimator first transforms the time-
series data into the frequency domain by the windowed Fourier
transformation and then performs regression in the frequency
domain to calculate the impedance (Jones et al., 1989; Smirnov,
2003; Chave and Jones, 2012). The least-squares (LS) estimator
(Sims et al., 1971) is a basic method used for linear regression; it
requires the magnetic field to be noise-free, and the residuals
between the predicted and observed electric fields are
uncorrelated and follow a multivariate normal probability
distribution (Chave and Thomson, 1989). However, field data
consist of natural sources and local cultural noise (Szarka, 1988;
Junge, 1996), these assumptions often fail, and the LS estimator can
be severely disturbed by cultural noise.

Methods to remove these disturbances are mainly based on robust
statistical algorithms, remote reference processing, multistation
analyses or time series modification. The robust statistical methods
are based on data-adaptive weighting schemes, which aim to detect
and reject outliers from a majority of well-behaved samples (Egbert
and Booker, 1986; Chave and Thomson, 2004; 2003; 1989; Jones et al.,
1989). These methods require reasonable proportions of normal data
to yield reliable results, e.g., data with no more than 50%
contamination (Smirnov, 2003). If a noise source is more
persistent, it can easily result in a distribution of the majority of
the data, which is wrong (Weckmann et al., 2005). The remote
reference method requires simultaneously recorded EM fields from
at least two sites. Remote reference processing uses cross-power
spectra instead of auto-power spectra when performing regression
based on the least-squares estimator (Goubau et al., 1978; Gamble
et al., 1979). The remote reference method cannot always improve the
results, as a successful application requires a horizontal magnetic field
at a remote site without correlated noise. It is difficult to find a suitable
reference site because cultural noise signals can be widespread and
coherent over large areas (Weckmann et al., 2005), and we are faced
with single-site robust processing. Moreover, MT researchers have
proposed multistation analyses. Larsen et al. (1996) and Oettinger
et al. (2001) proposed the signal-noise separation (SNS) method. SNS
uses the remote magnetic field to estimate the interstation transform
function as the separation tensor; they separated the local magnetic
field into signal and noise parts and then calculated the impedance.
Egbert (1997) proposed a robust multivariate errors-in-variables
estimator (RMEV) to separate field data into signal and noise
components using principal component analysis. A more recent
application of the method is shown in Smirnov and Egbert (2012).
Both the RMEV and SNSmethods use a robust approach to their data
processing. Those methods may be biased when the majority of the
data are contaminated and the noise is coherent between the local and
remote sites. In a strong noise environment, the time series
modification method is also effective in suppressing the influence
of noise (Chen et al., 2022; Li et al., 2022; Li et al., 2023; Li et al., 2018;
Zhang et al., 2022; Zhang et al., 2021; Zhou et al., 2022; Wang et al.,
2017; Kappler, 2012). These methods identify abnormal waveforms in
the time domain and modify the original time series, and they are
useful for data contaminated by strong noise with an abnormal
waveform.

In a noisy EM environment, as an alternative method, it is practical
to use a preselection strategy (Jones and Jödicke, 1984; Travassos and
Beamish, 1988; Smirnov, 2003; Chave and Thomson, 2004;Weckmann
et al., 2005; Platz and Weckmann, 2019) to reduce the EM noise to a
level that the robust statistic method can handle. All of the studies,
e.g., Platz and Weckmann (2019), Weckmann et al. (2005), and Garcia
and Jones (2002), demonstrated substantially better performance for
data-adaptive weighting schemes after prescreening. In theory, if the
noise does not contaminate the local site all the time, we can extract high
signal-to-noise ratio (SNR) data and obtain a reliable result. The
multiple coherence (Jones and Jödicke, 1984; Travassos and
Beamish, 1988; Egbert and Livelybrooks, 1996; Bendat and Piersol,
2011) and bivariate coherence (Ritter et al., 1998; Weckmann et al.,
2005) are widely used to evaluate the data quality under the assumption
that the dataset follows a linear relationship. In this research, we propose
a newmethod, which performs similarly withmultiple coherence and is
superior to the bivariate coherence, to evaluate the linearity by
comparing the similarity between the observed and predicted electric
fields. The parameters based on the linearity are effective for detecting
incoherent noise, but coherent noise may also have high linearity
(Weckmann et al., 2005). In addition, Weckmann et al. (2005)
showed the effectiveness of magnetic polarization direction (MPD)
in visualizing coherent noise. However, their preselection strategy
cannot be performed automatically. Platz and Weckmann (2019)
attempted to perform data preselection automatically and used
statistical information on the magnetic polarization direction
(SMPD) to constrain coherent noise with strong polarization
direction. They removed all the data whose polarization directions
fall in a bin which is much higher than the threshold. However, the data
fall in out of the bin also may correspond to the coherent noise. We
proposed a new parameter based on the dispersion degree of the
magnetic polarization direction (DDpol) to identify the coherent
noise, and the case study shows that it is superior to the criteria
based on SMPD. The new parameters are tested on approximately
500 site data from the USArray project (Schultz et al., 2018; Kelbert,
2019) and data collected in China. Finally, two case studies are used to
show the effectiveness of the parameters in detecting noisy data and the
preselection strategy in improving the quality of the impedance tensor
calculation.

The following sections are organized as follows. Section 2
introduces the new parameters proposed to detect noise. Section
3 shows the effectiveness of the parameters to detect noise and
compares the new parameters with the previous study.

2 Parameters proposed for the
preselection strategy

The method to obtain the spectra of EM fields in different
frequencies is similar to the method used in the bounded influence
remote reference processing (BIRRP) code (Chave and Thomson,
1989; Chave and Thomson, 2004; 2003). The time series is prewhited
and divided into adjacent segments. These segments are cosine
tapered before the Fourier transformation. Then, the Fourier
coefficients are corrected for the influence of the instrument
response. Next, selected frequencies within each segment are
extracted to calculate the impedance tensor and uncertainty
followed by the robust estimator created by Neukirch and García
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(2014). At last, the segment length is variable, the previous steps are
repeated to calculate the impedance in different frequencies. During
data processing, one segment corresponds to one data in the
frequency domain. In the following, we refer to one data as one
event in the frequency domain. The key to obtaining a reliable
impedance from the noisy site is detecting and removing the noise
before the impedance estimation. This section introduces the
parameters used to detect noisy events from the perspective of
linearity and MPD.

2.1 Noise detection based on linearity

From the perspective of whether the data follow the linear
relationship in Eq. 1, the field data (E and H) can be subdivided
into three parts as follows:

E � EMT ,EHLN ,ELLN{ }, (2)
H � HMT ,HHLN ,HLLN{ }, (3)

where the superscript HLN denotes the data dominated by noise
with high linearity, the superscript LLN denotes the data dominated
by noise with low linearity, and the superscriptMT denotes the high-
quality data with high linearity. Noise with low linearity can be
identified from the similarity between the observed electric field and
that predicted by the linear relationship. It is similar to the single-
input/single-output linear model to evaluate the linearity, as shown
in Figure 1. The difference between the data with high linearity and
low linearity is that most of the predicted and observed values of the
output are similar.

Assuming the data are highly linear related, the observed
electric field (E) should be similar to the predicted electric field
(Ep), where Ep =ZH and Z are obtained by the least-squares
estimator. We can identify noisy data with low linearity by
comparing the measured electric field (E) and the predicted
electric field (Ep). The complex number has two properties:
the amplitude and phase. In this study, we use the linear
coherence defined by the phase difference between the
predicted and observed electric fields to confirm the phase
similarity and use the amplitude ratio between the predicted
and observed electric fields to confirm the amplitude similarity.

The linear coherence (Lcoh) between two spectra Ai and Bi is
defined by the cosine of the phase difference (PD) as follows:

cos θi( ) � Re ej φAi−φBi( )( ) � Re
Ai

�Bi

A| i

���Bi

∣∣∣∣( ), (4)

where Ai and Bi denote the spectrum calculated from the ith

segment, �Bi represents a conjugate of Bi, and θi denotes the
angle of the phase difference (PD) between Ai and Bi. According
to Euler’s formula, Lcoh equals the real part of ej(φAi−φBi). Re denotes
the real part of the complex number. The value of Lcoh lies in the
range of (−1,1). When the PD is close to 0 °, the Lcoh is high and
close to 1. In this study, the predicted linear coherence (P Lcoh)
between the measured electric field (E) and the predicted electric
field (Ep) is calculated as follows:

PLcoh � Re
Ypi

�Yi

Ypi

����Yi

∣∣∣∣ ∣∣∣∣( ), (5)

where Ypi and Yi are the predicted and measured electric fields
corresponding to the ith segment, and Y is associated with either Ex

FIGURE 1
Single-input/single-output linear model y=a*x+b. x is the input, and y is the output. The blue points denote the observed data, and the red line is the
model calculated by regression. The difference between the data with high linearity and low linearity is that most of the predicted values (a*x+b)
calculated by the model and the output (y) are similar, as shown in (A) and (B).
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or Ey. The predicted electric field and the observed electric field should
be similar when the linearity is high, and PLcoh should be close to 1.

The high predicted linear coherence can ensure the phase
similarity. We also use the predicted amplitude ratio (PAR) to
ensure the amplitude similarity, and it is defined as follows:

PAR �

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Ypi

∣∣∣∣ ∣∣∣∣
Yi| | , Ypi

∣∣∣∣ ∣∣∣∣< Yi| |, or
Yi| |
Ypi

∣∣∣∣ ∣∣∣∣, Yi| |< Ypi

∣∣∣∣ ∣∣∣∣. (6)

The PAR ranges from 0 to 1; the higher PAR is, the higher the
similarity between the two spectra in terms of the amplitude.

There is a problem that the energy of the signal and noise
changes with time, and the linearity may change. Suppose we
perform regression with all the available data; the linearity may
be low in the presence of a large amount of noise and provide
misleading information. It is similar to the single-input/single-
output linear model, as shown in Figure 2. There are six datasets,
and only dataset 1 has high linearity. When we perform regression
with all the available data, the linearity is low, and we cannot extract
data with high linearity. To solve this problem, we subdivide the data
into small groups and calculate the PAR and PLcoh values separately.
We rename the predicted linear coherence and amplitude ratio as
PLcohsz and PARsz, where the subscript SZ means we calculate the
predicted electric field (Ep =ZH) by the impedance (Z) obtained by
the subdivided data. In this research, the field data are subdivided

into small groups with 20 samples when evaluating the linearity. It is
necessary to divide the data into groups when evaluating linearity
(see Supplementary Figures S2, S3).

2.2 Noise detection based on the magnetic
polarization directions

Fowler et al. (1967) proposed the polarization direction, and
Weckmann et al. (2005) showed the effectiveness of MPD in
detecting coherent noise. The MPD (αHi) at a specific frequency
is defined as follows:

αHi � tan−1
2Re Hxi

�Hyi( )
Hxi

∣∣∣∣ ∣∣∣∣2 − Hyi

∣∣∣∣ ∣∣∣∣2 � tan−1
2

Hyi| |
Hxi| | · cos θi( )
1 − Hyi| |

Hxi| |( )2 , (7)

where i (=1,2, . . . , N) is the number index of the event,Hxi andHyi

are the spectra of the magnetic field calculated from the ith segment,
and θi denotes the PD between Hxi and Hyi. The polarization
direction is related to the PD and amplitude ratio (AR) between
the two orthogonal fields. Various sources generate natural
magnetic signals that vary in incident directions and energy,
and the PD and AR between the two orthogonal fields vary with
time; thus, the magnetic field has no preferred polarization
direction (Weckmann et al., 2005). In contrast, the local EM
noise source usually has a constant location; the incident
direction and energy have similar properties that change with

FIGURE 2
Single-input/single-output linear model y=a*x+b. (A–F) show the regression results for six datasets separately; each dataset has 50 points, and only
dataset 1 has high linearity. The blue points denote the observed data, and the red line is the model calculated by regression. (G) shows the regression
results for all the available data, including 300 points. The red solid line denotes themodel calculated by all the available data, and the dashed line denotes
the model calculated by dataset 1.
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time. Suppose there is a preferred polarization direction for the
magnetic field; we can consider that the coherent noise
contaminates the data. On the other hand, when incoherent
noise contaminates the field data, the magnetic field has no
preferred polarization direction. Therefore, the polarization
direction for the magnetic field can only detect coherent noise.

To quantify the dispersion degree of MPD, the dispersion degree
of the polarization directions (DDpol) is proposed as follows:

DDpol � Nin

N
, (8)

whereNin denotes the number of samples falling in the range of (mi

+ 30 °, mi-30 °). mi is the median for each αHi with its surrounding
2k samples (k is set to 20 in this study), and it is calculated as follows:

mi � median αHi−k, αHi−k−1, . . . , αHi, . . . , αHi+k−1, αHi+k( ). (9)
When the polarization direction has a preferred direction, mi

approximately equal to the preferred direction. mi is calculated by
the surrounding 2k samples, and there are two sides; we hope half of
the data is beyond a specific range, which means the threshold is set
as 0.5; therefore, the expected value ofDDpol should be smaller than
0.5, and 1/3 is chosen in this research, which means the range is 60 °
(180 °× 1/3), and the specific range is set as (mi + 30 °,mi-30 °). If the
polarization directions vary randomly from −90 ° to 90 °, DDpol

should be close to 1/3, andDDpol increases when there is a preferred

direction. DDpol can be used to automatically detect coherent noise
with a strong polarization direction.

3 Case studies for the preselection
strategy

Usually, data dominated by incoherent noise do not have a
stable relationship; therefore, the linearity should be low. We can
identify the incoherent noise using the parameters PLcohsz and
PARsz. According to the linearity and MPD of the data, the data
quality can be classified into three types, as shown in Table 1.
Combining the linearity and the MPD, we can constrain both
coherent and incoherent noise simultaneously.

The preselection strategy based on linearity and the MPD is
tested on approximately 500 site data from the USArray project
(Schultz et al., 2018; Kelbert, 2019) and data collected in China. It
can improve the quality of the impedance tensor when intermittent
noise contaminates the field data. Two typical field datasets are
chosen to demonstrate the effectiveness of those parameters to
identify noisy events. The location map is shown in Figure 3.
The first data are contaminated by incoherent noise, which
contains a geomagnetic storm, the energy from the natural EM
signal increases significantly, and high signal-to-noise ratio (SNR)
data appear during the storm. The second dataset is contaminated
by coherent noise and incoherent noise simultaneously, the noise
decreases during the local nighttime, and high SNR data appear.

3.1 Case study 1: Data contaminated by
intermittent incoherent noise

The first case study used the data observed at TVN48 from the
USArray project. The time-series data can be downloaded from the
Incorporated Research Institutions for Seismology (IRIS) website.

TABLE 1 Classification of the data quality based on the linearity and MPD.

Linearity MPD

High-quality data PLcohsz >0.8; PARsz >0.8 DDpol < 0.5

Incoherent noise PLcohsz < 0.8; or PARsz <0.8 DDpol < 0.5

Coherent noise PLcohsz >0.8; PARsz >0.8 DDpol > 0.5

FIGURE 3
Locationmap of the field data. (A) shows the location of the first field data; the blue triangles denote the observation site. TNV48 is used as the locale
site, and ALW48 is set as the remote reference site. The lower right corner in (A) shows the survey location of the USArray, and the red star denotes the
location of site TNV48. (B) shows the location map of the second field data observed in China. Y0625 is the remote reference site, and L7-158 is the local
site. The lower left corner in (B) shows the survey area in China, and the red star denotes the local site.
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The data sampling period is 1 s, and the used times-series data are
observed from July 19 to 24 July 2015. First, we examine the
variation in the parameters at different frequencies. Figure 4
shows the parameter variation in the period of 13.1 s. Figures 4A,
B show the variation in PLcohsz and PARsz associated with

Ex-component, respectively. The events in which both PLcohsz
and PARsz are larger than 0.8 are shown in red, and the other is
shown in blue. Red denotes an event with high linearity, and blue
denotes an event with low linearity. Figure 4C shows that theMPD is
scattered for all the events. Figure 4D shows the variation in the hat

FIGURE 4
Parameters variation at TVN48 in the period of 13.1 s. The horizontal axis denotes the event count. Panels (A, B) show the variation in PLcohsz and
PARsz associated with Ex-component, respectively. The red color denotes the events in which both PLcohsz and PARsz are higher than 0.8, and the other
events are shown in blue. (C) shows the variation in the MPD. (D) shows the variation in the hat matrix’s diagonal element, and the hat matrix’s diagonal
element is normalized by the expected value.

FIGURE 5
Parameters variation at TVN48 in the period of 105.4 s. (A, B) show the variation in PLcohsz and PARsz associated with Ex-component, respectively.
The red color denotes the events with high linearity, and the other events are shown in blue. (C) shows the variation in MPD. (D) shows the variation in the
hat matrix’s diagonal element.
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matrix’s diagonal element. The hat matrix is an N by N matrix (N
denotes the number of events) defined as follows (Chave and
Thomson, 2004; 2003):

Hhat � H H†H( )−1H†, (10)

where H represents N by two matrices of the horizontal magnetic
field (Hx,Hy) at a specific frequency. The superscript † denotes the
complex conjugate transpose. The expected value of the hat matrix’s
diagonal element is 2/N. The variation in the diagonal elements of
the hat matrix has the same trend as the magnetic field amplitude
(Chen et al., 2022; Li et al., 2022; Li et al., 2023; Li et al., 2018; Zhang
et al., 2022; Zhang et al., 2021). Therefore, we can use the hat matrix
to visualize the energy variation in the magnetic field. Figure 4D
shows that the red events have high energy. This is caused by the
geomagnetic storm (see Supplementary Figure S1). Since the natural
EM signal is relatively low in the dead band (0.1–10 s), local noise
can easily influence it during non-storm periods. When there is a
geomagnetic storm, the natural EM signal strength increases, and
high SNR events appear. In conclusion, the blue events are
dominated by incoherent noise in the period of 13.1 s, and
PLcohsz and PARsz can identify incoherent noise. Figure 5 shows
the parameter variation in the period of 105.4 s. Most of the events
have high linearity, and the MPD is scattered for all the events. This
indicates that only a small part of the events are contaminated by
incoherent noise. After analyzing the variation in the parameters in
different periods, we found that most of the events are dominated by
incoherent noise between 5 and 20 s.

Then, we compare the MT sounding curves calculated by the
different methods, as shown in Figure 6. All of those responses are
estimated by M-estimator (Egbert and Booker, 1986; Neukirch and
García, 2014; Maronna et al., 2019). The result using the data
preselection strategy with PLcohsz and PARsz coincides with the
remote reference result, and they are regarded as the true model. It
shows that a reliable result can be obtained even if we do not use the

remote site data by the preselection method. On the other hand, the
apparent resistivity of the robust results is downbiased between 6 and
20 s. According to the analysis of Figure 4, more than half of the events
are contaminated by incoherent noise. The underestimation of the
apparent resistivity was probably attributed to the auto-power spectra of
the noise in the denominator of the response function, which is a well-
known limitation of the single-site data processing (Sims et al., 1971;
Simpson and Bahr, 2005).

3.2 Comparison of the parameters used to
evaluate the linearity

This subsection compares the performance of the related
parameters used to evaluate linearity, e.g., multiple coherence
(Travassos and Beamish, 1988; Egbert and Livelybrooks, 1996;
Bendat and Piersol, 2011) and bivariate coherence (Ritter et al.,
1998; Weckmann et al., 2005). All of those parameters can be
indicators of the data quality under the assumption that the
dataset follows a linear relationship.

Multiple coherence is defined as the ratio of the ideal output
spectrum due to the measured inputs in the absence of noise to the
total output spectrum, which includes the noise (Bendat and Piersol,
2011). In equation form, the multiple coherence associated with Ex

is calculated as follows:

r2m � 1 − Eerrxi
�Eerrxi

Exi
�Exi

, (11)

where Eerrxi
� Epxi

− Exi, Epxi
andExi denote the predicted and

observed electric field calculated by the ith segment. The bar
denotes the conjugate of a complex number. Because the error
between the predicted and observed electric field may be larger than
the observed electric field. The right part of Eq. 11 may be a negative

value. We take the square root of the absolute value of 1 − Eerrxi
�Eerrxi

Exi
�Exi

as

FIGURE 6
MT sounding curves calculated by the different methods using the data observed at site TNV48. The upper figures show the apparent resistivity, and
the lower figures show the impedance phase. All the responses are estimated by aM-estimator. The blue curves denote the remote reference results. The
red curves denote the single-site robust result. The black curves are calculated by the preselection strategy using PLcohsz and PARsz , and the threshold is
set to 0.8 for both PLcohsz and PARsz . The apparent resistivity of the robust results is downbiased compared with other results between 5 and 20 s.
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the multiple coherence (rm), and regard the event, which rm larger
than 0.8 and smaller than 1, are in high linearity. The red events in
Figure 7C show the event in high linearity based on the multiple
coherence.

Bivariate coherence is defined as a function of the amplitude
ratio and phase difference between the predicted and the observed
electric field. In equation form, bivariate coherence associated with
Ex is calculated as follows (Weckmann et al., 2005):

r2b �
Zxx*Hxi

�Exi + Zxy*Hyi
�Exi

Exi
�Exi

� Epxi
�Exi

Exi
�Exi

� Epxi

∣∣∣∣∣ ∣∣∣∣∣
Exi

∣∣∣∣ ∣∣∣∣ · cos θi( ), (12)

where Exi,Hxi and Hyi represent the EM field corresponding to the
ith segment. θi is the phase difference between Epxi

and Exi. Because
the predicted electric field may be larger than the observed electric
field, and bivariate coherence may be larger than 1. We regard the
event, which rb larger than 0.8 and smaller than 1, are in high
linearity. The red events in Figure 7D show the data in high linearity
based on the bivariate coherence.

The comparison of the parameters used to evaluate the linearity is
shown in Figure 7. First, the events are divided into groups that contain
N samples, e.g., 20 samples. We calculate the predicted electric field for
each group, separately. If the data quality is high, all of the parameters
should be close to one under the assumption that the data follow a linear
relationship. All of the parameters can identify the high-quality data
corresponding to the magnetic storm. However, the parameters
(PLcohsz and PARsz) proposed in the research and multiple
coherence perform better than bivariate coherence. Some parts of
the high-quality events, which rb larger but close to 1 are regarded
as in low linearity based on the bivariate coherence. The MT sounding

curves calculated by the different preselection strategies are shown in
Figure 8. All of the preselection strategies can reduce the influence of
noise compared with the robust result in Figure 6. While the apparent
resistivity in Figure 8B around the period of 7.9 s is downbiased
compared with other results in Figures 8A, C. It may be caused by
some parts of the high-quality events being removed when using the
bivariate coherence to prescreen data.

3.2 Case study 2: Data contaminated by
intermittent coherent Noise and incoherent
noise

The second case study uses data observed in northeastern China
on 26 June 2020. Phoenix Geophysics Instruments were used to
collect the MT time-series data. These data are provided by the
Institute of Geophysical and Geochemical Exploration, China
Geological Survey. Time-series data from 3:00 to 22:00 UTC
were used in this case study. The sampling rate is 15 Hz. The
observation area is in the GMT+8 time zone, and the local
midnight time is approximately 16:00.

First, we examine the variation in the parameters at different
frequencies. Figure 9 shows the variation in the period of 6.7 s. Red
denotes events with high linearity, and blue denotes events with low
linearity. The previous 2,500 events in the daytime have a preferred
polarization direction of approximately −30 °, as shown in Figure 9C,
and the polarization direction becomes scattered at nighttime (the
events are approximately 2,500 to 4,000). This indicates that the
daytime event is dominated by coherent noise, and most of the
events have high linearity; in contrast, the event at nighttime is

FIGURE 7
Parameters variation at TVN48 in the period of 7.9 s. The red color denotes the events in high linearity based on different parameters, and the other
events are shown in blue. All the parameters are determined from the bivariate equations whose dependent variable is the Ex-component. (A, B) show the
variation in PLcohsz and PARsz. The high linearity events are in which both PLcohsz and PARsz are higher than 0.8. (C) shows the variation in multiple
coherence. The high linearity events are in which the multiple coherence is higher than 0.8 and smaller than 1. (D) shows the variation in bivariate
coherence. The high linearity events are in which the bivariate coherence is higher than 0.8 and smaller than 1.
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FIGURE 8
MT sounding curves calculated by the different preselection strategies corresponding to Zxy component using the data observed at site TNV48. The
upper figures show the apparent resistivity, and the lower figures show the impedance phase. The red curves denote the remote reference results. The
black curves denote the result calculated by the different preselection strategies. (A, D) are calculated by the preselection strategy using PLcohsz and
PARsz . (B, E) are calculated by the preselection strategy using bivariate coherence. (C, F) are calculated by the preselection strategy using multiple
coherence. The apparent resistivity in (B) at 7.9 s is downbiased compared with other results in (A, C).

FIGURE 9
Parameters variation at L7-158 in the period of 6.7 s. (A, B) show the variation in PLcohsz and PARsz associated with Ex-component, respectively. The
red color denotes the events with high linearity, and the other events are shown in blue. (C) shows the variation in the MPD. (D) shows the variation in the
hat matrix’s diagonal element.
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relatively quiet. Figure 10 shows the variation in the period of 33.4 s. The
previous 300 events in the daytime have low linearity, and the
polarization direction is scattered. In contrast, the events during the
nighttime between 300 and 500 have a high linearity, and the
polarization direction is scattered. This indicates that the daytime
event is dominated by incoherent noise and that the nighttime
events are relatively quiet. After analyzing the parameter variation at
different frequencies, we find that most of the events are dominated by
coherent noise between 2 and 20 s and dominated by incoherent noise

between 20 and 100 s. The field data are contaminated by coherent and
incoherent noise simultaneously.

Then, we compare the MT sounding curves calculated by the
different methods. First, we compare the result calculated by the
SSMT-2000 and the results with and without the preselection
strategy based on linearity, as shown in Figure 11. SSMT-2000 is
one of the standard Phoenix software sets. After comparing all the
results, we think all the impedance results are biased between 2 and
20 s, and there is a rapid rise and fall in the apparent resistivities. The

FIGURE 10
Parameters variation at L7-158 in the period of 33.4 s. (A, B) show the variation in PLcohsz and PARsz associated with Ex-component, respectively.
The red color denotes the events with high linearity, and the other events are shown in blue. (C) shows the variation in the MPD. (D) shows the variation in
the hat matrix’s diagonal element.

FIGURE 11
MT sounding curves calculated by the different methods using the data observed at site L7-158. SSMT-2000 is used to calculate the blue curves.
SSMT-2000 is one of the standard Phoenix software sets. The robust single-site processing approach is used to calculate the red curves. The preselection
strategy using PLcohsz and PARsz is used to calculate the black curves.
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SSMT-2000 result coincides with the preselection strategy result
between 20 and 100 s and changes smoothly. The single-site robust
result is improved between 20 and 100 s after using the preselection
strategy with PLcohsz and PARsz. According to the data quality

analysis in different periods, most of the events are contaminated by
incoherent noise between 20 and 100 s, and PLcohsz and PARsz are
effective in removing incoherent noise. Most of the events are
contaminated by coherent noise, which is highly linear, between

FIGURE 12
Variation in the polarization direction and the corresponding variation inDDpol at 6.7 and 33.4 s. (A, B) show the variation in the polarization direction,
and (C, D) show the corresponding dispersion degree. The horizontal axis denotes the event count. The red color denotes the events whose dispersion
degrees are higher than 0.5, and the other events are shown in blue.

FIGURE 13
Histogram of the MPD and the corresponding variation in the MPD at site L7-158 in the period of 6.7 s. (A) shows the histogram of the MPD; the
horizontal axis denotes the bins of the MPD, the vertical axis denotes the number falling in the corresponding bin, and the red dashed line denotes the
threshold. (B) shows the variation in the MPD. The horizontal axis denotes the event count. The red color denotes the events that fall into a bin with a
higher than expected value, and the other events are shown in blue. The quiet event may be removed at nighttime (the event from 2,500 to 4,000)
and many of the events in the daytime remain based on the criteria of SMPD.
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2 and 20 s. We also try to use the remote reference method to
improve the result but fail (see Supplementary Figure S5), and it
needs a different strategy to suppress the noise.

Next, we try to use the information on MPD to constrain the
coherent noise. Figure 12 shows the variation in the MPD and the
corresponding variation in DDpol in the periods of 6.7 and 33.4 s. The
expected value of DDpol is 1/3, and DDpol increases when the
polarization direction has a preferred direction. It shows that DDpol

is effective in differentiating the events with and without a preferred
polarization direction.

We also compare the criteria proposed by Platz and Weckmann
(2019) which is based on the statistical information on magnetic
polarization direction (SMPD). They subdivided the polarization
direction into 180 bins with a bin width of 1 °. In general, the
polarization direction is randomly distributed in each bin. Therefore,
the expected value (Number of events

180 ) is the same for each bin. They
removed all the events whose polarization directions fall into bins that
are much higher than the expected value. Figure 13 shows the statistical
analyses of the polarization direction; the threshold k (k = 1.5σ) is used
to detect abnormal values, where σ is the standard deviation (Chave and
Thomson, 2003). The corresponding abnormal events are drawn in red.
According to the criteria based on SMPD, the quiet event may be
removed at nighttime (the event from 2,500 to 4,000) and many of the
events in the daytime remain.

At last, we compare the MT sounding curves calculated by
the different preselection strategies based on the information on
MPD, as shown in Figure 14. The robust estimator combining
PLcohsz, PARsz for the preselection strategy is used to calculate
the blue curve, which prescreens the data only based on the
linearity. The robust estimator combining PLcohsz, PARsz and
SMPD for the preselection strategy is used to calculate the red
curve. The criteria proposed by Platz and Weckmann (2019) do
not improve the result, the rapid rise and rapid fall between
2 and 20 s remain. The robust estimator combining PLcohsz,
PARsz and DDpol for the preselection strategy is used to

calculate the black curve, and the threshold for DDpol is set
to 0.5. The rapid rise and rapid fall between 2 and 20 s are
removed. Comparing the two criteria between DDpol and
SMPD, most of the events in the daytime are removed based
on theDDpol, while many events in the daytime remain based on
the SMPD, and those events in the daytime may also correspond
to the coherent noise and dominate the regression, making the
preselection strategy fail. This shows the superiority of DDpol

for detecting coherent noise with a strong magnetic polarization
direction.

4 Conclusion

Robust single-site data processing may work well unless a
large fraction of the data is quiet. On the other hand, the remote
reference method may also fail to obtain a reliable result when the
noise is correlated between local and remote sites. In a noisy EM
environment, it is practical to use a preselection strategy to
extract high signal-to-noise ratio (SNR) data, and a reliable
response function can be obtained if the noise does not
contaminate the local site all the time.

We proposed three new parameters for the preselection
strategy from the perspectives of linearity and magnetic
polarization, making the preselection process automatic. The
predicted linear coherence (PLcohsz) and amplitude ratio
(PARsz) are combined to evaluate the linearity. We compared
the performance with related parameters, e.g., multiple
coherence and bivariate coherence. It shows that new
parameters proposed in this research (PLcohsz and PARsz)
perform similarly with multiple coherence and better than
the bivariate coherence. Linearity can be a general criterion
for detecting noisy data with low linearity, which corresponds to
incoherent noise. However, coherent noise may also have high
linearity (see Supplementary Figure S4). The dispersion degree

FIGURE 14
MT sounding curves calculated by the different preselection strategies using the data observed at site L7-158. The robust estimator combining
PLcohsz , and PARsz for the preselection strategy is used to calculate the blue curves. The robust estimator combining PLcohsz, PARsz and SMPD for the
preselection strategy is used to calculate the red curves. The robust estimator combining PLcohsz , PARsz andDDpol for the preselection strategy is used to
calculate the black curves.
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of the magnetic polarization direction (DDpol) is proposed to
detect coherent noise with a preferred polarization direction,
which performs better than the criteria proposed by Platz and
Weckmann (2019). It can quantify the polarization change over
time. Suppose noise contaminates the local site intermittently;
using those parameters may improve the quality of the response
function.
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Data processing method for
magnetotelluric sounding based
on cepstral analysis

Qining Zhan, Cai Liu, Yang Liu and Pengfei Zhao*

College of Geo-exploration Science and Technology, Jilin University, Changchun, China

Magnetotelluric (MT) signals exhibit the characteristics of being weak and having a
wide frequency band. The acquired field data are susceptible to various types of
noise, which poses challenges in accurate identification and processing. Currently,
there exist numerous MT data processing methods; however, they lack efficiency
and physical meaning. To address this issue and improve the signal-to-noise ratio
of the acquired data, this study proposes a MT data processing method based on
cepstral analysis. By employing cepstral analysis on the MT data, the cepstrum is
obtained, and an appropriate truncation position is selected for processing. The
experimental results demonstrate that this method obtains smoother and more
continuous apparent resistivity curves with fewer errors. Compared with other
methods, the cepstral analysis method can effectively suppress different types of
MT noise, and the method is simple and efficient with clear physical significance.

KEYWORDS

magnetotelluric, cepstral analysis, data processing, spectral smoothing, signal denoising

1 Introduction

The magnetotelluric (MT) method is an electromagnetic exploration method that was
first proposed in the 1950s (Tikhonov 1950; Cagniard, 1953). Due to its advantages of low
cost, simple construction, large detection depth, and high resolution of low-resistivity layers,
the method is widely used in exploration geophysics. However, the natural MT signal is
extremely weak, and its frequency band is extremely wide; this makes such signals with
nonlinear and nonstationary characteristics more susceptible to interference by various
noises (Wang and Wang, 2004a; Wang, 2004b). With the continuous advancement of
human civilization, electromagnetic interference caused by human and industrial activities
has become increasingly severe, resulting in a typical near-source effect in the collection of
MT data in the field (Wei, 2002). Whether studying deep geological formations or exploring
mineral resources, it is impossible to completely avoid the complex electromagnetic
interference environment (Dong et al., 2012). Noise suppression is always an research
hot spot in MT studies. To address this problem, geophysicists have proposed a series of
techniques to obtain unbiased MT impedance data.

The traditional least squares method assumes that the input is not affected by noise
and that the noise at the output follows a Gaussian distribution. The time series of MT
data are assumed to be stationary. However, MT signals are actually nonstationary due
to various factors, such as geomagnetic storms and anthropogenic noise. Due to the
presence of measurement errors and non-unique sources, the data may contain large
outliers, resulting in lower fitting accuracy (Gangi and Shapiro, 1979). In this regard,
Gamble et al. (1979) proposed the remote reference method for the first time, which
involves adding remote reference points and utilizing cross-power spectra instead of
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auto-power spectra to suppress unrelated noise in MT data.
However, its effectiveness in the low-frequency range is not
optimal. Ritter et al.(1998) utilized indicators such as the
transfer function between the magnetic field at measurement
and reference points to determine the presence of noise in each
data segment. They removed the segments with noise before the
subsequent impedance estimation to eliminate their impact. To
suppress non-Gaussian noise, the robust method has been widely
applied for transfer function (TF) correction (Egbert and Booker,
1986; Chave et al., 1987; Chave and Thomson, 1989), where
coefficients are weighted to eliminate the influence of outliers.
Although this method can achieve smooth apparent resistivity
and phase curves within a certain frequency band, its

effectiveness is mainly limited to the high-frequency range.
Satisfactory results are often challenging to obtain in the low-
frequency range due to the limited sampling rate. Therefore,
neither the remote reference method nor the robust estimation
method can fully solve the challenges associated with processing
MT data.

Consequently, several signal processing and inversion
methods have been introduced into the field of MT data
processing. Interpolation, filtering, and regularization
techniques such as smoothing constraints have played crucial
roles as preprocessing algorithms. Among these techniques,
time- and frequency-domain filtering, such as the wavelet
transform, provide a better description of signal

FIGURE 1
Cepstral analysis and processing flow.

FIGURE 2
Schematic diagram of cepstral analysis. (A) signal and (B) spectrum. The red line is the envelope. (C) Log spectrum and (D) cepstrum.
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time–frequency distribution and different scales. However, these
methods heavily rely on wavelet basis functions and are unable to
capture local signal features (Trad and Jandyr, 2000; Garcia and
Jones, 2008; Carbonari et al., 2017). Other methods include the
Hilbert–Huang transform (Cai et al., 2009; Cai, 2014), the
generalized S-transform (Jing et al., 2012), and mathematical
morphological filtering (Tang et al., 2012). Furthermore, an
effective estimation process is indispensable for obtaining the
transfer function. Some researchers have applied artificial
intelligence (Manoj and Nagarajan 2003), regularization

optimization (Kim et al., 2018), nonparametric statistics
(Constable et al. 1987; Chave and Thomson, 1989), and
maximum likelihood estimation (Chave, 2017) as alternatives
to robust estimation, achieving significant results. All these
efforts aim to obtain high-quality transfer functions, which are
essential for electromagnetic inversion, as the curves are expected
to exhibit smooth trends due to the diffusive nature of the MT
field (Weidelt, 1972). Therefore, regardless of the method used,
the smoothness of the apparent resistivity and phase curves
serves as an important criterion for evaluating the quality of

FIGURE 3
Comparison chart of amplitude spectrum before and after processing. (A)1/8 truncation: The red line is the original spectrum, and the blue line is the
processed spectrum. (B) 2/8 truncation: The red line is the original spectrum, and the blue line is the processed spectrum. (C) 3/8 truncation: The red line
is the original spectrum, and the blue line is the processed spectrum.

FIGURE 4
Correlation coefficient and roughness curves.
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processed data. By observing the acquired MT data, it is evident
that the signals contain many periodic abnormal waveforms,
such as square wave noise, triangular wave noise, and impulse
noise. This leads to a degradation in the quality of the acquired
data in the low-frequency range, resulting in non-smooth
apparent resistivity curves. However, applying the
aforementioned methods may result in excessive data loss of
useful signals or the inability to remove a large amount of
abnormal data in the low-frequency range. The cepstral
analysis method proposed in this study utilizes homomorphic
linear filtering to separate convolution signals. It can effectively
suppress non-earth electromagnetic signals in the low-frequency
range while preserving the genuine MT signals, thereby
enhancing the signal-to-noise ratio of magnetotelluric

soundings. Compared to methods such as empirical mode
decomposition (EMD), it possesses clear physical significance
and simple operation, which are particularly important for
improving the inversion accuracy of MT data. This method
essentially performs secondary spectrum analysis of the signal
spectrum, providing a powerful tool for identifying complex
periodic components in the signal spectrum (Li et al., 2006a).
The term “cepstrum” was first introduced by Bogert (1963), along
with various definitions emerging with the advent of the fast
Fourier-transform (FFT) algorithm (Randall and Sawalhi, 2011).
Currently, it has been widely applied in fields such as speech (Li
et al., 2006b), acoustics (Zeng et al., 2011), mechanical fault
diagnosis (Choi and Kim, 2007), and sound detection and
classification (Li, 2012). In the field of geophysics, Wei and Li
(2003) applied cepstral analysis to identify the characteristics of
seismic sources and have effectively analyzed seismic and
explosion events in recent years. By examining the differences
in the unique morphology of explosion cepstral and the diversity
of seismic cepstral, an effective approach was established for
identifying the nature of seismic sources. This has opened up a
new and effective method to identify seismic source types. Linear
prediction cepstral coefficient feature extraction has also been

FIGURE 5
Comparison of simulated triangle wave denoising effects. (A) Original signal; (B) signal with triangular wave noise; (C) signal processed using the
cepstrummethod; (D) signal processed using the EMDmethod; (E) spectrum of the original signal; (F) spectrum of the signal with triangular wave noise;
(G) signal spectrum processed using the cepstrum method; and (H) signal spectrum processed using the EMD method.

TABLE 1 Signal parameters.

Method SNR MSE NCC

Cepstral analysis 8.98 44,500 0.94

EMD 5.12 64,014 0.84
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used to decompose seismic data, obtaining seismic feature
parameters that separate wavelets and reflection coefficients
and providing a good description of geological boundary
phenomena. This allows for a more detailed observation of
geological features hidden in seismic data in different
dimensions (Xie and Zheng, 2016). Previous studies indicate
that cepstral analysis can be employed to separate convolution
signals using linear filtering methods, thus identifying the desired
characteristic information. However, its application in MT
soundings is currently limited.

This study utilizes cepstral analysis to investigate denoising
techniques for the time-series sequences of MT data. The
experimental results demonstrate that this method is direct
and straightforward. It improves not only the overall
smoothness and continuity of the apparent resistivity curve
but also significantly the data quality in the low-frequency
range. Additionally, it provides clear physical significance,
offering a more precise data foundation for subsequent
inversion work, and the corresponding method can easily be
extended to smoothing phase curves.

2 Principle of the algorithm

Further research on spectrum smoothing methods and signal
denoising is presented in this study, especially by introducing a new
method based on cepstral analysis. To address the multitude of noise
types currently faced by MT, accurate identification proves
challenging and the variety of processing methods lack an
efficient and unified pipeline.

The processing flow is shown in Figure 1. The cepstrum based
on the Fourier spectrum is defined as the inverse Fourier transform
of the logarithmic spectrum. The specific step is to first apply the
Fourier transform to signal (a) in Figure 2 to obtain signal (b). In
Figure 2B, the red line forms an envelope representing the slow-
varying signal, while the blue line represents the fast-varying signal.
Mathematically, a slow signal and a fast signal can be expressed as
the product of a low-frequency signal and a high-frequency signal.
Then, the logarithm of the spectrum is taken. As we know from the
previous step, the slow variable signal and the fast variable signal are
coupled in the way of product, so after the logarithm is taken, the
slow variable signal and the fast variable signal are coupled in the

FIGURE 6
Apparent resistivity and phase curves and residual plots. (A) Apparent resistivity curve; (B) phase curve; (C) residual plot before denoising; and (D)
residual plot after denoising.
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way of addition, as shown in Figure 2C. Finally, the inverse Fourier
transform is taken so that the coupling of the high- and low-
frequency signals after product variation addition can be
separately analyzed. Next, the cepstrum (d) is processed in
segments, and the required data are extracted by selecting the
segment position, as shown in Figure 2.

The mathematical expression is

Z n( ) � F−1 log X n( )( )[ ], (1)
where Z(n) represents the cepstrum and X(n) is the spectrum.

X(n) after Fourier change in the X(t) signal can be expressed as

X n( ) � ∫+∞

−∞
x t( )exp−j2πnt dt . (2)

From the aforementioned equation, it can be seen that the signal
retains the amplitude and phase information after the Fourier
variation. The cepstrum defined by the Fourier spectrum is
further divided into real cepstrum and complex cepstrum.

Then, the signal, through Fourier variation, can be expressed as

X n( ) � A n( ) exp j∅ n( )( ). (3)
So there is

ln X n( )( ) � ln A n( )( ) + j∅ n( ), (4)
where A(n) is the continuous amplitude spectrum of the analysis
signal and ∅(n) is the continuous phase spectrum.

When X(n) retains only the real part, the real cepstrum is
defined as

Z n( ) � F−1 ln A n( )( )[ ]. (5)
It can be found that in the calculation of the cepstrum, real

cepstral analysis actually involves zeroing the phase spectrum, which
is the “inverse Fourier transform of the logarithmic amplitude
spectrum.” Therefore, we need to add back the lost phase when

FIGURE 7
Comparison of simulated square wave denoising effects. (A) Original signal; (B) signal with square wave noise; (C) signal processed using the
cepstrummethod; (D) signal processed using the EMDmethod; (E) spectrumof the original signal; (F) spectrum of the square wave noise signal; (G) signal
spectrum processed using the cepstrum method; and (H) signal spectrum processed using the EMD method.

TABLE 2 Signal parameters.

Method SNR MSE NCC

Cepstral analysis 10.40 32,068 0.95

EMD 6.98 47,564 0.91
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rebuilding the signal after segmental cepstrum; this restoration is
crucial for the calculation of the apparent resistivity.

3 Simulation

To demonstrate the effect of the cepstral analysis method, we
selected high-quality spectral curves from the measured MT data
for easy addition of various types of noise for comparison. First,
we verified the impact of different selections of the cepstral cutoff
point on the smoothness of the amplitude spectrum. The selected
data were processed, and Figures 3A–C depicts the partial
amplitude spectrum before and after processing with different
cepstral segment positions, with the post-processing amplitude
spectrum in blue and the pre-processing amplitude spectrum in
yellow. The amplitude spectrum becomes smoother than before
the processing by truncating the cepstrum. The change in the
truncation position directly affects the smoothness of the
amplitude spectrum. However, determining an appropriate
truncation point still relies on other parameters. In this study,
we have acquired different spectrum smoothness levels and
correlations by adjusting the cepstral truncation position.
Figure 4 displays the results derived from these two

parameters, where the y-axis represents the correlation
coefficient of the spectrum before and after processing and the
x-axis signifies the roughness of the spectrum. We seek points
with a lower degree of roughness on the curve with a high auto-
correlation coefficient to serve as truncation points for the
processing, as indicated by the range within the red circle in
the figure. This provides a basis for the subsequent selection of
the cutoff location.

To demonstrate the denoising effect of the cepstral analysis,
we add square waves, triangular waves, and impulse noise to the
simulation data from 400 to 600 sampling points. We processed
the simulation data using the cepstral analysis method. During
the procedure, we truncated the latter half of the cepstrum,
retaining only the preceding half. By reconstructing the signal,
we obtained the processed spectral curves for comparison and
further analysis.

Figure 5 shows the comparative analysis of the simulated
signal before and after adding triangular wave noise. Figure 5A
depicts a segment of the original signal without noise, while
Figure 5B portrays the signal with triangular wave-like noise.
Figures 5C, D depict the signals processed using the methodology
proposed in this study and the EMD method, respectively.
Figures 5E–H represent the corresponding spectrum. In

FIGURE 8
Apparent resistivity and phase curves and residual plots. (A) Apparent resistivity curve; (B) phase curve; (C) residual plot before denoising; and (D)
residual plot after denoising.
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Figure 5B, it is evident that the triangular wave-like noise is
effectively suppressed using the cepstral analysis and EMD
methods. The spectrum on the right further shows that the
frequency-domain characteristics of the triangular wave, as
shown in Figure 5F, have been substantially eliminated in
Figures 5G, H. To further compare the effectiveness of the two
methods, we introduce parameters such as signal-to-noise ratio
(SNR), mean square error (MSE), and normalized cross-
correlation (NCC) (Table 1). The results indicate that the data
processed using the cepstral analysis method display a higher
SNR and cross-correlation and lower error, underscoring the
superior performance of this method. To facilitate the calculation
of apparent resistivity and phase, the simulation data were

extended to 54,000 points for computation. Figure 6A shows
the apparent resistivity curves derived from the noise-added data
using two different methods, while Figure 6B shows the phase
curves. In Figure 6, the yellow curve represents the apparent
resistivity and phase curves obtained through the cepstral
method, while the green curve is derived from the EMD
method. Upon comparison, it is evident that within the
0.005–0.01 Hz range, the yellow curve is smoother and has
fewer errors. Comparing Figures 6C, D it can be seen that the
residual map after denoising is closer to 0, effectively removing
the noise. This further validates the effectiveness of the
methodology presented in this study.

Figure 7 shows the comparison of signal processing before
and after adding square wave noise. Figure 7A shows a segment of
the original signal without noise, while Figure 6B shows the signal
with square wave-like noise. Figures 7C, D demonstrate the signal
processed using the cepstral analysis and EMD methods,
repectively. Figures 7E–H each depict the corresponding
spectrum. From Figure 7B, it can be observed that the square
wave-like noise was effectively eliminated using the cepstral
analysis and EMD methods. From the spectrum on the right,

FIGURE 9
Comparison of denoising effects of simulated Gaussian noise. (A) Original signal; (B) signal with Gaussian noise; (C) signal processed using the
cepstrum method; (D) signal processed using the EMDmethod; (E) spectrum of the original signal; (F) spectrum of the Gaussian sound signal; (G) signal
spectrum processed using the cepstrum method; and (H) signal spectrum processed using the EMD method.

TABLE 3 Signal parameters.

Method SNR MSE NCC

Cepstral analysis 17.06 604 0.99

EMD 8.08 4,234 0.94
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Figures 6H, 7G show that the spectral characteristics of the
square wave in Figure 7F have been essentially eliminated.
The results in Table 2 indicate that the data processed using
the cepstral analysis method display a higher SNR and NCC and a
lower MSE, underscoring the superior performance of this
method.

Figure 8A shows the apparent resistivity curves derived from
the noise-added data using two different methods, while
Figure 8B shows the phase curves. In Figure 8, both methods
have effectively suppressed noise, resulting in smoother apparent
resistivity curves. However, at the 0.1 Hz mark in Figure 8A, the
two increasing frequency points are more prominently addressed
using the method proposed in this study, showing a more
significant decline. Comparing Figures 8C, D, it can be seen
that the residual map after denoising is closer to 0, effectively
removing the noise.

Figure 9 shows the comparison of signal processing before
and after adding Gaussian noise. Figure 9A shows a segment of
the original signal without noise, while Figure 9B shows the signal
with Gaussian noise. Figures 9C, D represent the signals
processed using the cepstral analysis and EMD methods,
respectively. Figures 9E–H show the corresponding spectrum.
By comparing Figure 9B, the Gaussian noise was effectively

suppressed using the cepstral analysis and EMD methods.
Although we cannot observe the spectral characteristics of the
noise being eliminated from the spectrum as in Figures 5, 7, we
can still compare the results using parameters such as signal-to-
noise ratio, mean square error, and normalized cross-correlation
(Table 3). The results indicate that the data processed using the
cepstral analysis method display a higher SNR and NCC and a
lower MSE, indicating the superior performance of the cepstral
analysis method.

Figure 10A shows the apparent resistivity curves derived from
the noise-added data using two different methods, while
Figure 10B shows the phase curves. In Figure 10, it is
challenging to determine whether the noise has been
effectively suppressed, both from the waveform and apparent
resistivity and phase curves. The residual plots of Figures 10C, D
also fail to observe the difference. Compared to the noise of
triangular and square waves, the method proposed in this study
does not perform well when addressing noise whose waveform
and spectrum closely resemble the signal.

Based on the analysis and discussion in this section, it becomes
evident that the cepstral analysis method proposed in this study
outperforms the EMD method in effectively suppressing various
types of noise present in the signals. The application of cepstral

FIGURE 10
Apparent resistivity and phase curves and residual plots. (A) Apparent resistivity curve; (B) phase curve; (C) residual plot before denoising; and (D)
Residual plot after denoising.
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analysis leads to enhanced smoothness in the spectrum, resulting in
improved overall performance.

4 Data processing

To further verify the validity of the proposed method, we
selected three measuring points for detailed analysis and
discussion. The high-frequency portion of these data is of good
quality, while the low-frequency band has noise interference and
poor-quality apparent resistivity curves. These characteristics
facilitate our subsequent analysis and validation. We used V5-
2000 for data acquisition and SSMT-2000 software for apparent
resistivity and phase calculations, and we employed the robust
method produced by Phoenix Geophysics Limited, Toronto,
Canada.

The MT site BH16 is located near the Hepu Industrial Zone,
where industrial noise may have an impact on the quality of the
signals. The location of the site BH16 is shown in Figure 11.
Figures 12A, B depict the apparent resistivity curves in the Rxy
and Ryx directions for the site BH16 obtained using three different
methods. Given the lower quality of data in the low-frequency

range, Figures 12C, D provide a clearer comparison by
showcasing the apparent resistivity curves for frequencies less
than 0.01 Hz.

Figure 12 shows the apparent resistivity curves of the MT site
BH16 obtained from the original data, the EMD method, and the
proposed method. Figures 12A, C represent the Rxy direction,
while Figures 12B, D represent the Ryx direction. The blue curve
has poor continuity and smoothing of apparent resistivity, which
represents the original data. Within the frequency range of
0.1–0.008 Hz, the apparent resistivity curve appears relatively
smooth with a small range of errors. However, in the frequency
range of 0.008–0.0005 Hz, the data of approximately
12 frequency points are completely distorted. At
approximately 0.0005 Hz, the apparent resistivity curve shows
significant fluctuations with large errors. In Figure 12C, the
apparent resistivity in the Rxy direction reaches a minimum
value close to 0.1 Ω·m and a maximum value close to 60 Ω·m. In
Figure 12D, the apparent resistivity in the Ryx direction reaches a
minimum value close to 0.9 Ω·m and a maximum value close to
70 Ω·m. Because of noise interference, the time–frequency
characteristics cannot reflect the true typical features of the
subsurface.

FIGURE 11
Map showing the location of site B16.
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The yellow curve in Figure 12 represents the apparent
resistivity curve of the MT site BH16 processed using the
proposed cepstral method. The green curve demonstrates the
process of decomposing the original signal into various scale
components using the EMD method, extracting the approximate
single component of each intrinsic mode function from high to
low frequencies, and then reconstructing the signal by removing
the high-frequency IMF component. Comparing the three curves
in the low-frequency range, it can be observed that both methods
effectively suppress noise interference to some extent. However,
the proposed method obtains more significant results with
relatively smoother apparent resistivity curves. Particularly in
the Rxy direction, the sudden frequency drops near 0.001 Hz and
0.0008 Hz tend to approach normal levels, and the errors in the
low-frequency range are reduced, resulting in relatively stable
numerical values.

Figures 14, 15 show data obtained from Xiwuqi, Inner
Mongolia, in close proximity to Gaorihan Town, with
surrounding agricultural households and frequent livestock
passing through, generating anthropogenic noise that may

impact signal quality. The location of the point is shown in
Figure 13.

Figures 14A, B depict the apparent resistivity curves in the
Rxy and Ryx directions for the site MT086, obtained using three
different methods. In the high-frequency range, the signal
strength is relatively weak. The proposed method in this paper
tends to de-truncate the high-frequency noise and retain the low-
frequency trend when dealing with the cepstrum of the signal.
Therefore, it is easy to increase the errors in the high-frequency
band if it is processed too much, so in case of poor quality of this
band, manual adjustments are usually needed. For the low-
frequency band, the cepstrum analysis method is used. Figures
14C, D provide a clearer comparison by showcasing the apparent
resistivity curves for frequencies less than 0.01 Hz.

Figure 14 shows the apparent resistivity curves of the MT site
MT086 obtained from the original data, processed using EMD,
and processed using the cepstral method. Figures 14A, C
represent the Rxy direction, while Figures 14B, D represent
the Ryx direction. In Figure 14C, the overall smoothness of
the blue apparent resistivity curve is poor, which represents

FIGURE 12
Apparent resistivity curve of site BH16. (A) Rxy; (B) Ryx; (C) part of Rxy; and (D) part of Ryx.
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the original data, and there are significant variations in the low-
frequency range. Within the frequency range of
0.08 Hz–0.001 Hz, the curve appears smooth with small errors.
However, in the frequency range of 0.001 Hz–0.0005 Hz, the data
from approximately four frequency points are completely
distorted. At approximately 0.0008 Hz, the resistivity rapidly
drops to approximately 0.9 Ω·m, followed by significant
fluctuations in the resistivity curve. At 0.0008 Hz, the
resistivity sharply decreases to 0.1 Ω·m. Due to noise
interference, the time–frequency characteristics of this MT site
fail to reflect the true typical subsurface features.

The yellow curve in Figure 14 represents the apparent
resistivity curve obtained using the cepstral analysis method,
while the green curve represents the apparent resistivity curve
obtained using the EMDmethod. In the low-frequency range, the
EMD method does not obtain significant improvement around
the distorted frequency point near 0.0006 Hz, but it reduces the
magnitude of the drop to some extent (Figure 14C). However, in
the Ryx direction, the EMD method shows inferior results
(Figure 14D). In contrast, the proposed method in this study

demonstrates more significant effects, thus successfully
suppressing noise interference in the low-frequency range
(approximately 0.0006 Hz). Overall, the resulting apparent
resistivity curve appears smooth, with a reduction in error
values for several high fluctuation frequency points, resulting
in relatively stable numerical values.

Figures 15A, B depict the apparent resistivity curves in the
Rxy and Ryx directions for the site MT025 obtained using three
different methods. In the high-frequency range, the signal
strength is relatively weak, and adjustments are typically made
manually. Figures 15C, D provide a clearer comparison by
showcasing the apparent resistivity curves for frequencies less
than 0.01 Hz.

Figure 15 shows the apparent resistivity curves of the MT site
MT025 obtained from the original data and processed using the EMD
cepstral methods. Figures 15A, C represent the Rxy direction, while
Figures 15B, D represent the Ryx direction. In Figure 15C, the overall
smoothness of the blue apparent resistivity curve is poor, which
represents the original data, and the overall continuity of the
resistivity curve shape is also poor. There are significant variations

FIGURE 13
Map showing the locations of sites 025 and 086.
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in resistivity in the low-frequency range. The resistivity curve
appears relatively smooth within the frequency range of
0.01–0.001 Hz. However, in the frequency range of
0.001–0.0005 Hz, data from approximately four frequency
points are completely distorted. At approximately 0.0008 Hz,
there is a rapid drop followed by an increase at approximately
0.0005 Hz. Because of noise interference, the time–frequency
characteristics of this MT site fail to reflect the true typical
subsurface features.

The yellow curve in Figure 15 represents the apparent
resistivity curve obtained using the cepstral analysis method.
The green curve represents the apparent resistivity curve
obtained using the EMD method. Comparing the low-
frequency range in Figure 15C, the EMD method shows little
improvement at a few distorted frequency points. In contrast,
the proposed method in this study shows more significant effects
in the low-frequency range. It improves all four distorted
frequency points at approximately 0.0006 Hz, although there
is a slight performance decrease in the front part of the curve.
Overall, the resulting apparent resistivity curve appears
relatively smooth, with a reduction in error values at several
significant fluctuation frequency points, resulting in relatively
stable numerical values.

5 Conclusion and discussion

To apply cepstral analysis to the processing of MT data, this
study selected three sets of field-collected MT data. The process
of cepstral analysis involves homomorphic deconvolution of the
data, transforming the multiplicative signal into an additive
signal, and then separating the noise through filtering in the
cepstral domain. The key to denoising is the selection of the
truncation position and the choice of filtering. Choosing a
truncation position that is too large may result in the loss of
useful information, while selecting a position that is too small
may not effectively suppress the noise. The selection of an
appropriate filter depends on the characteristics of the data.
The results of this study demonstrate that, compared to
traditional methods such as robust and EMD, the proposed
method in this study shows better performance in handling MT
data. The processed apparent resistivity curves exhibit smoother
and more continuous characteristics, particularly in the low-
frequency range, where the quality of the curves is significantly
improved with a substantial reduction in errors. Furthermore,
this method has been introduced for the first time in the
processing of MT data, offering a novel approach with clear
physical significance and a simple pipeline, providing a new

FIGURE 14
Apparent resistivity curve of site MT086. (A) Rxy; (B) Ryx; (C) part of Rxy; and (D) part of Ryx.
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direction for future MT data processing. However, it also has
limitations because the spectral envelope of the signal
approaches that of the noise, which is not effective in
successfully suppressing the noise. This method calculates the
cepstrum based on the amplitude spectrum of the data, and the
quality of the phase curve has not been significantly improved,
leaving room for further improvement. The determination of
the optimal truncation position still requires iterative
experiments. Therefore, future research can explore the
integration of adaptive algorithms to dynamically select the
optimal truncation position based on the quality of the
apparent resistivity and amplitude spectrum curves, further
enhancing the data quality. Nonetheless, additional
experimental validation and verification of this theory are
required. It is crucial to process and invert a larger dataset of
MT data to gain a more comprehensive understanding of the
MT profiles and underground structures, which will be the focus
of future work.
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FIGURE 15
Apparent resistivity curve of site MT025. (A) Rxy; (B) Ryx; (C) part of Rxy; and (D) part of Ryx.
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A rapid 3D magnetotelluric
forward approach for arbitrary
anisotropic conductivities in the
Fourier domain

Yuzhen Zhu1, Guihang Shao1,2*, Xiudong Wang1 and
Wenyan Zhang1

1Shandong Provincial Research Institute of Coal Geology Planning and Exploration, Jinan, China, 2College
of Marine Geosciences, Ocean University of China, Qingdao, China

Previous studies have shown that anisotropy generally exists in geological bodies
such as sedimentary rocks and fault zones, andmore andmore attention has been
paid to the arbitrary conductivity media in surveys with the magnetotelluric
sounding method. With the breakthrough development of computer hardware
technology, large-scale 3D magnetotelluric modeling in anisotropic media has
gradually become possible. At present, there are 3D magnetotelluric field
simulation algorithms based on finite differences or finite elements for arbitrary
anisotropic conductivity. In order to solve the common computational efficiency
problems of the existing algorithms, we proposed a rapid 3D magnetotelluric
forward approach for arbitrary anisotropic conductivity in the Fourier domain.
Through the 2D Fourier transform, the governing equation can be converted from
the space domain to the Fourier domain, thereby greatly reducing the calculation
amount of the numerical simulation and improving the calculation efficiency.
Then, the classical 1D anisotropy model is used to verify the correctness and the
computational efficiency. Finally, the 3D anisotropic models of land and ocean are
calculated, and the influence characteristics of the anisotropic medium on the
magnetotelluric response are analyzed. The proposed algorithmwill be used in the
inverse imaging technique for large-scale 3D anisotropic data in future studies.

KEYWORDS

Fourier domain, 3D modeling, anisotropic conductivity, magnetotelluric, parallel
algorithm

1 Introduction

Since its establishment in the 1950s, the magnetotelluric (MT) method has gradually
become an important geophysical prospecting method after 70 years of development. The
MT method uses the natural variable electromagnetic field as the field source and finally
obtains the underground electrical structure through qualitative analysis or inverse
interpretation of the transfer function of the induced electromagnetic field. It is well
known that the conductivity of subsurface media often exhibits anisotropy. Laboratory
observations and studies have shown that gneiss and other types of rocks have significant
electrical conductivity anisotropy (Parkhomenko, 1967; Keller, 1982; Andréa and Li, 2022; Li
et al., 2022; Yin et al., 2022). During the development of magnetotellurics, the research on
anisotropy included all aspects of data analysis, forward modeling, and inversion. The early
simulation of anisotropy mainly used analytical solutions to solve 1D models (Kovacikova

OPEN ACCESS

EDITED BY

Cong Zhou,
East China University of Technology,
China

REVIEWED BY

Nian Yu,
Chongqing University, China
Bo Han,
China University of Geosciences Wuhan,
China
Arkoprovo Biswas,
Banaras Hindu University, India

*CORRESPONDENCE

Guihang Shao,
shaoguihang@ouc.edu.cn

RECEIVED 09 March 2023
ACCEPTED 27 July 2023
PUBLISHED 18 October 2023

CITATION

Zhu Y, Shao G, Wang X and Zhang W
(2023), A rapid 3D magnetotelluric
forward approach for arbitrary
anisotropic conductivities in the
Fourier domain.
Front. Earth Sci. 11:1183191.
doi: 10.3389/feart.2023.1183191

COPYRIGHT

© 2023 Zhu, Shao, Wang and Zhang. This
is an open-access article distributed
under the terms of the Creative
Commons Attribution License (CC BY).
The use, distribution or reproduction in
other forums is permitted, provided the
original author(s) and the copyright
owner(s) are credited and that the original
publication in this journal is cited, in
accordance with accepted academic
practice. No use, distribution or
reproduction is permitted which does not
comply with these terms.

Frontiers in Earth Science frontiersin.org01

TYPE Original Research
PUBLISHED 18 October 2023
DOI 10.3389/feart.2023.1183191

114

https://www.frontiersin.org/articles/10.3389/feart.2023.1183191/full
https://www.frontiersin.org/articles/10.3389/feart.2023.1183191/full
https://www.frontiersin.org/articles/10.3389/feart.2023.1183191/full
https://www.frontiersin.org/articles/10.3389/feart.2023.1183191/full
https://crossmark.crossref.org/dialog/?doi=10.3389/feart.2023.1183191&domain=pdf&date_stamp=2023-10-18
mailto:shaoguihang@ouc.edu.cn
mailto:shaoguihang@ouc.edu.cn
https://doi.org/10.3389/feart.2023.1183191
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/journals/earth-science#editorial-board
https://www.frontiersin.org/journals/earth-science#editorial-board
https://doi.org/10.3389/feart.2023.1183191


and Pek, 2002; Pek and Santos, 2002; Okazaki et al., 2016), but due to
its narrow application range, it was gradually replaced by numerical
simulation methods.

With the improvement in the performance of computing
equipment and the improvement in computing methods,
researchers have successively carried out the simulation of 3D
anisotropic magnetotelluric field (Liu et al., 2018; Yu et al., 2018;
Rivera-Rios et al., 2019; Xiao et al., 2019; Guo et al., 2020; Ye
et al., 2021; Zhou et al., 2021; Luo et al., 2022; Li et al., 2023). At
present, the 3D electromagnetic numerical simulation methods
mainly include the integral equation method (IEM), the finite
difference method (FDM), the finite volume method (FVM), and
the finite element method (FEM). The integral equation method
only discretizes the anomalous body region, so the dimension of
the obtained linear equations is small. In the early stage of
electromagnetic calculation, due to the limitation of computer
memory and calculation speed, the integral equation method
was only widely used in the calculation of a simple 3D geoelectric
model. The finite difference method is a numerical simulation
method that was earlier applied to the calculation of
electromagnetic fields. Saraf et al. (1986) used the finite-
difference method to realize the numerical simulation of the
TM mode of the magnetotelluric structure with perpendicular
anisotropy. Pek and Verner (1997) implemented a 2D
magnetotelluric numerical algorithm for arbitrary anisotropic
media based on the finite difference method and analyzed the
magnetotelluric response characteristics in a specific anisotropic
model. Han et al. (2018) implemented a 3D arbitrary anisotropic
magnetotelluric forward algorithm based on the finite difference
method and analyzed the influence of inclined anisotropic
blocks on the magnetotelluric field. Yu et al. (2018) also
implemented a 3D arbitrary anisotropic magnetotelluric
forward algorithm based on finite differences and analyzed
the influence of a specific 3D model on the magnetotelluric
phase. The finite volume method is similar to the finite
difference method. The grid of the finite volume method can
be a regular grid or an irregular grid. Because of this property,
the finite volume method is widely used in the calculation of fluid
mechanics. However, the finite volume method is not as widely
used in electromagnetic calculations as other numerical
methods. The finite element method can simulate complex
terrain and has received more and more attention in recent
years. Reddy and Rankin (1975) implemented a 2D anisotropic
magnetotelluric forward algorithm with three principal axis
conductivities and a strike angle based on the finite element
method. Li (2002) implemented a 2D magnetotelluric forward
algorithm for arbitrary anisotropic media based on the finite
element method. Li and Pek (2008) added adaptive unstructured
mesh technology to the 2D anisotropic finite element numerical
solution algorithm, which improved the calculation accuracy
and efficiency. Cao et al. (2018) realized the magnetotelluric
forward algorithm of the 3D anisotropic model based on the
adaptive finite element. Xiao et al. (2019) derived the finite
element equations of 3D anisotropic media by using vector
potential functions and realized the forward algorithm. Zhou
et al. (2021) integrated divergence correction technology into
the numerical simulation of magnetotelluric 3D anisotropic

vector finite element, which improved the iterative solution
accuracy of linear equations.

However, since 3D calculation involves the solution of large
linear equations, the increase in unknowns of anisotropic media
increases the scale of linear equations, resulting in the problems of
large calculation and time consumption in a 3D anisotropic
numerical simulation. Most research on the 3D anisotropic
forward modeling algorithm is only to achieve corresponding
numerical simulation, and there is a lack of algorithm research
aimed at improving the efficiency of forward modeling. The spatial
wavenumber mixed domain simulation method based on vector
potential is a newly proposed simulation method, which has been
applied in gravity, magnetic, and control source electromagnetic
methods (Dai et al., 2018; Dai et al., 2019a; Dai et al., 2019b; Dai
et al., 2021; Dai et al., 2022); these works of research show that using
this method can effectively reduce the computing memory and
computation time. In this paper, a Fourier domain simulation
method is used for 3D anisotropic magnetotelluric simulation.
First, the Coulomb gauge is used to transform the anisotropic
electromagnetic field equations into vector and scalar governing
equations. The 3D partial differential equation in the space domain
is transformed into a 1D ordinary differential equation in the
Fourier domain by using the 2D Fourier transform. Then, the
Galerkin method is used to transform the Fourier domain
equations into finite element equations and the Chase method is
used to solve the equations. Finally, the 2D Fourier inverse
transform is performed on the solution in the Fourier domain to
obtain the electromagnetic fields in the space domain. This method
transforms the space domain equation into the Fourier domain,
reduces the solution dimension, and improves the calculation
efficiency. The proposed algorithm can be used for other
electromagnetic methods for anisotropic media in future studies.

2 Basic theory

2.1 Frequency domain Maxwell’s equations
in anisotropic media

In the frequency domain, assuming that the time constant is
e−iωt, the electromagnetic field in the conductivity anisotropic
medium satisfies the following Maxwell equations (Weiss and
Newman, 2000):

∇× E � iωμ0H (1)
∇× H � σ − iωε( )E (2)

In formulas 1–2, ω is the angular frequency, i is the imaginary
number unit, μ0 is the magnetic permeability in a vacuum, σ is any
anisotropic conductivity tensor, ε is the permittivity, E is the electric
field strength, and H is the magnetic field strength. B � μ0H is the
magnetic induction intensity, and it is described by the relationship
between magnetic permeability and magnetic field strength H. For
the natural low-frequency electromagnetic field (10-3~104 Hz)
studied in this paper, the displacement current term can be
ignored. Among them, any 3×3 anisotropic conductivity tensor
can be expressed as follows:
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σ �
σxx σxy σxz
σyx σyy σyz
σzx σzy σzz

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (3)

In the actual formation medium, these two tensors can be rotated to
establish the relationship with the main coordinate axis. For the
conductivity tensor, here are three main coordinate axes
conductivity σx, σy, σz, and anisotropy strike angle (αs),
anisotropy dip angle (αd), and anisotropy deflection angle (αl)
represent.

σ �
σxx σxy σxz
σyx σyy σyz
σzx σzy σzz

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ � RT
s R

T
dR

T
l

σx 0 0
0 σy 0
0 0 σz

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦RlRdRs (4)

where,

Rs �
cos αs sin αs 0
−sin αs cos αs 0

0 0 0

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (5)

Rd �
cos αd 0 sin αd
0 0 0

−sin αd 0 cos αd

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (6)

Rl �
0 0 0
0 cos αl sin αl

0 −sin αl cos αl

⎡⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎦ (7)

In Eqs 5–7, αs, αd and αl, are three Euler rotation angles (Pek and
Santos, 2002). Any anisotropic conductivity can be obtained from
the principal axis conductivity in the x, y, and z directions, and
by Euler rotation, transformation is obtained, as shown in
Figure 1.

2.2 Vector-scalar-position governing
equations based on coulomb gauge

According to the relationship between magnetic vector potential
and electric scalar potential (Biro and Preis, 1989)

B � ∇× A (8)
E � iωA − ∇Φ (9)

Substituting Eqs 8–9 into Eqs 1–2, and introducing the
vector identity ∇× (∇× A) � ∇(∇ · A) − ∇2A and the Coulomb
gauge ∇ · A � 0 (Everett and Schultz, 1996), we can get the
coupled equations of vector potential and scalar potential
equations (LaBrecque et al., 1999; Haber et al., 2000;
Varilsuha and Candansayar, 2018)

∇2A + k2A − μ0σ∇Φ � 0
∇ · σ∇Φ( ) − iω∇ · σA( ) � 0

{ (10)

The equations are relatively complete in theory, and the physical
meaning is relatively clear, and at this time, the vector position and
the scalar position have unique solutions.

Vector potential and scalar potential based on the Coulomb
gauge are expressed as

A � Ap + As

Φ � Φp +Φs{ (11)

where Ap,As are the vector potential of the primary field and the
vector potential of the secondary field, and Φp,Φs are the scalar

FIGURE 1
Schematic diagram of Euler rotation (Pek and Santos, 2002).

FIGURE 2
Schematic diagram of the 1D model.
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potential of the primary field and the scalar potential of the
secondary field, respectively.

k2 � k2p + k2s
σ � σp + σs

{ (12)

where k2p is the product of the admittance tensor and
resistivity corresponding to the primary field, σp is the
conductivity tensor corresponding to the primary field, k2s is the
product of the admittance tensor and resistivity corresponding to
the secondary field and σs is the conductivity corresponding to the

secondary field rate tensor. According to the principle of
superposition, the coupling equations satisfied by the secondary
field vector potential and scalar potential are

∇2As + k2pA
s − μ0σp∇Φs � −μ0σsE

∇ · σp∇Φs( ) − iω∇ · σpA
s( ) � ∇ · σsE( )

⎧⎨⎩ (13)

Many scholars (Haber et al., 2000; Badea et al., 2001;
Jahandari and Farquharson, 2015) used numerical methods
to solve the above Eq. 10 or (13) and achieved good results.
However, the conventional numerical methods require a large

FIGURE 3
Comparison of apparent resistivity and phase calculation results. (A) Apparent resistivity, (B) phase, (C) relative error of apparent resistivity, and (D)
error of phase.

FIGURE 4
3D land anisotropy model: (A) section view along the x-axis and (B) plan view.
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amount of calculation and storage due to the large sparse matrix
linear equations (Varilsuha and Candansayar, 2018), especially
for any anisotropic medium. In order to decrease the
computation and storage load, how to solve the governing
equations of vector potential and scalar potential is
particularly important. This paper intends to use a rapid 3D

numerical simulation method in the Fourier domain (Dai et al.,
2022), and this method performs a 2D Fourier transform of
Equation 13 along the horizontal directions, a 3D partial
differential equation in the space domain is transformed into
multiple 1D coupled ordinary differential equations in the
Fourier domain, and the coupling between different wave

TABLE 1 The comparison of the memory and time obtained with the five algorithms.

Algorithm Mesh Num. Degrees of freedom Calculation area (km3) Memory (GB) Time cost s)

SFE 463680 1391040 57.2 × 56.8 × 40 51.3 561

SFE1E 338336 1015008 6 × 6 × 4 29.3 255

TFE 463680 1391040 57.2 × 56.8 × 40 51.2 549

TFETE 338336 1015008 6 × 6 × 4 33.3 263

MSWD 9895936 39583744 57.2 × 56.8 × 40 14 45

MSWD 338336 1353344 6 × 6 × 4 4.1 11

It can be seen from Table 1 that the algorithm in this paper (MSWD), which is marked by bold values, cost less computing memory and time.

FIGURE 5
Apparent resistivity plan at different strike angles at 0.1Hz.
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numbers’ ordinary differential equations are independent of
each other and have a high degree of parallelism.

2.3 Vector and scalar potential ordinary
differential equation in fourier domain

We wrote formula (13) in component form and expanded

∂2As
x

∂x2 + ∂2As
x

∂y2 + ∂2As
x

∂z2
+ k2pA

s
x − μ0ŷp

∂Φs

∂x
� −μ0jsx

∂2As
y

∂x2 + ∂2As
y

∂y2 + ∂2As
y

∂z2
+ k2pA

s
y − μ0ŷp

∂Φs

∂y
� −μ0jsy

∂2As
z

∂x2 + ∂2As
z

∂y2 + ∂2As
z

∂z2
+ k2pA

s
z − μ0ŷp

∂Φs

∂z
� −μ0jsz

ŷp
∂2Φs

∂x2 + ∂2Φs

∂y2 + ∂2Φs

∂z2
( ) + ∂Φs

∂z
∂ŷp
∂z

− iωAs
z

∂ŷp
∂z

� ∂jsx
∂x

+ ∂jsy
∂y

+ ∂jsz
∂z

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

where As
x, A

s
y and As

z are the three components of the secondary
field vector potential, jsx � ŷsE

0
x, jsy � ŷsE

0
y, jsz � ŷsE

0
z are the

current density tensors, and E0
x, E

0
y and E0

z are the background
fields.

For formula (14), a 2D Fourier transform is used along the x and
y direction

∂2 ~A
s

x

∂z2
+ k2p − k2x − k2y( ) ~As

x + ikxμ0ŷp ~Φ
s � −μ0~j

s

x

∂2 ~A
s

y

∂z2
+ k2p − k2x − k2y( ) ~As

y + ikyμ0ŷp ~Φ
s � −μ0~jsy

∂2 ~A
s

z

∂z2
+ k2p − k2x − k2y( ) ~As

z − ŷpμ0
∂~Φs

∂z
� −μ0~j

s

z

ŷp
∂2 ~Φs

∂z2
+ ∂ŷp

∂z
∂~Φs

∂z
− ŷp k2x + k2y( )~Φs( )+

iω ikxŷp ~A
s

x + ikyŷpA
s
y − ŷp

∂ ~A
s

z

∂z
( ) − iω ~A

s

z

∂ŷp
∂z

� −ikx~jsx − iky~j
s

y +
∂~jsz
∂z

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

FIGURE 6
Apparent resistivity plan at different angles αD at 0.1Hz.
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where kx and ky are the wavenumbers in the space wavenumber
domain, ~A

s
x, ~A

s
y and ~A

s
z are the three components of the secondary field

vector potential in the Fourier domain, and ~Φs
are the secondary field

scalar potential in the Fourier domain, ~j
s
x, ~j

s
y and ~j

s
z are the current

densities in the Fourier domain, respectively.
Using a 2D Fourier transform to transform the 3D partial

differential coupling Eq. 14 into 1D ordinary differential coupling
Eq. 15, thus decomposing a super-large-scale problem into multiple
small problems and greatly reducing the anisotropy Medium
simulation requires computing time and storage, and the ordinary
differential equations between different wave numbers are
independent of each other, which has a high degree of parallelism.

2.4 Boundary conditions

In a homogeneous medium, according to the Helmholtz equation
and the Coulomb gauge ∇ · A � 0 satisfied by the electric field vector E,
combined with the relationship between the vector potential A, the
scalar potential Φ and the electromagnetic field, and the lower and
upper boundary conditions of the vector potential ~A , scalar potential ~Φ
in the Fourier domain can be obtained
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(17)

2.5 Finite element method

Eq. 15 is the coupled ordinary differential equation satisfied by the
vector and scalar potentials in the Fourier domain, and Eqs 16, 17 are
the lower and upper boundary conditions, respectively. For Eqs 15–17
boundary value problems, this paper intends to use the one-
dimensional finite element method based on quadratic interpolation

FIGURE 7
Schematic diagram of 3D anisotropic ocean model.

FIGURE 8
Effect of ρx on apparent resistivity: (A) xy component and (B) yx component.
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to solve them. Using the Galerkin method to transform the boundary
value problem of Eqs 15–17 into finite element equations
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whereNe is the number of vertical unit subdivisions,Ni(i � j, p,m)
is the quadratic interpolation function of the eth unit and the ith
node (Xu, 1994). For Eq. 18, there are mainly seven types of integrals
(Dai et al., 2022); the overall synthesis of each unit integral can be
obtained as a diagonal equation system with a bandwidth of 23

Ku � P (19)
where K is a 23-diagonal matrix, P is the source term, and u is the
Fourier domain vector and scalar potential to be obtained. Linear Eq.
19 can be quickly solved using the chasing method. The numerical
simulation method adopted in this paper transforms the 3D
problem into multiple independent 1D problems, which
fundamentally change the characteristics and solution methods of

the governing equation. Compared with the iterative solution
method and the direct solution method, the pursuit method has
the advantage of solving ordinary differential equations; its high
parallelism greatly reduces the simulation time and memory
consumption.

The other components of the electromagnetic field in the Fourier
domain can be obtained through the relationship between the
magnetic vector potential and the electric scalar potential and the
electromagnetic field (8)~(9). The electromagnetic field in the space
domain can be obtained by the 2D inverse Fourier transform of the
electromagnetic field in the Fourier domain (Dai et al., 2022).

2.6 Compact operator iteration scheme

For the above formula (18), the solution obtained by the finite
element method is the Born approximate solution, and it is difficult
to achieve stable convergence or even divergence by direct iteration.
For the convergence problem, here, the scalar iteration format for
stable convergence in isotropic media is extended as tensor form
(Gao, 2005; Dai et al., 2022).

E n( ) � αE n( ) + βE n−1( ) (20)
where α, β is the tensor related to the background field conductivity
σb , the difference Δσ between the abnormal bulk conductivity and
the background field conductivity is calculated as follows:

α � 2σb

2σb + Δσ
(21)

β � Δσ

2σb + Δσ
(22)

2.7 Apparent resistivity and phase

Assuming that the ground electromagnetic fields excited by two
linearly independent field sources are Ex1, Ey1, Hx1, Hy1 and Ex2,

FIGURE 9
Effect of ρy on apparent resistivity: (A) xy component and (B) yx component.
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Ey2, Hx2, Hy2, respectively, the impedance tensors of XX, XY, YX,
and YY polarization modes can be obtained.

Zxx � Ex1Hy2 − Ex2Hy1

Hx1Hy2 −Hx2Hy1
(23)

ZxY � Ex2Hx1 − Ex1Hx2

Hx1Hy2 −Hx2Hy1
(24)

Zyx � Ey1Hy2 − Ey2Hy1

Hx1Hy2 −Hx2Hy1
(25)

Zyy � Ey2Hx1 − Ey1Hx2

Hx1Hy2 −Hx2Hy1
(26)

Then, according to the apparent resistivity and phase formulas, we can get

ρij �
Zij

∣∣∣∣ ∣∣∣∣2
ωμ

,φij � arg Zij( ) i, j � x, y( ) (27)

3 Numerical experiments

3.1 Calculation accuracy and time-
consuming comparison

In order to verify the accuracy of the algorithm proposed in this
paper, the one-dimensional anisotropic mediummodel in the article by
Rasmussen (1988) was used to compare the calculation results. This
one-dimensional model was used as a test model by Pek and Santos
(2002) and Han et al. (2018). The model is divided into four layers: the
second and third layers are anisotropic media and the first and bottom
layers are isotropic media (Figure 2). The first layer of the model has a
resistivity of 10000Ω·m and a thickness of 10km; the depths of the
second and third layers are 18 km and 100 km, respectively, and the
principal axis resistivity is 200/20000/200Ω·m and 1000/2000/
1000Ω·m, respectively; the Euler rotation angle αs is 15° and −75°,
respectively, and the angles αd and αl are both zero. The bottom layer is
an isotropic medium with a resistivity of 100Ω·m.

The number of grid nodes calculated by our algorithm is
101×101×81, and the number of air layers is set to 10. The

frequency used in the forward modeling is 31 frequency points
taken at logarithmic intervals from 0.0001 Hz to 100 Hz. The
calculated numerical solution is compared with the one-
dimensional analytical solution given by Pek and Santos (2002)
(Figure 3). The relative error and phase error of apparent resistivity
are calculated, as shown in Figure 4. It can be seen that the relative
error of apparent resistivity is less than 1%, and the error of phase is
less than 0.2°. Therefore, the calculation accuracy of this algorithm
satisfies the requirements of magnetotelluric simulation.

The 3D numerical simulation algorithm in this paper has the
feature of high parallelism, and its calculation time andmemory cost
will not increase exponentially with the number of mesh nodes but
will increase approximately linearly. This feature is suitable for the
numerical simulation of large-scale complex 3D models.

The algorithms in this paper are written in Fortran 95 language,
and the calculation platform is Intel(R) Xeon(R) CPU3.1G, 64GB
RAM, 16CPUs, which is basically the same configuration as in
Zhang et al. (2017). According to the 3D model by Zhang et al.
(2017), we design a model with a mesh number of 119×65×38 (the
grid nodes number is 120×66×39) to test the calculation efficiency
and memory usage of the algorithm in this paper.

Zhang et al. (2017) used four algorithms: 1) algorithmbased on total
field finite element (TFE); 2) algorithm based on secondary field finite
element (SFE); 3) algorithmbased on total field finite element and infinite
element (TFEIE); 4) algorithm based on the secondary field finite-
element and infinite element (SFEIE). The SFE and TFE algorithms
adopt the truncated boundary condition, and the electric field on the
boundary is assumed to be zero, so a larger calculation area
(57.2×56.8×40 km3) is needed, while a smaller calculation area
(6×6×4 km3) can be set for the SFEIE and TFEIE algorithms. For
comparison, we also designed a model with a larger calculation area
(57.2×56.8×40 km3), and the grid nodes number is 256×256×151. Table 1
lists the calculation memory and calculation time of the algorithm in this
paper (MSWD) and the four algorithms of Zhang et al. (2017).

The algorithm (MSWD) proposed in this paper has a high
degree of parallelism, and its forward modeling speed is 1–2 orders
of magnitude faster than the traditional finite element method, and
it consumes less memory.

FIGURE 10
Effect of ρz on apparent resistivity: (A) xy component and (B) yx component.
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The calculation advantage of the algorithm (MSWD) in this
paper is more obvious in the model with numerous meshes.

3.2 The 3D anisotropic land model

Referring to the model by Xiao et al. (2019), an anisotropic 3D
anomalous body model with a size of 1 km × 1 km × 1 km was
selected as shown in Figure 4, in which the top surface of the
anomalous body is 0.5 km away from the surface. For comparison,
the surrounding rock around the abnormal body is set as an
isotropic medium with a resistivity of 100Ωm.

First of all, we studied the horizontal anisotropy, and the main axis
resistivity of the 3D anisotropic anomalous body is taken as 1000, 10, and
100, the Euler rotation angle αd and αl are 0°, and the angle αs is taken as
0°, 30°, 60°, and 90°. In this paper, the cuboid unit is used to divide the
grid of the research area, and a total of 96×96×80 (97×97×81 grid nodes)
grid units are discretized, and the number of air layers is five. The

forward modeling result of the finite element method at a frequency of
0.1 Hz is shown in Figure 5.

Figure 5 contains 16 sub-figures; from left to right are the results
of taking the αs values of 0°, 30°, 60°, and 90°, and from top to bottom
are the apparent resistivity of XX mode, XY mode, YX mode, and YY
mode. These figures show that when αs=0°, the apparent resistivity of
the XY mode at the abnormal body position mainly depends on the
spindle resistivity ρx, and the apparent resistivity of the YX mode at
the abnormal body position depends on the spindle resistivity ρy.
With the change of αs, the apparent resistivity changes of XY mode
and YX mode also rotate accordingly. When αs=90°, the apparent
resistivity of the XY mode at the abnormal body position is mainly
related to the spindle resistivity ρy, and the apparent resistivity of the
YX mode at the abnormal body position is related to the spindle
resistivity ρx. It shows that when the main axis resistivity is constant
and the αs changes, the apparent resistivity of both the XY mode and
YX mode changes, and the directionality of apparent resistivity
imaging is related to the αs.

FIGURE 11
Effect of αd on apparent resistivity: (A) xy component and (B) yx component.

FIGURE 12
Effect of αs on apparent resistivity: (A) xy component and (B) yx component.
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We then studied the tilt anisotropy, and the 3D anomalous body
model is the same as above; the main axis resistivity is still 1000, 10, and
100; however, this time, the Euler rotation angle sum is 0°, and the Euler
rotation angle is 0°, 30°, 60°, and 90°. The calculation frequency is also
0.1Hz, and the forward simulation results are shown in Figure 6.

Figure 6 includes 16 subgraphs, which are arranged in the same way
asmentioned above. From the apparent resistivity imaging in the figure, it
can be seen that no matter how the Euler rotation angle αd changes, the
apparent resistivity ρxy does not change. This is because the Euler rotation
angle αd changes around the x-axis, so the resistivity ρx of the anomaly
position does not change, indicating that the apparent resistivity ρxy is only
related to the principal axis resistivity ρx. However, the apparent resistivity
ρyx changes with the change in the Euler rotation angle. When the Euler
rotation angle αd = 90°, the resistivity in the y direction of the abnormal
body position is 10. At this time, a large low-resistance anomaly appears at
the abnormal body position.When the Euler rotation angle is applied, the
resistivity of the abnormal body position in the y direction is equal to the
principle axis resistivity ρz which is 100. At this time, the apparent
resistivity of the abnormal body position is almost consistent with the
surrounding rock area within the allowable range of error, which is also
the main axis anisotropic; the off-diagonal elements of the anisotropic
conductivity tensor matrix are zero. When the Euler rotation angle αd
changes from 0° to 90°, the apparent resistivity near the position of the
abnormal body increases, since the principal axis resistivity is ρz is larger
than ρy, this means the component in the y direction is related to the
principal axis resistivity ρy and ρz. In addition, the apparent resistivity
imaging of the XXmode andYYmode shows that the apparent resistivity
change of XXmode is related to YXmodewhen the tilt anisotropy occurs,
and the imaging of YY mode is similar to that of XY mode.

3.3 3D anisotropy ocean model

In order to verify the influence of resistivity anisotropy on the
magnetotelluric response in the seabed model, this paper improves
themarine oil and gas reservoir model designed by Li and Dai (2011)
with resistivity anisotropy of surrounding rock, as shown in Figure 7.
The air resistivity is 108Ωm; the resistivity of seawater is 0.3Ωm, and
the thickness of seawater is 1000 m; the seabed is the anisotropic
medium, and an isotropic high-resistivity oil and gas reservoir exists
at 1000 m below the seabed, with a resistivity of 50Ωm; the length
and width are 6000 m, and the thickness is 100 m. The research
frequency is 0.25Hz, and the electromagnetic-receiving devices are
placed on the seabed −14 km–14 km.

3.3.1 Influence of ρx
In the resistivity anisotropic mediummodel shown in Figure 7, it

is assumed that ρy � ρz � 1.0 Ωm in the anisotropic medium layer is
constant, and its influence on the electromagnetic response is
studied by changing the resistivity of the main coordinate axis ρx
as 1 Ωm, 2 Ωm, 4 Ωm, and 10 Ωm. The calculation results are
shown in Figure 8. From the calculation results, it can be seen that
the influence of ρx on the xy component of the apparent resistivity is
more obvious than that of the yx component.

3.3.2 Influence of ρy
In the anisotropic resistivity mediummodel shown in Figure 7, it

is assumed that the resistivity of the principal axis of the anisotropic

medium layer ρx � ρz � 1.0 Ωm remains unchanged, and the effect
of the resistivity of the principal coordinate axis on the
electromagnetic response is studied by changing the resistivity of
the principal coordinate axis ρy as 1 Ωm, 2 Ωm, 4 Ωm, and 10 Ωm.
The calculation results are shown in Figure 9. From the calculation
results, it can be seen that the influence of ρy on the yx component of
the apparent resistivity is more obvious than the xy component.

3.3.3 Influence of ρz
In the anisotropic resistivity mediummodel shown in Figure 7, it is

assumed that the resistivity of the principal axis of the anisotropic
medium layer ρx � ρy � 1.0 Ωm remains unchanged, and the effect of
the resistivity of the principal coordinate axis on the electromagnetic
response is studied by changing the resistivity of the principal
coordinate axis ρz as 1 Ωm, 2 Ωm, 4 Ωm, and 10 Ωm. The
calculation results are shown in Figure 10. From the calculation
results, it can be seen that ρz has an influence on both the xy
component and the yx component of the apparent resistivity.
Relatively speaking, the influence range of the xy component is
larger than that of the yx component.

3.3.4 Influence of αd
In the resistivity anisotropic mediummodel shown in Figure 7, it is

assumed that the resistivity of the principal axis of the anisotropic
dielectric layer is ρx � ρy � 1.0 Ωm and ρz � 4Ωm ; the effect on the
electromagnetic response is studied by changing the anisotropic dip
angle αd as 0°, 30°, 45°, 60°, and 90°. According to the different angles of
anisotropy, it can be divided into three types.When αd � 0。, it is called
transverse isotropy vertical (TIH); when αd =30°, 45°, and 60°, it is called
transverse isotropy dip (TID); when αd � 90。, it is called transverse
isotropy horizontal (TIV). The calculation results are shown in
Figure 11. From the calculation results, we can see that αd has an
influence on both the xy component and the yx component of the
apparent resistivity. Relatively, the influence range of the xy component
is larger than that of the yx component.

3.3.5 Influence of αs
In the resistivity anisotropic mediummodel shown in Figure 7, it is

assumed that the resistivity of the principal axis of the anisotropic layer
is ρx � 4Ωm and ρy � ρz � 1.0 Ωm; the effect on the electromagnetic
response is studied by changing the anisotropic strike angle αs as 0°, 30°,
45°, 60°, and 90°. The calculation results are shown in Figure 12. From
the calculation results, it can be seen that αs has a greater influence on
the yx component of the apparent resistivity than the xy component.

4 Conclusion

In this paper, from the perspective of improving the calculation
efficiency of 3D anisotropic magnetotelluric numerical simulation, a
Fourier domain anisotropic 3Dmagnetotelluric simulation algorithm is
proposed. This algorithm transforms the space domain equation into
the Fourier domain, reduces the solution dimension, and improves the
calculation efficiency. A one-dimensional model is used to test the
correctness of the algorithm, and a land model and a group of ocean
models are calculated using this algorithm, The influence characteristics
of resistivity anisotropy on the magnetotelluric response function in
different models are discussed respectively.
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