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Editorial on the Research Topic
 Public health and health research data: availability, needs and challenges





The criticality of data in the COVID-19 era

In the era of COVID-19, the availability and quality of public health data have become more critical than ever. This pandemic has highlighted the essential role of reliable data in informing health policy and public health management. The works of Ortiz-Prado et al. (1) and Zhang et al. underscore the importance of accessible and high-quality health data in formulating effective health strategies, especially during crises. Johannesson et al. emphasize the need for comprehensive and coordinated data collection and sharing systems, transcending national boundaries to tackle global health challenges effectively.



Integrating data for comprehensive health overview

The pandemic has illuminated significant challenges in managing health emergencies, particularly in resource-limited settings. Naz et al. stress the importance of integrating data from multiple sources, including governmental and private sectors, to create a comprehensive health overview, which is a necessity in low- and middle-income countries (LMICs). The study by Gao et al. demonstrates how cyberinfrastructure can augment traditional medical infrastructure, supporting adaptable policies and responses to public health emergencies.



Case studies and insights

• Ortiz-Prado et al. (1) advocate for measures that foster freedom of expression and sharing of scientific knowledge, which are vital for the growth and development of countries.

• Zhang et al.. highlight the necessity of cooperation to increase access to essential medications, contributing to universal health care goals.

• Ouedraogo et al. shows that despite non-communicable diseases (NCDs) being a major cause of mortality, they are often underfunded in health budgets.

• Lyons and Bhagwandeen discuss how access and availability of public healthcare services affect migrants and refugees during public health emergencies.

• Lv et al. and Gavurova et al. focus on using data for improved decision-making and developing tools for health-related project selection processes.

• The Role of Data in Public Health Management.

• The UNITE Summit 2023 Health Care Think Tank symbolizes the growing engagement in transforming health data management. This initiative aims to define key initiatives to tackle major challenges in health data management.

• Wang et al. provide an analysis of the global, regional, and national burden of digestive diseases, providing a critical perspective for public health initiatives based on the Global Burden of Disease Study 2019.

• Abdulla et al. give insights into the intersection of infectious diseases and nutritional challenges, highlighting food insecurity among tuberculosis patients in Eastern Ethiopia.

• Mutale et al. evaluate a protocol-driven primary care model in rural Zambia aimed at reducing all-cause mortality, emphasizing integrated healthcare approaches.

• Junker et al. propose the development of a high-frequency mental health surveillance prototype in Germany, underlining the importance of data infrastructure in public health.

• Panag et al. perform a comparative analysis of national surveillance reporting for Mpox virus in various countries, stressing the need for standardized reporting in global public health.

• and, Shen and Wang discuss regulating China's health code system for future pandemic preparedness, reflecting on digital health strategies and public health policy.



Conclusion: harnessing the true power of data in public health

This Research Topic, “Public Health and Health Research Data: Availability Needs and Challenges,” has demonstrated unequivocally that the true power in data lies not merely in its existence, but in its strategic availability, analysis, and application in public health decision-making. The COVID-19 pandemic has served as a critical catalyst, underscoring this reality and emphasizing the urgent need for robust, accessible health data systems.

Throughout this Research Topic, studies such as those by Ortiz-Prado et al. (1), Zhang et al., and others, have provided compelling evidence of how data availability and quality directly impact the effectiveness of health strategies and responses, particularly in crisis situations. The case studies highlighted reveal that comprehensive, coordinated data collection and sharing systems are not just beneficial but essential for addressing global health challenges.

We have seen that in resource-limited settings, the integration of data from diverse sources, including governmental and private sectors, is crucial for creating a comprehensive health overview, as emphasized by Naz et al.. Additionally, the role of cyberinfrastructure, as shown by Gao et al., in augmenting traditional healthcare systems, presents new avenues for public health management and resilience against future emergencies.

As we move forward, it is imperative to foster collaboration across sectors and embrace a One Health perspective that recognizes the interconnectedness of human, animal, and environmental health. This comprehensive approach is vital for refining health data systems and effectively responding to current and future public health challenges.

In conclusion, this Research Topic has not only highlighted the current shortfalls in health data management but also pointed toward potential solutions and innovative technological pathways. The insights gained here advocate for a more inclusive approach to data gathering and utilization at all levels—governmental, private, and grassroots. The lesson is clear: the true power of data in public health emerges when it is made available, analyzed thoroughly, and utilized strategically to inform and guide public health policies and interventions. The future of public health lies in harnessing the full potential of data, ensuring that it becomes a cornerstone of public health decision-making and policy development in our increasingly interconnected world.
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Objectives: Case Reporting and Surveillance (CRS) are crucial to combat the global spread of the Monkeypox virus (Mpox). To support CRS, the World Health Organization (WHO) has released standardized case definitions for suspected, probable, confirmed, and discarded cases. However, these definitions are often subject to localized adaptations by countries leading to heterogeneity in the collected data. Herein, we compared the differences in Mpox case definitions in 32 countries that collectively reported 96% of the global Mpox caseload.

Methods: We extracted information regarding Mpox case definitions issued by the competent authorities in 32 included countries for suspected, probable, confirmed, and discarded cases. All data were gathered from online public sources.

Results: For confirmed cases, 18 countries (56%) followed WHO guidelines and tested for Mpox using species specific PCR and/or sequencing. For probable and suspected cases, seven and eight countries, respectively were found to have not released definitions in their national documentations. Furthermore, none of the countries completely matched WHO’s criteria for probable and suspected cases. Overlapping amalgamations of the criteria were frequently noticed. Regarding discarded cases, only 13 countries (41%) reported definitions, with only two countries (6%) having definition consistent with WHO guidelines. For case reporting, 12 countries (38%) were found to report both probable and confirmed cases, in line with WHO requirements.

Conclusion: The heterogeneity in case definitions and reporting highlights the pressing need for homogenization in implementation of these guidelines. Homogenization would drastically improve data quality and aid data-scientists, epidemiologists, and clinicians to better understand and model the true disease burden in the society, followed by formulation and implementation of targeted interventions to curb the virus spread.

KEYWORDS
 case definitions, differences, epidemiology, Monkeypox, mpox, reporting, surveillance


1. Introduction

In the domain of public health, Case Reporting and Surveillance (CRS) is a quintessential component in controlling the spread of communicable diseases in society. CRS enables real-time monitoring of the spread of the disease-causing pathogen not only within a specific community but also at a global level. Such surveillance allows for evaluation and prediction of the course of the disease, while contributing toward the formulation of targeted interventions to truncate the spread (1). Additionally, it enables the identification of the most vulnerable population groups (e.g., the older adult population in initial COVID-19 waves) (2), thereby facilitating moderation and diversion of the already scarce healthcare resources to those most in need.

Accordingly, the International Health Regulations (IHR) 2005, were adopted in 2007 by 196 countries and serve as a legally binding instrument that empowers the World Health Organization (WHO) as the main global surveillance system and requires the WHO to declare certain pathogens as public health emergency of international concern (PHEIC) (3). PHEIC is any hazard (radiological, chemical, and biological) that has the potential of international spread and requires an immediate and coordinated global response. The IHR 2005 require all signatory countries to develop and maintain the capacity to detect, assess, report, and respond to PHEIC(s). Despite the adoption of IHR 2005 more than a decade ago, the Centers of Disease Control and Prevention (CDC) estimates that about 2/3rd of the countries lack such capacities, thereby leaving the world population vulnerable (4). In the past, countries with potential violations of the IHR 2005 have gone by without suffering many serious consequences (5), attributable mostly to the lack of guidelines about the mandatory dispute settlement process or enforcement mechanism (5).

To aid the member countries, the WHO regularly releases interim guidelines and other relevant documentation for proper recording, isolation, and reporting of suspected, probable, and confirmed cases. However, experiences from previous epidemics and pandemics have highlighted that there is a lack of standardization when it comes to the international implementation of case definitions and surveillance guidelines (6). Taking the recent example of COVID-19, Suthar et al., found that in the 25 most affected countries, only 56% of the countries followed WHO’s recommended case definition for suspected cases (7). Similar findings were seen for probable and confirmed cases (7). This is not the first time such heterogeneity has been described (8, 9). In the European Union (EU), a review of maritime hygiene and disease control manuals also found variances in disease surveillance practices and called for a need for the implementation of common rules and tools (10).

Implementation and adherence to standardized case definitions allow for easy intra- and inter-country reporting and compilation of data, thereby enhancing the data quality. Such practices also allow for the maximum inclusion of population characteristics which is essential when preparing disease models. A test conducted by Krause et al., in Germany allowed the authors to analyze intra-country variations in the implementation of case definitions (11). The author’s work proved to be instrumental in overhauling the case reporting system in Germany and allowed for inclusive and more realistic reporting (11). Several calls in the past have been raised for the WHO to step up and homogenize the case-reporting hierarchy, however, differences in technical and financial capabilities in the lower- and middle-income countries (LMICs) often limit this exercise (6).

The latest biological PHEIC to be classified is the Monkeypox Virus (Mpox), a zoonotic virus endemic to the rainforests of central and western Africa (12). The virus has spread rapidly in the Global North and has been detected in more than 100 countries as of 30th January 2023. In response, the WHO released standardized case definitions (13) and two separate forms for case investigation (CIF) and case reporting (CRF) (14). The CIF is meant for in-depth epidemiological investigations while the CRF is a minimum dataset capturing the key epidemiologic parameters of monkeypox cases. Currently, the WHO mandates member states to submit the CRF for probable and confirmed cases under Article 6 of the IHR 2005 (13).

Given the possibility of differences in the implementation of WHO recommendations based on previous experiences, we henceforth, undertook the present study whereby we investigated how different countries adopted WHO’s Mpox guidelines and recommendations in terms of case definitions and case notification. We believe the results obtained in the present study would be useful to the international community at large, given the current spread of Mpox. Highlighting such discrepancies at earlier stages of the disease spread could potentially aid in proper implementation, capacity building, and updating of the respective national guidelines.



2. Methods

In the present study, we investigated data from 32 countries. These countries were included based on the following criteria: (i) most affected countries (the countries with the highest Mpox caseload); (ii) publicly available information on Mpox case definitions; (iii) release of such definitions by the country’s competent authority and (iv) access to the information. We additionally, excluded countries that are considered endemic and/or had been known historically to be the source of outbreaks. Accordingly, we included 17 out of 20 of the most affected countries along with 15 other countries with relatively low Mpox caseloads. The other three countries in the top 20 most affected countries—Nigeria, Democratic Republic of Congo, and Ecuador were not included due to historically known outbreaks in the first two and no case definition information found for the latter.

Information regarding Mpox case definitions for suspected, probable, confirmed, and discarded cases were collected and gathered from online public sources. Additionally, we collected information regarding which of the Mpox cases are required to be notified to the Health Officers/National Reporting Systems (NRS) by healthcare practitioners. For the data that was not available in English, for the following languages, the data was validated by the authors (native language speakers)—Dutch, French, Greek, Portuguese, Spanish, and Turkish. For other languages, we used bi-directional online language conversion (using Google Translate)—first from the language of the official document to English and then in the reverse direction (for accuracy). A list of sources used for each of the investigated countries along with full case definitions and their translations are provided in Supplementary File.

The investigated Mpox guidelines and documents were “current and in effect” in the respective countries as of January 2023 (based on available and accessible online data; there may be newer versions which are not immediately available online). The sources were last checked for updates on 25th January 2023. The study design was restricted to observational, cross-sectional, qualitative comparison (including descriptive statistics) and inferential statistical analysis was not undertaken due to the nature of the collected data. The STROBE checklist was used for reporting the data. Since the data analyzed are available publicly, ethical approval did not apply to the present study.



3. Results


3.1. Spread of Mpox across the investigated countries

Since May 2022, more than 81,000 cases of Mpox have been confirmed as of 31st January 2023 in the investigated 32 countries, representing almost 96% of the total cases reported globally (Figure 1). The United States of America (USA) reported the highest caseload (35.2%) followed by Brazil and Spain (12.6 and 8.8%, respectively). Together, these three countries account for more than 55% of all confirmed cases globally. Furthermore, nine of the 32 included countries reported Mpox-related deaths (70 deaths combined), accounting for 63% of all reported Mpox-related deaths worldwide. The highest number of deaths were recorded in the United States (27) followed by Brazil and Peru (15 each). India and Belgium each reported 1 Mpox-related death.

[image: Figure 1]

FIGURE 1
 Geographical distribution of Mpox caseload as of January 31, 2023 (confirmed cases only). Data source—United States Centers for Disease Control and Prevention (U.S. CDC; https://www.cdc.gov/poxvirus/monkeypox/response/2022/world-map.html; accessed February 1, 2023). Note that the map is only for illustrative purposes and the authors remain neutral regarding territorial disputes.




3.2. Case definitions for laboratory confirmed cases

The WHO’s guidelines for the classification of confirmed Mpox case requires the detection of unique sequences of the Mpox DNA using either (i) polymerase chain reaction (PCR) or (ii) sequencing (Table 1). Furthermore, PCR conducted on blood samples is not considered diagnostically sufficient and should not be used as a stand-alone first-line diagnostic tool. The primary sampling for PCR should be done from the skin lesion material or other specimen such as an oral or nasopharyngeal swab. We observed that all countries required molecular testing with PCR as a pre-condition for classification of cases as “Mpox positive.” Noticeably, 11 countries also accepted generalized Orthopoxvirus detection by Nucleic Acid Amplification Tests (NAATs) which may or may not be followed up by Mpox specific sequencing. Furthermore, only 18 out of 32 countries mentioned sequencing as a criterion for confirmed cases. Australia and Sweden also accepted isolation of virus in culture (represents one of the most precise techniques to demonstrate active reproduction of the virus) as a criterion for confirmed cases. Germany, on the other hand, accepted positive electron microscopy results as an additional criterion.



TABLE 1 Criteria for defining Mpox confirmed case in the investigated countries.
[image: Table1]



3.3. Case definitions for probable cases

According to WHO, an individual is classified as a probable case of Mpox if the individual meets the clinical criteria along with one or more of several additional criteria (Table 2). The clinical criteria require that an individual present with either an unexplained acute rash, mucosal lesions, or lymphadenopathy. There are five additional criteria described by WHO for the probable case definition—(i) epidemiologic link to a probable or confirmed case in the 21 days prior to symptom onset; (ii) identified as gay, bisexual, or other man who has sex with men; (iii) multiple or casual sexual partners in the 21 days prior to symptom onset; (iv) detectable levels of anti-orthopoxvirus (OPXV) IgM or IgG antibody titers; and (v) positive test result for orthopoxvirus infection.



TABLE 2 Criteria for defining Mpox probable (or likely) case in the investigated countries.
[image: Table2]

Seven of the investigated countries (Argentina, Costa Rica, Cyprus, Denmark, Greece, Sweden, and Turkiye) did not report case definitions for probable cases. Among the remaining countries, presence of unexplained rash in any age group patient after March 1, 2022, and high-risk contact with confirmed or probable case were noted as the most common criteria (Table 2). More than half of the countries also included an additional criterion (when compared with WHO’s guidelines) of travel to endemic regions in Africa in the last 21 days of symptom onset. Only the United States uses serological criteria for probable cases. For countries with animal to human transmission, WHO states that known contact with wild animals (dead or alive) and/or sick animals in the 21 days before the onset of symptoms should be included in the epidemiological criteria. Austria and Colombia were the only two countries to issue guidelines in this regard.

Interestingly, only six countries—Belgium, Netherlands, New Zealand, Poland, Spain, and United Kingdom—included identification of patient as gay or MSM (men who have sex with other men) community member as a criterion in the case definition of probable cases. Netherlands also considers a female partner of a man who (also) has sex with men as epidemiological criteria. Both Poland and New Zealand also included prolonged and close exposure without respiratory protection and contact with contaminated materials, such as bedding and bath linen or utensils for common use belonging to a probable or confirmed case within the last 21 days of symptom onset as criteria for probable case. Healthcare workers meeting suspected case definition and improperly using personal protective equipment who got in contact with probable or confirmed case were also considered as probable case in these two countries.

Australia additionally accepts electron microscopy results for defining probable cases (while Germany used the technique for confirmed cases). United States, on the other hand, accepts immunohistochemistry and genomic sequencing results for probable case definitions. Application of diagnostic electron microscopy (EM) can provide initial results within minutes and can successfully aid in excluding majority of differential diagnosis (15). However, it must be followed by more specific tests since EM cannot identify different viral species.



3.4. Case definitions for suspected cases

The WHO defined a suspected case as an individual fulfilling either of the two criteria. The first criteria included epidemiological contact with a confirmed or probable Mpox case in the 21 days before the onset of signs or symptoms and who presents with any of the following—acute onset of fever (>38.5°C), headache, myalgia (muscle pain/body aches), back pain, profound weakness, or fatigue. The second criteria included clinical criteria (unexplained acute skin rash, mucosal lesions, or lymphadenopathy) and testing criteria (exclusion of other common causes of acute rash or skin lesion and testing for Mpox in case of co-infections).

We found that eight countries did not report case definitions for suspected cases (Austria, Colombia, Germany, Ireland, Mexico, New Zealand, Peru, and Poland). Austria previously defined suspected cases separately but in the updated 2023 guidelines, the country defines suspected and probable cases singly as probable cases. Similarly, Mexico removed the definition of suspected cases in the updated August 2022 guidelines. Though the exact rational is not immediately clear behind these changes, we suspect these changes would streamline the reporting process (in line with WHO recommendations) and provide for a binary classification of cases for the medical personnel.

Interestingly, New Zealand has a classification category called “Under Investigation” that is defined as a person that has been reported to a Medical Officer of Health, but information is not yet available to classify it as confirmed, probable or not a case. Among the other countries, unexplained acute skin rash and fever were found to be the most used clinical symptoms, followed by lymphadenopathy and headache (Table 3). Belgium and Brazil were the only country (in line with WHO guidelines) that recommended testing for Mpox in highly suspicious cases in whom an alternative pathogen has been identified to check for co-infections.



TABLE 3 Criteria for defining Mpox suspected (or possible) case in the investigated countries.
[image: Table3]

For epidemiological criteria, only 46% of the countries fulfilled WHO criteria. For suspected cases, United States was the only country to include contact with infected animal as one of the many possible epidemiological criteria. Interestingly, many countries did not clearly divide the criteria for suspected case in the manner prescribed by WHO. Overlapping amalgamations of the two criteria were seen in most countries (refer to Supplementary File for individual country definitions).



3.5. Notifiable cases

According to the WHO, national authorities should collect data for all cases that meet the case definitions for probable and confirmed cases. The data pertaining to suspected cases should be maintained at national level. Accordingly, we found that 12 countries (38%) followed the WHO guidelines, with seven countries asking medical practitioners to additionally notify suspected cases (Table 4). Germany, Netherlands, Sweden, and Switzerland require notification for only confirmed cases while nine countries (28%) required notification of confirmed and suspected cases. Noticeably, Netherlands, downgraded reporting of cases from group A (confirmed and probable cases) to group B1 (only confirmed cases) as of 15th December 2022.



TABLE 4 Differences in notifiable cases based on surveillance definitions.
[image: Table4]



3.6. Case definitions for discarded cases

According to the WHO, a discarded case is a suspected or probable case for which laboratory testing of lesion fluid, skin specimens or crusts by PCR and/or sequencing is negative for Mpox (should be done on a sample other than blood specimen). Thirteen out of 32 of the investigated countries (41%) reported definitions for discarded cases or reported exclusion criteria for cases to be classified as suspected, probable, or confirmed for Mpox infection. However, of these countries only Chile and Italy had definitions that were in line with WHO recommendations (Table 5). Spain and United States remained ambiguous in terms of accepted laboratory tests (e.g., Spain does not mention sequencing for confirming cases while United States additionally accepts viral isolates from culture as described in Table 1). Brazil and Costa Rica on the other hand, mentioned only suspected cases with negative laboratory investigations as discarded case.



TABLE 5 Definition of discarded cases according to national guidelines in the investigated countries.
[image: Table5]




4. Discussion

The current multi-country outbreak of the Mpox virus is a rapidly evolving situation, one that requires constant modifications and adaptations to the management and surveillance guidelines as the virus spreads. Subsequently, the WHO released interim guidelines for case recording and categorization for the member states with the aims of (i) identifying new clusters/outbreaks to provide appropriate clinical care; (ii) stopping human-to-human transmission by isolating identified cases and contact tracing; (iii) minimizing zoonotic transmission; and (iv) tailoring a coordinated global response by identifying risk groups and protecting frontline workers (13). Furthermore, the WHO has prepared a macro-enabled Microsoft Excel form that is available for member countries for data collection. The use of Go. Data platform has been recommended by the WHO for facilitation of local capture, analysis, and/or sharing of the Mpox data (13).

Although, the WHO states that the national public health authorities may adapt these recommendations and definitions based on local situation, these basic definitions for case classification were published considering the varied circumstances and capacities in all member states (13). Herein, we noticed that there are significant differences in terms of implementation and adaptation of these guidelines in the 32 investigated countries. In fact, most countries have adopted the guidelines based on the principles of ALARA (as low as reasonably achievable), something seen also during the COVID-19 pandemic (8). For example, the United States included human contact with infected animals (or products from such animals) as a criterion in the definition of a suspect case. The WHO states that this criterion is for countries with known ongoing zoonoses. However, past experience with Mpox outbreaks in the United States might have prompted such inclusion.

Case data aggregating databases such as Our World in Data (OWID; available from https://ourworldindata.org), European Centers for Disease Control and Prevention (ECDC), John Hopkins University, WHO, and others have all highlighted the discrepancies in their datasets, most of which could be traced to incomplete data collection at source and intra- and inter-country heterogeneity in guidelines, infrastructure, and indicators (16). These discrepancies are best appreciated when one investigates time series and/or comparative series. Probable causes of such ALARA adaptations stem from differences in the testing capabilities, resource scarcity, legislative delays in updating guidelines, economic capacity, insurance coverage, privacy laws etc. (8, 9). Although data modeling could be applied to overcome the ALARA heterogeneity, the very reliability of these models on previously collected data limits their accuracy and applicability in international comparisons.

Besides the ALARA adaptations, some points within the core WHO recommendations may require further consideration. For example, requiring only RT-PCR or sequencing for a confirmed case is both very limiting and not sufficiently targeted. While versatile, PCR is highly susceptible to contamination and can have varying sensitivities depending on manufacturer and end user. (17, 18). In addition, poor assay design (including primers) and sampling may result in false negative results by lowering the limit of detection (LOD) of the Mpox PCR (19). These challenges can be overcome by comparing PCR results with a previously validated and quantitated endogenous positive control. However, even this approach has its limits. Currently, the WHO guidelines require the use of a positive control that is easily detectable at low levels. But the guidelines do not ascertain what is an “easily detectable” limit (19). Furthermore, some PCR manuals describe LOD as copies/mL or copies/PCR reaction, neither of which are standardized metrics for certain clinical samples such as crusts and dry swabs (20). Although not the main goal of primary diagnostics (20), viral load quantification is still useful for future epidemiologic and standardization studies that determine LOD for designing future assays.

On the other hand, it is also plausible that Mpox PCR may produce false-positive results. There is a potential risk of cross-contamination between samples from positive and negative patients tested simultaneously in the laboratory (19). In an ideally set up PCR reaction, one would expect Cq (cycle of quantification) values to be low, an indication of high viral load in the sample. The mean Cq values for Mpox PCR tend to vary depending on sampling site (±standard deviation): 23 ± 4 Cq for skin lesions, 27 ± 7 Cq for anorectal swab specimens, and 32 ± 6 Cq for pharyngeal specimens (21). Sequencing, on the other hand, is limited by the associated downstream processing costs, technical expertise, and transportation of bulky equipment. In countries with limited experience, sequencing is hence, not the optimal method for diagnostic purposes. This may have led countries in Latin America (Argentina, Chile, Colombia, and Peru) not to include sequencing as a diagnostic criterion for confirmed cases. However, experience from the Ebola outbreak shows that relatively portable sequencing devices could be used to support epidemiological investigations in remote locations (22). We believe that the classification of cases based on laboratory findings alone may not be reasonable because of the possibility of false positives and false negatives (albeit in a small number of cases). Hence, for targeted and accurate testing and interpretation of results, it is important that clinical findings should also be included as additional criteria in confirmed case definitions.

Interestingly, parallels can be drawn between the initial approach to HIV (human immunodeficiency virus) and Mpox. Both viruses have been thought to be more transmissible among the gay, bisexual, and MSM communities. The stigma rising from the HIV epidemic is still prevalent in society, despite the implementation of countless public education programs and equal rights legislation (23, 24). In fact, a qualitative study published recently revealed that apart from fear of rejection from partners, family, and friends, intersectional stigma from healthcare providers and concerns about privacy and safety at healthcare services were equally important concerns in the MSM community (25). Since the onus for getting tested lies with the patients (based on symptom development), such associated negative perception about the neutrality of the healthcare system risks under-testing and under-reporting of the cases. Inclusion of specific criteria concerning one’s belonging to the MSM community in the probable case definition could potentially have long-term consequences. Perhaps, we think this might have led to multiple countries not adopting or dropping this criterion in their national iterations (Table 2).

In the European countries, there has been evidence of this relationship in a number of studies. The number of HIV diagnoses in the MSM community has been negatively correlated with the level of homosexual stigma (26, 27). Four of the five European countries that retained the criterion of belonging to the MSM community scored high on the Rainbow Index (RI). RI is a scoring system ranging from 0 (few rights) to 100 (well protected) that assesses legal protection, rights, access to health care, and hate speech in European countries (28). Poland was an exception, ranking in the bottom 10 of the scoring list. Contrarily, Denmark, Portugal, and Sweden were outliers, as they did not include this criterion despite their high ranking in the RI. New Zealand, on the other hand, is known worldwide for its liberal civil rights (as evidenced by its military ranking first in the LGBT Military Index). In fact, a positive correlation between the RI and the cumulative incidence of Mpox in the European countries was recently demonstrated (29).

Beyond surveillance, in clinical settings case definitions are critical for patient screening and identification that require isolation, further confirmatory testing, and contact tracing (30). For example, a turnaround time of fewer than 24 h from receipt of the specimen for PCR testing is preferred by the United Kingdom Health Security Agency (UKHSA) (31). However, experience from the US CDC shows that the median laboratory turnaround time from specimen receipt to reporting results was 30.7 h (32). Shorter turnaround times serve two purposes—first, to ensure that the patient receives appropriate care as quickly as possible, and second, to reduce the likelihood of nosocomial infection if the patient has not been properly isolated (33). Given that the family physicians/primary care providers are the first-to-detect Mpox infection in most cases (16), it is critical that doctors in such settings be properly trained and made familiar with both national and WHO case reporting guidelines.

Presently, the WHO recommends that for case identification, primary care clinics, sexual health clinics, emergency departments, dermatology clinics and other such primary care providers should employ a “simplified questionnaire and screening protocol based on the WHO case definition adapted to local epidemiology” (30), whereby adaption to the local epidemiology refers to situations when considering the differential diagnosis of infectious causes of the rash, fever, and lymphadenopathy (for classifying suspected cases). Furthermore, WHO has explicitly recommended member states test suspected cases for Mpox (using PCR/sequencing), a condition that has been adopted only by Belgium and Brazil in the national guidelines (Table 3).

The results from our comparisons also shed light on the near future challenges ahead. Selective adaptation of the guidelines—with some countries applying more stringent criteria (over-reporting) and others using more flexible criterion (under-reporting)—could lead to creation of artificial resource bottlenecks and discrepancies in the number of cases reported, thereby disproportionately demonstrating the true disease burden in the respective countries. Poor implementation of case definitions might superficially increase the number of suspected or probable cases that are reported to the healthcare system. However, upon confirmatory testing, this could lead to lesser test positivity rates and high rates of misdiagnosis, raising safety concerns (33). At the same time, this approach not only increases the demand of the confirmatory tests, but also balloon’s state expenditure for covering/subsidizing the associated costs.

According to the CDC, Mpox specimens should be handled in Biosafety Level 2 facilities. The CDC also recommends that all laboratory personnel involved in handling Mpox specimens be vaccinated against smallpox (within the past 3 years). If vaccinated personnel are not available, laboratory work may be performed in level 2 facilities, but must follow more stringent level 3 procedures (34). These requirements could also prove to tighten the testing resources available in the countries since majority of the personnel might not be vaccinated against smallpox and Level-3 procedures could take time for adoption and standardization in a Level-2 facility. This might prove to be extremely detrimental to societies applying more stringent criteria since about half of the countries have included travel to affected country as an additional epidemiological criterion in their guidelines. Though the guidelines do not mention what is meant by “affected,” it is reasonable to speculate that countries with higher reported caseloads would be considered and stigmatized. Differences in the notifiable cases (Table 4) are another example demonstrating our argument.

It is clear that the WHO guidelines need further standardization and consideration so that countries can better adapt and adjust case definitions. Indeed, publication of standardized guidelines are not enough; they merely act as a broad framework. Apart from the technical and logistical factors, attention should also be paid on access to facilities and reagents. Public opinions (religious, social, political) and education are other important factors that need to be considered. The current definitions will have implications, especially if a state considers Mpox a high-consequence infectious disease and orders a home quarantine. Unsurprisingly, analysis of the performance of COVID-19 case definitions showed that complex case definitions (multiple criteria, use of OR/AND) are doubly limited clinically. On the one hand, such definitions fail to identify those at highest risk of developing severe outcomes, while on the other hand, they fail to identify patients with common infectious symptoms such as cough and fever (33).

International coordinated collaboration and efforts are needed for sharing experiences, knowledge, and technical capabilities. This would allow for consistent reporting and surveillance recommendations, thereby harmonizing global data reporting processes and promoting a better understanding of outbreak evolution. Examples of such collaborations were seen during the COVID-19 pandemic (35). The European Observatory on Health Systems and Policies created the COVID Health System Response Monitor, a specialized tool reporting on the public health policies adopted by various countries in the WHO European region during the pandemic (36, 37). The role of non-state players and funders like Bill & Melinda Gates Foundation is equally critical for upgrading existing capabilities. While the data will be made available by the countries to the WHO and other public sources, it will also be necessary to provide incentives to legislators to facilitate the implementation of infrastructural and technological measures as well as legislation. A not-for-profit approach should be a priority, as should the provision by WHO of guarantees of fair use of the data reported. The WHO should ensure that the case of the non-authorized, third-party sharing of data is not repeated (38).

It should be noted that local adaptations of the WHO case reporting definitions are not always made on a voluntary basis, but rather out of necessity in most countries. As stated previously, WHO endorses and encourages such national iterations (13). Such an approach would certainly change the dynamics of regional and international comparisons, while ensuring effective triage of patients. It remains to be seen whether adopting separate clinical and epidemiological guidelines would facilitate and standardize the process of collecting data (33). Though similar for the majority part, United States issues two separate guidelines—clinical1 and epidemiological.2 For example, the definition for confirmed cases is similar in both guidelines except that in clinical guidelines, isolation of Mpox virus in culture from a clinical specimen is also accepted. Other noticeable difference was the definition of discarded cases which was available only in clinical guidelines but not in the epidemiological guidelines.

A similar scenario was observed for provincial definitions and case notification guidelines in neighboring Canada. British Columbia (B.C.) follows national Canadian case definitions and require notification of only confirmed and probable cases. Ontario, on the other hand, requires notification of confirmed, probable, suspected, and person under investigation. Person under investigation was defined as an individual awaiting NAAT results or an individual who does not fulfill the criteria for other case definitions.3

Nonetheless, our findings are constrained by certain limitations. Firstly, since the virus is currently circulating and spreading to newer countries, not all countries have released guidelines that could have helped us to get a broader picture. Secondly, the guidelines and case definitions are subject to revision as our clinical knowledge about the management of the virus evolves. As an example, in the June 2022 interim guidelines, WHO considered “hospitalized due to the illness” as a criterion for probable case, which was later dropped in the August 2022 guidelines. Yet, we noticed that Italy, Portugal, and South Africa still considered hospitalization as a valid criterion (since the national guidelines in these countries have not been updated to the August guidelines).

We assume that in the later studies, such variations would be corrected for and might not be observed. Nonetheless, we fear that these efforts would become difficult as Mpox cases decline globally. For example, the ECDC has now discontinued the publication of Mpox epidemiological reports as of 28th February 2023. Finally, we could not compare the effect of changes in case definitions with the number of reported cases. Austria and Mexico, for example, removed suspected case definitions in their national guidelines. The effects of this change are not possible to visualize since the countries notified only probable and confirmed cases. Hence, the on-ground risk–benefit analyses of these changes are hard to quantify.



5. Conclusion

The WHO’s guidelines for Mpox surveillance are constantly being modified and adapted to the rapidly evolving situation. In their current form, these guidelines serve more as a broad framework than a set of prescriptive rules, as evidenced by the significant variation in implementation and adaptation of these guidelines among the member states. However, these variations could be compounded when comparing provincial guidelines. Such variations arise due to the differences in testing capacity, resource constraints, legislative delays, economic resources, cultural believes, and data privacy laws. In addition, some issues within the core WHO recommendations, such as the use of RT-PCR or sequencing alone for a confirmed case, may require further consideration. False-positive and false-negative results may occur due to the limitations of PCR and sequencing. The inclusion of clinical findings as additional criteria in case definitions would allow for targeted and accurate testing and interpretation of results.

Adequate case ascertainment and reporting based on up-to-date case definitions is the cornerstone for monitoring and forecasting the global spread of the virus. The quality of data collected can be dramatically improved, fair comparisons between countries/regions can be made, and collective international public health policy can be formulated by using standardized definitions provided by the WHO. In addition, GPs should familiarize themselves with both national and WHO guidelines when reporting cases to national reporting systems.
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Footnotes

1   https://www.cdc.gov/poxvirus/mpox/clinicians/case-definition.html

2   https://ndc.services.cdc.gov/case-definitions/monkeypox-virus-infection/

3   https://www.health.gov.on.ca/en/pro/programs/publichealth/oph_standards/docs/smallpox_chapter.pdf
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Background: Essential medicines are the backbone of healthcare and meet the priority healthcare needs of the population. However, approximately one-third of the global population does not have access to essential medicines. Although China formulated essential medicine policies in 2009, the progress of availability of essential medicines and regional variations remains unknown. Therefore, this study was conducted to evaluate the availability of essential medicines, their progress, and regional distribution in China in the last decade.

Methods: We searched eight databases from their inception to February 2022, relevant websites, and reference lists of included studies. Two reviewers selected studies, extracted data, and evaluated the risk of bias independently. Meta-analyses were performed to quantify the availability of essential medicines, their progress, and regional distribution.

Results: Overall 36 cross-sectional studies conducted from 2009 to 2019 were included, with regional data for 14 provinces. The availability of essential medicines in 2015–2019 [28.1%, 95% confidence interval (CI): 26.4–29.9%] was similar to that in 2009–2014 (29.4%, 95% CI: 27.5–31.3%); lower in the Western region (19.8%, 95% CI: 18.1–21.5%) than Eastern (33.8%, 95% CI: 31.6–36.1%) and Central region (34.5%, 95% CI: 30.6–38.5%); very low for 8 Anatomical Therapeutic Chemical (ATC) categories (57.1%), and low for 5 categories (35.7%) among all ATC groups.

Conclusion: The availability of essential medicines in China is low compared with the World Health Organization goal, has not changed much in the last decade, is unequal across regions, and lacks data for half of provinces. For policy-making, the monitoring system of the availability of essential medicines is to be strengthened to enable long-term surveillance, especially in provinces where the data has been missing. Meanwhile, Joint efforts from all stakeholders are warranted to improve the availability of essential medicines in China toward the universal health coverage target.

Systematic review registration: https://www.crd.york.ac.uk/PROSPERO/display_record.php?RecordID=315267, identifier: PROSPERO CRD42022315267.

KEYWORDS
essential medicines, availability, China, regional distribution, systematic review


1. Introduction

Access to essential medicines is a vital component of the millennium development goals (MDGs), sustainable development goals (SDGs) and universal health coverage (UHC) (1–3). The World Health Organization (WHO) defined essential medicines as those can meet basic medical and healthcare needs, have appropriate dosage forms, guaranteed supply, can be equipped at the grass-roots level, and can be equitably accessed by the people (4). Since 1977, WHO has been updating essential medicines list every 2 years, with the latest 22nd version in 2021 (5). Currently, the list forms an integral part of national essential medicines policies in 146 countries guiding the selection of drugs based on public health relevance, efficacy, safety, and cost (6). However, studies have shown that millions of people around the world face illness, disability, and death every year because of poor access to medicines (7, 8). Approximately one-third of the global population does not have access to essential medicines. In 2012, a survey performed by WHO estimated that more than 10 million deaths around the world could be avoided every year by providing essential medicines through the effective National Essential Medicines Policy (NEMP) (9). To facilitate and promote monitoring the progress of the availability of essential medicines and the national essential medicine system (NEMS), the WHO and Health Action International (HAI) jointly developed the WHO/HAI standardized method, which provided a unified method for countries and organizations to investigate the availability, price, and affordability of essential medicines (10).

In 2009, China initialized the national essential medicine system, as one of the five key components of the “new health reform” to improve the medicine supply system and ensure the safe use of medicines in the population (11). Since the new health reform in China in 2009, several studies have been conducted to examine the availability of essential medicines in China (12–19). However, several key questions have not been fully addressed. Firstly, nationwide studies of the availability of essential medicines were lacking, as most of these studies were conducted in single or several provinces only (20). Secondly, studies of the findings on its secular trend have been inconsistent (17–19, 21–23). For example, Zhu et al. (18) and Wei et al. (19) showed that the availability of essential medicines in 2016 was lower than that in 2012. In contrast, a study found that the availability of essential medicines increased from 2010 to 2014 (17). A thorough evaluation on the secular progress and geographical distribution of the availability of essential medicines in China could enable benchmarking and provide vital evidence for policy-making on the NEMS for years to come. However, to our knowledge, no such study has been conducted in China since its 2009 health reform.

Therefore, this study was conducted to systematically evaluate the availability of essential medicines, their secular progress, and regional distribution in China in the last decade, to provide evidence and support policy-making of the NEMS to improve the availability of essential medicines toward universal health coverage.



2. Methods

This systematic review and meta-analysis was reported in accordance with the preferred reporting items for systematic review and meta-analysis (PRISMA) (24), and was registered in PROSPERO (CRD42022315267).


2.1. Search strategy

We searched literature databases of PubMed, Embase (Ovid), the Cochrane Library, Web of Science, China National Knowledge Infrastructure (CNKI), WanFang database, VIP database, and Chinese Biomedical Literature database (CBM) from their inceptions to February 2022. We also searched the websites the of WHO and International Pharmaceutical Federation (FIP) and manually checked reference lists of included studies and relevant published reviews. The search terms included: essential drug, essential medicine, China, Chinese, etc. The search strategy in PubMed is presented in Supplementary Table S1.



2.2. Eligibility criteria

Primary studies were included if they had participants of medical institutions or pharmacies, public or private, that may provide essential medicines in mainland China; outcome of availability of essential medicines (frequency and percentage); study design of the cross-sectional study, interrupted times series study, uncontrolled before-after study, and controlled before-after study. Publications in English or Chinese were included. Studies were excluded if they were duplicate publications or their full texts were not available.



2.3. Study selection and data extraction

Two reviewers (MZ and ZL) selected studies and extracted data independently. The following data were extracted: (1) general information of the study: title, first author, year of publication, and study design; (2) characteristic of studies: study area, survey time, survey method, number of essential medicines investigated, number of medical organizations, and names of investigated medicines; (3) outcome: availability rate of essential medicines. Reviewers resolved disagreements by discussion to consensus, and if necessary, by consulting a third reviewer (KZ).



2.4. Risk of bias assessment

Two reviewers (MZ and ZL) evaluated the risk of bias of cross-sectional studies independently using the Joanna Briggs Institute (JBI) Critical Appraisal Tools (25). The tool consists of nine items in terms of sampling methods, research objects, data collection, and analysis methods. Each item was determined by yes, no, unclear, and not applicable. For the overall quality rating of a study, more than 6 scores were considered as high, 4–6 scores as moderate, and < 4 scores as low quality (25). The risk of bias of interrupted times series study, uncontrolled before-after study, and controlled before-after study was assessed using the Cochrane Effective Practice and Organization of Care (EPOC) criteria (26). Disagreements were resolved by discussion to consensus, and if necessary, by consulting a third reviewer (KZ).



2.5. Outcome measurement

The availability of essential medicines was calculated as the percentage (%) of the number of institutions equipped with essential medicines to the number of institutions surveyed. The availability of essential medicines was classified as very low if the percentage was < 30%, low if it was 30–49%, fairly high if it was 50–80%, and high if it was more than 80% (27).



2.6. Statistical analysis

The pooled availability of essential medicines was estimated using percentage and its 95% CI. Heterogeneity was evaluated using I2 and Chi-square (χ2) test. If heterogeneity was significant (I2 > 50%), the random effect model was used, otherwise, the fixed effect model was used. The overall availability rates of essential medicines in China, and that from 2009 to 2014 and from 2015 to 2019 were estimated. Subgroup analyses were conducted by regions in mainland China (Eastern region including 11 provinces or municipalities, Central region including 8 provinces or autonomous regions, and Western region including 12 provinces, municipality or autonomous regions) (28), and provinces to examine its geographic distribution across China, and by Anatomical Therapeutic Chemical (ATC) Classification of medicines.




3. Results


3.1. Literature search and study selection

A total of 11,389 records were identified by the initial search. After removing duplicates and irrelevant records by screening for titles and abstracts, 381 studies were assessed for eligibility at full-text screening. Eventually, 36 studies were included in this systematic review (13, 16–23, 29–55). The study selection process is shown in Figure 1.


[image: Figure 1]
FIGURE 1
 PRISMA flow chart of study selection.




3.2. Characteristics of included studies

The characteristics of the included studies are presented in Table 1. The included were all cross-sectional studies, which were conducted from 2009 to 2019. Among them, 15 studies (41.7%) were conducted in the Eastern region, 8 studies (22%) in the Western region, 4 studies (11%) in the Central region, and the remaining 9 studies (25%) were conducted across several provinces or nationwide. Among them, 33 studies (92%) adopted the WHO/HAI standardized methodology, while the investigation method was unclear in 3 studies. However, they all adopted the definition of availability of essential medicines according to the WHO/HAI methods, and therefore, were also included in the analyses. All studies selected investigated medicines based on the WHO Model List of Essential Medicines (22nd List) and China National Essential Medicines List (2018) (56, 57). The median number of investigated essential medicines was 28 (ranging from 3 to 121). The list of essential medicines investigated in included studies is presented in Supplementary Table S2.


TABLE 1 Characteristics of included studies.
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3.3. Risk of bias assessment

Among the 36 studies, 26 studies were assessed as high quality, and the remaining 10 studies were of moderate quality (Supplementary Table S3).



3.4. Availability of essential medicines in China from 2009 to 2019

A total of 36 studies reported the availability of essential medicines in China. Overall, the availability of essential medicines was 28.8% (95% CI: 27.5–30.1%) from 2009 to 2019. Detailed availability of the essential medicines by ATC is presented in Supplementary Table S4.


3.4.1. Secular trend of availability of essential medicines in China between 2009–2014 and 2015–2019

The changes of the availability of essential medicines in China during the two periods are shown in Figure 2. A total of 17 studies reported the availability from 2009 to 2014, and 23 studies from 2015 to 2019. The overall availability of essential medicines in China during the two periods was similar, which was 29.4% (95% CI: 27.5–31.3%) from 2009 to 2014 and 28.1% (95% CI: 26.4–29.9%) from 2015 to 2019. Detailed availability of the essential medicines by ATC between the two periods is presented in Supplementary Tables S5, S6.


[image: Figure 2]
FIGURE 2
 The availability of essential medicines in China.




3.4.2. Availability of essential medicines by regions

The number of studies reported the availability of essential medicines for the Eastern, Central and Western regions was 20, 9, and 13, respectively. From 2009 to 2019, the overall availability of essential medicines in the Western regions (19.8%, 95% CI: 18.1–21.5%) was lower than that in the Eastern (33.8%, 95% CI: 31.6–36.1%) and Central regions (34.5%, 95% CI: 30.6–38.5%) (Supplementary Table S3). As regards to secular trend, the availability of essential medicines in the Eastern region and the Central region reduced notably from 2015 to 2019 to that from 2009 to 2014, while increasing substantially in the Western region from 17% during 2009–2014 to 38% from 2015 to 2020 (Figure 2; Supplementary Tables S5, S6).



3.4.3. Availability of essential medicines by provinces

The variations of availability of essential medicines across provinces during the two time periods are shown in Figures 3A, B. Provincial data of the availability of essential medicines were only reported for 14 provinces, while the other 17 provinces neither conducted a survey nor reported the provincial data. Among them, 5 provinces (16.1%) had provincial data of availability of essential medicines from 2009 to 2014, and 12 provinces (38.7%) had provincial data from 2015 to 2019.


[image: Figure 3]
FIGURE 3
 The availability of essential medicines by provinces from 2009 to 2014 (A) and from 2015 to 2019 (B). Availability of essential medicine considered as: high > 80%, fairly high 50–80%, low 30–49%, very low < 30%. Methods for data manipulation for provinces with missing data in the map: if the province has been surveyed but the provincial data were not available, regional data (pooled estimate using meta-analysis) were used to fill in the data; if no survey has been conducted in the province at all, then it was labeled as no data. (From 2009 to 2014, provincial data were available for Beijing, Jiangsu, Guangdong, and Shaanxi; whereas, from 2015 to 2019, provincial data were available for Jiangsu, Liaoning, Shanghai, Zhejiang, Shandong, Anhui, Jiangxi, Henan, Hubei, Shaanxi, Yunnan, and Ningxia).


From 2009 to 2019, the three provinces with the lowest overall availability of essential medicines were Yunnan (19.4%, 95% CI: 6.3–3.2%), Shaanxi (19.8%, 95% CI: 18.0–21.6%), and Jiangsu (22.3%, 95% CI: 19.4–25.1%). More detailed availability of essential medicines in different provinces from 2009 to 2014 and from 2015 to 2019 were presented in Supplementary Tables S5, S6.



3.4.4. Availability of essential medicines by ATC categories

Thirteen categories of essential medicines were investigated from 2009 to 2014, and 14 categories were investigated from 2015 to 2019. Changes in the availability of essential medicines by ATC categories in the two periods are presented in Figure 4.


[image: Figure 4]
FIGURE 4
 Changes in the availability of essential medicines between different categories based on ATC (2009–2014 vs. 2015–2019). G: Not reported the availability of Genito urinary system and sex hormones from 2009 to 2014. A: Alimentary tract and metabolism; B: Blood and blood forming organs; C: Cardiovascular system; D: Dermatologicals; G: Genito urinary system and sex hormones; H: Systemic hormonal preparations, excl. sex hormones and insulins; J: Antiinfectives for systemic use; L: Antineoplastic and immunomodulating agents; M: Musculo-skeletal system; N: Nervous system; P: Antiparasitic products, insecticides and repellents; R: Respiratory system; S: Sensory organs: V: Various.


From 2009 to 2014, the number of ATC categories of essential medicines with fairly high, low, and very low availability were 1, 4, and 8, respectively, while no data was available for the genito urinary system and sex hormones. From 2015 to 2019, the number of ATC categories of essential medicines with fairly high, low, and very low availability were 1, 4, and 9, respectively. From 2009 to 2014, the three ATC categories of essential medicines with the lowest availability were nervous system (10.6%, 95% CI: 8.1–13.4%), systemic hormonal preparations excluding sex hormones and insulins (15.9%, 95% CI: 2.8–34.6%), and sensory organs (17.2%, 95% CI: 7.0–30.5%). From 2015 to 2019, the three ATC categories of essential medicines with the lowest availability were nervous system (12.6%, 95% CI: 8.4–17.5%), antiparasitic products, insecticides and repellents (16.3%, 95% CI: 6.7–28.2%), and systemic hormonal preparations excluding sex hormones and insulins (18.3%, 95% CI: 6.6–33.5%). The three medicines with the lowest availability were similar to the national level, especially nervous system, which was very low (< 30%) in all regions (Supplementary Tables S3–S5).





4. Discussion

To our knowledge, this is the first systematic review and meta-analysis that has comprehensively evaluated the secular trend, regional and provincial distribution of the availability of essential medicines in China in the last decade. There are four important findings in this study. First, the availability of essential medicines was low in China from 2009 to 2019 with little overall change between 2009–2014 and 2015–2019, and much is to be done to achieve the goal of 80% availability suggested by the WHO. Second, the availability of essential medicines in the Western region was lower than that in the Eastern and Central regions. As regards to secular trend, the availability of essential medicines in the Eastern region and the Central region reduced slightly from 2015 to 2019 compared with that from 2009 to 2014, while increasing moderately in the Western region. Third, among 14 ATC categories of essential medicines, the availability was very low for 8 categories (57.1%), and low for 5 categories (35.7%) in most recent studies. Finally, the provincial data are only available for less than half provinces (14 provinces) while lacking for the others, as they were not surveyed at all or not reported, indicating substantial research gaps and needs.

Overall, our results revealed that the availability of essential medicines was still low in China according to the WHO availability goal, which was consistent with the findings of published studies. A national study found that the mean availability of essential medicines in China was low (4.29–43.75%) (33). Another national survey found that the overall availability of essential medicines for children in China was low (< 35%) (38). Internationally, Mahmić-Kaknjo et al. found that the availability of essential medicines is still suboptimal from 2003 to 2011 in low- and middle-income countries (58). It suggested that the availability of essential medicines in China is at the middle level among all low- and middle-income countries. There may be several reasons for the low availability of essential medicines in China. First, on the supply side, the low price and meager profit of essential medicines may lower the motivation of the production and distribution enterprises to produce and supply essential medicines (12, 59). Second, on the demand side, patients may be influenced by misunderstood beliefs that cheap medicines may not be as effective as those with high prices (60), which may also lead to a decrease in demand, production and supply of these cheap price essential medicines. Last, the WHO/HAI method has strict restrictions on dosage forms and specifications which may be different from that in the China market, and therefore, may underestimate the actual availability of those medicines (17).

We found the availability of essential medicine in China has changed little in the last decade. This finding was supported by several other studies. Guan et al. found that the nationwide availability was steady from 2011 to 2016 (21), and Song et al. showed that the availability of essential medicines did not change radically (22). The possible reason may be that the availability of essential medicines decreased in the Central and Eastern regions, while increasing in the Western region from 2009–2014 to 2015–2019. In addition, in this study, based on ATC categories, we found that the availability of some essential medicines has increased and that of others has decreased during the two periods. Since our study included all available studies of essential medicines across China from 2009 to 2019, it is more likely to reflect the overall trend of China. However, research on causes of the changes is lacking, as most studies on the availability of essential medicines only reflected its status quo but not examined its trend and reasons. Therefore, more studies are needed to understand why there has been little change in essential medicines over the past decade.

In our study, it is shown that the availability of essential medicines in the Western region was lower than in the Eastern region, which was consistent with findings from previous studies. Guan et al. and Su et al. both found that compared with the Eastern region, the Western region had lower availability of essential medicines (21, 43, 55). This may be related to the different economic levels of the Eastern, Central, and Western regions. Existing literature showed that, compared with the developed Eastern region, the Western region has insufficient health resources and a lack of high-quality essential medicines (61), which indicated the inequality in the allocation of health resources and the utilization of health services in China (62). Notably, we found that the availability of essential medicines increased moderately in the Western region, but reduced slightly in the Eastern region and the Central region from 2015 to 2019 compared with that from 2009 to 2014. The investigation is needed to shed light on the reasons for the unwanted changes, and tailored measures are warranted to reverse the downward trend of the availability of essential medicines in more developed regions.

Finally, none ATC categories except one reached the fairly high (>50%) availability rate in most recent years, indicating systematic challenges for the NEMS. And the three categories of essential medicines with the lowest availability were similar during two periods, which were nervous system, systemic hormonal preparations, excl. sex hormones and insulins, and antiparasitic products, insecticides and repellents. There may be several reasons for this. First, it may be related to the imperfect pricing mechanism and procurement and distribution system of these medicines (51, 52). Second, pharmacies may unable to sell some medicines due to their small sale volumes, such as antiparasitic products, insecticides and repellents, which may be related to the reduced prevalence of such diseases in the Chinese population (53). Third, some medicines for the nervous system, such as diazepam, are not available in private pharmacies, because it is under special management and patients must purchase them with psychiatrist specialists' prescriptions (17).

Our study has some strengths. First, this is the first systematic review and meta-analysis to comprehensively evaluate the availability of essential medicines in China, which is one of the critical pillars of the healthcare system. Second, methodologically, this systematic review was conducted following consolidated standards including the extensiveness of search strategies, rigor in study selection criteria, extraction of relevant information, and data analysis, which ensured the comprehensiveness and robustness of research findings. Third, the research findings shed lights on the availability of essential medicines in China in aspects of its secular trend, regional distribution, and that by ATC categories in the last decade, which may have important implications for future research and pharmaceutical policy-making toward the goal of universal access to medicines.

Our study has several limitations. Firstly, due to the limited number of included studies, we were unable to perform more detailed analysis to estimate the annual availability of essential medicines. Secondly, the accuracy of pooled estimates of availability of essential medicines may be influenced by varied types of investigated essential medicines involved in primary studies, though we have used pooled estimates based on ATC categories. Thirdly, the WHO/HAI survey methodology required medicines with a specific dosage and form, which may result in underestimates of the availability of some medicines, for other forms and dosages might be available in the pharmaceutical market in China. Finally, though we have systematically searched important databases, websites, and published reviews, there may still be gray literature that has not been included.



5. Conclusion

The availability of essential medicines in China is still low compared with the WHO's availability goal, has not changed much in the last decade, is unequal across regions, and lacks data for half of provinces. For research, more studies are warranted, to reveal the reasons and mechanisms of the low availability of essential medicines and facilitate targeted policy-making. A unified investigation method and a standardized list of investigated essential medicines should be formulated according to the healthcare need of Chinese population to promote comparison between studies. For policy-making, the monitoring system of the availability of essential medicines is to be strengthened to enable long-term surveillance, especially in provinces where the data has been missing, as a research and policy priority to enable benchmarking and dedicated efforts for improvement. Meanwhile, joint efforts from all stakeholders including health commission, regulators on drugs, health insurance, pharmaceutical industry, and hospitals are warranted to improve the availability of essential medicines in China toward the universal health coverage target.
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Background: Despite a dramatic decline in tuberculosis mortality over the past 10 years, tuberculosis is still the leading cause of death globally. In the last 2 years, tuberculosis has affected an estimated 10 million individuals, and 1.4 million people have died worldwide. In Ethiopia, the weight of the problem is less known in the study area. As a result, the purpose of this study was to assess food insecurity and associated factors among adult patients with tuberculosis attending public health facilities in Grawa district, Eastern Ethiopia.

Methods: A multicenter facility-based cross-sectional study was conducted from 01 March to 31 March 2022, among 488 randomly selected adult tuberculosis patients on treatment follow-up at public health facilities in Grawa district, Eastern Ethiopia. Data were collected using a pretested structured questionnaire through a face-to-face interview and document review, entered into EpiData version 3.1, and analyzed using SPSS version 25. The prevalence was reported using a 95% confidence interval (CI) and summary measures. Predictors were assessed using a multivariable logistic regression analysis model and reported using an adjusted odds ratio (AOR) with 95% CI. Statistical significance was declared at a p-value of <0.05.

Results: Overall, the prevalence of food insecurity among the study participants was 19.5%, with a 95% CI (15.8%, 23.2%). Factors such as being male [AOR = 0.58, 95% CI: (0.34, 0.97)], being married [AOR = 2.93, 95% CI: (1.33, 6.47)], being merchant [AOR = 0.22, 95% CI: (0.04, 0.67)], having low wealth quintiles [AOR = 2.10,95%CI:(1.04–4.23)], receiving anti-TB treatment for two or fewer months [AOR = 0.48, 95% CI: (0.26–0.91)], using khat [AOR = 2.18, 95% CI: (1.29, 3.70)], and owning livestock (AOR = 0.56, 95% CI: 0.29–0.94) were significantly associated with food insecurity.

Conclusions: According to this study, nearly one out of every five adults TB patients is food insecure. Factors such as being male, being married, being merchant, having low wealth quintiles, receiving anti-TB treatment for two or less months, those who chew mKhat and having a livestock were significantly associated with food insecurity. As a result, all stakeholders and concerned entities should prioritize improving the livelihood of TB patients through social security system programs, which are critical to the success of TB control and prevention efforts.

KEYWORDS
prevalence, food insecurity, tuberculosis, associated factors, Ethiopia


Introduction

Globally, 821 million people suffer from chronic food deprivation, and the situation has been worsening in most regions of the African continent (1). Insecurity is generally defined as a lack of regular access to enough safe and nutritious food for normal growth and development and an active and healthy life (1, 2). Food insecurity has a substantial impact on the health of populations. Meanwhile, TB continues to be a major cause of morbidity and mortality globally, and its association with access to food and nutrition has been acknowledged for a long time (3). Tuberculosis holds a prominent place in public health, in part because it is listed as among the top causes of premature death among the adult population (4). Tuberculosis is present in all countries and affects all age groups. However, it affects the world disproportionately, as the majority of TB cases and deaths occur in developing countries, where more than half of the cases are in economically productive age groups (5).

Despite a dramatic decline in tuberculosis mortality over the past 10 years, tuberculosis is still the leading cause of death globally. Malnutrition and tuberculosis are two examples of how food insecurity has an impact on mortality, treatment failure, and tuberculosis risk (6). In the last 2 years, tuberculosis has affected an estimated 10 million individuals who have contracted the disease, and 1.4 million people have died worldwide (7).

The majority of people in developing nations experience food insecurity and an unhealthy environment, which have an immediate impact on household food access, availability, and consumption (7). Inadequate food intake leads to poor nutritional status and impaired immune function. Food access, availability, and consumption in households are directly impacted by food insecurity and an unhealthy environment, which are prevalent among the majority of people in developing countries (8). Poor nutritional status and impaired immunity are affected by insufficient dietary consumption. It was detected that there is a vicious cycle between undernutrition and TB, according to which poor nutritional status increases the risk of tuberculosis (TB), which in turn can lead to undernutrition (9).

Almost half (1 million) of all TB patients worldwide are malnourished (10). The World Health Organization (WHO) recommends that all TB patients have a nutritional assessment and receive the proper nutritional therapy to reduce the incidence of undernutrition (11). A sufficient, wellbalanced diet is linked to better weight gain and quicker sputum conversion (12). Energy-dense supplements also increased lean body mass and athletic performance (13). Patients with co-infections displayed significant wasting due to these synergistic negative effects (14, 15). Moreover, behavioral factors are linked to undernutrition; for example, smoking increases the risk of undernutrition, which may be linked to decreased appetite and increased resting energy expenditure due to nicotine's effects on body metabolism (16).

On the other hand, undernutrition among TB patients was at risk for those with a low socioeconomic position, low educational status, being female, having a positive sputum smear, being unable to work functionally, and not receiving dietary counseling (17–19). Unexpectedly, TB is Ethiopia's third-leading cause of hospital fatalities and the eighth-leading cause of hospital admissions (20). Furthermore, a small number of studies revealed that a sizeable portion of TB patients are undernourished (21, 22). Poor anti-TB medication adherence has also been found to be a regular occurrence in patients who are malnourished, which may increase the chance of acquiring multi-drug resistance (MDR) type TB, one of the pressing public health issues currently facing Ethiopia and the world (11, 22).

A reduction in undernutrition in the general population could significantly lower the incidence of TB because it is a powerful predictor of active TB (23). Hence, enhancing TB patients' nutritional states is crucial to lowering the likelihood of comorbidities and accompanying mortality as well as adverse treatment outcomes. Moreover, studies demonstrating the scope and causes of undernutrition are crucial for improving early case identification and management, yet Ethiopian literature is scant. Even the already conducted studies have a more limited scope, which eventually reduces the generalizability of the conclusion (22, 24).

Ethiopia has a major share of the global incidence of TB and its related mortality and morbidity (25). With an estimated 219,186 new cases and 48,910 TB deaths, the country has been ranked among the top countries with a burden of tuberculosis (26). On the other hand, food insecurity emerges as a key problem and development challenge in Ethiopia, with the country being ranked among the top East African countries affected by hunger and undernourishment (21). Subsequently, the combined impacts of food insecurity and tuberculosis place further strain on already limited resources as affected individuals strive to meet the food demand.

Nowadays, any individual infected with TB in Ethiopia receives free treatment. As an integral part of TB care and control, the health sector should recognize and help address generalized malnutrition, food insecurity, and other socioeconomic determinants and consequences of TB (27). Understanding the level of food insecurity and its associated factors among adult TB patients is crucial in designing an appropriate intervention to address the bidirectional deteriorating effects. However, despite the high burden of TB and troubling food insecurity in Ethiopia, only a few studies have been conducted concerning food insecurity and associated risk factors among adult TB patients (24, 28). Moreover, these studies have been limited to other areas, with no consideration of eastern Ethiopia, which is overwhelmed by the recurrent impact of drought and pose the risk of food insecurity (11, 29, 30).

Despite the commitment of various stakeholders and the government, the prevalence and determinants of food security, as well as tuberculosis, which are thought to be the direct and underlying causes of undernutrition, continue to be a problem. Moreover, there are a few studies conducted in Ethiopia that pointed out that food insecurity among Tb patients is a major widespread problem (11, 21, 31). Furthermore, there is a paucity of documented evidence regarding the problems under study generally at the county level and particularly at the study area level, so the purpose of this study was to assess factors associated with food insecurity among adult tuberculosis patients attending public health facilities in Grawa district, Eastern Ethiopia.



Methods and materials


Study design, setting, and period

A multicenter facility-based cross-sectional study was conducted from 01 March to 31 March 2022, among 488 randomly selected adult tuberculosis patients on treatment follow-up at public health facilities in Grawa district, Eastern Ethiopia. Regarding the location, Grawa is located in Eastern Ethiopia, 580 km from Ethiopia's capital, Addis Ababa. According to projections from the 2007 national census, the district will have a total population of 349,543 (179,248 men and 170,295 women) by 2020. The district has 45 health posts, 9 health centers, and 1 general hospital. From those district health facilities, six health centers and one hospital provided tuberculosis laboratory services. We used the STROBE cross-sectional checklist when writing our report (32).



Eligibility criteria

All adult tuberculosis patients who had follow-up treatment in Grawa district public health facilities during the study period were considered the source population, whereas all adult TB patients who had follow-up treatment in randomly selected public health facilities and were available during the data collection period were regarded as the study population. The study excluded adult tuberculosis patients who were critically ill and unable to provide the necessary information during data collection.



Data collection methods

An interviewer-administered, pretested, structured questionnaire adapted from the Household Food Insecurity Access Scale (HFIAS) for the measurement of food access was developed by USAID (33) and related published literature that contextualized the study objectives (34). It contains socio-demographic and economic characteristics, household-related conditions, substance use-related behavior, healthcare services, and comorbidity-related characteristics. The data were collected by six BSc Nurse Health professionals who fluently speak Afaan Oromo (the local language). Supervision was conducted by the principal investigator and two public health experts familiar with the study setting. Data collectors and supervisors were trained for 2 days on ethics, tool sampling, and data collection procedures. The data collection process was supervised on a daily basis, and timely feedback was communicated to the data collectors. First, we translated it while keeping the purpose of the questionnaire and the intent of the questions in mind. It was conducted by group members who speak both languages fluently translate it. To ensure the translation's accuracy, the questionnaire was translated back into English by someone who had not seen the original version and was unfamiliar with the questionnaire's context. The back-translated version is then compared to the original, and any meaning differences are corrected. After that, to ensure a cross-validity, we tried to interview a set of respondents in English and another set in the local language such as Afaan Oromo and Amharic, and their answers were then compared to detect differences in understanding. Finally, pretesting was conducted to identify questions that are poorly understood, ambiguous, or elicit hostile or other undesirable responses. We attempted to conduct a pretest using the already-translated questionnaire. We tried to implement all the steps in pretesting such as obtaining an evaluation of a questionnaire and testing the revised questionnaire through its paces on friends, colleagues, and so on. Moreover, when choosing a tool, reliability and validity must be taken into account. The consistency with which an instrument produces the same results across multiple trials is referred to as its reliability. The degree to which an instrument measures what it was designed to measure is known as its validity. Statistically, we performed Cronbach's alpha, which is a measure used to assess the quality of our employed instruments. The result was 0.87, which was within acceptable ranges.



Variables and their measurement
 
Food security

A situation in which all people at all times have physical, social, and economic access to sufficient, safe, and nutritious foods that meet their dietary needs and food preferences for an active and healthy life (35).



Food insecurity

The lack of regular access to enough safe and nutritious food for normal growth and development and active and healthy life. This may be due to the unavailability of food and/or lack of resources to obtain food (36).



Food secure

May report worrying or being anxious about household food supply, but only rarely. Otherwise, the household does not experience any other conditions of inadequate food access.



Current substance use

Taking any substance such as alcohol, hashish, shisha, tobacco, and khat in the last 1 month prior to the study.



Ever substance use

Taking any substance such as alcohol, hashish, shisha, smoking cigarettes, and khat at least once in lifetime.




Bias

There were a number of biases involved while conducting this research, and the researchers took explicit measures to avoid them. One of the biases was social desirability, and to avoid it, the researchers paraphrase the questions in a way that was not socially desirable.



Sample size determination and sampling procedures

The sampling size was computed using the single population proportion formula, considering the following assumptions: 28.0% as the prevalence of undernutrition among adults with TB in southwest Ethiopia (28), a 95% level of confidence, and a 5% margin of error. A 10% non-response rate was also added to get a minimum sample size of 488.

To gather the study subjects, a multi-stage sampling technique was used. First, seven health centers from nine health centers in the Grawa district were selected by simple random sampling. Next, the total number of TB patients on follow-up treatment in each health institution was taken from the registration book of the patient to obtain a sampling frame (a list of eligible participants) before the actual data collection period. The probability-based proportional sampling technique was used to allocate the total sample size proportionally to each respective health institution. Then, each patient was given a unique code. Finally, study participants were selected using a simple random sampling technique (Figure 1).


[image: Figure 1]
FIGURE 1
 Schematic presentation of sample selection procedures of food insecurity among adult TB patients in Grawa District, Eastern Ethiopia.




Data quality control

The questionnaire was initially prepared in English and then translated into the local languages by a bilingual expert (Afaan Oromo). Then, it was translated back into an English version to ensure its consistency. The data collectors and supervisor received training on the data collection tool and procedures. Before the actual study data collection, a pretest was conducted among 5% of the study participants in similar settings. The investigators and experienced research supervisors provided regular supervision.



Data processing and analysis

First, the collected data were checked for completeness and consistency. Then, they were cleaned, coded, and entered into EpiData version 3.1 for further analysis. The entered data were exported to SPSS version 25 for analysis. Descriptive and summary statistics were conducted and reported using frequency tables and figures. A binary logistic regression model was fitted to check for an association between independent variables and the outcome variable. The model's fitness was checked by Hosmer–Lemeshow statistics and Omnibus tests. A multivariable analysis was performed to identify the true predictors of the outcome variables. A multi-collinearity test was carried out to check the presence of correlation between independent variables by using the standard error and co-linearity statistics, and no collinearity effects were detected. Thus, the value of the variance inflation factor (VIF) was 0.951. The direction and strength of the statistical association were measured by the odds ratio (OR) along with the 95% confidence interval (CI). A p-value of 0.05 was considered to be statistically significant in both bivariable and multivariable analyses.




Results


Socioeconomic and demographic characteristics

A total of 482 adult TB patients who were on treatment follow-up participated in the study, resulting in a response rate of 98.8%. The mean age of the study participants was 34.34 (SD ± 11.9) years, with 18 and 65 years being the minimum and maximum ages, respectively. Above half (53.5%) of the study participants were men. Most of the study participants 448 (92.9%) and 461 (95.6%) belonged to the Muslim religion and Oromo ethnicity, respectively. The majority, 411 (85.3%) of the participants, were rural dwellers. A total of 322 (62.2%) study participants had no formal education, and 311 (64.5%) of them were living with their spouses. Nearly a quarter, or 113 (23.4%), of the study participants were categorized as being in the high-wealth quintile (Table 1).


TABLE 1 Sociodemographic characteristics of adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022 (n = 482).
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As shown in Figure 2, among 482 study participants, 311 (64.5%) were married, and 9 (1.9%) were widowed.


[image: Figure 2]
FIGURE 2
 Distribution of marital status among adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022.




Household characteristics of the study participants

A total of 98 (20.3%) study subjects live alone in the household, whereas 308 (63.9%) study subjects live with four or more family members. The majority 322 (83.9%) of the households were monogamous. Nearly three-quarters 359 (74.5%) of the households had livestock, and 357 had farmland. Concerning food aid received from different organization, 22 (4.6%) households were beneficiaries of food support programs. Most of the 434 households (90%) have a latrine, and more than a quarter 134 (27.8%) of households have no window (Table 2).


TABLE 2 Household characteristics of adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022 (n = 482).
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Health history of adult TB patients

More than three-quarters of the study subjects 371 (76.9%) were diagnosed with and treated for pulmonary tuberculosis, while the remaining 111 (23.1%) were diagnosed and treated for extrapulmonary tuberculosis. At the time of diagnosis, more than half of the cases 256 (53.2%) had a +1-sputum smear grade. In terms of treatment duration, 358 (74.3%) of patients received anti-TB treatment for more than 2 months, and 35 (7.3%) reported skipping anti-TB medication since starting treatment. The vast majority of respondents, 405 (84.1%), had no diagnosed comorbidity. Concerning the impact of health education on treatment adherence, the majority 401 (83.2%) of study subjects reported receiving health education from health professionals since enrolling in the treatment (Table 3).


TABLE 3 Health history of adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022 (n = 482).
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Diet and lifestyle conditions of the study participants

Almost a quarter 118 (24.5%) of study participants reported eating fruit the week before the interview, while 152 (31.5%) reported eating vegetables. More than half of the respondents, 262 (54.4%), reported using khat, and 152 (31.3%) were smoking at the time of the treatment follow-up (Table 4).


TABLE 4 Diet and lifestyle conditions of adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022 (n = 482).
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Level of food insecurity

According to the household food insecurity access scale, 94 patients were food insecure, with an overall proportion of 19.5% (95% CI: 15.8 to 23.2%). A total of 21 (22.3%), 44 (46.8%), and 29 (30.9%) TB patients with food insecurity had mild, moderate, and severe food insecurity, respectively. Nearly 72 (41.9%) patients reported being concerned about not having enough food to eat in the household, and 38 (7.9%) patients reported that household members went to bed hungry (Figure 3).
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FIGURE 3
 Level of food insecurity among adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022.




Factors associated with food insecurity among the study participants

In the bivariable analysis, predictor variables such as the sex of the patient, marital status, wealth quintiles, being an urban resident, the khat chewing condition, duration of anti-TB treatment, having farmland, and the presence of livestock in the households were significantly associated with food insecurity among TB patients. However, in the final model of multivariable logistic regression analysis, predictor variables such as being male, being married, being a merchant, having low wealth quintiles, the duration of anti-TB treatment, chewing khat, and having livestock were factors that remained significantly associated with food insecurity.

Accordingly, male counterparts were 42% less likely to experience food insecurity as compared to their female counterparts [AOR = 0.58, 95% CI: 0.34–0.97]. Similarly, the likelihood of food insecurity was nearly three times higher among married TB patients (AOR = 2.93, 95% CI: 1.33–6.47). Furthermore, merchants were 78% less likely to experience food insecurity than their counterparts [AOR = 0.22, 95% CI: 0.04–0.67]. Likewise, the odds of having food insecurity were 2.10 times higher among TB patients who were in the lowest wealth quintile [AOR = 2.10, 95% CI: 1.04–4.23]. Furthermore, when compared to those who received anti-TB treatment for more than 2 months, those who received treatment for 2 months or less were 52% less likely to be food insecure [AOR = 0.48, 95% CI: 0.26, 0.91]. TB patients who chewed khat, on the other hand, were 2.18 times more likely to be food insecure than those who did not [AOR = 2.18, 95% CI: 1.29, 3.70]. Furthermore, TB patients with livestock in their households were 44% less likely to be food insecure than those without livestock [AOR = 0.56, 95% CI: 0.29, 0.94] (Table 5).


TABLE 5 Bi-variable and multivariable logistic regression analysis of factors associated with adult TB patients undergoing treatment in public health facilities of Grawa District, Eastern Ethiopia, 2022 (n = 482).
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Discussion

This study pointed out that 19.5% of the 95% CI (15.8%, 23.2%) study participants were found to be food insecure, of whom 22.3%, 46.8%, and 30.9% were mildly, moderately, and severely food insecure, respectively. Factors such as being male, being married, being a merchant, low wealth quintile, those who chew khat, duration of the anti-TB treatment, and presence of livestock in the households were identified as predictors of food insecurity.

In this study, nearly 19.5% of tuberculosis patients were food insecure. The findings from this study are in harmony with those of studies conducted in Vietnam (22%) (37) and South Africa (21%) (38). The similarities could be due to the fact that the two studies use a similar strategy for laboratory techniques and have a similar social structure. However, the current level of food insecurity is much higher than in previous studies conducted in different settings, like Sri Lanka (6%) (34). The discrepancy might be due to the variation in socioeconomic status and extended social security programs such as food safety nets among the study areas. In addition, seasonal variability when the studies were conducted could explain the observed difference among the findings. On the contrary, this finding was relatively lower than studies conducted elsewhere, such as in Indonesia (64%) (39), southwest Ethiopia (949.3%) (28), and south India (34.1%) (39). A possible justification could be the difference in the socioeconomic status among the study participants.

This study pointed out that being male was the strongest predictor of food insecurity among TB patients. Thus, male counterparts were 42% less likely to experience food security. This finding is supported by studies conducted in different settings, such as South Africa (38), the Somali Region (31), Adama (40), and low-income countries (41). The possible justification could be attributed to the fact that men have greater access to social capital and pathways out of crisis; for instance, their income pays off previous debts and secures new farm loans, whereas women frequently face severe time constraints due to their household food-security roles. Furthermore, gender roles may be a plausible explanation for this association. The majority of rural women in developing countries face financial and land-control constraints (41, 42). This may limit their ability to purchase high-demand food and reduce production, worsening food insecurity among them.

In the final model of multivariable analysis, marital status was found to be associated with food insecurity. Thus, those study participants who married were 2.93 times more likely to experience food insecurity as compared to their counterparts. Similar findings were reported from the studies conducted in Sri Lanka (34). The possible justification could be that a married couple has children who share a few resources, which absolutely plays a pivotal role in establishing and creating food insecurity in that specific household.

The current study found that low wealth quintile were another factor that was independently associated with food insecurity. Patients with tuberculosis in the lowest wealth quintile were more likely to be food insecure than those in the highest wealth quintile. This finding is in harmony with the study done in the Kembata Tembaro zone, southern Ethiopia (43), and south India (39), which found that TB patients with a low monthly income had twice the odds of experiencing household food insecurity as their high-income counterparts. This could be due to the fact that a low income limits an individual's purchasing power for food, potentially exacerbating food insecurity. Furthermore, catastrophic health expenditure as a result of tuberculosis diagnosis and treatment can exacerbate food insecurity in low-income groups throughout the disease's course (44). Similarly, a significant association was found between food insecurity and occupation in the current study, with merchants having lower odds of experiencing food insecurity than farmers. Thus, merchants were 78% less likely to be food insecure than their counterparts. This is in line with the findings of previous studies conducted in Nigeria and Ethiopia (45, 46). This could be due to merchants' purchase and access to power. Furthermore, they have a higher income than the others, allowing them to live a normal life free of food insecurity.

Furthermore, khat consumption was found to be significantly associated with food insecurity in this study. Patients who reported chewing khat had a higher risk of food insecurity than non-chewers. Several previous studies have found that food insecurity is significantly associated with substance use habits, which is consistent with the current findings (47–50). The current study's findings of increased food insecurity among khat chewers may be due to the negative effects of khat consumption on the household economy. Khat is a major cash crop and source of income for millions of households in eastern Ethiopia (51). It is frequently blamed for worsening food insecurity by diverting money to buy khat, complicating the chewer work culture (52), and displacing food crops (53). The current study's finding of an increased risk of food insecurity among khat chewers among TB patients may help researchers better understand how khat chewing affects the healthcare continuum in the study settings.

The current study also revealed that the duration of anti-TB treatment was significantly associated with food insecurity. Patients with TB who received anti-TB treatment for 2 months or less had lower odds of experiencing food insecurity compared with those who received anti-TB treatment for more than months. In contrast to the current finding, the study conducted in Burkina Faso reported no significant association between the duration of anti-TB treatment and undernutrition (54). A possible explanation for the association in the present findings could be from the perspective of the “health shocks notion,” where being on treatment for a longer duration resulted in extra expenditure incurred to receive healthcare and a loss in working days, which in turn adversely affected household earnings and food security (55, 56).

Finally, this study showed that study participants who had livestock were 44% less likely to experience food insecurity as compared to their counterparts. This is supported by the studies conducted in Ghana (57). This is because livestock is critical to food systems facing these emerging global challenges. Smallholders rely on livestock for income and labor-saving, productive assets. Livestock also helps with nutrition because animal-based foods are essential, especially in reducing child stunting in developing countries (58).


Implications and limitations of study

This study plays a pivotal role in clearly showing the prevalence of food security among immune-compromised individuals such as TB patients. It also points out the factors that influence the problems under study. In this study, due to the nature of the study design, it would be impossible to determine the causal relationship between the variable and the outcome in the analysis. Moreover, the study failed to consider seasonal variability in effect which could bias the level of food insecurity.




Conclusion

According to this study, nearly one out of every five adults TB patients is food insecure. Factors such as being male, being married, being merchant, having low wealth quintiles, receiving anti-TB treatment for two or less months, those who chew mKhat and having a livestock were significantly associated with food insecurity. As a result, all stakeholders and concerned entities should prioritize improving the livelihood of TB patients through social security system programs, which are critical to the success of TB control and prevention efforts.
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Introduction

The COVID-19 pandemic highlighted the importance of evidence-based decision-making. However, evidence-guided policy is not the norm in many low and middle-income countries (LMICs), either because the data is not available, or considered unreliable by policymakers who may also not be able to interpret them. Policies created without evidence lead to ineffective programs, wasted resources, and persistently poor health outcomes. Non-availability of high-quality and reliable survey or program data stems both from low capacity and resources to collect and manage data. Irrespective of the reasons, poor quality of data lowers the trust in data among decision makers, who then turn to personal choices and other means (read biases) to make decisions (1–3).

Quality of the data may be poor due to endogenous or institutional causes, such as poor systems or personnel capacity to collect, collate, manage, and process (i.e., analyze and use the results of analysis) accurate data. On the other hand, there may be exogenous constraints such as cultural barriers, lack of interest or awareness of data collection methods, or from a political economy that detracts from arriving at an accurate depiction of the situation on the ground (4). While the latter is a key “logjam” point in evidence use (5), we focus on endogenous constraints as critical entry points to evidence use. Both community surveys and program data that must ideally complement each other are discussed.

Surveys collect information from communities about the health status of populations, and the impact of social and other factors (including public health programs). In Pakistan, as in many other LMICs, several surveys inform about disease priorities that are identified by funding agencies and the government. These include the five-yearly Demographic and Health Survey (DHS), the biennial Pakistan Social and Living Standards Measurement (PSLM) survey and the sporadic Multiple Indicator Cluster Surveys (MICS) that inform against key health indicators at the national or provincial (DHS, PSLM) and district (MICS) levels. Other related datasets include the census that allows the placing of specific populations, including subgroups, on geographic maps, and individual research studies that may address specific questions.



Survey data

In surveys, while some disease priorities have been consistently replicated over time, key gaps remain. For example, almost all of surveys emphasize communicable diseases and reproductive health, while non-communicable diseases such as hypertension, diabetes, cardiovascular disease, and cancer are noticeably underrepresented. Sometimes priorities change, and questions and modules are dropped or changed in serial surveys, making it difficult to follow certain indicators over time. For example, the module on reasons for non-use of family planning has been changed between two subsequent rounds of DHS in Pakistan, going from reasons for not intending to use (2006–07), to reasons for discontinuation (2012–13 and 2017–18) (6–8). Similarly, information may be incomplete or missing from different surveys. For example, clear definitions of indicators are often not represented in the tools and in some instances relevant variables get omitted.

Data collection through survey questionnaires is always potentially subject to bias (sampling, social desirability, non-response, and recall, including reliance on self-reported behaviors or preferences), illogical variables, monitoring of data collection for quality, and human errors, such as poorly trained enumerators that miss the crux of the question being asked, or simply ignore some questions completely. Sampling issues include strategic omission of certain populations such as men, or worse, systematically passing over subgroups such as working men that are absent during the daytime (9). Other sampling issues include missing out of locations due to expediency or oversight. For example, the question of cost of contraceptives are consistently left unanswered in the DHS. Finally, how surveys are conducted, can account for seemingly similar surveys such as DHS and PSLM, that use the same sampling frame and similar sample size and questions, sometimes yielding highly discrepant indicators. For example, in 2007–08 the fully immunized child percentage was 47% in the DHS and 77% in the PSLM (10).



Program data

Program data informs the supply side of service delivery (public/private facilities). Typically, government health facility services are tracked in the District Health Information Software (DHIS), while supplies are tracked in the Contraceptive Logistics Management Information System (cLMIS) and Vaccine Logistics Management Information System (vLMIS). In addition, in Pakistan, and possibly in many other countries, private sector provides 75% or more of clinical services, with a substantial portion of services being delivered by large hospital and laboratory chains that can potentially be included in the data net.

Program data fair worse on quality. Such data are often collected by busy people who consider it a secondary responsibility to their primary tasks. Not surprisingly then, data are under or misreported, and one sees data missing for entire districts for some reporting periods. Such issues are worsened by the lack of oversight on program data quality at the site of entries or any feedback from more upstream users. Part of the lack of feedback comes from the fact that much of the reporting is done manually. For example, DHIS initial inputs are through paper-based forms filled once a month, relying on providers' recall of the different types of cases seen in the previous month. Even when such data have been entered, there is seldom feedback on outliers to provide corrections. More importantly, as in surveys, various sources of program data do not match. There are huge discrepancies (sometimes over 10-fold) between DHIS record of clients served and the commodities given during those services; or even between the two systems of contraceptive supply tracking that supposedly receive the same data from the same venues. Eventually, perhaps due to frustration with data issues, different provinces have resorted to their own systems. This causes further confusion as discrepancies, sometimes even definitions, are magnified.



Triangulation of datasets

A unique problem is consistency in measurement of outcomes between program vs. survey data. For example, in the cases of family planning and childhood immunization, huge differences exist between the magnitude of services from the program data and their supposed uptake as measured in community surveys. For example, the number of intrauterine contraceptive devices given out in 2017–18 was 300% more than the women who said they had received the device in the period in DHS 2017–18, when triangulating the proportion of self-described users against population census. Similar, albeit smaller, differences were present for all types of contraceptives.



Conclusion

In Pakistan, and possibly in other LMICs, use of evidence in health decisions and confidence of policy and decision makers can be boosted by establishing an “evidence use ecosystem.” The evidence use ecosystem is a comprehensive framework that involves key stakeholders in the production and utilization of evidence to improve health outcomes in a systematic and integrated way (11). The system would receive data from the public and private services and laboratory outlets. It would have dedicated personnel in government, academia or think tanks, who routinely test data for quality through basic error checks and then triangulate different sources of data—to develop and track the overall picture of health and measure the performance of programs that promote it. There should be open and non-judgmental discourse about data quality at acquisition, transmission, and storage stages, as well as for the various analyses and reporting. Policy makers would be facilitated by professionals to understand the data, identify gaps, problems, their solutions, and ways to measure such solutions. These would include innovations such as alternatives to surveys to measure community outcomes, multi-database triangulation, and the use of artificial intelligence applications to predict, track, and control errors, and to make predictions such as forecasting of personnel, supplies, and even infrastructure needs. Ideally, such a system would be decentralized to allow compensation of periodic weaknesses of one or the other component and to avoid monopolization of information by a few actors.
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In the course of the COVID-19 pandemic and the implementation of associated non-pharmaceutical containment measures, the need for continuous monitoring of the mental health of populations became apparent. When the pandemic hit Germany, a nationwide Mental Health Surveillance (MHS) was in conceptual development at Germany’s governmental public health institute, the Robert Koch Institute. To meet the need for high-frequency reporting on population mental health we developed a prototype that provides monthly estimates of several mental health indicators with smoothing splines. We used data from the telephone surveys German Health Update (GEDA) and COVID-19 vaccination rate monitoring in Germany (COVIMO). This paper provides a description of the highly automated data pipeline that produces time series data for graphical representations, including details on data collection, data preparation, calculation of estimates, and output creation. Furthermore, statistical methods used in the weighting algorithm, model estimations for moving three-month predictions as well as smoothing techniques are described and discussed. Generalized additive modelling with smoothing splines best meets the desired criteria with regard to identifying general time trends. We show that the prototype is suitable for a population-based high-frequency mental health surveillance that is fast, flexible, and able to identify variation in the data over time. The automated and standardized data pipeline can also easily be applied to other health topics or other surveys and survey types. It is highly suitable as a data processing tool for the efficient continuous health surveillance required in fast-moving times of crisis such as the Covid-19 pandemic.
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1. Introduction

The COVID-19 pandemic and non-pharmaceutical interventions to reduce transmission of the virus as well as the societal discourse on the pandemic had far-reaching impacts on populations worldwide. Questions about the potential consequences for mental health arose from the beginning of the outbreak (1–3). As the pandemic unfolded, it became clear that it was a long-term stressor with many phases and sometimes rapid changes in circumstances (4). Therefore, ongoing and high-frequency monitoring of mental health and other outcomes was called for, and several public health institutions began tracking mental health indicators at regular intervals, including in the US (5), France (6), and England (7). Importantly, this type of continuous, temporally finer-grained surveillance comes with particular requirements for data processing, estimate calculation, and output for interpretation.

A nationwide Mental Health Surveillance (MHS) was in conceptual development at the Robert Koch Institute when the pandemic began in Germany (8). In line with the established concept of public health surveillance (9), the aim of the MHS is to regularly and systematically quantify core mental health indicators in order to provide information on the development of population mental health as a foundation for public health action. While this surveillance system was not yet in operation at the start of the pandemic and not initially conceived for high-frequency updates on mental health, we implemented a strategy for mental health monitoring using monthly data from a series of population-based telephone surveys of adults in Germany to meet new information needs arising in the pandemic. The particular aim of this high-frequency surveillance approach is to provide information on possible changes in population mental health almost as they unfold in order to enable policymakers and health care practitioners to respond swiftly for optimal health promotion and prevention, particularly in times of crisis.

The first survey that we used for high-frequency monitoring was the third wave of the European Health Interview Survey conducted as part of the study “German Health Update” (GEDA 2019/2020-EHIS) for Germany, which began data collection almost exactly 1 year before the outbreak of the pandemic (10). The study continued until January 2021, which was beyond the official end of GEDA 2019/2020 - EHIS. Even though the survey was not designed for monthly reporting, adjustments to sample weighting allowed for the calculation of monthly representative time-varying estimates of various health indicators, including symptoms of depression, as shown in previous reports by researchers at Robert Koch Institute (11, 12). Subsequently, data for high-frequency mental health monitoring has come from the studies “COVID-19 vaccination rate monitoring in Germany (COVIMO)” (13) as well as GEDA 2021 and GEDA 2022 (14), all of which were designed for monthly reporting given pandemic-related monitoring needs.

Data on several mental health indicators from these surveys was used to build a prototype for mental health surveillance of the adult population in Germany on the basis of graphically represented, continuously updated time series of monthly estimates. The prototype was developed to meet the following criteria:

1. Output should be updated to include the most recent available data as fast as possible, requiring a highly automated data processing and estimate calculation pipeline.

2. The results should be generalizable to the adult population in Germany.

3. It should be possible to analyze developments over time adjusted for demographic changes with regard to sex, age, and level of education.

4. It should be possible to compare sociodemographic subgroups by sex, age, and level of education, standardized and unstandardized for the respective other two characteristics.

5. The results should be as temporally fine-grained as possible.

6. Although our prototype’s objective is to identify changes, it should not be overly responsive to minor and random fluctuations, as this would complicate the graphical interpretation. In other words, it necessitates the use of a technique for smoothing short-term fluctuations.

7. The results need to be in a format suitable for graphical presentation, for example via a dashboard.

In this paper, we describe the prototype comprising an automated data pipeline from data collection, data preparation, and calculation of estimates to output creation. Furthermore, the statistical methods used are described. These include a weighting algorithm, a linear and a logistic regression model used to make predictions on a standard population for a moving three-month window, and a generalized additive model (15) with smoothing splines employed to make predictions on a standard population for a weekly interval.



2. Methods


2.1. Data and software

The data used for the analyses are from telephone health surveys conducted on behalf of the Federal Ministry of Health (BMG) as part of the nationwide health monitoring program German Health Update (GEDA) (10, 14, 16, 17) and COVID-19 vaccination rate monitoring in Germany (COVIMO) (18). The number of observations per monthly period ranging from the middle of one month to the middle of the following month between April 2019 and April 2022 are shown in Figure 1.

[image: Figure 1]

FIGURE 1
 Observations per one-month period ranging from middle of the month to middle of the following month.


SAS SE® software, version 17.11 is used for data management and data cleaning procedures as well as to perform adjustment weighting. All other data processing and some of the analysis steps are carried out in R version 4.1.2. (19), RStudio 2022.02.1.461 (20). Several packages available for R are used. For data preparation and pipeline programming, dplyr 1.0.7 (21), rlang 0.4.12 (22), readstata13 0.10.0 (23), ISOweek 0.6–2 (24), and stringr 1.4.0 (25) are used. RStata (26) is used to transfer data back and forth between R and Stata. For analysis and prediction of the smoothing splines, mgcv 1.8.39 is used. The tool rmarkdown 2.11 (27–29) is used to structure analyses and graphs. We create the graphs with ggplot2 (30). Stata 17 (31) is used to estimate marginal predictions with confidence intervals on the basis of linear and logistic regression models.



2.2. Data pipeline

In order to meet the first criterion of promptly updating the output as soon as new data becomes available, we implemented a highly automated data pipeline. It consists of two parts, the data collection and quality assurance by the Epidemiological Data and Survey Center of Department 2 (EDC) of the Robert Koch Institute and external contractors as well as the data preparation and analysis for the purpose of mental health surveillance. In this section the work of the EDC is briefly summarized while the automated process for the MHS is laid out in more detail. At the end of the data pipeline estimation results are stored in a table format or as lists of tables, ensuring broad compatibility for further applications (criterion 7).

For the first part of the data pipeline, an external market and social research institute (USUMA GmbH) is contracted to conduct the telephone surveys, and provides the data to the EDC of the Robert Koch Institute. Figure 2 shows a simplified version of the data pipeline starting at the EDC.

[image: Figure 2]

FIGURE 2
 Data pipeline.


Before the data is made available for analysis, the EDC performs standardized data editing and data quality assurance on the raw survey data. For example, implausible data is deleted or corrected, cases are cleaned, and new variables are generated (10). This only applies to data from the GEDA study, however. Because the COVIMO study was not integrated into the EDC’s data editing and data quality assurance procedures, these were performed by the authors. Because the study is conducted using computer-assisted telephone interviews which already include filtering of questions and value range checks, data inconsistencies are rare and data editing is limited to very few cases. Weighting factors are provided by the EDC for both data sources. The data is then made available in Stata and SAS format.

After the data has been made available by the EDC, it is prepared for the specific calculations performed within the MHS. Because the aim is to update the results as fast as possible on the basis of continuously collected data, data preparation needs to be mostly automatic and flexible. Thus, several functions and scripts were developed in R to perform the following tasks: First, an object (tibble) is created encompassing all necessary metadata for the survey data files. The metadata contains information on the location of the data and information for data processing, including an identifier specifying the function used for further processing of this data file. There are automatic checks for new data or data updates in predefined folders. When new data becomes available in one of these folders, a new row is automatically added. If neither updated data nor new data is found, the data processing stops. If, however, one of the two criteria are met, the data files are prepared separately from each other by the specified function, a new metadata file is created and saved, and a list of data frames containing the data from the different surveys and survey waves is created and later unpacked to a single data frame. Data is imported in the form of Stata files. Predefined value labels are omitted as special characters or extensive value labels are error-prone in R.

To prepare the MHS survey data, data editing is done in two stages. In the first instance of data editing, variables are coded into a standard format within individual data frames including data from only one data file, as mentioned above. Individual data frames are used because different data sources require different forms of preparation. For example, some variables are already generated in one data file but not in the other, so this has to be done retroactively only for these data files. Also, time identifiers for the interview date differ in format between the data files. The newly created time identifiers include a standardized string variable identifying the calendar week of the interview following ISO-norm 8601 (32) and the interview month, here operationalized as middle of one month to middle of the following month (see section 2.3.2).

The second stage of data preparation begins after all data files are combined into one: this stage of data preparation includes the naming of the different levels of categorical variables and, most importantly, the creation of additional time variables. Weekly and monthly identifiers are further processed to include information on the whole time series from start to finish, including all data gaps, as date, ordered factor, and numeric variables counting the weeks and months from the start of the time series.

The next step of the data pipeline covers the calculation of adjusted predictions for each three-month period (statistical details section 2.3.2) and a smoothed curve on a weekly basis (statistical details section 2.3.3). As Stata’s margin function is commonly used to estimate marginal predictions with confidence intervals, the calculation of the adjusted predictions is performed in Stata 17.1. For this purpose, every data frame contained in the abovementioned list is used to perform Stata calculations. We use the package Rstata (26) to facilitate communication and translation between R and Stata. This package enables initiation of Stata and the transfer of data frames from R to Stata. The created Stata files are then read back into R using the package readStata13. The calculation is performed with Stata do-files for linear and logistic regressions, including the calculations of margins, confidence intervals, and finally, the saving as a temporary data file. The required definitions of control variables, dependent variables, weights, and data used for predictions are managed with Stata macros which are specified in another do-file created with R. The Stata results are stored as a data frame including the predicted means and proportions (with confidence intervals) of the respective mental health indicator and the related time-identifying variables and stratification variables/levels. The estimates for the smoothed curves, on the other hand, are calculated in R because the smoothing algorithm used is included in the R package mgcv (33) and not implemented in Stata. The data frame including all data from the individual data files is used for this calculation.

The final step in the data pipeline is to save the output in the required formats. Because our major use case for further processing is the publication of the result on a dashboard, the results will eventually be saved in an SQL database with stratification by time as monthly and weekly smoothed data and the grouping parameters. At present, the dashboard is still in development, and the data is saved as an RData file. Plotting functions were programmed as add-ons to create publication-ready graphs in an R-Markdown file (27–29) using ggplot2 (30). They show the time series of three-month moving average predictions and the weekly smoothed curve for every mental health indicator stratified by sex, age group, or education standardized and unstandardized.



2.3. Statistical methods

This section details methods used for data weighting and output calculation within the semi-automated data pipeline described above. In what follows, the rationale behind these methods is briefly outlined. Subsequent sections describe different methodological steps and decisions in greater depth.

Criteria 2–5 specified above require that the prototype produce a temporally fine-grained output, representative estimates which can be compared over time, and standardized as well as unstandardized estimates for comparisons between the subgroups of interest. With the estimation of monthly weights by the EDC detailed in 2.3.1 below, fluctuations in participation between groups defined by regions, sex, level of education, and age over time can be addressed. Weighting also ensures representativity by approximating the German population and correcting for different probabilities by design.

The criterion of maximum temporal resolution and limitations of our dataset informed our first decision about the output calculation (see section 2.3.2): While producing a new estimate monthly would be desirable, our data includes too few observations in one-month periods for a direct estimation of monthly means and proportions: with a small monthly n, cell counts can simply be too low, and time series risk becoming noisy with random fluctuations. Data gaps and months with a particularly small number of observations pose added challenges. To base calculations on larger subsamples and thereby reduce the risk of random fluctuations, we opted to calculate estimates for moving three-month windows. This technique provides more observations for estimation, smooths time series by reducing random fluctuations, and still produces new estimates for every month.

Standardization between subgroups (criterion 4) as well as ensuring representativity and comparability (criteria 2 & 3) over time given the specific time windows used in analyses necessitates the use of regression modelling (see section 2.3.2) rather than a straightforward calculation of means and proportions. For standardization between the subgroups defined by one characteristic – for example sex – by the remaining two, we used predictions on a standard population (see section 2.3.4). Regression models including the sociodemographic characteristics as independent variables provided the foundation for standardization (34, 35). This procedure also ensures standardization across time when the official population distributions are changed within the EDC’s weighting process. It acts as a secondary safeguard to address changes in distribution between the monthly samples, particularly when weights cannot be estimated for the exact time periods we used.

Sample means are sensitive to outliers and can be very sensitive to short-term fluctuations depending on sample size. For better separation of signal from noise (criterion 5) we considered several additional, less sensitive smoothing techniques and chose a thin plate smoothing spline because we found this method to strike a good balance between best fit and smoothing (see section 2.3.3). These choices and the methods are explained in more detail in the following sections.


2.3.1. Data weighting

Data weighting is necessary to meet criterion 2 (“The results should be generalizable to the adult population in Germany”). The EDC’s data weighting procedure considers two aspects of sampling bias: (1) different selection probabilities of participants (design weighting) and (2) different likelihoods of participaton within different population subgroups (adjustment weighting).

Despite random sampling in the sense that random phone numbers were dialed, study participants have different probabilities of having been selected into the samples at hand (selection probability). The telephone studies used here recruit participants via a dual-frame approach, using landline phone numbers and mobile phone numbers. The probability of drawing a specific phone number is a major part of the overall selection probability of each respective individual survey participant. In the mobile phone frame, the individual selection probability also depends on how many mobile phone numbers each participant has. In addition, the number of persons using the phone number called for recruitment plays into selection probability. The selection probability in the landline frame is also dependent on the probability of selecting a specific individual from each contacted household. This, in turn, is determined by household composition and household size. Design weighting compensates for the different selection probabilities of participants, in that persons with a lower selection probability represent more people from the population than persons with a higher selection probability. Due to data policy and data privacy reasons, information on sampling frame and household composition are not available to the EDC. The contracted market and social research institute therefore provides design weights calculated as described in Häder et al. (36). The weights are calculated independently for the GEDA and COVIMO studies.

Secondly, the probability of participation is not the same across participants because willingness to participate in a survey and reachability may differ according to characteristics such as region, age, sex, or level of education. With regard to the aim of assessing time trends, it is additionally important to note that the demographics of the sample might change over time or differ between time periods because participation probabilities for individuals from specific groups might vary with time, for example, due to external influences such as lockdowns and working from home. The different levels of participation may lead to biased results if these characteristics are associated with the target outcome. In adjustment weighting, the differences in willingness to participate are considered by matching the sample to the population distribution of selected characteristics. In more general terms, this means that the sample is calibrated on the basis of nonresponse in order to increase the precision of estimators. This requires variables that are captured in the survey and whose true population values are known. The population distributions are based on statistics from the Federal Statistical Office (Destatis) and the German Microcensus (37). The adjustment is carried out for each month in the GEDA19/20 survey and for each survey wave of the other surveys which approximately cover the period of one month. The adjustment weighting is performed in several iterative steps according to the so-called “raking” procedure (38), which are carried out repeatedly one after the other. The adjustment levels are described in Table 1.



TABLE 1 Adjustment levels.
[image: Table1]

It is possible that the number of observations in an adjustment level is small or zero. The calculation cannot handle empty adjustment cells because there must always be at least one observation to which the distribution can be fitted. In addition, an insufficient number of observations can lead to extreme values for the weighting factors. If the number of observations in an adjustment level for a time point is less than ten, a check is run as to whether the weighting factor values are zero or greater than a factor of ten. A weighting factor of zero cannot be used in analyses, since corresponding participants are thus practically excluded. On the other hand, participants with large weighting factors have excessive impact on the analyses. Another problem with a small number of observations in an adjustment cell is an endless iteration process in the raking procedure, which is here limited to 300 iterations. To address these problems arising from insufficient or zero observations in an adjustment cell, extreme values in the weighting factor, or an exceeded iteration limit, age groups are combined for the survey time point and adjustment level in question in order to increase the number of observations.

Missing values in any of the variables relevant for weighting are not permissible in the weighting procedure. Therefore, these must be assigned to a category or imputed. For education (ISCED), missing data are assigned to the middle category. Missing values in the self-declaration of federal state are imputed automatically, according to the distribution of federal states in Germany. Missing values in the political municipality size category are imputed based on the respective distribution in the federal state.

The adjustment weighting is performed with SAS SE software, version 17.1, using predefined syntax and macros for the raking procedure and distributional checks. It is performed after the data editing and quality assurance by the EDC.



2.3.2. Linear and logistic regressions for three-month windows

The time series that this prototype outputs encompass monthly estimates; specifically, monthly predicted mean values or proportions based on Stata’s margins function for three-month windows. Periods of data collection within the surveys used for the prototype happen to begin roughly in the middle of the respective months. To optimize the number of cases per month, a monthly period is therefore defined as the middle of a month to the middle of the following month.

Linear and/or logistic regression models are fitted for each mental health indicator as the basis for prediction. In order to avoid bias due to changes in sociodemographic factors sex, age, and level of education between the monthly time periods and for the prediction of stratified values, the regression models include a list of covariates. For each individual i the linear regression model for metric mental health indicators is defined as:

[image: image]

and the logistic regression model for binary mental health indicators is defined as:

[image: image]

where [image: image]is a vector of regression parameters and [image: image]and [image: image] are vectors of auxiliary covariates. The latter includes age groups, sex, and level of education as well as their interactions. The covariates of interaction differ between the linear and logistic regression models: the linear regression (1) includes all combinations of age group, sex, and education ([image: image]), while the logistic regression (2) contains only two-way interactions ([image: image]) because otherwise, cells with zero observations are very likely to occur and prevent marginal prediction.

Some of the mental health indicators show a small prevalence of cases as defined by cutoffs, particularly within certain subgroups. For example, in one three-month period (centered on May/June 2021), 4% of men screened positive for possible anxiety disorder. Given the relatively small numbers of cases per survey month, this necessitated estimation for a three-month period rather than a one-month period in order to minimize random fluctuations (criterion 6). Following the procedure of centered moving averages (39), the observations from the previous and following month are defined as the period for the corresponding month. As the moving three-month windows overlap, regressions are separately fitted for each three-month window based exclusively on observations within it. Thus, for a survey period with M months, [image: image] = 1 …[image: image] separate regressions model estimates will be derived. At the beginning and at the end of a survey or due to interruptions during the survey, it is not always possible to sum up three months for each estimate in the time series. In these cases, the estimation is calculated based on two months if observations of at least two of the three months are available. The model results are then used for average predictions on a standard population as described below.



2.3.3. Smoothing

The method of moving predictions is an intuitive way to smooth a time series (criterion 6). However, this smoothing technique is still very sensitive to outliers and might lead to overfitting the data and noisy time series from which the actual trajectory is difficult to detect (40). To prevent overfitting and thus misinterpretation due to random fluctuations, another smoothing technique is applied to our time series. Another disadvantage associated with the moving three-month windows is their limited utilization the available temporal information. The temporal information used is whether an observation falls within a given three-month window or not, disregarding its placement within that timeframe.

While sample size restricts the temporal resolution of the estimates, the data contains information down to the level of weeks. When time is not segmented into periods, but treated as a continuous variable, this information can be used despite small sample size at that level. In light of continuous data collection and the requirement of automatic output creation as well as its function in facilitating the interpretability of the time series output, the following criteria for smoothing were determined:

1. The smoothing technique needs to work automatically without manual specifications.

2. To ensure the accuracy of interpretation the smoothed curve should not introduce bias by either being overfitted to the data or oversmoothing and thus failing to capture important developments. Ideally, there is an objective criterion for optimization.

3. The smoothed curve has to be as stable as possible for time points in the past when new data is added but still be locally adaptive.

Several candidate smoothing techniques were considered on the available data: polynomials, restricted cubic regression splines, and smoothing splines. Polynomials did not fulfill the criteria because the curve is not smoothed locally. A polynomial function defines the shape of the curve globally. For example, a quadratic function will always produce an (inverted) “U”-shaped curve. Thus, an adaption of the curvature at some regions of the curve always necessitates a change in the whole curve. Also, this technique requires a decision about the ideal degrees of the polynomials with every new time point as well as checks for fit to data to prevent substantial changes in the curve for the previous point in the time series when new time points are added. A way to automate the determination of the ideal degree of the polynomial is to treat it as a tuning parameter and use cross validation: the model is fitted to one part of the data, and then the prediction is evaluated on another part of the data, for example using the root mean square error. This process is iterated for a predefined choice of values. However, this process is computationally time consuming and might still lead to substantial changes for the existing time series when a time point is added. Restricted cubic regression splines are locally adaptive as the function is fitted to different parts of the curve marked by knots. The regions before the first and after the last knot are restricted to linearity as the splines often show erratic behavior in these regions. The knots between which the function is fitted need to be defined and potentially manually adapted when new data points are added (41, 42). The necessity to make choices regarding the number of knots and their placement poses a disadvantage to a process that aims to be highly automated. One possibility, however, is to use a fixed number of knots with a default placement. Stone (43) showed that five knots should be sufficient for most scenarios a recommendation for default placement of knots is provided by Harrell (44).

As another method, we considered smoothing splines. Unlike cubic regressions they do not require knots; instead, a smoothing parameter controls the smoothness. We chose a smoothing spline with the basis function of a thin plate spline over other smoothing spline approaches because it is both theoretically well-founded and particularly suited to our needs given that the approximations developed by Simon Wood (42) made thin plate regressions computationally efficient so that they can also be used for large data sets. This technique has a very good level of accuracy, though the curves produced are not as smooth as other automatic smoothers (45). The smoothing parameter can be estimated automatically and simultaneously with the whole model by either using restricted maximum likelihood (REML) or generalized cross validation (46). This is a major advantage because it enables automatic estimation and avoids any manual presetting such as defining knots or degrees of polynomials. Thus, over-and underfitting to the data can be avoided without defining different choices of parameters for cross-validation. As generalized cross validation is prone to undersmoothing, we chose REML (46–48).

In order to determine the more suitable spline to use between restricted cubic splines and thin plate smoothing splines, we examined their behavior on recent time periods when new data was added. As mentioned in the criteria, data points added to the time series should only have a limited effect on preceding estimates. Also, the longer the calculations date back, the less pronounced the changes should be. We expected the smoothing splines to better meet this criterion because it is the ideal smoothing parameter that changes with new data, not the placement of knots, which we expected to have a higher impact. Moreover, the restricted cubic splines are restricted to linearity before and after the first and last knot, making abrupt changes more likely. We tested this hypothesis with data for a brief depression screening instrument, the Patient Health Questionnaire-2 (PHQ-2) (49). We simulated the addition of new data every week starting with a time series spanning 10 weeks (see Figure 3). For both the smoothing and the cubic spline, we see that new data changes the course of the curve. However, for the restricted cubic splines, it takes more updates for the estimates to change to fit to the later course of the curve. This is the case, for example, at the end of 2020 and the beginning of 2021 in the time series. The trend adapts with the addition of a single week of new data using smoothing splines, whereas this takes several weeks using the cubic spline (Figure 3).
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FIGURE 3
 Behavior of two candidate splines with 39 updates every 4 weeks beginning after 12 weeks.


To examine the overall behavior of the two techniques we also plotted the curve with the two different splines for the entire observation period (see Figure 4). Although the general trends remain consistent, the smoothing spline provides a more detailed view. This in itself is neither an advantage nor a disadvantage; however, as the smoothing spline technique provides a mechanism against under-and overfitting, it seems that the restricted cubic spline underfits or oversmooths the data. Thus, the smoothing splines meet our criteria best.

[image: Figure 4]

FIGURE 4
 Comparison of two candidate splines across the entire observation period.


To allow for separate smooths for different sociodemographic groups, we used factor-by-curve interactions (50) or varying-coefficient models (51). The thin-plate splines were then used as part of a general additive model (GAM) (15) specified as follows in pseudo-code:

[image: image]



2.3.4. Prediction and standardization

In order to obtain standardized outcomes for the mental health indicators, the results are not estimated with the actual survey data, but with a standard population. This allows for direct standardization between time periods and between subgroups defined by sex, age, or level of education. For example, estimates for different age groups are adjusted for differences in sex and level of education (criteria 3 and 4). The estimates from the linear and logistic regression models as well as the general additive models for Gaussian and binomial distributions based on the survey data described above are used for these predictions on a standard population. The standard population is derived based on the latest available German microcensus data containing the population distribution by age group, sex, and education. The time series presented below were estimated using 2018 microncensus data (52).

This standard population is the basis for weekly and three-month predictions. The predictions are then averaged over the whole population as well as within each population subgroup by sex, age group, and level of education. Therefore, this method ensures standardization for age, sex and level of education over time. Consequently, older predications will undergo changes when the standard population is updated.

For direct standardization between the subgroups, predictive margins (35, 53) are calculated. The only difference to the procedure described above is that the standard population is used for each subgroup, treating all the rows as belonging to the subgroup in question. For example, predictions for the male population treat all individuals in the standard population as if they were male and vice versa for the female population (54). The Stata command “margins” is used for both the prediction with and without standardization between subgroups because the estimation of confidence intervals is already integrated into this command. With low or high prevalence, the confidence intervals estimated by the delta method may produce lower limits beyond zero and upper limits exceeding one. This is why resulting confidence intervals are constructed by means of a logit transform (55) using the undocumented command “coef_table, citype (logit).”

For the predictions of weekly values for the smoothed curve we wrote an R function using the following formula from Graubard and Korn (53):

[image: image]

where g(r, Z, [image: image]) is the predicted value which depends on [image: image] the survey weighted estimator for the model parameters, Zi the S distinct values of the covariates for which the distribution in the external distribution is known, and r the value of the subgroup for which the mean or proportion is to be be predicted. When the prediction is standardized between subgroups, the weighting factor [image: image] represents the number of individuals in the standard population with a distinct value of Zi. In case of an unstandardized prediction, the weighting factor only includes weights with distinct values of the covariates in subgroup r. For prediction of the whole population without stratification r can be removed from the formula.

As the calculation of confidence intervals of predictive margins with GAMs and survey design is beyond the scope of our project, only the point estimates are calculated.



2.3.5. Missings

Missings are handled differently depending on the type of variable. While only interviews with information on sex and age are included in the sample, level of education is imputed by assigning missing values to the middle category, in accordance with the weighting procedure described above. Observations with missing values in the mental health indicator are excluded from analysis. If patterns of missingness in these variables are dependent on age, sex, education, or their interactions, exclusion should not result in bias because the estimation controls for these factors.





3. Results

With the prototype described above, it is possible to provide automatic updates of time series with each survey wave and produce graphical representations of the development of mental health indicators for Germany’s population [please see (56) for results]. To generate monthly estimates, data from moving three-month windows is used for the calculation of a linear or logistic regression model adjusting for age group, sex, and level of education.

This three-month window moves along one month at a time for the calculation of the next three-month estimate until the last month with observations enters the window. If only one month is missing in the three-month window, calculations are still performed; if two months are missing, no calculations are performed and there is a gap in the time series. The visual output of these three-month average predictions is intuitively understandable to non-experts and has the benefit of providing discrete estimates for specific intervals. They also include confidence intervals, which provide important information for visual inspection.

Figure 5 shows the predicted three-month averages and proportions for the time series monitoring depressive symptoms measured using the PHQ-2. Comparing these two time series, the most apparent difference is that there are fewer estimates for the proportions. This is due to empty cells which are more likely to occur with a dichotomous predictor. Using mean values therefore has the advantage of producing time series with fewer interruptions. By contrast, proportions have the advantage of being easier to interpret because they are based on a validated cutoff point indicating potential clinical significance (57). Although the technique of a moving average results in some smoothing, further aids in the visual differentiation between signal and noise would be beneficial, particularly with regard to stratified results (see Figure 6).

[image: Figure 5]

FIGURE 5
 Time trends of symptoms of depression (PHQ-2). (A) Population mean (range 0–6). (B) Proportion of population screening positive for possible depression (PHQ-2 > 2). Please note that these time series are presented here for the purposes of illustrating and discussing a methodological approach. Please see another study for the results of these analyses (56).


[image: Figure 6]

FIGURE 6
 Time trends of symptoms of depression (population mean PHQ-2, range 0–6) stratified and standardized or unstandardized by sex (A, B), age group (C, D) and educational qualification (E, F), standardized (A, C, E) and unstandardized results (B, D, F). Please note that these time series are presented here for the purposes of illustrating and discussing a methodological approach. Please see another study for the results of these analyses (56).


This illustrates the need for a technique which provides more smoothing without overfitting. The addition of smoothing splines facilitates the differentiation between signal and noise to identify trends. An additional benefit is that all available temporal information is used to estimate the curve, providing information at a higher temporal resolution. However, with shorter time series such as the self-rated mental health time series [Figures 7C,D, measured using a single item (58)], this additional temporal information smooths the time series less effectively than the moving three-month averaged predictions: the smoothing curves reflect fluctuations between monthly estimates, which the moving averages, by definition, are unable to show at the same temporal resolution. For shorter time series with low cell counts such as the time series for the screening instrument Generalized Anxiety Disorder-2 [GAD-2, (59)] (Figures 7A,B), the general additive model fails to provide interpretable results for proportions; however, continued data collection may resolve this problem. Otherwise, the model specifications may need to be revised by reducing the number of interactions.

[image: Figure 7]

FIGURE 7
 Time trends of symptoms of anxiety and self-rated mental health. (A,C) population mean GAD-2 scores (range 0–6) and mean SRMH scores (range 1–5), respectively. (B,D) show the proportion of the population screening positive for possible anxiety disorder at a GAD-2 score of >2 and those rating their own mental health “very good” or “excellent,” respectively. These time series are presented here for the purposes of illustrating and discussing a methodological approach. Please see another study for the results of these analyses (56).


While smoothing curves can ease interpretation for sufficiently long time series, the method is not intuitively understood by those not trained in the field of statistics. Furthermore, there is no straightforward way to estimate confidence intervals for the predictions made with the GAM model. The confidence intervals would need to account for uncertainty arising from the estimation of the smoothing parameter and for survey design. There are existing approaches to capturing uncertainty in the estimation of the smoothing parameter. These include the utilization of Bayesian intervals (60, 61) and simultaneous calculation of confidence intervals (62). However, an approach also incorporating uncertainty from the survey design does not exist to the authors’ knowledge. As the motivation for calculating smoothing curves was to support a better interpretation of the moving averages, we did not aim to resolve this issue. Instead, point-wise confidence intervals are provided for each of the three-month predictions.

The interpretation of time trends should be derived from both the three-month moving estimates and the smoothed curve using their respective strengths. For example, in Figure 5, the moving averages allow for a better visual detection of change points: While the curve shows a steady increase between July/August 2022 and end of 2022, the moving averages show that the development was actually more consistent until the end of the year and only increased then. The strength of the smoothing splines is the visual identification of trends when fluctuation is high (Figure 6).

The predictions with a standard population ensure that the estimates can be directly standardized between the subgroups but also between the different time periods. Figure 6 shows the standardized and unstandardized stratified results. With our data, the differences are minimal; however, this might change with different data sources. While the unstandardized time series can be used to examine the development in real population subgroups, the standardized results can be used to better identify vulnerable groups. Both outputs provide important information for the planning of interventions for mental health promotion and prevention.



4. Discussion

The COVID-19 pandemic brought about a need for high-frequency monitoring of developments in the mental health of populations. Against this background, we expanded our range of strategies for a Mental Health Surveillance in Germany to include monthly reporting on a small set of indicators aiming to provide policymakers and practitioners in the health care system with high-frequency updates on developments in population mental health in order to enable swift public health action. We defined six criteria for the prototype presented in this paper and developed an infrastructure which creates new estimates as soon as new data becomes available (criterion 1). At present, data processing has to be initiated manually. However, the checks for new data could easily be automated using a task manager. With the programmed ggplot functions, graphical output can also be created automatically. The estimates are in a format and structure that can easily be fed into further applications such as databases and dashboards (criterion 7). The weighting procedure developed by the EDC allows for representative estimates for the adult population in Germany (criterion 2). As an additional safeguard against deviations between the sample distribution and the population distribution, the estimation procedure includes predictions based on the latest available estimates of the German population. This technique also allows for standardization between subgroups and over time (criteria 3 and 4). To ease graphical interpretation, the prototype produces two types of output. First, it calculates moving three-month predictions which can be considered as moving averages. Moving averages are intuitively understood and provide some smoothing of the data, but are still sensitive to short-term fluctuations. To facilitate the differentiation between signal and noise and make trends more visible, a smoothing curve is also calculated (criterion 6). The techniques developed also address our problem of few observations per month and temporal gaps in the data while optimizing temporal resolution (criterion 5). Our prototype therefore fulfills the criteria specified and is in use within the MHS (56).

The adaption of this prototype to other surveys is straightforward if the survey design remains the same over time and data has been adequately prepared for further processing. Basic data cleaning is not included in the data pipeline because the prototype was built for data from telephone surveys conducted by the EDC of the Robert Koch Institute, and initial processing of the raw data is handled within this established framework. However, the prototype does include individual scripts to homogenize the different surveys used (GEDA19/20, COVIMO, GEDA 2021, GEDA 2022). Thus, new scripts for other data sources can easily be added within the existing framework.

However, caution is warranted in the application of the prototype to multiple data sources. Minor changes in the main scripts suffice to adapt the analyses to changes in sampling designs (for example, multiple-stage sampling). However, the prototype cannot be as easily modified for other changes in survey design or data collection that might influence sample composition over time. In other words, the potential impacts of changes in data source on results should be carefully considered in applying this prototype.

Because the prototype performs prediction and standardization using a predefined marginal distribution of the German population, it includes a procedure that can correct for biases due to different study participation probabilities in certain population groups. As a consequence it can be used on unweighted data. The marginal distributions of the population used can easily be replaced by the latest or most appropriate available versions of public statistics. However, so far, the models employed for prediction are only adjusted for age group, sex, and level of education. If data is, for example, oversampled for people with a history of migration, the implemented procedure will not correct for this. Furthermore, it should be noted that a modification of the marginal distribution used for prediction and standardization will change results for the entire time series. While this ensures standardization between years, it should be noted that estimates are representative of the population only for the respective microcensus year. To achieve population representative estimates for all years in the time series, the prototype can be modified to standardize separately for each year using the respective microcensus datasets and not for the whole time series.

In the further development of the prototype, greater flexibility for the covariates should be an aim. For example, age or education groups have to be customizable for the expansion of this type of mental health surveillance for children and adolescents. This is also relevant for applications of the prototype to other health topics which might require stratification by different levels or different characteristics. A few adjustments were already made in the application of the prototype to the assessment of developments in child and adolescent mental health using data from the study “Kindergesundheit in Deutschland aktuell” [German Children’s Health Update, (63)].

We encountered several difficulties owing to data transformation between SAS, STATA, and CSV throughout the calculation process. The implementation of STATA’s margins command, including our specific use case, in R would reduce the variety of different data types to be processed This translation would need to cover the following three steps: first, the integration of probability weights for model estimation and for prediction; second, the calculation of confidence intervals for the means of the predictions; and third, the calculation the logit transformed confidence interval. A promising solution could be the R package marginal effects (64), which could potentially be integrated in the future.

As a smoothing technique to facilitate visual interpretation of the time series, we decided to use a general additive model with a smoothing thin plate spline. It produces curves that rapidly adapt to new trends emerging from new data, which also means that predictions for time periods further in the past do not change abruptly. Furthermore, the smoothing parameter of the spline can be estimated, resulting in a curve which neither over-nor underfits the data, whereas the cubic regression spline seems to excessively smooth and thus underfits. However, neither type of spline offers an advantage over the three-month predictions for short time series: they tend to be too sensitive to short-term changes in shorter time series to provide a sufficiently smoothed fit. We aim to further monitor the development of smoothing curves in these time series and define criteria for the length of time series at which the weekly smoothed predictions can be reported alongside the moving three-months average predictions.

A caveat in combining two representations of time series – a thin plate smoothing spline and three-month average estimates – is that there is more and potentially conflicting information to take into consideration in the process of visual interpretation. These two representations can come apart because the smoothing spline is estimated independently of average predictions for the three-month windows and estimated on weekly data in order to use all available temporal information and to achieve a curve without edges. This serves as a robustness check against overinterpretation of (random) changes in the three-month estimates. While the spline is sometimes inferior to the three-month moving averages when the goal is to visually detect change points, it is superior in separating signal from noise when there are large fluctuations in the estimated moving averages.



5. Conclusion

The high-frequency surveillance of health indicators using survey data can help enable rapid and flexible responses to ongoing changes in population health, particularly in times of crises. However, using survey data to assess health developments at frequent intervals poses unique data processing and analysis challenges. The prototype presented here was designed to overcome these challenges and to provide automatic monthly updates on multiple indicators on the basis of relatively small monthly samples. It will continue to serve as a basis for high-frequency surveillance of mental health within the MHS at the Robert Koch Institute (see 8) and may potentially be applied to high-frequency surveillance in other areas of health in the future. The prototype’s output is highly suitable for publication and regular updates on a dashboard, which is the next aim within the MHS. The precondition, however, is ongoing continuous data collection. While there are numerous possibilities for the further development of the prototype, some of which have been addressed above, the described approach as it stands may be of use to other researchers in public health implementing a similar type of surveillance.
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Introduction: The application of technology supported by cyber infrastructure has emerged as a critical factor influencing city management. This study aims to investigate whether the development of cyber infrastructure can enhance cities’ confidence in responding to potential epidemic threats in the context of COVID-19.

Methods: China serves as a good example for both COVID-19 management and smart city construction. We take advantage of a special time point, the 2022 Chinese New Year, to observe cities’ precautionary epidemic policies. We utilize choice models and data from 188 Chinese cities to examine the impact of internet coverage on the degree of policy relaxation.

Results: We found that cities with higher internet coverage tend to adopt looser policies. In the benchmark regression, for every 1 percentage point increase in internet coverage, the likelihood of implementing loose measures increases by 0.9 percentage points. This result remains robust across different classifications of policies. We also addressed potential endogeneity issues by using the instrumental variables method.

Discussion: Our study indicates that effective management of epidemics in the modern era requires not only the utilization of traditional medical resources but also the incorporation of new city features, such as information technology infrastructure.

KEYWORDS
 precautionary policies, cyber infrastructure, epidemic, COVID-19, China


1. Introduction

Public health events caused by epidemics have been plaguing and accompanying global social development (1). Since the enactment of the International Health Regulations in 2007, the World Health Organization has declared seven Public Health Emergencies of International Concern, including the COVID-19 pandemic. As a result, precautionary policy-making has become a significant topic in the field of public health. With the improvement of targeted vaccines and drugs, research attention has gradually shifted from focusing on the COVID-19 virus to understanding how we can learn from the experiences of epidemic management in order to effectively address future threats. Large-scale public health events are characterized by the rapid spread and strong pathogenicity of the viruses, whose impact extends beyond the health system. Consequently, responding to such events can hardly rely on medical measures alone, but necessitates the implementation of non-medical interventions and the synergy of the various economic and social resources behind them. In this context, how the development of city infrastructure may affect the decisions on precautionary policies, has become a matter of concern.

Each outbreak of a pandemic urges lessons to be learned. Existing literature has predominantly focused on intervention policies (2–4). For the precautionary or preventive measures, attention has been given to the institutional mechanism. For instance, based on the observation of SARS outbreak, Smith noted that non-medical interventions can affect public risk perception which leads to severe economic consequences, and thus management mechanisms on risk perception need to be established in advance (5). In the context of the H1N1 pandemic, Baekkeskov compared vaccination approaches between the Netherlands and Denmark. He found that since decisions about public health events are usually faced with urgent decision-making under uncertainty, it was crucial to pre-establish relevant public health management norms (6). The Ebola outbreak in West Africa emphasized the urgent need for establishing emergency mechanisms in both the local healthcare system and international aid efforts (7, 8). These studies address the importance of preset management mechanisms, but the factors and local endowments that determine the eventual adoption of such mechanisms have not been fully explored.

An important factor influencing city development in recent years has been the application of information and intelligence technology supported by internet infrastructure (9). Just as it has had a profound impact on the industrial sector, information and intelligence technology has also played a significant role in urban governance. This impact can be seen not only in enhancing the quantity and efficiency of public service delivery, reducing administrative procedures and time costs, but more importantly, in helping governments collect and analyze large amounts of data for more accurate and scientific policy-making (10–12). Data-driven policy making is increasingly valued by governments and has been proved to play a role in a wide range of areas (13). Furthermore, the connection on the internet has also led to changes in the way social resources are coordinated. The establishment of digital platforms enables information sharing between government agencies and citizens as well as external stakeholders, providing diverse and interactive channels of communication and integration between parties (14, 15).

So does the improvement of cyber infrastructure also help to increase the confidence of cities in dealing with potential epidemic outbreaks? China serves as a good example to observe this issue. China adopted a strict management policy aiming at achieving zero cases during the COVID-19 epidemic, which allowed the country to maintain a very low number of infections during the prevalence of the Delta variant (Figure 1). During this period, the primary concern for most city governments was not how to implement medical or non-medical interventions, but rather how to take precautions against potentially possible outbreaks. The preventive measures adopted by each city reflected their local adaptation based on city characteristics. At the same time, cities in China are also actively engaged in smart city construction (16). Internet coverage, a major indicator of cyber infrastructure, has experienced rapid growth in recent years (Figure 2). Information and intelligence technology applications have permeated various aspects of municipal management (17). In the management of COVID-19 confirmed cases and risk-exposed populations, new technologies merge as a powerful addition to the epidemic management toolbox and are used to provide broad social coordination support, which differs from the situation during the SARS period in 2003 (18). In this context, it presents an opportunity for us to empirically test the relationship between cyber infrastructure and the cities’ precautionary policy choices.
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FIGURE 1
 New COVID-19 cases in China monthly from Jan 2020 to Nov 2022. National Health Commission of China. data summed from 31 provinces and province-level municipalities.
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FIGURE 2
 Growth in Internet users in China since 2003. Statistical Bulletin of National Economic and Social Development, Statistical Bulletin of China’s Communication Industry Development.


This paper examines the impact of internet infrastructure on COVID-19 preventive policy choices based on data from 188 cities in China. We take advantage of a special time point, the 2022 Chinese New Year (vertical line in Figure 1), when large-scale population movement was anticipated. We identify policy differences based on the measures implemented prior to the movement. We found that cities with higher internet coverage tend to adopt looser preventive measures. This result is robust across different classifications of management measures. To address possible endogeneity problems, we employ the instrumental variables method and include additional control variables, and the conclusion remains unchanged. Our study shows that the epidemic management in the new era relies not only on traditional medical resources but also on new city features such as information technology conditions. The importance of the latter may even surpass that of certain medical infrastructure, such as hospital beds.

The possible contributions of this paper are as follows: first, it verifies the role of cyber infrastructure in the formulation of precautionary policies in the context of COVID-19, thus adding to the lessons learnt from COVID-19 prevention and control. We address the significance of non-medical technology factor asides from that of the traditional health care facilities. Second, it presents new findings on the influencing factors for epidemic preventive policy-making, which has direct policy implications. Third, our research provides new empirical evidence for the impact of smart city construction in the field of public health, thereby supplementing the existing literature on urban studies.

The rest of this paper is organized as follows: section two provides the background and sorts out the ways in which information and intelligence technology plays a role in epidemic management; Section three describes the research methodology and data; Section four reports the empirical results and includes discussions on robustness and endogeneity. Finally, section five concludes.



2. Background


2.1. China’s COVID-19 management measures

Some studies have divided the development stages of the COVID-19 pandemic in China from different time points and perspectives (19, 20). From the perspective of preventive and control measures, China’s anti-epidemic policy can be divided into three stages. The period before March 2020 is the Emergency phase. In the face of the sudden outbreak of the epidemic, this stage aimed to swiftly exterminate the virus in its early stages. Rigorous and comprehensive control measures were implemented such as the lockdown of key cities and the nationwide shutdown of work and production. These measures aimed to sever all possible routes of human-to-human and human-to-object transmission by temporarily suspending economic and social activities (21). Due to the limited knowledge of the new virus’s transmission in the initial stage, the control measures during this stage were of a very high standard and highly coordinated nationwide. However, these measures came at the cost of substantial loss of economic and social activities and were therefore taken as short-term interim approaches to explore the effective way of managing a new virus (19). The second stage is the Regular management stage from April 2020 to December 2022. With an improved control system and increased vaccine coverage, the objective of this phase was to establish a mechanism for epidemic prevention and control that could minimize disruptions to economic and social development. The focus shifted from rapid eradication to prevention. This stage emphasizes a science-based approach and targeted measures. On the one hand, when cases occurred, the regions and populations that required control measures were gradually refined and narrowed down, making them more precise. On the other hand, monitoring and prevention methods, mainly based on nucleic acid testing, were promoted to replace the control measures implemented after cases arose, helping to balance between economic and social development and epidemic management. Our analysis of epidemic prevention policies is mainly based on this stage. After December 2022, since the dominant epidemic strain transitioned from the previous Delta variant to the new Omicron variant, which is characterized by strong infectivity but weak pathogenicity, control measures and large-scale monitoring measures previously set were replaced in this third stage.

In the formulation of COVID-19 prevention and control system in China, the central authority and local authorities perform respective duties. The Joint Prevention and Control Mechanism of the State Council (JPCM), established by the State Council on January 20, 2020, led by the National Health Commission and composed of 32 ministries and commissions, is at the core to coordinate the national epidemic prevention and control efforts. It issues national guidelines for epidemic management measures. The decisions are made based on the Protocol on Prevention and Control of COVID-19 issued by the National Health Commission. This medical technical guidebook has been updated ten versions by the end of 2022 and provides definitions, treatment methods, and management criteria for infected and high risk-exposed populations. According to the medical protocol and combined with the experience found in practice, JPCM provides guidance at the nation level on the management of key population groups, locations and organizations. It also establishes binding rules that must be followed by all local regions, such as specifying the exact quarantine measures and duration for close contacts with the virus. Local authorities at the provincial, municipal and county levels are responsible for their local epidemic prevention and control respectively, setting localized measures under the requirements of the central authorities and bearing the responsibility for any local epidemic outbreak (22). During the Emergency stage, almost all local authorities adopted rigorous control measures out of prudence, resulting in a relatively uniform approach nationwide, while in the Regular stage, their measures showed greater variation. The JPCM also encourages policy localization with local characteristics. It identified the best practices initiated by individual local communities and promoted them as common standards nationwide. For instance, the health QR code, which was widely used across China during the epidemic, was first introduced by Hangzhou city in Zhejiang province.

A key aspect of epidemic control is to sever the transmission routes. In addition to hospitalizing infected individuals in designated treatment centers, differentiated management measures are imposed on different at-risk groups. These measures mainly include the following: Centralized quarantine, which refers to staying in a designated quarantine facility with on-site medical staff assisting in daily health and psychological monitoring as well as conducting regular nucleic acid tests. Home quarantine, which involves isolation in a separate house or room within the individual’s residence. It requires regular health monitoring and door-to-door nucleic acid testing or antigen self-testing, the results of which need to be reported to the specialized management team of the community through the internet. People under home quarantine are not allowed to leave their residences or receive visits from outsiders. Home health monitoring is also conducted within the individual’s residence, but with more relaxed requirements for contact with co-inhabitants. It does not mandate isolation in a single room. Individuals under home monitoring are permitted to go out when necessary. Table 1 provides a summary of these measures. Vulnerable people are categorized into close contacts, close contacts of close contacts, and personnel exposed to epidemic-related premises. Each group is subject to differentiated measures. For instance, close contacts are required to undergo centralized quarantine, while close contacts of close contacts only receive home quarantine. The specific measure for each group is not constant but is modified according to updates in the medical technical protocol, resulting in variations during different time periods. For example, close contacts were initially required to undergo 14 days of centralized quarantine, which was subsequently reduced to 7 days in June 2022.



TABLE 1 Measures for risk populations.
[image: Table1]

In addition to controlling the populations at risk within a specific region, it is equally important to cut off potential cross-regional transmission routes as part of the management policy. According to the JPCM, regions are classified into three risk levels based on a comprehensive evaluation of factors such as local population and the number of infected cases within a given period. These risk levels include high-risk, medium-risk and low-risk areas. Correspondingly, regions at each level adopt differentiated control measures. The region (area) was initially defined as the county level or above during the emergency stage, but gradually contracted to towns, blocks, and later building units in the regular management stage (In November 2022, the medium-risk category was abolished). For the cross-regional travel, strict restrictions are imposed by JPCM for the outflow from high- and medium-risk areas. Accordingly, local authorities at the destination usually impose control measures on these people. For people coming from low-risk areas, further distinctions are made considering the proximity to medium- or high-risk regions, as there is still a possibility of exposure to the epidemic. For instance, JPCM in its Work Plan for the Prevention and Control of COVID-19 during the New Year and Chinese New Year in 2022, singles out two types of low-risk areas, namely “other areas within the county where a medium- or high-risk area is located” and “other counties within the city where a medium- or high-risk area is located “(Figure 3 illustrates the classification of risk categories). For the former, in practice the management measures for people living in these areas are typically the same as those in the corresponding medium- or high-risk area, and thus require “strict restrictions on travel (across provinces)” as specified by the Work Plan, while for the latter, “no (cross-province) travel unless necessary” is required. Both areas are subject to measures distinct from those applied to general low-risk areas. Local authorities also follow these guidelines to further classify the population and arrange control measures. Table 2 summarizes these cross-regional mobility control requirements. It is important to note that there are no uniform regulations for the management of individuals coming from areas close to high- or medium-risk areas. Instead, the approach depends on the discretion of local governments. This perspective allows us to identify differences in the design of prevention and control policies among different cities.

[image: Figure 3]

FIGURE 3
 Risk Categories.




TABLE 2 Measures for cross-regional mobility of people (issued in December 2021).
[image: Table2]



2.2. The role of internet and information technology in China’s epidemic control

As new tools for urban governance, the internet and information technologies have played a broad role in epidemic control during COVID-19. It can be summarized into the following four aspects.

Epidemiological investigation. The tracing of cases and identification of contacts have transitioned from the traditional manual approach to locating them with cell phone signals. The holders of mobile phones that presented at the time and geographical range of risk exposure can be quickly reached by CDC personnel and their risk level can be categoried automatically. This greatly improves the efficiency of epidemiological investigations. Based on the traceability of mobile phones, China has employed QR code in epidemic management with authorization from the public. Each person is assigned a Health QR Code displayed through a mobile phone program. The code’s color (green, yellow, or red) corresponds to the individual’s risk level, which is calculated based on their public visits. The code is used to access public venues. The form and functions of the codes vary across cities, determined by the municipal authorities. Some are integrated with additional features such as displaying virus test results and vaccination status, as well as binding with electronic transportation cards for automatic identification on public transport. In addition to the health QR codes for intra-city use, for cross-city travel, the China Academy of Information and Communication Technology in collaboration with China’s three major mobile communication operators, has established Digital Travel Records. These records identify and track the mobile phone users’ paths through base stations, making it easy for people to check whether they have recently passed through risk areas. This system helps filter people at risk and avoids misreporting of travel information. As of June 2022, digital trip records have served 1.6 billion cell phone users in China, processing over 55.6 billion inquiries.

Medical treatment capacity. Internet-based remote diagnosis and treatment has become a powerful complement to on-site hospital services. Firstly, online platforms that support video consultations and surgical assistance break the previous geographical limitations of medical facilities, thereby expanding the emergency mobilization capability to deal with large-scale outbreaks (23). Secondly, quarantine and control measures may consume limited medical resources, reducing medical accessibility for common and chronic diseases (24). However, the demand for medical services tends to rise during epidemics as people become more sensitive to their health conditions due to the presence of cases around them. In response to these medical needs, online medical services provided by internet healthcare companies and hospital internet programs have developed rapidly during the COVID-19 epidemic in China (25). The availability of higher internet coverage enables these online services to reach a wider population, thereby enhancing primary care capacity during the epidemic.

Information dissemination. Emerging infectious diseases often lack effective means of prevention and treatment, which tends to cause public panic when they break out (26). In China during the COVID-19 outbreak, nearly all city governments launched special epidemic prevention and control sections on their official websites and developed dedicated mobile APP or program modules. This approach serves two purposes. Firstly, it facilitates the transparent dissemination of information regarding the progression of the epidemic, enabling citizens to receive timely alerts about changes in the risk status of each region. Secondly, these platforms efficiently delivers new knowledge about the virus and the corresponding updates on protective measures to the public. These information platforms provide the authoritative interpretations of management policies and the knowledge about disease prevention, thus guiding the public to a scientific understanding of the epidemic, raising public awareness, and preventing public panic.

Urban governance and resource coordination. At the city level, nearly all cities have established electronic coordinating systems for COVID-19 prevention and control. These systems utilize technology support from the internet, internet of things, and big data computing to integrate functions such as contacts tracing, reporting confirmed case, epidemic monitoring and analysis, and emergency command and dispatch. This replaces the traditional manual communication methods with a more timely and efficient approach, promoting information sharing and collaboration across government departments and agencies (27). At the community level, residential communities are organized into “grid” for management. For instance, Longgang District in Shenzhen city divided its population of 4.3 million into 3,823 community-based blocks. Each community block has dedicated staff responsible for monitoring residents’ risk conditions and managing those under control measures. Much of their work is conducted through internet or mobile tools such as Wechat, a widely used chatting APP in China, for communication with local residents. For the communities under access control due to the epidemic, technology tools are also employed to provide daily necessities. Household needs are reported through the internet, and digital files are created to track special needs. Some communities even established online platforms to connect with external suppliers, so as to match the residents’ demands timely and precisely with available supplies.




3. Methodology


3.1. Empirical strategy

We use the management measures targeting cross-city movement during the Chinese New Year in 2022 to identify differences in cities’ precautionary epidemic policies. The Chinese New Year is the most important festival in Chinese culture, during which people return to their hometowns for family reunions, making it the most mobile period of the year. In 2019, the number of passengers (including trains, buses, passenger ships and airplanes) reached 421 million, equivalent to 30% of the national population (21). The massive influx of people poses a potential risk of epidemic spread. In response to this challenge, the JPCM of the State Council issued the Work Plan for the Prevention and Control of COVID-19 during the New Year and Chinese New Year in 2022, based on which local authorities also issued their specific measures. In 2022, the Chinese New Year fell on February 1st (indicated by the vertical line in Figure 1). Prior to this date, the epidemic situation in China was generally stable. On January 29th, among the 188 cities included in our sample, the city with the highest number of current cases was Anyang in Henan Province, with 400 cases, while 165 cities had no existing cases. Only three cities reported new cases on that day, with the largest number being 22 in Hangzhou, Zhejiang Province. This suggests that at that time, cities did not have a heavy burden of controlling the epidemic outbreak, but still faced the potential threat of sporadic cases. Therefore, policy-making at that time reflected precautionary considerations to deal with the potential risk.

Using the Chinese New Year as the focal point of our study also offers several advantages. Firstly, during this time, very few cities are immune to the potential impacts of epidemic risks. The movement of people across the country, as individuals return to their hometowns, is difficult to predict, unlike population movements driven by commercial activities. Secondly, as workers return home, factories typically reduce production intensity or even shut down for approximately 3 weeks during the New Year period. This alleviates concerns on the economic consequences of the epidemic in policy-making, compared to other times of the year. Thirdly, almost all cities update their policies in preparation for the New Year population flow, making it easier for us to make comparison. If we were to choose a random time point, cities may have varying policies due to individual needs, leading to potential biases in our analysis. The specific date we use for policy extraction is January 29, 2022, which was the last working day before the Chinese New Year’s day.

Specifically, our regression model can be represented as follows:

[image: image]

where [image: image] indicates the strict degree of the precautionary epidemic policy in city [image: image].[image: image] measures the city’s cyber infrastructure. [image: image] is a set of control variables for city characteristics.

In constructing the dependent variable, we focus on the city’s management policy specifically targeting people travelling from “other areas within the county where a medium-risk area is located.” This level represents the lowest level that requires control measures according to the JPCM. Areas above this level, i.e., the medium- and high-risk areas, as well as other areas within the county where a high-risk area is located, are associated with a high risk of exposure. Local authorities at the destination typically adopt strict control measures for people arriving from these areas, leading to policy convergence. Conversely, below this level, local authorities tend to impose no control measures, resulting in similar practices. Thus, the diversification at this level helps capture policy differences among cities. The specific measures implemented for people falling within this category include (for cities that impose a combination of more than one measures, only that of the highest degree was taken) 14 days of centralized quarantine, 7 days of centralized quarantine, 3 days of centralized quarantine, 14 days of home quarantine, 7 days of home quarantine, 3 days of home quarantine, 14 days of home monitoring, 3 days of home monitoring, and self-monitoring (i.e., no control measures). Recognizing that centralized quarantine requires individuals to stay in designated places for isolation, which significantly impacts their daily lives, we further classified these measures into a dummy variable indicating centralized or non-centralized management, where [image: image] denotes centralized management including centralized quarantine for 14 days, 7 days or 3 days, and [image: image] for other cases including all types of home management and no measures. We use larger values to indicate looser measures. This variable serves as the dependent variable in our benchmark regression. In the robustness section, we utilize alternative classifications to validate our results. Additionally, we employ choice models alongside LPM to reflect the features of different dependent variables.

The independent variable, cyber infrastructure, is represented by the city’s internet coverage following existing literature (28). It is calculated as: Internet coverage = number of internet broadband access users/year-end population *100.

Control variables include local healthcare resources and other city characteristics. Healthcare resources are represented by the number of hospital beds per thousand population and the number of doctors per thousand, which measure the city’s medical infrastructure from the perspectives of hardware and software, respectively. Moreover, as most of the epidemic-controlling activities are led by the local authorities and thus funded through local public finance, we also incorporate the city’s fiscal revenue per capita as a proxy for the fiscal space for health1. Other city characteristics include city size (population), level of socio-economic development (GDP per capita, China Integrated City Index ranking), and degree of urbanization (proportion of urban population, population density). Considering the possible demonstration effect of provincial capital cities, a dummy variable of provincial capital city is also added. Fiscal revenue per capita, population, population density and GDP per capita are in logarithmic form in regressions.



3.2. Data

Data on the precautionary policies of cities were collected from a manual search on the official websites of local authorities and from official media reports on the internet. City characteristics were obtained from the China City Statistical Yearbook. CICI ranking was sourced from Yunhe City Research Institute. In order to mitigate the endogeneity problem, we used data from the year prior to the outbreak of COVID-19, i.e., the year of 2019, as the epidemic itself may influence social and economic performance.

The original dataset contains all cities in the Yearbook. We exclude those of special status to form our regression sample. Cities excluded are: cities from ethnic autonomous regions, as well as Qinghai, Yunnan, and Guizhou provinces, which are classified as ethnic regions by the Ministry of Finance for public finance funding purposes; cities from provinces that are adjacent to other countries; province-level municipalities directly under the Central Government; and Hebei province, which was preparing to host the Winter Olympics. Additionally, eight cities that could not obtain the specific policies were also excluded, as well as six cities with missing variables in the Yearbook. Our final sample contains 188 cities.

Table 3 provides descriptive statistics. It can be seen that there is a significant difference in internet coverage between the two city groups, with a difference of more than 10 percentage points. Cities with loose policies also tend to exhibit a higher number of doctors per thousand population, higher fiscal revenue per capita, higher GDP per capita, a larger proportion of urban population and a higher CICI ranking.



TABLE 3 Summary statistics.
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4. Empirical results


4.1. Basic results

Table 4 shows the regression results. Column 1 includes only internet coverage as a right-hand variable. It can be seen that the coefficient of internet coverage is significantly positive, indicating that cities with better internet infrastructure tend to adopt looser precautionary policies. Column 2 introduces the number of hospital beds and the number of doctors as controls, which represent local medical resources. The coefficient of internet coverage is still significantly positive, with the scale nearly unchanged. Internet facilities function independently of the traditional medical infrastructure. Column 3 further introduces city characteristics, and the coefficient of internet coverage remains stable, suggesting that cyber infrastructure does have a positive effect on cities’ confidence in responding to potential epidemic risks. In column 3, for every 1 percentage point increase in internet coverage, the probability of a city adopting loose measures increases by 0.8 percentage points.



TABLE 4 Basic results.
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Since the dependent variable is in discrete form, we also change the LPM setting and use binary choice models for regression. Columns 4 and 5 of Table 4 show the results of Logit regression and Probit regression, respectively. As can be seen, the marginal effects of internet coverage are consistent with that in LPM, showing that the positive effect of network infrastructure is not affected by the model setup.

Among the control variables, it is noteworthy that the number of hospital beds and the number of doctors act in a different way. Although the number of doctors has significantly positive effect on cities’ choosing loose policies, the effect of hospital beds is negative. This suggests that increase in physical facilities alone does not directly lead to a boost in confidence in epidemic prevention and control; even in the case of medical resources, the confidence depends on the corresponding capability building. This supports the idea that software improvements on cities’ epidemic responding capability may play an important role in precautionary decision making.



4.2. Robustness


4.2.1. Alternative classifications of precautionary policies

In our benchmark regression, cities’ management measures are grouped into centralized management and non-centralized management to construct the dependent variable [image: image]. In this section we use other alternative classification methods to check the robustness of our findings. These classifications are shown in Table 5. On the basis of [image: image], [image: image] categorizes the measures into three groups, with [image: image] for centralized management defined the same as in [image: image], [image: image] for home management including home quarantine and home monitoring, and [image: image] for no measures. On the basis of [image: image], [image: image] further subdivides centralized management into centralized management for 14 days ([image: image]) and centralized management for 7 days and below ([image: image]), thus forming a variable containing four categories. We use [image: image] and [image: image] to replace [image: image] as dependent variable, respectively, and repeat regression. Considering dependent variables take values with the ordinal feature, Ordered Probit models are used. The regression results are shown in columns 1 and 2 of Table 6. For each additional 1% increase in internet coverage, in column 1 the probability of choosing centralized management, home management and no control measures will increase by −0.6, 0.1, and 0.5%, respectively, while in the setting of column 2, the probability of choosing 14-day centralized management, 7-day centralized management or below, home management, and no control measures will increase by −0.4%, nearly 0, 0.1, and 0.3%, respectively. These results indicate that higher internet coverage is associated with looser management measure, which is consistent with our benchmark finding.



TABLE 5 Classifications of management measures.
[image: Table5]



TABLE 6 Robust checks.
[image: Table6]

Policy-making in cities can be influenced by the opinions of their provinces. Some provinces have even unified the policies over their cities, which makes the policy choice of these cities unable to reflect their own characteristics. We then control for provinces and categorize the policy leniency of cities by comparison within provinces. We exclude those provinces with completely uniform policies and take only those provinces with differed policies within its boundary, and divide the cities into strict group and loose group based on comparison with other cities within the province. The grouping method follows the rationale of the previous classifications. Specifically, if within the province cities take either centralized or non-centralized management measures for our targeted people flow, those cities with centralized management are grouped as being strict while those with non-centralized management being loose; if all the cities within the province take non-centralized measures, those with home management are sent to the strict group, while those with no measures to the loose group; if all the cities within the province take centralized measures, those with centralized management for 14 days are considered being strict, and those for 7 days and below are considered being loose. If the measures for our targeted people flow (i.e., travelling from “other areas within the county where a medium-risk area is located”) are completely unified within the province, the policies for “other counties within the city where a county with medium-risk areas is located” is taken and used to divide cities following the above method. In this way we obtain binary variable [image: image], which we use to replace the dependent variable in the benchmark model, while controlling for province fixed effects (as the cities’ CICI rankings lead to multicollinearity concern with province fixed effect, we exclude CICI ranking from this regression). The results are shown in column 3 of Table 6. It can be seen that the coefficient of internet coverage remains positive and significant, and our results remain robust to this classification.



4.2.2. Mobile phone coverage

The support of cyber infrastructure for epidemic prevention and control is not solely generated by broadband internet; mobile network also makes its contribution. Therefore, we also use mobile phone coverage as an alternative measure of cyber infrastructure, and put it into the regression. The mobile phone coverage of the city is calculated as: mobile phone coverage = number of mobile phone subscribers at year-end /total population at year-end *100. Data is from the China City Statistical Yearbook. Column 4 of Table 6 provides the results of the repeated regression. It can be seen that the coefficient of mobile phone coverage is positive and significant, which echoes our benchmark finding.




4.3. Endogeneity

Decisions on precautionary policies may not be entirely based on objective conditions, but also involve subjective factors of the authorities such as cautious or bold city governance styles (22), which may also affect the development of information infrastructure. Omitting these variables can lead to endogeneity issues. To alleviate this concern, we use two methods to verify our findings.

First, we use the instrumental variable method. The geographic distance from each city to Hangzhou was used as an instrument. Hangzhou is among the most developed cities in China in terms of digital economy. The health QR code widely used during COVID-19 period in China was originally invented by Hangzhou, and then promoted to its local province and the whole country. In Chinese literature, the geographic distance to Hangzhou is commonly used as an instrument to represent the level of digital economy development of the city (29). We use IV-Probit regression based on this instrumental variable, and the results are shown in columns 1 to 2 of Table 7. Column 1 shows the results of the first-stage regression with internet coverage as the dependent variable. It can be seen that the coefficient of distance is negative and significant, indicating that greater distance to Hangzhou is associated with lower internet coverage of the city, which suggests that distance is a good instrument. Column 2 shows the second-stage results. The coefficient of internet coverage is still positive and significant, which corroborates the findings of the benchmark regression. This suggests that the effect of internet coverage is independent of the effect of subjective factors.



TABLE 7 Endogeneity analysis.
[image: Table7]

Second, we add on control variables that may contribute to the formation of subjective styles of cities. In the context of epidemic management, we use two variables indicating the city’s COVID-19 experience, namely the severity of the city’s current outbreak and the severity of its past outbreaks. The former is measured by a dummy variable which takes a value of 1 if the number of current existing cases is above zero and 0 otherwise. The latter is measured by a dummy indicating “whether the city’s cumulative number of cases is high “, which takes a value of 1 if the city’s cumulative number of cases exceeds the median and 0 otherwise. Case data are obtained from the Baidu website epidemic statistics column as of January 28, 2022. Columns 3 and 4 of Table 7 show the regression results with the current outbreak variable and its cross-term with internet coverage added in controls. It can be seen that the coefficients of both the variable and its cross-term are not significant, and their inclusion has little effect on the coefficient of internet coverage. This suggests that the ongoing outbreak does not affect precautionary policy making of cities. Columns 5 and 6 of Table 7 show the regression results after adding the past outbreak variable and its cross-term. Cities in Hubei Province are excluded from this regression as outliers considering their extraordinarily large case numbers compared with other Chinese cities since the epidemic initially broke out in that province. It can be seen from column 5 of Table 7, that although past outbreaks are supposed to increase a city’s experience in managing epidemics, they actually decrease the probability of a city taking loose precautionary policy, indicating that these cities become more cautious. The coefficient of internet coverage tends to remain positive but insignificant. A closer look in column 6 including the cross-term shows that the coefficient of the cross-term is positive and significant. Thus internet infrastructure is able to moderate the cautiousness of experiencing past outbreaks, thereby helping to offset its effect. These results confirm our findings that information infrastructure does contribute to the relaxation of precautionary epidemic policies.




5. Conclusion

We examined the precautionary epidemic policies of 188 cities in China in the face of COVID-19 and found that cities with higher levels of internet coverage tended to develop looser policies when faced with unknown risk exposures. This result remains robust across different policy classifications. Our study shows that cyber infrastructure gives confidence in cities’ public health management, a role that may exceed that of the traditional medical infrastructure such as hospital beds. Therefore, to prepare for future pandemics, cities need to look beyond the healthcare system and prioritize the application of technology to establish comprehensive capabilities for epidemic response.

Our study confirms that cyber infrastructure, as a new foundation for development, also plays a role in the health sector. As described in the background section, the internet-enabled techniques applied to epidemiological investigation, treatment capability expansion and dissemination of epidemic knowledge, feature in ultra-high analytical speed and efficiency, which enable them to achieve effective epidemic control at the early stage of an outbreak. This greatly transforms the epidemic management practices from the traditional manual approach. The effectiveness of this new model gives cities the confidence to respond to epidemics, which further translates into the confidence to adopt loose precautionary policies that entails less interference to social activities in the face of an epidemic threat. This correlation is underpinned by the fact that a larger network coverage corresponds to a greater abundance of technological management tools and a superior new management model. Consequently, the adoption of looser precautionary policies is not a subjective decision, but rather a consequence of objective, superior cyber-infrastructure conditions.

Our paper also suggests that the smart city development can help empower cities to respond to public health emergencies. A limitation of our study is that we only focus on China. Different countries may have distinct social mores and cultures that can influence policy decisions, suggesting that the factors influencing policy-making may vary. Nevertheless, the management of epidemics in all countries should be grounded in certain objective conditions. Therefore, the findings of this paper hold instructive value even for countries with different socio-economic backgrounds. Specifically, we have focused on the role of networks as city infrastructure rather than the specific applications. Future research could further investigate the role of cyber-infrastructure in different countries and against different public health events.
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Our research aims to support decision-making regarding the financing of healthcare projects by structural funds with policies targeting reduction of the development gap among different regions and countries of the European Union as well as the achievement of economic and social cohesion. A fuzzy decision support model for the evaluation and selection of healthcare projects should rank the project applications for the selected region, accounting for the investor's wishes in the form of a regional coefficient in order to reduce the development gap between regions. On the one hand, our proposed model evaluates project applications based on selected criteria, which may be structured, weakly structured, or unstructured. On the other hand, it also incorporates information on the level of healthcare development in the region. The obtained ranking increases the degree of validity of the decision regarding the selection of projects for financing by investors, considering the level of development of the region where the project will be implemented. At the expense of European Union (EU) structural funds, a village, city, region, or state can receive funds for modernization and development of the healthcare sector and all related processes. To minimize risks, it is necessary to implement adequate support systems for decision-making in the assessment of project applications, as well as regional policy in the region where the project will be implemented. The primary goal of this study was to develop a complex fuzzy decision support model for the evaluation and selection of projects in the field of healthcare with the aim of reducing the development gap between regions. Based on the above description, we formed the following scientific hypothesis for this research: if the project selected for financing can successfully achieve its stated goals and increase the level of development of its region, it should be evaluated positively. This evaluation can be obtained using a complex fuzzy model constructed to account for the region's level of development in terms of the availability and quality of healthcare services in the region where the project will be implemented.

KEYWORDS
healthy cities, projects, expert evaluation, fuzzy sets, European Green Deal, industry 5.0, decision-making


1. Introduction

Although many statistics and numerous reports have declared an improvement in the average health level in the member countries of the European Union (EU) over the last several decades, health differences among segments of the population continue to persist in various parts of the EU, as well as differences between the most and the least advantaged regions (1, 2). In some cases, these differences are even more pronounced. Major health differences among various regions and between rural and urban areas have been confirmed to be present. Across the EU member countries, we observe a relationship between socioeconomic status and health of the population: that is, people with lower levels of education, lower-status job titles, or lower incomes tend to die younger and to have more health problems (3, 4). Gender also plays a significant role: although women live longer than men, they live more years in poorer health (5, 6). Everyday living conditions significantly affect health equality, as do the factors of technological development and spatial planning of the urban environment. In order to achieve health equity, it is fundamentally important to provide communities in urban and local areas with access to fundamental goods and to support the physical and mental health of the population while protecting the environment (7).

Schemes that focus on eliminating health inequalities can take several forms, and can be aimed either at disadvantaged sectors of the population or at reducing health differences across the entire population (8). Local public policies aiming to eliminate health inequalities can support the improvement of the physical and socioeconomic environment in disadvantaged areas in several ways: for instance, improving access to nutritious food, or enhancing housing quality, employment, physical activity, and so on Salmi et al. (9). Interventions aimed at improving the overall health status of the population may not affect the entire population. Therefore, the universal approaches applied in regional health policies must be supplemented with specific approaches that take regional specificities into consideration (10). It is important to constantly analyze the best practices in the implementation of effective interventions aimed at eliminating health inequalities, to look for new challenges for local interventions, and to share experiences with city and local government administrators (11, 12). These measures will aid in difficult decision-making processes and in effective national and regional policy implementation (13).

A recent study by The Lancet Public Health1 reports the contributions by critical factors that play a role in generating health inequalities as follows: a 35% share of the contributions can be attributed to income security and social protections; 29% to living conditions; 19% to a lack of education and low self-confidence; 10% to access to healthcare; and 7% to employment and working conditions. The heterogeneity of these factors clearly indicates the need to create policies that can influence each of these factors in order to support the elimination of health inequalities at various regional levels. Policies aiming to reduce health inequalities between countries will not be successful if they lead to the persistence of health disparities within countries, or to such disparities becoming even more pronounced.

Several financial mechanisms providing resources for the creation and implementation of effective tools to eliminate health inequalities have been created to solve these problems. Financial mechanisms for the distribution of EU resources are among these, and policymakers and public health administrators must therefore tackle difficult decision-making problems in the selection of appropriate health projects. Considering the multi-sector importance of the issue and its systemic and procedural interconnectedness, the decision-making processes aiming to select the most effective projects are highly demanding (14, 15). Many factors that have come to prominence may also vary based on demographic effects, population structure, economic development of the relevant region, the health profile of the relevant region, and so on. Therefore, it is necessary to develop and seek out the appropriate tools to support decision-making mechanisms that will help policymakers in healthcare and other domains to improve the corresponding decision-making processes (16, 17). These consistently relevant issues formed the motivation behind our research.

During the development of intelligent systems, subject knowledge is neither complete nor reliable. In addition, our research uses knowledge obtained from experts, which is subjective and vague in nature. However, the use of precise statistical methods does not account for verbal inaccuracies and subjective factors arising from the incorporation of expert-derived information. This problem, in turn, leads to inadequate representation of the knowledge base according to which further decisions are made. In the domain of artificial intelligence, problems dealing with fuzziness are solved using descriptions of fuzzy concepts by linguistic variables and corresponding membership functions. This enables data mining and decision-making based on knowledge gained from experts. The problem of multi-criteria evaluation of objects falls within the domain of selection problems, which are an integral subset of the problems involved in decision support systems. Thus, the formulation of a multi-criteria evaluation problem based on the theory of fuzzy sets is necessary to develop a decision support system.

Our research aims to support decision-making regarding the financing of healthcare projects by structural funds with policy goals involving reduction of the development gap among different regions and countries of the EU and the achievement of economic and social cohesion. A fuzzy decision support model for the evaluation and selection of healthcare projects should rank the project applications made by the selected region, accounting for the investor's wishes regarding the regional coefficient, in order to reduce the development gaps between regions. On the one hand, such a model should evaluate project applications based on specified criteria, which may be structured, weakly structured, or unstructured. On the other hand, it should also incorporate information on the level of healthcare development in the corresponding region. The obtained ranking would increase the validity of decisions regarding the selection of projects for financing by investors, taking into consideration the level of development of the region where the project will be implemented.

At the expense of the EU structural funds, a village, city, region, or state can receive funds for modernization and for development of the healthcare sector and all related processes. However, the financing of the implementation of such projects is a risky business. To minimize risks, it is necessary to put in place adequate support systems for decision-making in the assessment of project applications, as well as accounting for regional policy where the project will be implemented. Experience indicates that, based on the quality of project applications, applications from more developed regions or from capitals are more likely to receive funding. There are situations in which a project application from a less developed region may receive fewer points, even though it could have been successfully implemented within the available financial constraints. Under such circumstances, a less developed region can be prevented from reducing the development gap relative to more developed regions.

The primary goal of this study was to develop a complex fuzzy decision support model for the evaluation and selection of projects in the field of healthcare in order to reduce the development gap between regions.

Based on the above outline, we can form a scientific hypothesis for this research as follows. If the project selected for financing can successfully achieve its stated goals and increase the level of development of its region, a positive project evaluation can be claimed. This evaluation can be obtained using a complex fuzzy model that is constructed to account for the level of development of the region where the project is to be implemented, in terms of the availability and quality of healthcare services in that region.



2. Literature review

In recent years, many studies have tackled the issue of health inequalities and sought optimal solutions for the elimination of such inequalities. Mackenbach and Kunst (18) point out three main problems with these studies: first, the small number of countries included, which reduces the possibility of obtaining a global understanding of the problems from the perspective of particular country; second, the un-harmonized nature of the data collected from participating countries; and third, the fragmentation associated with the unavailability of intermediate data or evidence (19–22). Knowledge-sharing among countries has proven to be a necessary component in the process of the development of the EU member countries (23–25). Therefore, studies investigating this issue can be considered highly valuable, in that they highlight the status of significant societal problems and possibilities for solving them (26–28).

The outcomes of these studies, presented in the subsection “Importance of regional policies for eliminating health inequalities in various regions,” point to the importance of examining factors that affect decision-making mechanisms at the regional level and the importance of interdepartmental collaboration in the process of the creation and implementation of active policies. In the subsection “Fuzzy approaches as an optimal tool in project evaluation processes,” an overview is provided of studies that have examined the effects of applying fuzzy approaches in decision-making mechanisms for the selection of optimal projects. These approaches enable the solution of regional development problems, such as the elimination of health inequalities between regions or countries. Although these studies are quite heterogeneous in their content, they made it possible to clarify the state of the problem at the international level, thereby emphasizing the strong significance of the research topic discussed.


2.1. Importance of regional policies for the elimination of health inequalities between regions

Mackenbach and Kunst (29) have pointed out the extent of health inequalities related to the socioeconomic environment. They propose improving educational opportunities, income distribution, health literacy, and access to health care as the main tools to solve these inequalities. According to Helgesen et al. (4), examining the prerequisites and capacities of municipalities for the implementation of appropriate policies and measures is very important for reducing inequalities in health care. The importance of examining socioeconomic factors to support public health within municipalities has also been justified by Hagen et al. (30). The authors observed great potential for the reduction of health disparities between the regions through intermunicipal collaboration related to local health promotion, as well as through the creation of intersectoral working groups.

The importance of intersectoral collaboration in the elimination of health inequalities between regions has also been evaluated by Storm et al. (7). This kind of collaboration between the public health sector and social and physical policy sectors is essential for reducing regional health inequalities, but implementing it in local practice is relatively difficult. When the effects of health strategies implemented at the national and regional levels were examined, some countries, such as France, Portugal, Poland, and Germany, obtained highly positive results. However, the effects varied greatly in countries such as Spain, Italy, and Belgium (8), which also confirms the weakness of the governance system in a majority of the countries regarding the impact of mechanisms for reducing health inequalities and the problematic integration of health strategies between the national and regional levels.

Morrison et al. (10) have confirmed that socioeconomic inequalities in the domain of health in urban areas are large. According to the authors, local governments have several possibilities for the creation of adequate policies to reduce them. The perceptions of public policymakers and their beliefs about the implementation of urban public policies are important.

Guldbrandsson and Bremberg (11) have also described the problems with intersectoral collaboration in public health and with reducing health disparities in their study. The authors considered these intersectoral collaborations to be insufficient and recommended the coordination of these activities between the Ministry of Health and other ministries. Borrell and Vaughan (31) investigated the need for a combination of political will, technical capacities, and efforts by citizens in order to achieve success in policies aimed at reducing social disparities in health. Health inequalities can be addressed by appropriate health and social policies involving various community groups and the government.

Szymborski and Zatoński (32) have highlighted the need to investigate the universal and selective approach adopted by interventions aiming to eliminate health inequalities. According to the authors, health literacy also plays an important role in this process (33–35).

Finally, Diez et al. (13) reported in their study on the effects of regional interventions on health inequalities within European cities and observed that few local-level interventions address the socioeconomic determinants of health inequalities. The dominant determinants included in the interventions are healthcare, employment, and education. When examining the effectiveness of interventions, it is important to focus on the evidence base, participation, and intersectorality. Administrators reported perceiving the lack of funds and the sustainability of projects as the main obstacles. The authors appeal for strengthening of the capacities of administrators and for political leadership in the field of health management.



2.2. Fuzzy approaches as an optimal tool in the project evaluation processes

Mardani et al. (14) systematically investigated conventional and fuzzy decision-making techniques that are applied in solving health and medical problems. The authors found that the most frequently implemented decision-making techniques in healthcare were analytic hierarchy process (AHP) techniques and hybrid approaches. These techniques were primarily used to assess the quality of services in healthcare and the medical industry (36). Shaygan and Testik (37) employed fuzzy approaches to select projects aimed at eliminating the causes of underperformance. They considered the fuzzy analytical hierarchy process (FAHP) for decision-making, which is integrated with cause and effect diagrams, to be the optimal method.

Chatterjee et al. (38) drew attention to the risks involved in the construction of strategies based on project assortment and prioritization. Selection of the optimal project portfolio is a risky activity due to the lack of funds and due to nominal technology with the non-legal judgment of experts. The authors considered the use of an analytical hierarchy process in a fuzzy environment to be optimal for selection of the best projects, as it takes into account the multiple levels of project risk and a set of criteria and subcriteria.

Furthermore, Fouladgar et al. (39) used the FAHP and VIKOR techniques as optimal methods to calculate importance weights for evaluation criteria, and thus to rank a set of feasible projects. Bolat et al. (40) drew attention to the fact that the combination of FAHP and fuzzy multi-objective linear programming (FMOLP) is a suitable tool for supporting project selection. The complex model proposed by the authors takes into account the conflicting ideas of decision-makers about quantitative and qualitative criteria and evaluates projects in an integrated way. Rȩbiasz et al. (41) prefer a two-step evaluation model that combines fuzzy AHP and fuzzy TOPSIS for project evaluation. The authors established the advantage of this model through a case study.

Enea and Piazza (42) identified several limitations of the fuzzy AHP approach. Knowledge of these limitations when creating models will enable achievement of the best possible results in terms of certainty and reliability. Tulasi and Rao (43) positively evaluated several aspects of fuzzy AHP, primarily the fact that fuzzy AHP effectively examines data fuzziness. Mahmoodzadeh et al. (44) have proposed a new method for solving project selection problems through fuzzy AHP and implementation of the TOPSIS algorithm. Fuzzy AHP techniques significantly eliminate uncertainty in project evaluation, unlike the traditional AHP method.

Additionally, Mohammed et al. (45), based on the results of analyses, confirmed that the application of fuzzy AHP approaches will make it possible to obtain more accurate, scientific, and objective results in the evaluation of projects and will support the improvement of the quality level of project management. The authors also acknowledged the advantages of fuzzy AHP.

Tüysüz and Kahraman (46) evaluated information technology projects and stated that project risks are multidimensional, so they must be assessed through multi-attribute decision-making methods. Mohagheghi and Mousavi (47) state that fuzzy models are an optimal tool even in the evaluation of high-tech projects that are associated with a high level of risks and technological knowledge. The authors present a new decision-making model that operates under Pythagorean fuzzy set (PFS) uncertainty, applying their method to a real case study. This model employs last aggregation and avoids defuzzification until the final step of the process.

Oh et al. (48) propose a decision-making framework based on a fuzzy expert system that uses three tools: a strategic bucket for strategic resource allocation, scoring models for evaluating projects, and portfolio matrices for identifying the optimal set of projects in a portfolio. The final selection of projects was carried out by an expert system.

Jafarzadeh et al. (49) state that many methods have trouble accounting for three important criteria: selection criteria preference, decision uncertainty, and interdependencies. The authors propose a project evaluation method based on a combination of quality function development (QFD), fuzzy logic, and data envelopment analysis (DEA) to account for prioritization, uncertainty, and interdependence.

The selection of projects in the field of research and development is also a highly complex decision-making problem, as pointed out in a study by Mohanty et al. (50). The authors evaluated the importance of the opportunity environment, the impact of stakeholders on the evaluation, and the capacity of the candidate projects. In this area, important barriers also include bureaucratic factors, the different perceptions of the institution's goals by the pluralistic set of interested parties, and the functional specialization of organization members. These factors are significant obstacles to the achievement of coordination and consensus. The authors recommended applying fuzzy ANP (analytic network process) along with fuzzy cost analysis in the selection of research and development projects.

Bellahcene et al. (51) tackled with the selection of information systems projects, proposing an integrated AHP and a weighted-additive fuzzy goal programming (WAFGP) method as the optimal tools for their evaluation and selection. Similarly, Riddell and Wallace (52) tackled the problem of selecting a portfolio of research and development projects. The authors proposed a new tool to facilitate decision-making processes, which integrates fuzzy logic and expert judgment into the individual decision-making criteria for the decision-making process on projects in the research and development field. These authors also presented a real case study for illustration.

Mohagheghi et al. (53) evaluated studies focused on project portfolio selection and optimization, with an emphasis on evaluation criteria, applied approaches, uncertainty modeling, and application processes. The authors criticized the insufficient attention that has been paid to the issue of the development of decision-making methods in the area of projects in previous periods and the insufficient critical evaluation of available studies. According to the authors, expert systems, artificial intelligence, and big data science have not been given sufficient consideration or sufficiently widely applied in project selection processes.

Wu et al. (54) propose a project selection method based on stochastic dominance and fuzzy theory. The authors attempted to eliminate the subjective influences in risk assessment when estimating the expected value of the project portfolio.

The outcomes of these research studies clearly indicate the strong benefits of applying fuzzy methods or fuzzy techniques in the process of evaluating projects in various social areas. The multidisciplinary nature and strong systemic interconnectedness of health inequalities also create various dimensions of uncertainty, indeterminacy, and risks. Fuzzy approaches play a crucial role in addressing these challenges and supporting the achievement of optimal results in the decision-making processes of policymakers, strategic planning, and development plans. Review of these studies also revealed a clear research gap. Specifically, there is a significant lack of studies reporting on the use of fuzzy approaches in decision-making processes in the evaluation and selection of projects aiming to improve health across the regions and eliminate health inequalities at regional and national levels.




3. Materials and methods


3.1. Formal formulation of the evaluation problem

Let us define the following: P = {P1; P2; …; Pn}, a set of projects in the healthcare field of a certain region for evaluation and selection for financing by investors; CP, an information model of the criteria for evaluating projects or scientific developments in the healthcare field; CR, an information model of evaluation criteria for the regions where projects will be implemented; and MP, a complex fuzzy mathematical model for evaluating projects in the healthcare field, considering the region of project implementation.

With these definitions, the system-theoretical-multiple model of the problem of evaluating and selecting projects in the healthcare field that will contribute to reducing the gap in development between regions, is presented as follows:
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As a result, we obtain output estimates of Y(f), on the basis of which decisions are made on the financing of projects in the healthcare field, considering the level of development of the region. Y(f) = { μ (P), (R), KR}, where μ(P) is the score of the project application in the healthcare field; (R) is the level of development of the region where the project will be implemented; and KR is the “desire for a regional coefficient” on the part of investors, which allows for the support of projects in less developed regions, thereby reducing the gap in development among regions.

The following administrative agents are introduced for the given task: experts are individuals who analyze and evaluate the project applications; a project analyst is a person who configures and manages the evaluation process according to investors' needs, forms a set of evaluation criteria for relevant types of project in the healthcare field, and builds an information model of the evaluation criteria for project implementation regions; and investors are the managers of the corresponding structural or investment funds, who make decisions on the selection and financing of the evaluated projects and introduce additional parameters for selection.

The structural scheme of the complex fuzzy model for evaluating projects in the healthcare field, accounting for the region of project implementation, is shown in Figure 1.


[image: Figure 1]
FIGURE 1
 Structural scheme of the complex fuzzy model.


Figure 1 illustrates the structural scheme for the evaluation of projects in the healthcare field. After the evaluation and output of a ranking of projects, a decision is made regarding the selection. If the decision does not satisfy the investors, there is an opportunity to incorporate additional indicators and data for evaluation. At the output step, in order to increase the degree of reasonableness of decision-making regarding the investor's choice of projects for financing, a ranking of projects is provided, as well as their output evaluations, accounting for the region of project implementation and the policy of structured funds to reduce the development gap among regions.



3.2. Information models of project evaluation criteria and regions of project implementation

Information models based on which the submitted project applications will be evaluated are given below. Information models form the basis of the complex fuzzy model constructed to evaluate projects in the healthcare field, considering the region of project implementation.

CP–Information model of criteria for evaluating projects or scientific developments in the healthcare field.

This information model consists of four groups of criteria: G = {G1; G2; G3; G4}. Each group consists of its own set of criteria, and applications are scored on each criterion.

G1–The idea and quality of the future project in the healthcare field.

This group of criteria includes an assessment of the justification for the project, its focus on solving an actual problem in the social or scientific sphere of health care, the clarity of the formulation of the goal and tasks, and their compliance with the current level of innovative achievements.

K11–Relevance of the project to the development policies of the healthcare industry.

The relevance of the project, in terms of its correspondence to one or more cross-cutting priorities of the development of the healthcare sector, both at the state level and at the EU level, is substantiated.

K12–Relevance of the purpose, results, and target audiences.

The specified project description and its subsequent implementation will lead to expected products or services in the healthcare field, which will reflect its key priorities and attract expected target audiences.

K13–Motivation and validity of the project concept in the healthcare field.

The main focus is on whether the current state of research and the problems that need to be solved are described adequately and with appropriate references.

K14–Innovativeness of ideas (including from an interdisciplinary perspective).

K15–Adequacy of the proposed approaches and methods for project implementation and their compliance with the purpose and tasks of the project.

G2–Significance of the project in the healthcare field for further development of the territorial community or society.

Under this group of criteria, the rationale for the prospect of further application of the results obtained during the implementation of the project, or the possibility of commercialization of the project assets, is assessed.

K21–The potential importance of the expected results and the acquisition of new knowledge, the development of new approaches and technologies, and/or their importance for solving real, practical scientific/technical/social problems.

K22–The effectiveness and appropriateness of planned ways of publicizing/using project results.

G3–The quality and realism of the proposed project implementation plan.

Here, the reasonableness of the work plan and the clarity of the intermediate goals, as well as their logical sequence, are evaluated. This includes evaluation of the clarity of the description of the planned tasks with the indication of specific results that can be verified; consistency of the complexity of the tasks with their time frames; compliance of the equipment and materials specified as necessary for implementing the project, the realization of its purpose and tasks; and the clarity of the description of equipment and materials and the adequacy of their price in the budget.

K31–The validity of the work plan, the compliance of the time frame with the complexity of the formulated stages and tasks, the clarity of intermediate goals, and their logical sequence.

K32–Correspondence of the material and technical base and equipment (available and planned) to the assigned tasks.

K33–Balance and reasonableness of the overall project budget.

K34–Availability and reasonableness of an assessment of possible risks and prediction of ways to prevent or resolve them.

G4–Subjects involved in project implementation in the healthcare field.

Here, the validity of the qualitative composition of the subjects involved in project implementation and their partners, and their degree of preparedness to successfully make decisions regarding the declared goals of the project, is evaluated.

K41–The presence of a project partner or the intention to involve one.

Involved and/or potential partners representing an industry other than healthcare.

K42–Project team.

The composition of the project team is balanced between implementation of project tasks and project management; it includes all key performers responsible for the implementation of project tasks.

K43–Experience in project activities.

The project applicant's previous experience and activities meet the requirements and match the declared areas of activity.

The groups of criteria listed and their sets of sub-criteria are open and non-exhaustive, and the developed model does not depend on their number. This means that the project analyst can always add other important indicators, depending on the specifics of the projects or the subject of the competition.

Next, CR is considered; this is an information model of evaluation criteria for project implementation regions.

This information model must be developed in consideration of the regions where the projects will be implemented. An example of the criteria for evaluation of the development of regions is given for regions of Ukraine. The information is taken from open data provided by the Ministry of Development of Communities and Territories of Ukraine (1). The indicators for “Availability and quality of services in the field of health care” are as follows:

RC1–Total mortality rate per 1,000 people of the existing population (per mille).

RC2–Average life expectancy at birth (years).

RC3–Number of live births per 1,000 people of the existing population (per mille).

RC4–Planned capacity of outpatient polyclinic facilities per 10,000 people (visits per shift).

RC5–Number of patients diagnosed with active tuberculosis for the first time in their lives per 100,000 population (persons).

Assessments according to the above criteria are quantitative and are not normalized. Validation of the research is carried out using real data obtained from open reports by the Ministry of Development of Communities and Territories of Ukraine.

The information model presented here is not a benchmark for assessment of the level of healthcare in the region. Instead, it demonstrates the possibility of formulating estimates for particular regions based on real data and is also used to verify and demonstrate a fuzzy model. The developed mathematical model does not depend on the number of evaluation criteria.



3.3. A complex fuzzy model for evaluating projects in the healthcare field, accounting for the region of project implementation

The mathematical model of project evaluation in the healthcare field, accounting for the region of project implementation, is presented in three stages: fuzzy evaluation of the project applications in the healthcare field; derivation of the level of development of the project implementation region; and derivation of output estimates of projects in the healthcare field, considering the level of development of the region and decision-making by investors regarding financing.

First stage: fuzzy evaluation of the project application in the healthcare field

According to the given information model consisting of the CP criteria, an expert assigns the appropriate score for each criterion, for example, from the interval (1, 10). Such a score can be determined by the expert through analysis of the project application, using their own experience and practical knowledge. A convolution of evaluations can be determined, for example, as the sum of the scores for of the answers of the grading scale separately for each group of criteria; this can be denoted as gi, i = 1, k.

Thus, a set of numerical variables g = {g1; g2; …; gk} can be obtained for the group of evaluation criteria G = {G1; G2; …; Gk}, taking values within a certain numerical interval. Each of these numerical variables is considered to be a carrier set of the linguistic variable U, consisting of the following terms:

• Ui1–the evaluation of the group of criteria Gi is significantly lower than “investors' wishes”;

• Ui2–the evaluation of the group of criteria Gi is lower than “investors' wishes”;

• Ui3–the evaluation of the group of criteria Gi is close to “investors' wishes”;

• Ui4–the evaluation of the group of criteria Gi is a little better than “investors' wishes”;

• Ui5–the evaluation of the group of criteria Gi is much better than “investors' wishes.”

“Investors' wishes” is a conditional convolution of scores of a group of criteria that satisfies the investors when considering, evaluating, and choosing a project for financing.

Since the input data are obtained by expert means and are subjective by nature, it is necessary reveal uncertainty in the input data for the groups of criteria. This operation is referred to as fuzzification of input data. Next, we project the set of “investors' wishes” onto the carrier set of linguistic variables U.

Since the obtained numerical variables {g1; g2; …; gk} take different numerical values, it is necessary to calculate normalized values for comparison. To perform fuzzification of the input data, we construct a membership function of the type “Value x is greater”. For example, an s-shaped membership function will have the following form:
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Here, min is the convolution of the sum of the minimum points (grades) and max is the convolution of the sum of the maximum points (grades) according to the criteria. In the group Gi, gij is the convolution of the sum of the points (grades) for the j-th project under consideration(i = 1, k; j = 1, n). In this way, the received input data can be normalized and rendered comparable.

Let γij = μ(gij) be the value of the function of membership of the corresponding project applications by groups of criteria Gi,(i = 1, k).

Let the investor have a set of considerations for each group of criteria, which should be regarded as the “investors' wishes”; that is, the sum of the points for each group of criteria. We denote these by the vector T = (t1, t2, …, tk) by groups of criteria Gi, (i = 1, k). Similarly, for each value, the membership function can be calculated according to formula (2). Consequently, the vector of the membership function “investors' wishes” can be obtained as α = (α1, α2, …, αk), where αi = μ(ti), (i = 1, k). The obtained values are given in Table 1.


TABLE 1 Fuzzification of input data.
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Next, relative to the “investors' wishes” and the results obtained for each group of criteria Gi, the values of the membership function are projected onto the set of carriers of the linguistic variable U, which allows us to reveal the essence of the considered project application in relation to the “investors' wishes”. Therefore, for each term U, the construction of triangular membership functions can be proposed, as follows:
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Depending on which interval γ falls into for each group of criteria Gi, the appropriate membership function μU is selected relative to the “investors' wishes” of α. As a result, for each group of criteria Gi for all projects Pj, we obtain a linguistic value and its confidence assessment. The confidence assessment means that the assessment of the group of criteria belongs to one term or another. This allows the model to reveal the subjectivity of opinions regarding the assignment of points by experts and to construct a formal representation of the quality of the project application.

Since the constructed membership functions (3)–(7) have intersections, either one or two terms are obtained for each group of criteria and, accordingly, the same number of reliability estimates are obtained for them. In this regard, we offer the following aggregation function:
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where i = 1, k; j = 1, n; f = 1, 5; and σijf is determined by the characteristic function on the interval [1; 100]: for example,
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Without reducing generality, the project analyst can choose a different possible interval, as well as an alternative approach for the transition from linguistic to quantitative evaluation. The construction of such a characteristic function stems from the authors' own experience, as well as from the consideration that, as a rule, the final evaluation of project applications is provide on a 100-point scale. The output of the characteristic function decreases when the evaluation of the groups of criteria is further away from the “investors' wishes.”

The obtained membership function μ(Oij) shows to what extent the project application under consideration satisfies the wishes of the investors according to each group of criteria.

The investor may need to set the weighting coefficients {p1, p2, …, pk} for each group of criteria on the interval (1, 10). If there is no such need, then the weighting coefficients will be considered balanced. Next, normalized weighting factors for each group of criteria are determined:
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meeting the condition [image: image].

A weighted average convolution is proposed to obtain the output estimate for the healthcare project application μ(P):
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Thus, for all projects under consideration, we obtain an output estimate for the project application within the interval [0; 100].

Second stage: determination of the level of development of the region where the project will be implemented

As mentioned above, our research is aimed at supporting decision-making regarding the financing of healthcare projects by structural funds whose policy involves reducing the development gap among different regions. Therefore, a feature of the presented model is that it can adequately account for policies aimed at reducing the development gap among regions. To this end, the level of development of the region where the project will be implemented is derived from the mathematical model as (R). This is presented in Table 2, which represents input assessments of regions according to CR, the information model of the assessment criteria for project implementation regions.


TABLE 2 Table of evaluations of regions by criteria.
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Here, Crcr is an estimate of the rc-th criterion for the r-th region, and is quantitative and not normalized. In all cases, r ≤ n, since several projects may be submitted for consideration from the same region. In general, this assessment can be made quantitatively on different assessment scales, or even qualitatively. In this case, it is necessary to standardize the data. To do so, we can use the method of displaying fuzzy knowledge that is described in Petrovic et al. (2). For the normalization of quantitative data, we use the relative normalization formula:
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Let the investor or project analyst set the weighting coefficients for each regional criterion {v1, v2, …, vrc} on the interval [1, a]. Following this, the normalized weighting coefficients can be determined similarly for each criterion:
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meeting the condition [image: image].

To deduce the level of development of the region, the following multiplication is proposed:
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Third stage: derivation of aggregated estimates for projects in the healthcare field, accounting for the level of development of the region and decision-making by investors on their financing

Based on practical experience, more developed regions submit better project applications. This is due to many factors: for example, the region's adherence to modern trends, best practices, the experience of the project implementation team, access to a wide range of partners, experience in implementing similar projects, greater financial opportunities in co-financing, and so on. Therefore, to reduce the gap in the development of regions, it is proposed that investors specify a “desire for a regional coefficient”, i.e., KR ∈ [0; 1]. Specifically, if KR approaches 1, then investors are interested in the most developed regions, and vice versa. This will allow for rapid adjustment of the weight placed by investors on the regions where future projects are to be implemented. Regarding the “desire for a regional coefficient”, we calculate the following values, which will represent a relative estimate of the proximity of the “desire for a regional coefficient” to the value of the corresponding level of development of the region:
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To derive the output estimates for projects in the healthcare field, accounting for the level of development of the region and the decision-making by investors on financing, we use the following formula:
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Based on the output score Y (fj) ∈ [0; 100], a ranking of projects Pj is constructed.

The obtained output estimate Y(f) incorporates the content of the project assessment, accounting for the policy of reducing the gap in the development of regions. Based on the output data, investors make decisions on the feasibility of financing healthcare projects, accounting for the level of development of the region where the project is to be implemented. If a situation arises in which the investors are not satisfied with any of the solutions, then we return to re-evaluation with the involvement of additional indicators and data.

The value of the model lies in enabling us to understand the essence of the evaluated project within the space of assessments, accounting for the wishes of the investors at various stages of assessment, including the region where the project will be implemented. The use of fuzzy set theory is another significant advantage, as it allows the subjectivity of expert determinations to be revealed, in order to obtain a quantitative assessment of projects based on fuzzy expert data inputs. Making a reasoned decision is possible only based on quantitative initial data. Another advantage is the ability to easily adjust the parameters of the model depending on the evaluation purpose and to enter the desired regional coefficient, which collectively reduces the subjective influence of project analysts or experts on the evaluation process and the final result of project selection by investors. Without reducing the generality, other researchers can use other methods of multi-criteria alternative selection, such as the hierarchy analysis method, fuzzy TOPSIS, or VIKOR. However, in order to incorporate the desired regional coefficient, special procedures must be introduced, entailing additional calculations. This will make the calculations involved in using the decision support system much more difficult, and in turn, increase the difficulty of implementing it in practice. In addition, with a large number of projects, for example, the hierarchy analysis method will not achieve adequate results. The disadvantages of this approach include the use of different types of membership functions, characteristic functions, and convolutions, which may lead to ambiguity in the final results. However, these disadvantages will not affect the reliability of the results.




4. Results

We verify and test the results of the research on the example of the evaluation of five projects in the field of healthcare, P = (P1; P2; …; P5), which are implemented at the expense of state funds of Ukraine (3, 4):

• P1–Personalized approaches to the diagnosis, prevention, and treatment of vascular diseases with prognostic modeling of the individual development of atherosclerosis.

• P2–Study of the course and consequences of COVID-19 in patients with diabetes and the impact of SARS-CoV-2 infection on the rate of biological aging.

• P3–Study of the circulation of zoonotic influenza A viruses in the natural reservoir and assessment of their epidemic risks and danger to human health in Ukraine.

• P4–Development of new anesthetic agents.

• P5–Drosophila melanogaster as a platform for screening new antiviral compounds and studying cellular mechanisms of defense against viruses.

Project P1 is currently being implemented at the expense of the state budget of Ukraine at the Uzhhorod National University (region: Zakarpattia) (3), and the remaining projects P2−P5 are being implemented at the expense of grant support from the National Research Fund of Ukraine (4).

The evaluation calculation is carried out based on the complex fuzzy model developed for evaluation of projects in the healthcare field, accounting for the region of project implementation. For this purpose, the assessment is carried out via the three stages described above. Such an evaluation was carried out by the authors of this article, who are experts in various commissions and competitions for the evaluation of grants, scientific, technical, and startup projects.

As an example, consider in more detail the evaluation of a project application for a project P1.

First stage: fuzzy evaluation of the project application in the healthcare field.

At the first stage of assessment of project P1, we receive the input data for each evaluation criterion according to CP, the information model of evaluation criteria for projects or scientific developments in the healthcare field. G1 represents the idea and the quality of the project (K11 = 9; K12 = 10; K13 = 8; K14 = 7; K15 = 10; g11 = 44); G2 represents the significance of the project for further development of society (K21 = 10; K22 = 8; g21 = 18); G3 represents the quality and realism of the proposed project implementation plan (K31 = 9; K32 = 10; K33 = 10; K34= 7; g31 = 36); and G4 represents the subjects involved in project implementation (K41 = 8; K42 = 10; K43 = 10; g41 = 28).

Formula (2) is used for fuzzification of the input data. The following is thereby obtained for [image: image]

Next, for each group of criteria, investors express their “investors' wishes” according to four groups of criteria: T = (40; 18; 37; 25). Similarly, the membership function is calculated for each value according to formula (2): α = (0.9; 0.98; 0.99; 0.93).

Subsequently, the values of the membership function relative to the “investors' wishes” and the results obtained for each group of criteria are projected onto the set of carriers of the linguistic variable U according to formulas (3)–(7):

G1: U113 with confidence μU113 = 0.69 or U114 with confidence μU114 = 0.31.

G2: U212 with confidence μU212 = 0 or U213 with confidence μU213 = 1.

G3: U312 with confidence μU312 = 0.04 or U313 with confidence μU313 = 0.96.

G4: U413 with confidence μU413 = 0.78 or U414 with confidence μU414 = 0.22.

Next, the extent to which the project application under consideration satisfies the wishes of the investor according to each group of criteria is calculated using formula (8):

μ(O11) = 0.69 · 100 + 0.31 · 75 = 92.25; μ(O21) = 0 · 75 + 1 · 100 = 100; μ(O31) = 0.04 · 75 + 0.96 · 100 = 99; μ(O41) = 0.78 · 100 + 0.22 · 75 = 94.5.

Let the investor set the weighting coefficients for each group of criteria {10; 9; 8; 8}. On this basis, the normalized weighting factors calculated by formula (10) are: w1 = 0.28; w2 = 0.26; w3 = 0.23; w4 = 0.23.

Finally, a weighted average convolution according to the formula is used to obtain the output estimate for the project application (11): μ(P1) = 0.28 · 92.25 + 0.26 · 100 + 0.23 · 99+ 0.23 · 94.5 = 96.4.

Information on the evaluation of the remaining projects P2−P5 is provided in the official results of the competition (5): μ(P2) = 96.1; μ(P3) = 94.4; μ(P4) = 93.4; μ(P5) = 92.8.

Second stage: determination of the level of development of the region where the project will be implemented

The indicators of “availability and quality of services in the field of healthcare” (1) according to the above criteria for the regions corresponding to the projects under consideration are presented in Table 3. Information on indicators for Ukraine is also provided in the table, for purposes of normalization of the quantitative data, as well as the weighting factors for each regional criterion set by the project analyst.


TABLE 3 Input data on “availability and quality of services in the field of healthcare”.
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In the next step, the relative normalization formula (12) is used to normalize quantitative data. Normalized weighting factors for each criterion are also determined according to formula (13). The results are shown in Table 4.


TABLE 4 Normalized data on “availability and quality of services in the field of healthcare”.
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To derive the level of development of the region, the membership functions are calculated using formula (14): Δ1(R1) = 0.861; Δ2(R2) = 0.936; Δ3(R3) = 0.774; Δ4(R2) = 0.936; Δ5(R4) = 0.789.

Third stage: derivation of aggregated estimates for projects in the healthcare field, accounting for the level of development of the region and decision-making by investors on financing

In pursuit of the goal of reducing gaps in development between the regions, the investors specify their “desire for a regional coefficient”. For example, let us set this coefficient at the value of KR = 0.8. Using formula (15), values are calculated to provide a relative estimate of the proximity of the value of this “desire for a regional coefficient” to the corresponding level of development of the region: χ(R1) = 0.56; χ(R2) = 0; χ(R3) = 0.81; χ(R4) = 0.92.

The following formula is used to derive output estimates for the projects (16):
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Finally, based on the obtained estimates, we can construct a ranking of projects, accounting for the policy of reducing the gaps in development between the regions: P5, P3, P1, P2, P4.

The investor concludes that, with the “desire for a regional coefficient” set to 0.8, the best decision in terms of the selection of a project for financing and implementation will be project P5.



5. Discussion

In the study, a fuzzy model of support for decision-making in the evaluation and selection of projects in the healthcare field was developed to reduce the development gap between regions. For this purpose, the following components were developed: an information model of criteria for evaluating investment projects or scientific developments in the healthcare field; a model of criteria for evaluating regions where projects are planned to be implemented in terms of the level of development of these regions; and a complex fuzzy mathematical model for evaluating projects in the healthcare field, with the region of project implementation taken into consideration. The resulting model was tested on an example evaluation of five projects in the healthcare field.

This research is based on the apparatus of fuzzy sets, which allows for increasing the degree of validity of decisions. The value of the model is that it allows the user to obtain a quantitative assessment of projects based on fuzzy input expert data, accounting for the wishes of the investor at different stages of the assessment, the policy of reducing development gaps among regions, and the wishes of the investor regarding the regional coefficient. The evaluation procedure itself is simple and natural for experts to implement. The input data are processed by a fuzzy model based on information models for evaluating project applications and regions. This reveals the subjectivity of experts' evaluations and establishes the model parameters and regional coefficients in order to reduce the subjective influence of project analysts or experts on the evaluation process and the final selection of projects by investors. The output of the model takes the form of a quantitative assessment and a ranking of the candidate healthcare projects for investors to choose from to pursue the goal of reducing the development gap between regions.

The advantages of a fuzzy decision support model for the evaluation and selection of projects in the healthcare field with the goal of reducing the development gap between regions arise from several features: (1) the mathematical model is based on various information models of input data adapted for the evaluation of projects or scientific developments in the healthcare field; (2) the sets and groups of criteria are open; (3) the model does not depend on their number, and project analysts can always adapt the set of criteria to highly specialized project topics; (4) the model makes it possible to understand the essence of the proposed project within the assessment space; (5) the model can easily be adjusted depending on the purpose of the assessment; (6) this approach reveals the uncertainty in the input data (expert estimates) using the carrier set of the linguistic variable U relative to “investors' wishes”; (7) it considers the wishes of the investor regarding the region where the project will be implemented by specifying a “desire for a regional coefficient”; and (8) it focuses on the unbiased assessment of projects, which increases the security of their financing overall.

It should be noted that the outputs of this fuzzy decision-making support model for the evaluation and selection healthcare projects are dependent on the meaning of the “investors' wishes”. This means that the maximum input values for a project do not mean a high output value. In addition, the input data undergo fuzzification, after which the values of the membership function are projected onto the set of carriers of the linguistic variable U. Through this procedure, errors of both external and internal origin can be avoided. Therefore, the decision support system is robust.

A limitation of our study is the use of different types of membership functions, characteristic functions, and convolutions, which may lead to ambiguity in the final results. Nevertheless, this limitation did not affect the reliability of the results obtained. This is supported by the research findings and the justified use of the fuzzy sets apparatus. The rationality of the obtained initial estimate Y(f) for building a ranking series of projects also demonstrates the advantages of the model developed. Furthermore, the results obtained fully conform to the research hypothesis formulated.

The development of tools to support decision-making techniques in the field of health represents a powerful mechanism in the process of reducing of health inequalities between regions (55). However, no tool can replace collaboration networks applying a multidisciplinary approach, alongside collaboration between sectors (56, 57). Many studies have claimed that urban administrators perceive health inequalities and understand the concepts of intersectorality, participation, and evidence, but considerate has become increasingly important to consider the sustainability of health systems at the regional level (58, 59).

Regional health policies require constant attention and are dependent on collaborative systems, data registries, and collaboration with various regional and national health associations (60–62). Diez et al. (13) recommended strengthening the capacities of administrators and of the regional political leadership in the healthcare field. If city governments want to make progress on policies aiming to reduce health inequalities, they need strong political commitment and support from social movements, including the support of public health experts. As stated by Borrell et al. (31), the policy agenda must include the goals in the area of health inequalities at different regional levels. Bekken et al. (63) drew attention to the insufficient capacity for effective activities aiming toward reducing health inequalities in smaller municipalities within defined regional units. Furthermore, they regarded a weak knowledge base as a critical factor, including the absence of systems for monitoring of social inequalities. New legislation in the domain of health may represent significant opportunities, and many countries are constantly developing such legislation in order to adapt to demographic trends and globalization risks. Morrison et al. (10) recommend supporting academic research on the creation of effective universal policies and evaluating their impact. This could also support the development of regional benchmarking indicators.

To reduce inequalities in the healthcare field, intersectoral collaboration will still be necessary (specifically, collaboration between the public health sector and other sectors), and this is often difficult to implement in practice. High-quality interdepartmental collaboration can also enable decision-making processes in the selection of effective interventions in the healthcare field while simultaneously eliminating resource and preference risks in the decision-making mechanisms. Therefore, it is necessary to investigate the potential for this collaboration, which already exists in the regions, because its absence can represent a significant barrier to the implementation of quality projects targeting the promotion of health. Storm et al. (7) also call for the involvement of these sectors in the network of public health policies, along with the harmonization of goals, the use of policies by relevant sectors, and formalized collaboration.

There is no optimal model for effective collaboration, so the success of health policies depends on the synergy between individual components of regional development systems. Many studies have claimed that space for improvement of this collaboration among sectors at regional and national levels will always be created, but it is necessary to seek out the most effective forms of collaboration in the context of the political goals being supported. This study creates a space for subsequent research in this area.

The fuzzy model for decision-making support developed by us for the evaluation and selection of projects in the healthcare field will help reduce the development gap in regions and ensure their sustainability. If projects are positively evaluated based on this comprehensive fuzzy model (which accounts for several aspects of the health system, including the availability and quality of healthcare provision), this is an indication that their outcomes can successfully fulfill the development goals set by health policy by and national and regional strategies. This will contribute to the reduction of regional and national disparities in population health, which will be reflected in macroeconomic indicators (64). From a macroeconomic perspective, the appropriate selection and successful implementation of ambitious projects in the healthcare field, which follow the resources and processes of the health sector, will help with the achievement of economic and social stability within and among countries. The developed model will be a useful tool for administrators and project analysts in such decision-making processes; it can be used to avoid ineffective financing of projects and to obtain resources from EU funds. From a long-term perspective, the need to develop tools that can be used to compare and evaluate the effectiveness of decision-making processes in various sectors when using resources drawing on EU funds has been highlighted, leading to the development of benchmarking indicators (65, 66). Their absence in the healthcare system to date is the result of not only the methodological complexity and strong heterogeneity of the healthcare systems, but also a lack of effort on the part of research teams to search for optimal decision-making mechanisms and indicators for their evaluation (67). Thus, the development of benchmarking indicators to enable the evaluation of the effects of implemented projects is an additional topic of research. Finally, these issues will also be related to an examination of their relationships with sustainable development goals (SDGs-17), which have not been sufficiently explored in existing studies. Inadequate fulfillment of the SDG-17 goals within individual countries has often been the subject of criticism among experts and in research. Financial schemes backed by EU funds can also help to solve these problems.



6. Conclusions

Sustaining good health and enhancing the quality of life of the population is the primary objective not only of the EU, but of all institutions that are intensively working toward improving public health and preventing diseases through their activities and policies. EU health strategy focuses on strengthening collaboration and coordination between the member countries, analyzing the factors affecting public health, and strengthening prevention processes, cross-border healthcare, and many other strategic areas. The availability of various financial mechanisms in the healthcare field should support access to healthcare provision, as well as increasing its availability, safety, quality, and efficiency. Health policy managers at regional and national levels are increasingly exposed to demanding decision-making processes, which prompts the construction of effective decision-making tools. Fuzzy approaches have been effectively applied in decision-making mechanisms in various sectors and can even solve difficult decision-making tasks. This study focused on constructing a tool based on a fuzzy approach, enabling effective decision-making support for the process of selection of projects in the healthcare field; this may involve many criteria regarding causal factors in health and its determinants, as well as the specifics of regional health systems.

The primary objective of our research was to develop a fuzzy decision-making support model for the evaluation and selection of healthcare projects in order to reduce the development gap between regions. The following results were obtained:

• An information model of criteria for evaluating investment projects or scientific developments in the healthcare field was developed for the first time. The set of criteria is open, and the model is not dependent on the use of a specific number of criteria. Project analysts can always add their own metrics when customizing the evaluation model for specific projects.

• A model for assessment and derivation of the level of development of regions was presented for the first time, using the example information indicator “availability and quality of services in the field of health care”. Investors are offered the opportunity to specify a “desire for a regional coefficient”, which allows them to quickly adapt the weight placed in decision-making on the regions where future projects are to be implemented.

• For the first time, a complex fuzzy decision-making support model for the evaluation and selection of healthcare projects was developed to reduce the development gap between regions. The model is based on the opinions of experts in point-based assessments. The output of the model takes the form of a ranking of projects, as well as their output evaluations, which takes into account the region of project implementation and the policy of structured funds to reduce the development gap between regions.

• The results of the study were tested in an evaluation of five real projects in the healthcare field that have been implemented at the expense of state funds in Ukraine. Furthermore, the adequacy of the complex fuzzy model developed in this study and the information models of the criteria laid down on its basis was experimentally confirmed.

The obtained results demonstrated the applied value of the model and supported the scientific hypothesis of this study.

In future studies, software could be constructed in the form of a web platform, based on a complex fuzzy model, providing an innovative tool for selecting healthcare projects for support from structural funds, considering their policies in relation to reduction of the development gaps between different regions and countries in order to achieve economic and social cohesion.

The significance of developing and implementing these tools to support decision-making processes in healthcare systems will grow in the future. Based on the demographic aging processes occurring on a global scale, it is necessary to assume that the sustainability of health and social systems in individual countries will take on increasing importance. As the population continues to age, a larger proportion of individuals will live to an older age, leading to an increase in patients with numerous comorbidities and a growing demand for health and social care services. This issue is also strongly related to limited resources. This will create pressure to optimize health systems and systematically search for opportunities to ensure the availability and provision of adequate healthcare services. Resources from EU funds will represent a strong tool for support of individual countries in meeting these increasingly demanding health goals. The use of suitable decision-making processes in the selection of optimal projects will support the effective use of resources provided by EU funds and the fulfillment of global goals in the healthcare field, thereby reducing inequalities among various countries.

The findings of this study will be highly beneficial to health policymakers; they will also aid in the formulation of strategies in the healthcare field and regional development plans, thereby supporting interdepartmental collaboration, which is necessary for effective decision-making mechanisms. The study and its results strongly advocate for the construction of national and international data platforms to develop benchmarking indicators. These indicators will play a decisive role in evaluation processes and in quantifying the effects arising from the support of activities funded by the EU.
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Background: The global burden of digestive diseases has been rising in the last 30 years. The rates and trends of incidence, deaths, and disability-adjusted life-years (DALYs) for digestive diseases need to be investigated.

Methods: We extracted the data on overall digestive diseases and by cause between 1990–2019 from the Global Burden of Diseases 2019 website, including the absolute number and the corresponding age-standardized rates of incidence (ASIR), deaths (ASDR), and DALYs (ASDALYs).

Results: Globally, the incident cases, deaths, and DALYs of digestive diseases in 2019 increased by 74.44, 37.85, and 23.46%, respectively, compared with that in 1990, with an increasing ASIR of 0.09%, as well as decreasing ASDR and ASDALYs of 1.38 and 1.32% annually. The sociodemographic index (SDI) of overall digestive diseases showed a slight increase in ASIR from low to middle-low regions. The downtrend in ASDR and ASDALYs was found in all SDI regions. The burden of incidence was higher in females, while the burden of deaths and DALYs was higher in males for the overall digestive diseases and most causes. The estimated annual percentage changes were significantly associated with the baseline ASIR, ASDR, and ASDALYs for the overall digestive diseases, and the negative correlations between ASDR, ASDALYs, and human development index both in 1990 (R = −0.68, R = −0.69) and 2019 (R = −0.71, R = −0.73) were noticed.

Conclusion: The findings indicate that digestive diseases remain a significant public health burden, with substantial variation across countries, sexes, and age groups. Therefore, implementing age, gender, and country-specific policies for early screening and targeted interventions could significantly reduce the global burden of digestive diseases.
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Introduction

The global burden of disease has shifted from perinatal, maternal, nutritional, and communicable diseases to non-communicable diseases, including digestive diseases, due to changes in global demographics and socio-economic factors such as improvements in health care, sanitation, and nutrition, an aging population, changes in dietary habits, and increasing urbanization (1). As an important part of non-communicable diseases, the global burden of digestive diseases has been on the rise in the last few decades (2). Based on available data, the incidence of digestive diseases in 2017 was over 4.6 billion worldwide, with the percentage of change of years lived with disability increased by 31.1% from 1990 to 2007 and 20.5% from 2007 to 2017 (3). Meanwhile, the counts of all-age disability-adjusted life-years (DALYs) also increased by 4.1% from 2006–2016 (3). Although the epidemiological characteristics of the global and regional level of several specific digestive diseases, such as cirrhosis (4), inflammatory bowel disease (5), and pancreatitis (6) have been reported, the studies that focus on the characterization of the burden and distribution of all digestive diseases in diverse countries and territories are still lacking. Therefore, a systematic analysis of the comparable epidemiological statistics of digestive diseases would help to evaluate the global burden of these diseases in diverse countries at different economic development levels and facilitate the formation of standard healthcare policy, which could decrease the burden of digestive diseases over time.

Based on the Global Burden of Disease (GBD) study (7), all digestive diseases were classified into ten categories, including appendicitis, pancreatitis, cirrhosis and other chronic liver diseases, inflammatory bowel disease, upper digestive system diseases, paralytic ileus and intestinal obstruction, inguinal femoral and abdominal hernia, vascular intestinal disorders, gallbladder and biliary diseases, and other digestive diseases. In the current research, we retrieved data on digestive diseases from the GBD 2019 study, ranging from 1990–2019, to analyze the burden of digestive diseases caused by nine major causes at the national, regional, and global levels. The association of these comparable statistics with the human development index (HDI) of different countries and the baseline age-standardized incidence rate (ASIR), death rate (ASDR), and DALYs rate (ASDALYs) was also explored. Since the GBD study did not provide any specific data on other digestive diseases in 2019 globally, we did not include this category in the study.



Materials and methods


Overview

Data about the burden of digestive diseases were downloaded from the GBD 2019 study, which provides estimations comprehensively on the burden of 369 diseases among 204 countries and territories based on all available information, such as the clinical and hospital data, survey data, surveillance data, and published literature (7). To assess and correct the potential bias of different data sources for the assessment of model performance and standardized statistical evaluation, the DisMod-MR V.2.1 meta-regression tool was used. The detailed information about the methodology for processing and estimating disease burden levels and trends in the GBD 2019 studies has been reported extensively (8).



Data sources

Comparable statistics of digestive diseases from 1990 to 2019, including the numbers and age-standardized rates, which were sorted by cause, location, gender, and age, were obtained from the GBD 2019 study (7). 204 countries and regions were zoned as five SDI quintiles based on a combination of regional per capita income, average educational attainment, and fertility rankings. Meanwhile, these countries and territories were also separated into 21 regions on the basis of geographical contiguity. The list of five SDI quintiles, 21 regions, and all 204 countries and territories are presented in Table 1 and Supplementary Table S10. HDI Data of 193 countries and territories in 1990 and 2019, which was available from the Human Development Report 20191 and can be matched with the data from the GBD 2019 study, was obtained for further study. Eleven countries and territories, including the United States Virgin Islands, Cook Islands, Tokelau, American Samoa, Taiwan (China), Northern Mariana Islands, Guam, Puerto Rico, Niue, Greenland, and Bermuda, were excluded.



TABLE 1 The incidence, death, and DALYs of digestive diseases in 1990 and 2019.
[image: Table1]



Statistical analysis

Consistent with the previous studies, the burden levels and trends of digestive diseases were estimated by the ASRs (including ASIR, ASDR, and ASDALYs) and estimated annual percentage change (EAPC) (8). To compare the populations across various locations over time, the potential confounding of age structure needed to be adjusted, and the data was thus standardized. Considered ai as the age-specific rate for the ith age class, wi denotes the numbers (or weights) for the same age class i of the selected reference standard population, the truncated ASR could be calculated as the following formula:

[image: image]

In addition, the trends of ASRs over a specified time interval were summarized and evaluated quantitatively by EAPC, which was counted by a regression model fitted to the natural logarithm of ASRs, and the details for calculating EAPC have been described in detail elsewhere (8).

An optimistic EAPC estimation indicates an increasing trend of ASR while being minus means a decreasing trend. Moreover, we also performed a correlation analysis between the EAPC and ASRs in 1990 and between ASRs and HDI in 1990 and 2019 for overall digestive diseases and causes. According to the EAPC and values of 95%CI, we also classified the 204 countries and territories by hierarchical cluster analysis. Depicting with maps, we presented the global incidence, death, and DALYs of overall, appendicitis, pancreatitis, cirrhosis and other chronic liver diseases, inflammatory bowel disease, upper digestive system diseases, paralytic ileus and intestinal obstruction, inguinal femoral and abdominal hernia, vascular intestinal disorders, and gallbladder and biliary diseases by locations for all ages, both sexes combined, including the numbers in 2019, ASRs in 2019, and EAPCs of ASRs in 1990–2019. The R-index and value of p of the relationship between the variables were probed using Pearson correlation analysis with the R version 3.5.3 of the utilization. Statistical meaningfulness is deemed when the value of p is less than 0.05.




Results


Number of incidences, deaths, and DALYs of digestive diseases

Table 1 and Supplementary Tables S1–S9 showed the absolute number, ASRs, and the EAPC of the incidences, deaths, and DALYs of the overall digestive diseases and by causes in 1990 and 2019. Globally, the incident cases, deaths, and DALYs of digestive diseases in 2019 were 443.53 million, 2.56 million, and 88.99 million, increased by 74.44, 37.85, and 23.46%, respectively, compared with that in 1990 (Table 1). Of notice, we found India had the prominent incidences, deaths, and DALYs in 2019, with the corresponding present change in absolute numbers as 109.11, 47.48, and 34.42%, respectively. The country-specific contribution of the incidence, deaths, and DALYs presented in Supplementary Table S10. The incidence, deaths, and DALYs of digestive diseases increased particularly in the 25–59-year class, 45–79-year class, and 39–69-year class, respectively, with the peak shifting from 25–29 years in 1990 to 30–34 years in 2019 for incidence, from 60–64 years in 1990 to 65–69 years in 2019 for deaths, and peak for DALYs was occurred both in 55–59 years in 1990 and 2019 (Figures 1A–C). Of interest, we observed relatively higher deaths and DALYs in 1–4 years than that in 5–19 years, both in 1990 and 2019.
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FIGURE 1
 Global cases of incidence, deaths, and DALYs of digestive diseases by nine causes and 23 GBD age groups. (A–C) Global cases of incidence, deaths, and DALYs of digestive diseases by age for both sexes combined in 1990 and 2019. For each group, the left column shows case data in 1990 and the right column shows data in 2019. (D–F) Sex difference in global cases of incidence, deaths, and DALYs of digestive diseases by age in 2019. DALYs, disability-adjusted life-years; GBD, Global Burden of Disease; COCLD, Cirrhosis and other chronic liver diseases; UDSD, Upper digestive system diseases; APED, Appendicitis; PIIO, Paralytic ileus and intestinal obstruction; IFAH, Inguinal, femoral, and abdominal hernia; IFBD, Inflammatory bowel disease; VAID, Vascular intestinal disorders; GABD, Gallbladder and biliary diseases; PACA, Pancreatitis.


Compared with female groups (236.26 million for incidence, 1.03 million for deaths, and 34.49 million for DALYs), males had relatively lower incident cases (207.26 million), and higher deaths (1.52 million) and DALYs (54.50 million) in 2019 (Figures 1D–F; Table 1). In general, we observed an increasing trend in the incidences, deaths, and DALYs of digestive diseases across all regions from 1990 to 2019, especially for locations with lower SDI (Table 1; Figure 2A; Supplementary Figures S1A, S2A). Among 21 GBD regions, the highest increase in the incidences, deaths, and DALYs was in Central Sub-Saharan Africa (CSS, 162.59%), Central Asia (CA, 102.92%), and CA (88.37%), respectively (Table 1; Figure 2B; Supplementary Figures S1B, S2B). While a prominent number of incidences, deaths, and DALYs were observed in South Asia (SA) both in 1990 and 2019.
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FIGURE 2
 Global incident cases of digestive diseases by nine causes and regions for both sexes combined. (A) The incident cases of digestive diseases by nine causes and five SDI regions, from 1990 to 2019. (B) Incident cases of digestive diseases by nine causes and by 21 GBD regions in 1990 and 2019. For each group, the left column shows case data in 1990, and the right column shows data in 2019. Certain regions are magnified to the top-right of the panel. COCLD, cirrhosis and other chronic liver diseases; UDSD, Upper digestive system diseases; APED, Appendicitis; PIIO, Paralytic ileus and intestinal obstruction; IFAH, Inguinal, femoral, and abdominal hernia; IFBD, Inflammatory bowel disease; VAID, Vascular intestinal disorders; GABD, Gallbladder and biliary diseases; PACA, Pancreatitis.




The ASIR, ASDR, and ASDALYs of digestive diseases

Globally, the ASIR, ASDR, and ASDALYs of digestive diseases were 5454.63, 32.07, and 1096.99 per 100,000 in 2019, with the variation of 2.82-fold, 17.2-fold, and 8.28-fold across countries. The highest rates in 2019 were in Mexico (8468.46 per 100,000) for ASIR, Egypt (138.60 per 100,000) for ASDR, and Cambodia (2937.01 per 100,000) for ASDALYs. While the lowest rates were in Papua New Guinea (3001.97 per 100,000) for ASIR, Singapore (8.06 per 100,000) for ASDR, and Iceland (354.88 per 100,000) for ASDALYs (Table 1; Supplementary Table S10). Although the ASIR increased by an average of 0.09% (95% CI, 0.05–0.12%) between 1990–2019, the ASDR and ASDALYs decreased instead, with the average of 1.38% (95% CI, −1.44% to −1.31%) and 1.32% (95% CI, −1.36% to −1.27%), respectively (Table 1). The countries-specific distribution of EAPC for ASIR, ASDR, and ASDALYs were presented in Figures 3A–C. Notable, The EAPC (95% CI) of ASIR, ASDR, and ASDALYs were 0.12 (0.09 to 0.15), −1.38 (−1.44 to −1.31), and − 1.31 (−1.35 to −1.27) for females, and 0.05(0.02 to 0.09), −1.40(−1.45 to −1.34), and − 1.33(−1.38 to −1.28) for males (Table 1).
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FIGURE 3
 The EAPC in ASIR (A), ASDR (B), and ASDALYs (C) of digestive diseases from 1990 to 2019. DALYs, disability-adjusted life-years; ASIR, age-standardized incidence rate; ASDR, age-standardized deaths rate; ASDALYs, age-standardized DALYs rate. EAPC, estimated annual percentage change.


As for the five SDI regions, the ASIR of digestive diseases was on the rise in the regions with low to moderate SDI, while it was on the decline in the regions with high-moderate and high SDI (Figure 4A; Table 1). Meanwhile, we observed highly decreasing trends of ASDR and ASDALYs in all SDI regions (Figures 4B,C; Table 1). Moreover, stable and slight changes in ASIR were observed among 21 GBD regions over time, with the highest decreasing trend occurring in High-income North America (−0.53, −0.64 to −0.41) and the highest increasing trend appeared in High-income Asia Pacific (0.27, 0.18 to 0.36) (Figure 4A; Table 1). Of interest, the overall trends of ASDR and ASIR in various GBD regions were also decreasing, except in Central Asia (ASDR: 0.79, 0.43 to 1.16; ASDALYs: 0.50, 0.14 to 0.85) and Eastern Europe (ASDR: 1.77, 1.24 to 2.31; ASDALYs: 1.76, 1.19 to 2.33), which presented with increasing trends (Figures 4B,C; Table 1). In addition, the 204 countries and territories were also zoned as five classes by the hierarchical cluster analysis according to the EAPC and its 95%CI, and the detailed information was shown in Supplementary Figure S3.
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FIGURE 4
 The EAPC in ASIR (A), ASDR (B), and ASDALYs (C) of digestive diseases from 1990 to 2019, by causes and by region, for both sexes combined. Those EAPCs in each of the regions are presented as the overall and the absolute maximum caused by a specific cause. DALYs, disability-adjusted life-years; ASIR, age-standardized incidence rate; ASDR, age-standardized deaths rate; ASDALYs, age-standardized DALYs rate. EAPC, estimated annual percentage change; COCLD, Cirrhosis and other chronic liver diseases; UDSD, Upper digestive system diseases; APED, Appendicitis; IFAH, Inguinal, femoral, and abdominal hernia; IFBD, Inflammatory bowel disease; VAID, Vascular intestinal disorders; GABD, Gallbladder and biliary diseases.




Incidence, deaths, and DALYs of digestive diseases by cause

Globally, the incident ranking of the nine causes of digestive diseases in 2019 was the same as in 1990, upper digestive system diseases was the leading incident cause of digestive diseases, followed by gallbladder and biliary diseases, appendicitis, inguinal femoral and abdominal hernia, paralytic ileus and intestinal obstruction, pancreatitis, cirrhosis and other chronic liver diseases, vascular intestinal disorders, and inflammatory bowel disease, accounting for 77.55, 11.73, 3.99, 2.94, 2.28, 0.63, 0.46, 0.33, and 0.09%, respectively (Figures 5A,B). As for deaths and DALYs, the top five leading causes were cirrhosis and other chronic liver diseases (accounts for 60.00 and 53.40%, respectively), upper digestive system diseases (accounts for 11.15 and 17.20%, respectively), paralytic ileus and intestinal obstruction (accounts for 9.73, and 8.19%, respectively), gallbladder and biliary diseases (accounts for 5.09, and 7.35%, respectively), and pancreatitis (accounts for 4.69, and 4.21%, respectively) in 2019, and appendicitis ranks the last cause of deaths (1.36%) and DALYs (1.74%) in 2019 (Figures 5C–F). The incidences for nine causes increased between 1990–2019, ranging from 37.80% for inflammatory bowel disease to 97.35% for gallbladder and biliary diseases. While both increasing and decreasing trends for deaths and DALYs were observed for different causes, with the prominent increasing and decreasing trend occurring in vascular intestinal disorders (95.25%), gallbladder and biliary diseases (−84.85%) for deaths, and pancreatitis (49.34%) and appendicitis (−80.99%) for DALYs. The trends of ASRs were also different across regions for nine causes. The details are shown in Supplementary Tables S1–S9. In the global and regional levers, the highest EAPC in ASIR among nine causes of digestive diseases varied among locations, cirrhosis and other chronic liver diseases and appendicitis in four GBD regions; upper digestive system diseases and vascular intestinal disorders in one GBD region; inguinal femoral and abdominal hernia in five SDI regions, and eight GBD regions; and inflammatory bowel disease in three GBD regions (Figure 4A; Supplementary Figure S13A). The highest EAPC in ASDR was noticed for upper digestive system diseases at the global level, except for low and high-middle SDI regions and 11 GBD regions; for appendicitis in high-middle and low SDI regions and nine GBD regions; and for inguinal femoral and abdominal hernia in one GBD region (Figure 4B; Supplementary Figure S13B). As for the distribution of the prominent EAPC in ASDALYs, we found highest EAPC of cirrhosis and other chronic liver diseases occurred in three GBD regions; upper digestive system diseases in high, middle, and low-middle SDI regions, and three GBD regions; appendicitis in high-middle and low SDI regions, and 14 GBD regions; and gallbladder and biliary diseases in one GBD region (Figure 4C; Supplementary Figure S13C). The detailed description of the absolute number of incidences, deaths, DALYs, ASRs, and EAPC for nine causes of digestive diseases and the distribution of gender, age, and locations were shown in the online Supplementary files.
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FIGURE 5
 Contribution of specific causes to the cases of incidence, deaths, and DALYs of digestive diseases by regions for both sexes combined in 1990 and 2019. (A) The incidence in1990. (B) The incidence in 2019. (C) The deaths in1990. (D) The deaths in 2019. (E) The DALYs in1990. (F) The DALYs in 2019 DALYs. disability-adjusted life-years; COCLD, Cirrhosis and other chronic liver diseases; UDSD, Upper digestive system diseases; APED, Appendicitis; PIIO, Paralytic ileus and intestinal obstruction; IFAH, Inguinal, femoral, and abdominal hernia; IFBD, Inflammatory bowel disease; VAID, Vascular intestinal disorders; GABD, Gallbladder and biliary diseases; PACA, Pancreatitis.




Factors correlated with the incidence, deaths, and DALYs of digestive diseases

Significant negative correlations between EAPC and baseline ASIR (R = -0.15, p = 0.033), as well as between EAPC and ASDR (R = −0.16, p = 0.027) in 1990, were observed (Supplementary Figures S14A,D). EAPC was positively correspond with the baseline ASDALYs (R = 0.23, p < 0.001, Supplementary Figure S14G). The ASDR (R = −0.68, p < 0.001 in 1990; R = −0.71, p < 0.001 in 2019, Supplementary Figures S14E,F) and ASDALYs (R = −0.69, p < 0.001 in 1990; R = −0.73, p < 0.001 in 2019, Supplementary Figures S14H,I) were strongly negatively correlated with the HDI in the corresponding year, while no significant relationship was observed between ASIR and HDI both in 1990 and 2019 (p > 0.05 for all, Supplementary Figures S14B,C). The associations among EAPC, ASRs, and HDI of each cause are shown in Supplementary Figures S15–S23.




Discussion

We roundly analyzed the national, regional, and global burdens of the overall digestive diseases and by causes from 1990 to 2019, based on the results of the GBD 2019 study. In the last 30 years, the cases of the incidence, deaths, and DALYs in 2019 increased by 74.44, 37.85, and 23.46%, respectively; however, the ASDR and ASDALYs of digestives decreased by an annual average of 1.38 and 1.32%, while the ASIR also slightly increased during this period. Upper digestive system diseases, gallbladder and biliary diseases, appendicitis, and inguinal femoral and abdominal hernia rank the top four cases of incidence, while cirrhosis and other chronic liver diseases, upper digestive system diseases, paralytic ileus and intestinal obstruction, and gallbladder and biliary diseases rank the top four cases of both deaths and DALYs. The magnitude changes in the numbers were probably due to the aging trends and the growth of the world population. According to the reports from World Population Prospects 2019, the estimated number of populations had increased by 46.15%, from 5.33 billion to 7.79 billion from 1990 to 2019, and the scale of people over 60 years also increased significantly from 1990–2019 (9).

According to a previous study, there were nearly 135.9 billion dollars in the USA because of gastrointestinal diseases annually, including pancreatic, liver, and luminal, and the economic burdens are likely to keep an increasing trend (10). Moreover, most diseases of the digestive system can lead to sepsis, it was considered a major public health problem and was estimated to cost the U.S. health care system more than $20 billion a year in 2011 (11–13). In the current study, although the ASDR and ASDALYs decreased during 1990–2019, the ASIR increased, and a high increase of ASIR, ASDR, and ASDALYs was observed in various regions, which suggests the burden of digestive diseases was still a global health problem in 2019, calling for the design of flexible and country-appropriate methods to reduce the disease burdens. Besides, the current study is the first study that explored the pertinence between the EAPC and ASRs in 1990 and between ASRs and HDI both in 1990 and 2019. We found the EAPCs were significantly associated with the baseline ASRs for the overall digestive diseases and most causes, and negative correlations between ASDR, ASDALYs, and HDI in the corresponding year were also noticed. In comparison, positive correlations were observed between baseline ASIR and HDI 1990 for paralytic ileus and intestinal obstruction, inflammatory bowel disease, vascular intestinal disorders, gallbladder and biliary diseases, and pancreatitis.

Since the studies comprehensively explored the temporal trend of the incidence, deaths, and DALYs of digestive diseases, it is difficult for the current results to be directly compared with previous studies. Nevertheless, several reports for GBD 2017 studies suggested that the deaths and DALYs of cirrhosis and other chronic liver diseases and inflammatory bowel disease had increased greatly from 1990–2017, even though the ASDR and ASDALYs decreased in most regions, which is consistent with the current study (4, 5). Besides, we also observed a substantial increase in incident cases as well as a decreasing trend in ASIR for cirrhosis and other chronic liver diseases and inflammatory bowel disease from 1990 to 2019. Similarly, we found rising all-age counts of incidence, death, and DALYs as well as decreasing trends of ASIR, ASDR, and ASDALYs of pancreatitis from 1990–2019, which contrasts with the increasing trends of the age-standardized years lived with disability and prevalence rates from 1990–2017 (6).

The temporal trends in ASRs were different across various causes of digestive diseases. The gallbladder and biliary diseases, appendicitis, and paralytic ileus and intestinal obstruction dominated the incident trend of digestive diseases, with the ASIR increasing by 59, 58, and 22% annually, while a decreasing trend of ASIR was noticed in cirrhosis and other chronic liver diseases, inguinal femoral and abdominal hernia, inflammatory bowel disease, vascular intestinal disorders, and pancreatitis, and a stable trend of ASIR was observed in upper digestive system diseases. Consistent with previous GBD 2017 studies, besides cirrhosis and other chronic liver diseases and inflammatory bowel disease, the trends of deaths and DALYs of the overall digestive diseases and other seven causes were also decreasing between 1990–2019 (4, 5). Cirrhosis and other chronic liver diseases and upper digestive system diseases were two causes that presented with the highest decreasing trend of ASDR and ASDALYs, which is promising since they dominated the deaths and DALYs burden of digestive diseases in 2019. However, a clear understanding of the incidence, deaths, and DALYs rates of each digestive disease’s cause is essential for the policymakers of the healthcare system to apply systematic and target interventions that could prevent morbidity and premature deaths of digestive diseases.

Temporal trends in ASIR also varied at the regional and national levels. For overall digestive diseases and cirrhosis and other chronic liver diseases, upper digestive system diseases, inflammatory bowel disease, and vascular intestinal disorders, a slightly increasing and stable trend of ASIR was noticed in the middle, low-middle, and low SDI regions, while decreasing trends existed in other SDI regions. From 1990–2017, the increasing trends of ASYR and ASPR of pancreatitis suggested an increasing trend of burden over time, especially in regions with lower SDI (6), which is identical with the decreasing trend of ASIR for pancreatitis observed in the middle, high-middle, and high SDI regions in the current study. Although the decreasing trend of ASIR was noticed in higher SDI regions for most causes, the absolute cases and ASIR were also consistently higher in countries from higher SDI regions such as Australia, Canada, the USA, and the UK. The relatively lower incident cases and ASIR of various causes such as inflammatory bowel disease, pancreatitis, and vascular intestinal disorders in lower SDI regions might be due to the relatively lower shortages of tobacco and alcohol, and thus lower consumption of alcohol and smoking (6). The diverse dietary habits among different SDI regions may also contribute to such observing findings (14, 15). Alternatively, lower physical activity, more hygienic environments, urbanization, high BMI, and aging might contribute to higher incidence and ASIR in higher SDI regions (14, 15). Nevertheless, the general increasing trends of ASIR in lower SDI regions suggest that basic sanitation in many low-income countries is still a public issue. A promising finding is that the ASDR and ASDALYs of the nine causes declined in all SDI regions. The development of early diagnosis technology, the conduct of effective interventions at the optimal time, and improved supportive care may benefit in decreasing the global digestive burden (4, 16, 17) Additionally, the ASDR and ASDALYs also increased from 1990–2019 for the overall digestive diseases, cirrhosis and other chronic liver diseases, and vascular intestinal disorders in Eastern Europe and Central Asia, which suggests that digestive diseases are a global health problem, and not constrained to regions and countries with high or low SDI. Moreover, general negative correlations between EAPC and ASIR, as well as between ASIR and HDI in the corresponding year, were noticed, while positive correlations between ASIR and HDI both in 1990 and 2019 were observed for paralytic ileus and intestinal obstruction, inflammatory bowel disease, vascular intestinal disorders, gallbladder and biliary diseases, and pancreatitis. With the development of HDI global, our results may be partly explained by the fact that risk factors for digestive diseases, such as occupational and social factors, have changed considerably over the past 29 years, particularly in high HDI regions, while they have changed less in low HDI countries the (8). Future analysis focusing on the certain risk factors that contribute to the overall digestive diseases and by cause is required to better approach the prevention programs of digestive diseases.

In our findings, we observed gender and age differences in the global cases of incidence, deaths, and DALYs as well as the ASRs for digestive diseases by cause, with females having higher incident cases and ASIR for the overall digestive diseases, upper digestive system diseases, appendicitis, and gallbladder and biliary diseases at all ages. Particularly for gallbladder and biliary diseases, the frequency is more than two times higher in females than in males. Alternatively, the burden of deaths and DALYs were higher in males for the overall digestive diseases and most causes, except vascular intestinal disorders and gallbladder and biliary diseases. Traditionally, pancreatitis was considered a disease in men because of the higher cigarette and alcohol intake rate (6, 18). However, several studies have suggested that idiopathic causes, autoimmune diseases, and gallstones were more common in females, and factors such as hormonal and biological influences, post-partum, and pregnancy would contribute to the sex disparity of our findings (19, 20).

However, males had relatively lower incident cases but more frequent deaths compared with females. One possible explanation for this finding is that males are more likely to engage in riskier behaviors such as heavy alcohol consumption and smoking, which are known risk factors for many digestive diseases. These behaviors may contribute to a higher risk of developing severe forms of digestive diseases, which may result in more frequent deaths. In contrast, females may be more likely to seek medical attention earlier for digestive diseases, leading to earlier diagnosis and treatment, which may contribute to a lower risk of developing severe forms of the disease. Further research is needed to fully understand the underlying factors that contribute to this gender difference.

In GBD 2019, we observed that the highest burden of digestive diseases had shifted from 25–29 years in 1990 to 30–34 years in 2019 for incidence, from 60–64 years in 1990 to 65–69 years in 2019 for deaths, and remained stable in 55–59 years for DALYs, which implies that focusing on age-specific policies toward the early screening and target interventions would greatly reduce the global burden of digestive diseases. Of notice, higher deaths and DALYs burden were noticed in children aged 1–4 than 5–20, which might be due to the infantile hepatitis syndrome and biliary atresia in children. If these diseases had not been treated appropriately and timely, liver failure and worse life quality would have occurred. Therefore, additional health attention is required to minimize the digestive disease burden in children.

For all we know, the current study is the first that systematically and comprehensively explored the trends of digestive diseases at the global levels between 1990–2019, which would provide guidelines for follow-up studies and policies design. Nevertheless, several limitations require to be recognized. Firstly, since the current research is secondary data from the GBD 2019 study, the precision of the findings largely hinges on the quantity and quality of data used in the modeling. Secondly, data about the incidence, deaths, and DALYs of other digestive diseases is exclusive of our research owing to the unavailability of the data. Thirdly, even within countries and territories with the same HDI, the substantial differentiation in health gains also varies, and the effect of the health systems and policies in various locations should also be evaluated. Moreover, the risk factors that contribute to each cause of digestive diseases should be comparatively investigated.



Conclusion

Globally, digestive diseases remained a major public health burden, with larger variation across countries, sexes, and age groups. The global ASIR of overall digestive diseases, gallbladder and biliary diseases, appendicitis, and paralytic ileus and intestinal obstruction had increased over the past three decades, whereas a decreasing and stable trend of ASIR was noticed in cirrhosis and other chronic liver diseases, upper digestive system diseases, inguinal femoral and abdominal hernia, inflammatory bowel disease, vascular intestinal disorders, and pancreatitis. Decreasing trends of ASDR and ASDALYs exist for the overall digestive diseases and by causes. Moreover, the generally negative associations between HDI and the burden of digestive diseases suggests that more aggressive and earlier medical interventions are needed in HDI-low regions. The current study’s findings would guide the development of better prevention and management strategies as well as relevant health policies to reduce the future burden of digestive diseases.
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Introduction: While tremendous progress has been made in recent years to improve the health of people living in low- and middle-income countries (LMIC), significant challenges remain. Chief among these are poor health systems, which are often ill-equipped to respond to current challenges. It remains unclear whether intensive intervention at the health system level will result in improved outcomes, as there have been few rigorously designed comparative studies. We present results of a complex health system intervention that was implemented in Zambia using a cluster randomized design.

Methods: BHOMA was a complex health system intervention comprising intensive clinical training and quality improvement measures, support for commodities procurement, improved community outreach, and district level management support. The intervention was introduced as a stepped wedge cluster-randomized trial in 42 predominately rural health centers and their surrounding communities in Lusaka Province, Zambia. Baseline survey was conducted between January–May 2011, mid-line survey was conducted February–November, 2013 and Endline survey, February–November 2015.The primary outcome was all-cause mortality among those between 28 days and 60 years of age and assessed through community-based mortality surveys. Secondary outcomes included post-neonatal under-five mortality and service coverage scores. Service coverage scores were calculated across five domains (child preventative services; child treatment services; family planning; maternal health services, and adult health services). We fit Cox proportional hazards model with shared frailty at the cluster level for the primary analysis. Mortality rates were age-standardized using the WHO World Standard Population.

Results: Mortality declined substantially from 3.9 per 1,000 person-years in the pre-intervention period, to 1.5 per 1,000 person-years in the post intervention period. When we compared intervention and control periods, there were 174 deaths in 49,230 person years (age-standardized rate = 4.4 per 1,000 person-years) in the control phase and 277 deaths in 74,519 person years (age-standardized rate = 4.6 per 1,000 person-years) in the intervention phase. Overall, there was no evidence for an effect of the intervention in minimally-adjusted [hazard ratio (HR) = 1.18; 95% confidence interval (CI): 0.88, 1.56; value of p = 0.265], or adjusted (HR = 1.12; 95% CI: 0.84, 1.49; value of p = 0.443) analyses.

Coverage scores that showed some evidence of changing with time since the cluster joined the intervention were: an increasing proportion of children sleeping under insecticide treated bed-net (value of p < 0.001); an increasing proportion of febrile children who received appropriate anti-malarial drugs (value of p = 0.039); and an increasing proportion of ever hypertensive adults with currently controlled hypertension (value of p = 0.047). No adjustments were made for multiple-testing and the overall coverage score showed no statistical evidence for a change over time (value of p = 0.308).

Conclusion: We noted an overall reduction in post-neonatal under 60 mortality in the study communities during the period of our study, but this could not be attributed to the BHOMA intervention. Some improvements in service coverage scores were observed.

Clinical Trial Registration: clinicaltrials.gov, Identifier NCT01942278.

KEYWORDS
 health systems, mortality, stepped wedge, quality improvement, health system strengthening


Introduction

There has been unprecedented progress in global health in the past 20 years mostly driven by external global health actors (1). However, progress has not been uniform, especially in lower- and middle-income countries (LMICs) where the poorest sectors of the population often face the worst outcomes (2). While globally mortality rates have decreased across all age groups over the past five decades, with the largest improvements occurring among children younger than 5 years, the current rates remain unacceptably high. In 2015, about 5.9 million children died before reaching their 5th birthday; half of these resided in sub-Saharan Africa (3). Similarly, deaths among younger adults continues to increase (4). If current trends continue, more than 44 million lives will have been lost to avoidable death by 2030 (5).

The agenda to develop resilient health systems has become urgent as it has been seen as a key driver to achieving equitable and sustainable health outcomes for all. The UN Sustainable Development Goals (SDG) are ambitious and include targets to radically reduce maternal mortality, to end preventable child mortality, to end deaths from TB, AIDS and malaria, to curtail the burden of non-communicable diseases, and to achieve universal healthcare coverage (6). The services required to achieve these SDGs can only be delivered through a transformation of primary health care delivery. In many LMICs, primary health systems face inadequate financial and human resources and are overwhelmed by the needs of the ever-growing populations they serve. It is clear that system strengthening is needed, but it is unclear how best to do this approach daunting task. Zambia exemplifies the challenges facing LMIC primary health care systems (7).

The Better Health through Mentoring and Assessment (BHOMA) project was a complex public health intervention funded by the Doris Duke Charitable Foundation. BHOMA introduced a protocol-driven primary care and community linkage intervention, which aimed to improve clinical care at the primary care level and increase community demand through improved confidence in the health system. The hypothesis behind the intervention was that a systematic investment in improved clinical care would immediately improve outcomes and ultimately lead to better utilization at community level. Details of the multi-level BHOMA intervention have been published elsewhere (8). Development of the intervention was consultative and addressed most urgent local priorities, including reducing under-five and adult mortality. The primary goal was to reduce all-cause mortality in individuals between 28 days and 60 years old within the study area. We excluded neonates because the interventions necessary to improve survival in this population have been extensively studied. In this paper, we report the primary results of the BHOMA intervention focusing on post-neonatal adult mortality (PN-U60M), post neonatal under-five mortality (PN-U5M), and on service coverage.



Methods


The BHOMA intervention

BHOMA was conducted in 3 predominately rural districts within the Lusaka Province of Zambia. Details of the complex health systems intervention its underlying theory of change have been described in detail in prior publications (7–22). The intervention was based on the idea that the patient-provider interaction is critical to service quality and community trust, and that all aspects of an effective health system should be organized around ensuring that this encounter is effective. Toward this end, BHOMA provided support for establishment of clear clinical management protocols, improved medical record keeping, intensive clinical mentorship, on-the-job training and iterative quality improvement (QI), bolstering the commodities supply chain, and innovative linkages between clinic and community. We briefly recount its salient features here.


Clinical care protocols

We began by convening technical personnel within the Zambian Ministry of health to review existing guidelines for clinical care in primary settings. In general these guidelines comprised local adaptations of the WHO’s Integrated Management of Adolescent and Adult Illnesses (23), Integrated Management of Childhood Illness (24), and Emergency Obstetric and Newborn Care (25). From these guidelines we created simple, step-by-step care protocols that were supported by job aids, including checklists, wall charts, and a system of 7 clinical forms to guide clinicians through standardized patient evaluation and management. The project employed a new cadre of lay workers, known as “clinic support workers” – 2 or 3 individuals per facility – to support care delivery. These staff members assisted with patient navigation and check-in, obtained and documented vital signs, and maintained the clinic’s paper medical record system by ensuring form completion and organized filing.



Support for improved record keeping

The project established an organized medical records system of patient charts that were kept on-site for each patient. At the conclusion of each patient visit, these paper records were transcribed into a comprehensive, purpose-built electronic system by dedicated data entry technicians supported by the study (CommCare® https://www.dimagi.com/commcare/). The system—which used low voltage touch screen computers networked through local cellular providers—included detailed reporting functionality to monitor a set of performance indicators and clinical outcomes. These reports were available on demand to clinic leadership and comprised a key aspect of the quality improvement (QI) intervention (#3, below). At the time of registration, the electronic system assigned each patient to a specific community health worker (CHW) based upon where they live. It also kept track of open/unresolved cases and alerted CHWs through linked cell phones to patients who missed follow-up appointments so they could be traced at home (13).



Training and quality improvement

We formed 6 quality improvement (QI) teams, each comprising a senior clinician, pharmacist, and data technician to guide an intensive effort in refresher training and implementation of the new protocols. An initial 1-month visit to each facility included an assessment of current staffing and equipment needs, strengthening of commodities tracking and requisition procedures, strategizing for improvement in patient flow, training in the clinical protocols, and implementation of improved record keeping. After the initial implementation phase, the QI teams returned to the facility monthly for 3 visits and then quarterly to conduct structured reviews of medical records (focusing on the accuracy of diagnosis and management) and review performance metrics with the facility’s clinical officers, nurses, midwives, and other staff to develop specific goals and plans for improvement.



Support for commodity procurement

BHOMA provided targeted support for essential supplies and equipment needed by site-level clinicians to deliver quality care. This began with a pre-implementation assessment of each participating facility, followed by targeted equipment procurement. Part of the QI teams’ mandate was to strengthen site-level forecasting and ordering.



Improved community linkages

BHOMA worked to increase linkages between each facility and the community it served through active patient referral and follow-up. We recruited more than 200 CHWs who participated in 4 weeks of initial implementation training at their respective facilities. Each CHW was trained in recognition of danger signs, including when and how to refer individuals who met specific criteria to health facilities. We also trained them in how to dispense ferrous sulfate and folic acid for treatment of anemia, prescribe oral rehydration salts for child diarrhea, and give anti-malarial medication.

CHWs were each assigned to a specific zone within the catchment geography of their respective clinic. They made quarterly visits to all households in their zone where they interviewed household members and referred those in need of care. In the home, the electronic system system—installed on their mobile phones—guided the CHWs through a series of questions to which they keyed in responses. If a referral was made, the appointment was registered electronically at the corresponding clinic and not resolved in the CWH’s phone until the patient had presented. All household information, including interval patient outcomes, was transferred back to the clinic servers via mobile phone at the end of each home visit. Quarterly statistics on new pregnancies, illnesses, and deaths were aggregated and provided to neighborhood health committees to facilitate local solutions to health care access.

The CHWs also made ad hoc visits to patient homes when a clinic appointment had been missed. This was facilitated by the electronic health record system, which sent an alert to the mobile phone of the corresponding CWH. The system kept a running tally of each CHW’s open cases and prioritized those who were diagnosed with specified danger signs at their clinic visit.



District level support

Continuously throughout the project—and thus not evaluated by the randomized intervention roll-out—we provided support at the district level in governance, management, site communication, and commodities forecasting. The project supported improved implementation of existing district management tools, including the Health Management Information System (HMIS), and the District Integrated Logistics and Supplies Assessment Tool (DILSAT). We also placed a dedicated pharmacy technician at each District Health Office to strengthen the district’s ordering and supply system for equipment, supplies, diagnostics, and drugs. To ensure early ownership and integration into routine districts functions, the implementation teams worked closely with a designated district clinical lead, who was involved in most trainings and quality improvement visits.




Intervention implementation phases

The intervention was introduced at the site level through structured on-site training and mentorship. During this implementation phase, the QI team spent 4 weeks training staff in a variety of quality-related skills and competences (Table 1). During the first 2 weeks, the QI teams conducted training on diagnosis and management of common illnesses and introduced relevant protocols for clinical case management. In week 2, we trained on patient triage and record keeping using standardized forms. In week 4, we incorporated pregnancy care. All members of staff at target health facility (clinical officers, nurses, midwives, clinic support workers, and CHWs) were engaged in the site-level training.



TABLE 1 BHOMA site-level implementation activities.
[image: Table1]

To assess the effectiveness of our intervention, we conducted three population-based household surveys (community surveys)—one at baseline and two at follow-up. Within each cluster households to be surveyed were randomly selected through a satellite mapping exercise where the catchment area of each facility was geographically outlined. In each cluster, squares of 900 m2 were marked within a 3.8 km of the health facility. Computer-generated randomization was used to determine which squares would be visited and the order of visitation. All households in randomly selected squares where the survey was started were visited until the sample size was reached.



Trial design

The BHOMA intervention was delivered in a cluster-randomized fashion (8). The trial—formally categorized as a stepped wedge trial of incomplete design with an implementation period—is registered at clinicaltrials.gov (NCT01942278). Our primary unit of analysis was an implementation cluster, comprising one primary health care facility and the population that it served. All clusters were situated within three rural districts of Lusaka Province, Zambia (Figure 1). In these districts a total of 52 health facilities existed at the start of the trial and were initially eligible for inclusion. Ten clusters were excluded—three military facilities, six pilot sites, and one facility with no trained health care workers (Figure 2). The population estimates of the clusters varied from 1,501 to 44,658 people.

[image: Figure 1]

FIGURE 1
 Map showing BHOMA intervention districts in Zambia.


[image: Figure 2]

FIGURE 2
 Schematic showing stepped-wedge trial design, with timing of community and health facility surveys.




Randomization and masking

Forty-two clusters were randomly assigned to start the intervention in seven steps, each step having six clusters, 3 months apart. Randomization of the clusters into the seven steps was stratified by district. At each step, three clusters from district 1, two clusters from district 2 and one cluster from district 3 were randomly assigned to start the intervention. Randomization was done by a statistician (JL) based in London and not involved in implementation, who generated a random implementation schedule using Stata version 15 (StataCorp LLC; College Station, TX). The order of roll out of the intervention could not be blinded.



Outcomes assessment

Outcomes were measured in community and facility level surveys conducted at three time points during the study (Figure 1). Our pre-specified primary outcome—derived from community survey—was age-standardized mortality among individuals aged > 28 days and < 60 years (PN-U60M). Secondary outcomes included post-neonatal under-five mortality (PN-U5M).

The primary outcome of mortality was measured in a random sample of households (120 in the first survey and 300 in surveys 2 and 3). To estimate deaths occurring only within the cluster and to provide monthly mortality rates to allow for analysis of implementation timing in the stepped wedge roll-out, mortality rates were calculated using a retrospective household enumeration. The head of each household (or, if not available, another adult member) was asked to enumerate every person who had stayed the previous night in that household and then to go back month-by-month. We looked back 12 months for survey 1 and 24 months for surveys 2 and 3, identifying those that had been present or absent in each month. The respondent was also asked to include any individuals who had been present in the household for at least 1 month but were no longer present, either because they had left or because they had died. We collected the cause (if known) and date of all reported deaths.

The secondary outcome of PN-U5M was assessed in two ways: first by restricting the enumeration above to individuals under 5 years old and second from a separate birth history collected from women using the standard instrument employed by the Demographic and Health Survey.1

For each facility, Coverage scores were constructed using the methods of Victora et al. (26) We adopted 2 or 3 domains for each coverage score and calculated the coverage gap. A full list of indicators and their definitions is available in the Appendix (Supplementary Table S1). Information on the coverage indicators was collected from individual questionnaires administered to all available adults in survey 1 and in 120 randomly selected households from the 300 per cluster in surveys 2 and 3. Questionnaires were constructed to align with Demographic and Health Survey tools where possible (27).



Sample size

The sample size was based on standard formula for parallel cluster randomized trials, adjusted for the design effect of a stepped wedge design (based on the number of steps) (28). The plan was to conduct three surveys of the 42 clusters, each recruiting 150 households per cluster, of whom 6 members were assumed aged <60 years, among whom deaths within the household in the last 12 months would be ascertained. Assuming a mortality rate for those age < 60 years of 20/1000 person years and a coefficient of variation of 0.3 there would be at least 90% power to detect a 35% reduction in mortality. Assuming a post-neonatal child mortality rate of 35/1,000 person years (corresponding to under-5 mortality of 168/1,000) and that each participating household would have an average of two children under 5 years of age, there would be at least 90% power to detect a 35% reduction in the secondary outcome of post-neonatal under-5 mortality. After completion of the baseline survey, we observed mortality rates were lower than anticipated. We thus doubled the survey sample size to 300 households per cluster in survey rounds 2 and 3.



Statistical analysis

The primary outcome of all-cause mortality in those aged under 60 years was analyzed by constructing retrospective mortality cohorts, analyzed using a Cox proportional hazards model with shared frailty at the cluster level. The variable for intervention phase was coded as a quantitative variable with values: 0 for the control and intervention start-up phases; ½ for the intervention partial implementation phase; and 1 for the intervention full implementation phase. Sensitivity analyses were: using a Poisson model with a random effect for clustering and a categorical variable for time step; the same Poisson model, but restricted to the same time period as the Cox model; the Cox model excluding trauma deaths; Cox model excluding any persons who had not started the retrospective cohort in the community (i.e., excluding in-migrants); Cox model excluding the 3-month intervention start-up and partial implementation phases. Minimally adjusted models adjusted for district as the stratifying variable, age category (as age-adjusted rates were pre-specified) and calendar time (implicitly in the Cox model or explicitly in the Poisson model). Adjusted models also adjusted for baseline mortality rate at the cluster-level as this showed some imbalance at baseline. Mortality rates were age-standardized using the WHO World Standard Population.

Under-five mortality rates were analyzed firstly using detailed birth histories collected from all mothers in the surveys, which were used to construct retrospective cohorts. These were analyzed using Cox models as for mortality rates for those <60 years. Neonatal deaths were excluded, as were those who were alive and no longer living with the mother. Sensitivity analyses were: excluding the three-month intervention start-up and partial implementation phases; and using the primary analysis for mortality rates for those aged < 60 years, restricted to those aged under 5 years old.

Coverage scores were calculated across five domains (under-fives prevention; under-fives treatment; family planning; maternal health and adult health). Summary measures were calculated for each domain by averaging all scores within that domain; overall coverage was calculated by averaging across the five domains. As all clusters were in the control phase during the baseline survey and intervention phase at subsequent surveys, the time since the cluster joined the intervention phase was used as the exposure variable in 1 year categories. Since the order of clusters joining the intervention phase was randomized, the time since the cluster joined the intervention was also a randomized exposure variable. The coverage scores were measured at two surveys and so analysis accounted for this repeat measurement using generalized estimating equations in linear regression models.

All analyses were performed using Stata SE 15 (StataCorp, College Station, TX, United States). The trial was registered with clinicaltrials.gov, number NCT01942278.



Ethical statement

Permission for the study was sought at community level by traditional leaders such as chiefs and “head men” or counselors in urban areas. The Ministry of Health and district health management teams gave permission for their facilities to be included in the study. For all households randomly selected to take part in the outcome assessment survey, the head of the house or another responsible adult were asked to provide written informed consent for enumeration and collection of household characteristics. Each adult (18 years and older) was asked to complete an individual level questionnaire and to give individual written informed consent. All versions of the protocol were reviewed and approved by the ethics committees of the University of Zambia, London School of Hygiene and Tropical medicine, University of Alabama at Birmingham and subsequently the University of North Carolina, Chapel Hill. The Ministry of Health also reviewed the protocol and gave permission for the study to be undertaken.



Role of the funder

The Doris Duke Charitable Foundation (DDCF) funded the project, was involved in its planning, and monitored its progress. DDCF was not involved in implementation of the intervention or the surveys used to measure study outcomes. Neither was it involved in the interpretation of study results, the preparation of this manuscript, or the decision to submit it for publication.




Results

Data was collected at three time points: Baseline survey was conducted between January–May 2011, mid-line survey was conducted February–November, 2013 and Endline survey, February–November 2015.

Across the three surveys, 30,472 were randomly selected for enumeration. 29,486 households were enumerated, 711 households were absent and 275 households refused consent (Figure 3). The 29,486 households enumerated 138,430 members, giving total person years of 49,240 in the control phase and 74,530 in the intervention phase. No clusters left or joined the study during its duration. Individuals recorded in the household census in the baseline survey were 50% male and 47.5% were aged 0–14 years, 21.4% were aged 15–24 years and 31.1% were aged 25–59 years (Table 2). The population was relatively stable with 84.7% having been in the household every month in the year prior to the survey. Reasonable baseline balance was observed on key characteristics (Table 2), although the weighted average of age-standardized mortality was 3.9 per 1,000 person-years in the control phase and 5.0 per 1,000 person-years in the intervention phase. Some imbalance in the opposite direction was observed when restricted to those under 5 years old, but this estimate was based on only 19 recorded deaths.

[image: Figure 3]

FIGURE 3
 Consort diagram modified for cluster and stepped wedge.




TABLE 2 Baseline characteristics of population enumerated in the control and intervention phases of the study.
[image: Table2]

Over the period of interest (steps one to seven), the number of deaths recorded per cluster and per intervention phase varied from zero to 17 (Supplementary Table S1). Mortality declined substantially from 3.9 per 1,000 person-years in the pre-intervention period (2011), to 1.5 per 1,000 person-years in the post intervention period (2015; Figure 4). When restricted to the formal trial period, there were 174 deaths over 49,230 person years of follow-up (age-standardized rate = 4.4 per 1,000 person-years) in the control phase compared to 277 deaths over 74,519 person years (age-standardized rate = 4.6 per 1,000 person-years) in the intervention phase (Table 3). There was no clear pattern in mortality hazard observed across the steps (Supplementary Table S2). Overall, there was no evidence for an effect of the intervention in minimally-adjusted (hazard ratio [HR] = 1.18; 95% confidence interval [CI]: 0.88, 1.56; value of p = 0.265), or adjusted (HR = 1.12; 95% CI: 0.84, 1.49; value of p = 0.443) analyses (Table 3). These results remained consistent across a range of sensitivity analyses (Table 4). There was a trend observed for an intervention effect in a planned sensitivity analysis comparing the phase of >1 year full implementation to the control phase (aHR = 0.69; 95% CI: 0.44, 1.07; value of p = 0.093; Table 4).

[image: Figure 4]

FIGURE 4
 Age-standardized mortality rates by time-step and intervention phase. py, person years; CI, confidence interval.




TABLE 3 Analyses of mortality rates by control versus intervention phase.
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TABLE 4 Analysis of mortality rates by the different phases of implementation.
[image: Table4]

Whether calculated from the birth cohorts or by restricting the primary analysis to those under-5 years, there was no evidence for an impact on mortality among under-fives (Table 4). However, in one sensitivity analysis there was weak evidence for a negative impact of the intervention on mortality among under-fives (aHR = 2.21; 95% CI: 1.01, 4.84; value of p = 0.048; Table 5).



TABLE 5 Analyses of mortality rates among those aged under five years by control versus intervention phase.
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TABLE 6 Analysis of coverage by the duration of full implementation.
[image: Table6]

Some, but not all, coverage scores showed statistical evidence of improvement as a result of the intervention, including: an increasing proportion of children sleeping under insecticide treated bed-net (value of p < 0.001); an increasing proportion of febrile children who received appropriate anti-malarial drugs (value of p = 0.039); and an increasing proportion of ever hypertensive adults with currently controlled hypertension (value of p = 0.047; Supplementary Tables S3 and S4). No adjustments were made for multiple-testing and the overall coverage score showed no statistical evidence for a change over time (value of p = 0.308) (Table 6).



Discussion

Our study findings indicate mixed results for the BHOMA health system intervention. While we observed a general decline in post-neonatal under 60 mortality (from 3.9 to 1.5 per 1,000 person-years) over the period of surveillance, we were unable to directly attribute this reduction to our intervention. We similarly did not observe an effect on post-neonatal under 5 mortality. We did, however, observe significant improvement in facility-level coverage scores for a number of key indicators.

Our findings are consistent with prior work in Rwanda and Ghana (29, 30), where health system interventions have been associated with substantial improvement in process indicators. Most prior studies have employed “before and after” comparisons, which require caution in their interpretation because potential bias may be introduced through secular trends. We attempted to mitigate this bias through a cluster randomized stepped wedge design, but cannot completely rule out such an effect.

Another issue to consider when interpreting these findings is the complex and dynamic nature of the intervention that was implemented (11, 12). Our intervention attempted simultaneous intervention upon multiple “building blocks” (7, 11) of the health system, some of which occurred at a level above that of the randomization. For instance, the efforts we made to strengthen management capacity at the district level could not be evaluated through the stepped wedge randomization, and may have biased our outcomes toward the null. Furthermore, the complexity and scope of our multi-faceted intervention may have invited opportunistic adaptation at the district or provincial level with some “leakage” of benefits to study sites prior to formal intervention. For example, our work at the district level led to shared benefit across the control sites thus potentially diluting expected or desired effect (14). We also supported the district planning and supply chains, which could have benefited control sites, even before we introduced the intervention (14, 30). Trials are embedded within an already existing health system which tend to be hierarchical, with primary centers being supervised by districts which are in turn are supervised by provincial health teams who report to the national level. This is true for the Zambian health system. This hierarchical interdependence could potentially have introduced an element of complexity which statistical models in this analysis may not account for (31).

We used retrospective assessment of child survival via birth history analysis, which has potential bias relating to event omission or event displacement recall biases. In addition, there are well-described cultural beliefs in Zambia that prevent people from talking about stillbirth and child death (32). This phenomenon could have contributed to under reporting particularly for infants (31).

An important limitation for our study is inherent in its stepped-wedged design (33). As in our study, stepped-wedge cluster randomized trials are often conducted on a large scale and are therefore sensitive to external challenges that cannot directly be influenced by the researchers such as changes in the local context (33). Our study communities experienced several competing interventions during the study period (7, 11, 14). These could have impacted on the outcome measures we intended (7) (33)

Our intervention may also have been dependent on the temporal nature of the intervention; it may have taken time for the improvements to fully manifest. Delay in achieving the desired effect could result in loss of power for the stepped wedge design, especially if the intervention is not fully effective in the time interval in which the evaluation was conducted 34. Such delays can be caused by a slower than expected intervention rollout or by intrinsic lag between introduction of the intervention and its effect on the outcome. Our trial had two challenges that fit well with this observation. Firstly, we had a 6-month delay in introducing the 5th of the 7 clusters due to administrative issues with funding. A second challenge was related to the outcome we aimed to improve. Improvements in all-cause mortality may have taken more than the 3 months we used per implementation step to manifest. Perhaps longer implementation steps and longer follow-up time would have yielded different results 34. The observation that a few short-term outcomes in our study, such as coverage scores, showed significant improvement across the steps, may support this argument. We have similarly reported positive health systems impact of the BHOMA intervention in the corresponding publication.

Our findings have public health and research significance, first we utilized a gold standard randomized approach to evaluate this multi-faceted intervention. Despite the challenges outlined, this is one of the few complex health system interventions that have employed both a randomized design and mortality outcomes to evaluate efficacy. The fact that our chosen outcome measure of mortality was not demonstrated, but instead demonstrated a change in the process indicators such as coverage and health system indicators (Mutale, BHOMA paper 2), indicate that allowing longer term follow-up is crucial to making definitive conclusion. It will be important for future studies to consider varying periods of follow-up time to in order to estimate minimum time required to establish effect of similar large health system interventions on mortality. Our study had a very short follow-up time and is therefore not able to estimate such lead time. Other modern approaches such as modeling the period and effect size should be considered in future studies.

Finally, the study clearly demonstrate the importance of carefully choosing indicators and allowing sufficient follow-up time when evaluating complex health system interventions. Our findings may be generalizable to other settings but we caution that follow-up time need to be sufficient and that chosen indicators must be realistic within the study time frame in order to demonstrate meaningful health system impact.
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We are writing to express our concern regarding the challenges to freedom of expression and scientific advances currently experienced by public health professionals in Ecuador.

Freedom of expression, a human right enshrined in most democratic nations since the last century, is vital for empowering individuals to openly share data, information, suggestions, and constructive criticism about their governments and organizations. While freedom of expression is not an absolute right and may be subject to certain limitations and regulations, public health professionals must be familiar with their organization's policies and procedures concerning communication and expression of opinions in the workplace. Employers, in turn, should foster a respectful and inclusive work environment that values diverse opinions and encourages constructive dialogue and debate.

It is well-established that science and innovation are essential drivers for the progress and development of nations and need to be supported particularly in low- and middle-income countries (LMICs). Nonetheless, scientific advances often encounter resistance not only from academic groups but also from governments and communities. It is crucial to foster and safeguard academics, particularly in fields where innovation and creativity are paramount (1), without fear of discrimination or retaliation from authority figures.

Regrettably, in numerous countries, public health professionals or university faculty, in general, face pressures and reprisals related to job stability, hindering their ability to freely express their opinions (2). In the realm of health sciences, it is not uncommon to hear accounts from physicians unable to publicly discuss resource or supply shortages in hospitals or from researchers unable to publish their findings due to political interference, particularly in the context of democratic LMICs.

We wish to express our deep concern about the recent encroachments on freedom of expression and scientific thought in Ecuador. It is troubling to learn that doctors in public hospitals cannot voice concerns about insufficient medicines or supplies due to pressure from authorities dictating what can and cannot be expressed about this situation, even when those concerns are properly addressed not only in mass media but also in specialized public health journals. For instance, it is unacceptable that health professionals could not discuss the limitations they face in their work practices due to inadequate personal protective equipment and safety measures during the COVID-19 pandemic. This constitutes a clear violation of the right to freedom of expression and a challenge for scientific advances.

Moreover, there was a recent striking case of persecution involving members of the main Ecuadorian public health who challenged academic freedom in Ecuador. These individuals sought to publish research on the region's first reported case of H5N1 influenza infection, which, despite exposing weaknesses in the epidemiological surveillance and control system, provides valuable information for authorities to implement control and surveillance programs for a new issue (3). The impact of this publication made one of the main newspapers in Spanish (“El Pais”) publish a report about this study. By contrast, mid-level authorities from the Ministry of Health in Ecuador started a disciplinary process against some of the authors of this study with unfounded accusations of ethical misconduct. They never addressed neither the scientific journal with any concerns nor the universities involved in the study. Moreover, in their disciplinary report, they made the authors responsible for the report in the newspaper, made by an independent journalist. The professional misconduct and bias in this fake disciplinary were finally corrected by superior authorities from the Ministry of Health after an active social network debate. The fact that they were persecuted for simply sharing scientific knowledge without any conflict of interest is a blatant violation of their right to freedom of expression and scientific thought, no matter whether there was a happy end to this story.

In light of these developments, we urge the Ecuadorian Public Health authorities to recognize the importance of protecting and promoting freedom of expression, scientific advances, and academic freedom. It is essential to create a society of openness and transparency that encourages citizens to express scientific knowledge freely and without fear of reprisals or repercussions of any kind, and public health practice cannot be excluded from that. Moreover, science must provide the necessary foundation for informed decision-making by the authorities in public health policy and beyond. Considering the incalculable consequences of silencing scientists and the numerous challenges faced by science in Ecuador and other LMICs, progress and social development depend on securing academic freedom (4, 5).

In conclusion, we call on the Ecuadorian government to promote actions to protect the right to freedom of expression and support scientific advances. Ensuring that individuals can express their opinions freely without fear of retaliation, and that scientific knowledge can be shared without fear of persecution, is vital for promoting the progress and development of any nation.
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Introduction: This review aimed to elucidate the significance of information collaboration in the prevention and control of public health emergencies, and its evolutionary pathway guided by the theory of complex adaptive systems.

Methods: The study employed time-slicing techniques and social network analysis to translate the dynamic evolution of information collaboration into a stage-based static representation. Data were collected from January to April 2020, focusing on the COVID-19 pandemic. Python was used to amass data from diverse sources including government portals, public commentary, social organizations, market updates, and healthcare institutions. Post data collection, the structures, collaboration objectives, and participating entities within each time slice were explored using social network analysis.

Results: The findings suggest that the law of evolution for information collaboration in public health emergencies primarily starts with small-scale collaboration, grows to full-scale in the middle phase, and then reverts to small-scale in the final phase. The network’s complexity increases initially and then gradually decreases, mirroring changes in collaboration tasks, objectives, and strategies.

Discussion: The dynamic pattern of information collaboration highlighted in this study offers valuable insights for enhancing emergency management capabilities. Recognizing the evolving nature of information collaboration can significantly improve information processing efficiency during public health crises.

KEYWORDS
 epidemic response, collaborative networks, adaptive dynamics, social interactions analysis, pandemic management


1. Introduction

Public health emergencies pose a substantial threat to global health security, economic stability, and societal well-being. These events, marked by their sudden onset and unpredictability, require a proficient and comprehensive information collaboration mechanism to facilitate effective response strategies. The COVID-19 pandemic serves as a salient illustration of the crucial role of information collaboration and communication in managing public health crises. Italy, as an example, as one of the first countries outside China to experience a significant outbreak, found itself dealing with a swiftly escalating situation. The Italian healthcare system, reputed as one of the most robust in Europe, was quickly overwhelmed by the surge of patients, leading to severe resource and personnel constraints. The national response was significantly influenced by the quality and timeliness of information shared among a range of stakeholders. Government agencies, public health organizations, healthcare providers, and the general public collaborated, sharing data, resources, and responsibilities to manage the crisis. This scenario highlighted the essential role of information collaboration in public health emergencies management. Notably, this predicament was not confined to Italy; similar challenges were faced worldwide. Italy serves as a notable example, yet the dynamics and outcomes of information collaboration differ significantly among major nations, underscoring the critical importance of such collaboration in addressing public health crises. In the United States, a decentralized healthcare system combined with the politicization of the pandemic resulted in disparate approaches and levels of information-sharing across states. South Korea swiftly established a comprehensive information-sharing system among the government, medical institutions, and the public, ensuring quick contact tracing and testing. In contrast, the United Kingdom initially struggled with timely information dissemination before adopting a more centralized strategy for managing and disseminating pandemic-related data. In countries such as India, the immense and varied population posed challenges to consistent and transparent information dissemination, leading to diverse regional responses. A comparison of these distinct experiences from pivotal nations offers insights into the factors and consequences of information collaboration during global health crises. Thus, the diverse responses to COVID-19 globally provide instructive insights into the role of information collaboration in public health emergencies. From a theoretical perspective, information collaboration in such emergencies is viewed as a complex adaptive system, characterized by complexity, nonlinearity, and adaptability. It is thus hypothesized that this system will undergo an evolutionary process throughout the public health emergency. This theoretical framework forms the foundation for the ensuing analysis and guides the subsequent empirical investigation. The main objectives of this research are: (a) to analyze the evolutionary pattern of information collaboration in public health emergencies, (b) to reveal the internal dynamics and characteristics of the collaboration network, and (c) to deliver insights and recommendations for enhancing information collaboration efficiency during public health emergencies. Building on the case study of the COVID-19 pandemic, this research aims to elucidate these pivotal issues and contribute to the continuing discussion on information collaboration in public health emergencies. It is anticipated that this timely and relevant research will serve as a valuable resource for policymakers, healthcare professionals, and researchers in this domain.



2. Literature review

From the appearance of the Antonine Plague in AD 165 to the current COVID-19 pandemic, the war between humanity and epidemics has been ongoing throughout history. Due to the continuous occurrence of various sudden public health events, scholars have paid extensive attention to the information coordination of these emergencies (1). Information coordination plays a pivotal role in public health emergencies, affecting the efficiency and effectiveness of response measures (2). Recent studies have highlighted different aspects of this topic. For instance, Anita and Sukomal explored the role of social media platforms in disseminating information during crises, emphasizing the need for verified information from authoritative sources (3). On the other hand, the study by Balaji et al. underscores the importance of diversity in information coordination mechanisms, arguing for an adaptable and inclusive approach that caters to different regions and demographic groups (4).

In terms of method selection, Saura, Reyes-Menendez, and Palos-Sanchez illustrate how Twitter sentiment analysis can be effectively used to gauge public reaction to events such as Black Friday sales, a technique that could also be applied to public health crises (5). Similarly, Palos-Sánchez, Folgado-Fernández, and Rojas-Sánchez applied text and opinion mining techniques in analyzing the discourse surrounding virtual reality technology, demonstrating their usefulness in extracting actionable insights from large volumes of text data (6). Additionally, Saura, Palos-Sanchez, and Grilo used sentiment analysis through text data mining to identify indicators of startup business success, reinforcing the potential of these analytical methods in various research fields (7). As for methods, significant advancements have been made in the development and application of computational and analytical tools to enhance information coordination. Sarker demonstrated the use of machine learning algorithms in mining social media data for real-time tracking of public sentiment and misinformation spread during health crises (8). Furthermore, an emerging body of literature focuses on the application of complex adaptive systems theory in understanding and improving information coordination processes (9).

This study draws on these previous works to examine the evolution of information coordination in public health emergencies. The first aspect of this research is the feature analysis and definition of information coordination in sudden public health events. Waugh et al. (10) suggest that the information coordination of sudden public health events is a multi-party information dissemination process based on information flow, which includes four dimensions: information, information personnel, information environment, and information technology. Luo et al. (11) pointed out that emergency information for sudden events has three essential characteristics: speed (immediacy and real-time), quality (accuracy and reliability), and efficacy (applicability and value). Currier et al. (12) summarized the experience of responding to Hurricane Katrina and found that collaborative cooperation among various departments and multiple parties is necessary in the emergency management process. Park (13) argues for the necessity of information coordination in sudden public health events and believes that horizontal cross-organizational information coordination is advantageous for improving organizational output efficiency and flexibility in complex situations.

The second aspect of this research is the analysis and identification of problems in the information collaboration mode during public health emergencies. At the level of information subjects, Zhou (14) suggested that grassroots communities have limited capacity in information collaboration during public health emergencies, medical institutions are geographically dispersed with severe information technology deficiencies, resulting in the widespread existence of information islands. At the information environment level, Ramon et al. (15) summarized the influencing factors of information collaboration, including policies and institutions, management and organization, information and technology, and environment. For this purpose, Salmon et al. (16) studied the multi-agency coordination process during emergency response and emphasized that the coordination level between military and civilian organizations is crucial for the efficiency of multi-agency systems in responding to large-scale emergencies. They identified factors that affect information sharing such as untimely sharing of information, inaccurate and unreliable information, incomplete information, and unclear organizational responsibilities. Fan et al. (17) studied the cross-organizational information sharing and utilization mechanisms in joint emergency actions and suggested that a structurally sound cross-organizational network and a leadership department with good information accessibility are key factors that significantly affect the efficiency of emergency collaboration and the ability to absorb information. Lencucha et al. (18) proposed that information sharing is a key factor in effectively responding to infectious disease outbreaks, and the international coordination system largely depends on timely and accurate information provided by governments during health risks in epidemics. This information supports the decision-making process for declaring a public health emergency of international concern by the World Health Organization, as well as assisting the WHO in cooperating with governments to coordinate the containment of cross-border epidemics.

The third aspect of this research is the optimization of the mechanism of information collaboration during public health emergencies. Collaborative governance theory combines collaborative theory and governance theory, and Donahue et al. (19) suggested that “the essence of collaborative governance is that government organizations and non-government organizations actively and fully participate in the governance process in a free and voluntary manner to achieve consensus on a specific goal and outcome, and play their respective roles.” Gil-Garcia et al. (20) argued that in the future, cross-organizational cooperation and information sharing will be increasingly needed to address complex public problems. The information needs of different cooperating organizations may vary significantly in terms of completeness and timeliness, and these differences require a clear definition of the roles and responsibilities of all parties involved in the cooperation and information sharing processes between government organizations. In this process, the participating parties need to consider both government and non-government organizations. Kapucu et al. (21) studied the relationships between governments and organizations in collaborative emergency management and suggested that emergency management work requires the integration of the organizational culture, structure, and processes of various stakeholders. Additionally, effective use of resources by the collaborative network of stakeholders is required to meet the high expectations of the public and stakeholders for emergency and disaster management. Kim (22) suggested that information collaboration based on effective collaboration between institutions and members can help organizations achieve common goals, such as efficiently responding to public health emergencies.

In summary, research on information collaboration in public health emergencies has mostly focused on its fixed features, static structures, and optimization paths, with limited attention given to its dynamic characteristics from an evolutionary perspective. To address this gap, the present study employs the theory of complex adaptive systems and introduces a time-slicing approach to segment information collaboration in public health emergencies into distinct stages. Social network analysis methods are then utilized to examine the information collaboration process at each phase, uncover its evolutionary patterns, and pinpoint the evolution cycle of information collaboration in such emergencies. The ultimate goal of this study is to serve as a reference for enhancing emergency strategies for public health emergencies in China.



3. Analysis of information coordination in public health emergencies


3.1. Definition of information coordination in public health emergencies

In the era of informatization, the role of information coordination in public health emergencies has become indispensable, as the urgency of timely information sharing and data analysis is paramount for event prevention, control, and treatment. To fully appreciate the intricacies of information coordination, it is imperative to clarify certain terminologies, especially the term ‘preparedness’ which holds significant weight in discussions about public health emergencies. ‘Preparedness’ in the context of public health refers to the systematic and continuous process of planning and implementing measures to prevent, respond to, and recover from potential public health threats and emergencies. It encompasses a wide range of activities, from risk assessments and capacity building to the establishment of communication channels and the formation of response strategies. A key facet of preparedness is the ability to anticipate potential crises and have protocols in place that ensure quick and effective action. Intertwined with the notion of preparedness is information coordination. Information coordination is not solely about the dissemination and transmission of data. It emphasizes enhancing the utilization efficiency of the shared information through intricate interactions among various information entities and between these entities and their environment (23). This process involves not just augmenting the collaboration among these entities through efficient transmission methods but also focusing on extracting the utmost value from the shared information. The intricacies of information coordination in public health emergencies encompass a multitude of information entities. The modes and types of coordination among these entities can be vast and multifaceted, highlighting the need for meticulous information sharing mechanisms to ensure optimal preparedness (24). Given the inherent unpredictability of public health crises, such coordination becomes a linchpin in ensuring that accurate and relevant information is disseminated to appropriate entities promptly, facilitating swift and pertinent responses.



3.2. Characteristics of information coordination in public health emergencies

This study uses the theory of complex adaptive systems to determine whether the information coordination process in public health emergencies can undergo self-evolution. According to the theory of complex adaptive systems, entities in a system have learning capabilities. They continually “learn” and “accumulate experience” in their interactions with the environment and other entities, which is known as adaptability (25). Thus, as individual and environmental adaptive behaviors occur, the system undergoes self-evolution (26). If the information coordination in public health emergencies belongs to a complex adaptive system, it will undergo evolution. The following section analyzes whether the development of information coordination in public health emergencies exhibits the five basic characteristics of aggregation, nonlinearity, flow, diversity, and internal mechanisms to further determine whether it belongs to a complex adaptive system.


3.2.1. Diversity

Diversity is an inherent characteristic of complex adaptive systems that refers to the continuous differentiation among individuals during the adaptation process, leading to a diverse array of responses within the system (27). In the context of information coordination in public health emergencies, diversity manifests as variations in chosen methods of coordination by different entities across various regions, and even temporal variations within the same region. This diversity is pivotal for public health emergency preparedness and response as it mirrors the heterogeneity of such crises. Diverse methods of information coordination not only reflect the unique characteristics and capacities of the involved entities, but they also accommodate the varying nature of emergencies across different contexts. For instance, the response to an emerging infectious disease might require different coordination strategies compared to a chronic public health issue. Even within the same public health emergency, the stages of the crisis may call for different approaches, such as rapid response in the initial phase and recovery efforts in the aftermath. Moreover, from a gender perspective, it is worth noting that diversity can also denote differential impacts of public health emergencies on different genders. Men and women often have different roles and responsibilities in their communities, which can lead to variations in their exposures and vulnerabilities during public health crises. As such, recognizing and incorporating this gender-based diversity in information coordination can contribute to more equitable and effective emergency responses. By identifying and respecting these diverse facets of information coordination, decision-makers can devise more tailored strategies, improving the resilience and efficacy of public health emergency responses. Therefore, diversity is not just an observable phenomenon, but a necessary characteristic that warrants careful consideration in the information coordination process of public health emergencies.



3.2.2. Aggregation

Aggregation, as a key characteristic of complex adaptive systems, signifies the formation of larger aggregates through “adhesion” between individuals during the adaptation process (28). In public health emergencies, this translates into how various entities (like the government, public, social organizations, market, and healthcare institutions) come together to form a unified front for coordinated response efforts. The aggregation of these entities is more than a mere summation of their individual parts; it creates a synergy that allows for a more comprehensive, coordinated response to public health emergencies. It enables a multi-faceted approach to information coordination, where each entity brings its unique perspective and resources to the table, enhancing the richness and reach of the shared information. In the context of preparedness, the process of aggregation promotes a unity of effort and purpose, fostering collective decision-making and responsibility sharing. This collaborative approach allows for the harnessing of a wider range of resources and knowledge, paving the way for more robust responses to public health emergencies. Moreover, aggregation in information coordination is not only about the convergence of entities but also the convergence of different types of information. This could include epidemiological data, health system capacities, social determinants of health, and local community insights, among others. By aggregating diverse data sources, a more holistic view of the emergency can be achieved, supporting evidence-informed decision-making. Therefore, in the context of information coordination during public health emergencies, aggregation is not merely an inherent attribute, but a crucial operational principle that promotes effective response coordination. It underscores the need for broad-based collaborations, fostering a synergy that is critical for comprehensive and effective emergency management.



3.2.3. Flow

Flow is a crucial feature of complex adaptive systems, referring to the exchange of matter, energy, and information between individuals and their environment (29). In public health emergencies, the concept of flow can be understood as the circulation of information amongst different entities and stakeholders. The flow of information is not a unidirectional transmission, but a dynamic process of exchange, interpretation, and feedback. It plays an indispensable role in the timely and effective response to public health emergencies, ensuring that crucial data and insights reach the right people at the right time. The importance of flow in preparedness cannot be overstated. It directly impacts the speed of response, the accuracy of actions, and ultimately, the effectiveness of interventions. For instance, quick and accurate flow of epidemiological data can expedite the detection and understanding of a novel disease, leading to timely and targeted interventions. However, information flow in public health emergencies is also fraught with challenges, including information overload, misinformation, and disparities in information access. These issues underscore the need for well-coordinated mechanisms to manage the flow of information, including verification systems to ensure data accuracy, strategies to disseminate clear and consistent messages, and equitable information access strategies. Moreover, the concept of flow also points to the need for interoperable data systems that allow seamless sharing and integration of data across different platforms and entities. This ensures that information is not siloed within individual entities, but can be effectively used and built upon by others. In conclusion, the characteristic of flow in the information coordination process during public health emergencies is not only about the exchange of information but also about the management of that exchange. It emphasizes the need for well-coordinated mechanisms to facilitate effective and equitable information flow, underscoring the interconnectedness and interdependence of all entities involved in emergency response.



3.2.4. Non-linearity

Non-linearity is a fundamental characteristic of complex adaptive systems, pointing out that the interactions between entities in the system do not follow simple linear relationships but are non-linear (30). This is particularly evident in the context of public health emergencies, where multiple entities with different roles and responsibilities interact and coordinate in a non-linear and dynamic manner. In public health emergencies, the success of information coordination does not directly correlate with the improvement of a single entity’s ability. For instance, focusing only on enhancing the capability of medical departments in assimilating and transmitting information may not necessarily lead to an improved overall information coordination efficiency. This is because the efficiency of information coordination relies not just on the capacity of a single entity, but on the collective capabilities of all entities involved, including communities, markets, government institutions, and the public. The concept of non-linearity also illuminates the interconnected nature of the entities in the system. It emphasizes that all entities in the system are interdependent and that changes in one entity can have ripple effects on others. This underscores the need for a comprehensive and holistic approach in improving information coordination. Strategies should not just target individual entities but should consider the system as a whole, ensuring that enhancements in one area support and are supported by enhancements in other areas. In conclusion, the non-linear nature of information coordination in public health emergencies highlights the importance of a systemic approach in enhancing information coordination. It draws attention to the interconnectedness and interdependence of all entities involved, reinforcing the need for collective capabilities and cooperative efforts in managing information in public health emergencies.



3.2.5. Internal model

The internal model mechanism of complex adaptive systems refers to the fixed models or protocols for problem-solving that entities adhere to when they encounter new information or challenges within the system (31). The capacity to develop, adopt, and modify internal models in response to new information is crucial in the context of information coordination during public health emergencies. Take, for example, the city of Wuhan after suffering a major blow from the 2020 epidemic. The city summarized its experiences, strengthened information infrastructure, and created the “Wuhan Health Code.” This was an innovative solution that ensured the interconnection and interoperability of information across multiple sectors, thereby improving information transmission in prevention and control efforts. It served as an internal model that effectively optimized the overall information coordination mechanism in the face of an unprecedented public health crisis. The internal model mechanism underlines the importance of learning and adaptability in public health emergencies. Entities need to continuously learn from their experiences, adapt their models and strategies, and be prepared to devise new models in response to changing circumstances. This adaptability not only improves the efficiency of information coordination but also enhances the resilience of the system to future public health emergencies. In summary, the internal model mechanism characteristic of complex adaptive systems accentuates the need for continuous learning, adaptability, and innovative problem-solving in information coordination during public health emergencies. It exemplifies the role of effective internal models in enhancing the efficiency of information coordination and the overall resilience of the system.

Based on the above analysis, information coordination in public health emergencies belongs to complex adaptive systems. Therefore, the information coordination process of public health emergencies exhibits adaptive characteristics of complex adaptive systems and can undergo autonomous evolution. On this basis, the following section introduces time slicing, transforming the dynamic changes of the information coordination process into planar slices, and further analyzing its evolutionary process.





4. Materials and methods


4.1. Research tool

In this study, cohesive subgroups in social network analysis are selected as the analytical tool to investigate the information collaboration and evolution process. Cohesive subgroup analysis is a type of social structure research that examines the existing or potential relationship patterns between social actors. These relationship patterns can take various forms, including dyadic relationships, triadic relationships, and subgroup-level relationships. A cohesive subgroup in a network is characterized by the following features: (1) strong ties among nodes within the subgroup and weak ties between subgroups, and (2) a subgroup is a set of individuals in a network that are tightly connected within the subgroup but loosely connected outside the subgroup.

As a result of the impact of public health emergencies on transportation, education, healthcare, production, and other fields, information collaboration during such emergencies is also extremely complex, with significant differences in the ways actors communicate, the frequency of communication, and the content of information exchanged. Analyzing the cohesive subgroups in the information collaboration network during public health emergencies can help identify closely connected actors in the collaboration process, thereby clarifying the distribution of rights and responsibilities among different actors and the structure of the information collaboration network. This is of significant importance for analyzing complex networks.



4.2. Selection of research objectives

In January 2020, the COVID-19 outbreak occurred in China, posing a significant threat to people’s lives, health, and property. Various sectors of society have participated in the prevention and control of the epidemic in different ways. Due to the complex relationships between the organizations and individuals involved in epidemic prevention and control, there has been a large amount of related information, in various forms and with different transmission paths. Therefore, this study chooses various types of information generated by the actors involved in the COVID-19 epidemic as research objects.



4.3. Data sources

Data for this research was predominantly informed by the provisions of the “Emergency Response Law of the People’s Republic of China” and the “National Management Specifications for Reporting Relevant Information on Public Health Emergencies (Trial).” These statutes identify the key information producers during public health emergencies as the government, public, social organizations, the market, and medical institutions. Hence, the study classifies the actors engaged in information collaboration during public health emergencies into these five categories. This classification necessitates sourcing data from the official websites of various organizations that disseminate epidemic-related information. Given the urgent nature of public health emergencies, these sites are acknowledged as reliable and timely data sources. The rapid evolution of situations such as the COVID-19 pandemic underscores the importance of immediate and accurate sources, which considerably influenced the decision to utilize these platforms for this study. To facilitate data collection, a set of search terms, aligned with the identified actor categories, was established. These terms guided the systematic exploration and collection of information from the relevant websites, as detailed in Table 1.



TABLE 1 Framework of user health information requirements.
[image: Table1]

While this approach primarily confines the study’s data sources to governmental websites, it nonetheless provides a comprehensive overview of collaborative processes during public health emergencies. Despite the limitations in the diversity of data sources, this methodology ensures reliability, timeliness, and direct relevance to the research question. As such, it holds considerable value in comprehending the evolution of information collaboration in such critical contexts.

In this study, Python software was employed to collect daily epidemic-related text data from the official websites of various ministries, which included the National Health Commission, the Chinese Government, the Ministry of Education, the Ministry of Transport, the Ministry of Finance, the Ministry of Public Security, and the Ministry of Civil Affairs. The data collection spanned from January 11, 2020, to April 15, 2020. Specific Python libraries, including Beautiful Soup for web scraping, Pandas for data manipulation and analysis, and NLTK for natural language processing, were employed for the task. The selection of these libraries was based on their proficiency in handling and processing web data and text analysis, respectively. Subsequently, search fields within the sites were established to optimize data collection. The study additionally involved the extraction of publishing agencies and the departments referred to in the text. When two departments co-published a text or were mentioned within the same text, they were deemed to be involved in the same collaboration. To enhance comprehension of the study’s methodology, a flowchart (Figure 1) detailing each step of the data collection and analysis process has been included.

[image: Figure 1]

FIGURE 1
 Flowchart illustrating the methodological steps used for web scraping, text extraction, and text analysis in the study.




4.4. Time slicing selection

This study introduced time slicing to explain the temporal evolution cycle of information collaboration in the epidemic. On January 11, 2020, the National Health Commission officially reported the outbreak of unknown pneumonia in Wuhan, marking the beginning of the COVID-19 epidemic. However, it had not yet developed into a major public health emergency threatening the whole country. On April 15, 2020, the epidemic in Hubei, which was the first area to experience a large-scale outbreak, was under basic control with zero new confirmed cases of COVID-19 and no imported cases. Based on these objective facts, this study focused on the temporal variation patterns of information collaboration related to the epidemic from January 11 to April 15, 2020.

To determine the number of time slices and the time span, this study analyzed three indicators: the number of departments, network density, and the average path length of the network. The number of departments represents the number of departments involved in the information collaboration network during a certain period. The overall network density represents the degree of closeness among the departments participating in the collaboration. The higher the network density, the closer the connection between the departments. The formula for calculating network density is [image: image], where M represents the number of nodes, and N represents the actual number of links. The average path length of the network represents the average collaboration distance between any two departments. The formula for calculating the average path length is [image: image], where N represents the number of departments, and dij represents the collaboration distance between department i and department j. The calculation results are shown in Table 2.



TABLE 2 Analysis of information collaboration network.
[image: Table2]

The analysis results indicate that the number of departments showed a steady increasing trend in the early stage, with the first significant increase occurring on February 1st, when the number of participating departments reached 34. Subsequently, there were small fluctuations in the number of departments. On February 23rd, the number of departments showed a sharp decrease, twice the magnitude of the previous decline, but gradually recovered to a steady downward trend. On March 15th, the number of departments increased sharply again, followed by a continuous downward trend, with a large decrease occurring on March 29th.

The network density was initially high, reaching 0.548. Around February 1st, the network density decreased for the first time, dropping to 0.401, followed by a steady upward trend until around February 22nd, reaching a maximum of 0.537. On February 23rd, the network density showed a significant decrease to 0.46, and continued to decline until around March 15th. Then, the network density increased slightly and showed small fluctuations between March 15th and March 28th.

The average path length was initially high but showed a decreasing trend. There was a significant increase in the average path length around February 2nd, followed by a downward trend until around February 22nd when it reached 1.463. Then, it increased to 1.54 around February 24th and showed small fluctuations within a narrow range. Around March 15th, the average path length experienced a significant fluctuation, increasing from 1.391 to 1.511, and then continued to show small fluctuations around this value.

In summary, the information collaboration network experienced significant fluctuations on February 1st, February 22nd, March 14th, and March 28th, indicating significant changes in network status. Therefore, this paper divides the COVID-19 process into five time slices based on the dates of significant fluctuations: T1: January 11th – February 1st, T2: February 2nd – February 22nd, T3: February 23rd – March 14th, T4: March 15th – March 28th, T5: March 29th – April 11th.




5. Results

This article uses Python software to collect the occurrence frequency of each search field and the frequency of their associations based on the search fields. If two organizations participate in the same prevention and control measure, it is regarded as a collaborative effort, and the collected data is used as the basis for constructing the information collaboration network. The collected data is then processed by normalization. First, invalid fields are removed, and then duplicate fields in the content are manually filtered and irrelevant fields are cleared. The fields are then classified according to different time periods to obtain the information collaboration frequency for T1-T5. Finally, the corresponding information collaboration network graphs for T1-T5 are generated.


5.1. Time period T1

Based on the data collected from the National Health Commission’s official website, the total number of collaborations between information subjects during T1 is 9,478, involving 40 information subjects. Among them, the community and fever clinics have the highest number of collaborations in the same prevention and control measures, with a total of 322 times. In addition, the community and medical institutions have the second-highest number of collaborative efforts, with a total of 318 times. The specific information collaboration network is shown in Figure 2.
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FIGURE 2
 Collaborative network of epidemic information in T1 period.


Subsequently, the concordance subgroup analysis algorithm in the Ucinet software was employed to analyze the overall collaborative network structure, resulting in the identification of eight subgroups as shown in Table 3.



TABLE 3 Classification of cohesive subgroups in T1 period.
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To better illustrate the information coordination within different subgroups during the T1 period, Gephi software was used to generate the following network diagram. Figures 3A–H show the interactions among various departments within 8 cohesive subgroups:

[image: Figure 3]

FIGURE 3
 (A) Coherent subgroup 1 information collaboration network diagram during T1 period. (B) Coherent subgroup 2 information collaboration network diagram during T1 period. (C) Coherent subgroup 3 information collaboration network diagram during T1 period. (D) Coherent subgroup 4 information collaboration network diagram during T1 period. (E) Coherent subgroup 5 information collaboration network diagram during T1 period. (F) Coherent subgroup 6 information collaboration network diagram during T1 period. (G) Coherent subgroup 7 information collaboration network diagram during T1 period. (H) Coherent subgroup 8 information collaboration network diagram during T1 period.


Figure 3A demonstrates the information coordination within Cohesive Subgroup 1, which includes government, market, and social organizations as information nodes. Government information nodes, represented by the Committee of Patriotic Health Movement and the Municipal Construction Committee, are closely linked to market information nodes, represented by the Agricultural Products Market, while also maintaining close relationships with social organizations, represented by schools. Based on relevant reports associated with these fields, it is clear that these departments had obvious information coordination in environmental disinfection tasks. Figure 3B shows the information coordination within Cohesive Subgroup 2, which includes medical, government, and social organizations as information nodes. Social organizations, represented by the World Health Organization, have close information exchanges with domestic medical institutions and the State Council for international information exchanges, according to the corresponding reports. The coordination among these nodes aims to achieve international information exchange. Figure 3C shows the information coordination within Cohesive Subgroup 3, where all nodes belong to social organizations, mainly including various research institutes with virus research as the primary goal. Cohesive Subgroup 4 (Figure 3D) mainly includes the public and medical information nodes. This subgroup includes citizens and fever clinics, and according to relevant reports, their main information coordination content is related to diagnosis and treatment of cases. Figure 3E demonstrates the information coordination within Cohesive Subgroup 5, which mainly includes public and government information nodes. The primary purpose of their information coordination is to monitor public health and promote disease prevention. Cohesive Subgroup 6 (Figure 3F) includes only one information node, the Centers for Disease Control and Prevention, and according to relevant reports, the CDC has information coordination with other nodes, and the frequency is similar. Therefore, it can be inferred that there is a great demand for the CDC’s information processing ability during a public health emergency in the T1 phase. Figure 3G shows the information coordination within Cohesive Subgroup 7, which mainly includes medical, market, and government information nodes, with the main purpose of coordinating the movement of people. As the novel coronavirus is transmitted through droplets, reducing gatherings and avoiding contact is crucial for stopping the spread of the virus. Figure 3H demonstrates the information coordination within Cohesive Subgroup 8, which includes only medical information nodes and represents information coordination between grassroots hospitals and higher-level hospitals.

Based on the above analysis, it can be concluded that there was no overall information coordination during the T1 period, but multiple small-scale information coordination networks were formed. In addition, the properties of information nodes within each cohesive subgroup were relatively homogeneous. Cohesive Subgroup 1 had the largest number of nodes and the most frequent coordination, making it the main component of the information coordination network during this period. According to the corresponding news reports for Subgroup 1, the focus of epidemic prevention and control during this phase was on disinfection of key locations and protection of special populations, with overall coordination centered around the market and networking at different levels. Based on these coordination situations and related reports, it can be inferred that there was no comprehensive participation in information coordination by the whole society during this stage, and different information nodes played their own roles, with information coordination involving relatively narrow areas. The epidemic did not pose a serious threat to society at that time.



5.2. Time period T2

The total number of information collaborations in T2 was 39,540, involving 51 search fields. Among them, the closest associations were observed between enterprises and the State Council, with a collaboration count of 1,516. In addition, the collaboration counts between enterprises and the National Health Commission were 1,260, while those between enterprises and the National Development and Reform Commission, as well as the Ministry of Industry and Information Technology, were both 1,256. The specific information collaboration network is shown in Figure 4.
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FIGURE 4
 Collaborative network of epidemic information in T2 period.


The concordance subgroup analysis algorithm in the Ucinet software was used to analyze the overall information collaboration structure, and eight subgroups were identified as shown in Table 4.



TABLE 4 Classification of cohesive subgroups in T2 period.
[image: Table4]

To better illustrate the information collaboration among different information entities within each subgroup during the T2 period, the Gephi software was used to generate the following network diagrams. Figures 5A–H respectively show the interaction among various departments in the eight concordance subgroups.
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FIGURE 5
 (A) Coherent subgroup 1 information collaboration network diagram during T2 period. (B) Coherent subgroup 2 information collaboration network diagram during T2 period. (C) Coherent subgroup 3 information collaboration network diagram during T2 period. (D) Coherent subgroup 4 information collaboration network diagram during T2 period. (E) Coherent subgroup 5 information collaboration network diagram during T2 period. (F) Coherent subgroup 6 information collaboration network diagram during T2 period. (G) Coherent subgroup 7 information collaboration network diagram during T2 period. (H) Coherent subgroup 8 information collaboration network diagram during T2 period.


Based on Figure 5A, it can be seen that the five main information entities in Cohesive Subgroup 1 are closely related. The government information entities represented by the Civil Aviation Administration, the Ministry of Civil Affairs, and the Centers for Disease Control and Prevention; the social organization information entities represented by schools, and the market information entities represented by agricultural markets are the most closely linked. Combining the relevant reports on the appearance of the fields, it can be inferred that the main purpose of information synergy in Cohesive Subgroup 1 is to block transmission channels, reduce population gatherings, and reduce the probability of virus transmission through patriotic hygiene campaigns.

Figure 5B shows that Cohesive Subgroup 2 only includes government information entities – the People’s Court and the People’s Procuratorate. By searching for corresponding reports, it can be known that the main purpose of synergy in this subgroup is to establish regulations to ensure the safety of medical personnel and maintain good medical order.

Figure 5C shows that Cohesive Subgroup 3 mainly includes government and market information entities. The Ministry of Commerce, wholesale markets, the Ministry of Public Security, and the living materials guarantee group under the epidemic prevention and control mechanism are the most closely linked. By searching for corresponding reports, it can be known that the information synergy task in this subgroup is to guarantee the production and transportation of daily necessities and medical protective equipment.

Figure 5D shows the information synergy situation in Cohesive Subgroup 4, which mainly involves government and medical information entities, including the Ministry of Agriculture and Rural Affairs, fever clinics, and the State Council. According to Figure 5D and corresponding reports, it can be known that the planting and animal husbandry bureaus under the Ministry of Agriculture and Rural Affairs participate most frequently, and the main purpose of information synergy in this subgroup is to ensure the normal spring plowing and stable production of important agricultural products.

Figure 5E shows that Cohesive Subgroup 5 mainly consists of information synergy within the government information entities. Based on relevant reports, it can be known that the main purpose of information synergy is to maintain financial security and market stability from a macro perspective, and ensure that epidemic prevention and control funds, employee salaries, and basic livelihoods are not affected.

Figure 5F shows the information synergy situation in Cohesive Subgroup 6, which includes government, public, market, and medical information entities. It can be observed from the figure that enterprises and other information entities are most frequently linked. According to corresponding reports, the main purpose of information synergy in this subgroup is to support resumption of work and ensure stable production line operation.

Figure 5G shows the information synergy situation in Cohesive Subgroup 7, which mainly includes social organization and market information entities, with various research institutions as the main social organization entities. Since this round of epidemic is believed to have originated from a seafood market in Wuhan, the seafood market inevitably became a key research object in the study of the virus. Combining relevant reports, it can be determined that the main purpose of information synergy in this subgroup is virus research.

Figure 5H shows the information synergy situation in Cohesive Subgroup 8, which includes government, medical, and social organization information entities. It can be seen from the figure that the Fangcang Hospital is at the center of information synergy. In the T2 stage, with the sudden increase in cases, Fangcang Hospital gradually became an important response measure. According to corresponding reports, the main purpose of information synergy in this subgroup is to ensure the normal operation of Fangcang Hospital.

Based on the above analysis, it can be seen that the complexity within each sub-cluster has increased during the T2 phase. The high degree of overlap in node attributes within different sub-clusters indicates that a single entity may participate in multiple tasks simultaneously (e.g., the government may participate in the information collaboration of sub-clusters a, b, c, d, e, h), resulting in information collaboration involving multiple sectors, such as legal, medical, economic, transportation, and education. As shown in the figure, the government departments are located at the core positions within sub-clusters a, c, and g, while enterprises and hospitals are at the core positions in sub-clusters f and h, respectively. This analysis suggests that during this period, the influence of the epidemic had gradually expanded to the social scope, and the government, enterprises, and hospitals played important roles in the overall information collaboration.



5.3. Time period T3

The total number of collaborations in T3 was 28,829, with 46 search fields appearing in the above figure. The most closely related collaborations included 1,206 collaborations between enterprises and the State Council, and 1,918 collaborations between enterprises and the National Health Commission, as shown in Figure 6.
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FIGURE 6
 Collaborative network of epidemic information in T3 period.


Furthermore, the concor analysis algorithm in the Ucinet software was used to analyze the overall information collaboration structure and generate the following eight cohesive subgroups, as shown in Table 5.



TABLE 5 Classification of cohesive subgroups in T3 period.
[image: Table5]

The cohesive subgroup network generated during the T3 phase is shown in Figure 7, with a-h demonstrating the information collaboration situation of each department in the eight cohesive subgroups, respectively.

[image: Figure 7]

FIGURE 7
 (A) Coherent subgroup 1 information collaboration network diagram during T3 period. (B) Coherent subgroup 2 information collaboration network diagram during T3 period. (C) Coherent subgroup 3 information collaboration network diagram during T3 period. (D) Coherent subgroup 4 information collaboration network diagram during T3 period. (E) Coherent subgroup 5 information collaboration network diagram during T3 period. (F) Coherent subgroup 6 information collaboration network diagram during T3 period. (G) Coherent subgroup 7 information collaboration network diagram during T3 period. (H) Coherent subgroup 8 information collaboration network diagram during T3 period.


From Figure 7A, it can be seen that the information synergy within Cohesion Subgroup 1 includes information subjects such as government, market, the public, and social organizations. Based on corresponding reports, the main purpose of information synergy in this subgroup is to ensure the transportation and distribution of daily necessities. Figure 7B shows the information synergy situation within Cohesion Subgroup 2, which includes information subjects such as the public and the market. As can be seen from the figure, information synergy has been generated due to the resumption of work and production and the consequent movement of people. Cohesion Subgroup 3, as shown in Figure 7C, mainly involves information synergy between government and the public, with the main purpose being to maintain the supply of necessities such as vegetables, meat, eggs, and milk, as well as to stabilize market prices. Figure 7D shows the information synergy involved in Cohesion Subgroup 4, which is between the market, the Ministry of Public Security, and the Ministry of Civil Affairs. According to corresponding reports, the main purpose of information synergy in this subgroup is to crack down on illegal wildlife markets and trade, and cut off the transmission of the epidemic virus at the source. Figure 7E shows the information synergy within Cohesion Subgroup 5, which includes government and medical information subjects. According to the figure, the Ministry of Industry and Information Technology is at the center of information synergy, and based on reports, the main purpose of information synergy is to support the resumption of work and ensure the stable operation of production lines. Figure 7F shows the information synergy within Cohesion Subgroup 6, which is mainly between government and social organizations, including the Customs Administration, the Civil Aviation Administration, and schools. According to corresponding reports, this subgroup focuses on the problem of returning Chinese people who are stranded in epidemic-stricken countries and regions due to reasons such as studying, working, tourism, or visiting relatives. Figure 7G shows the information synergy within Cohesion Subgroup 7, mainly between government and medical information subjects. From the figure, it can be seen that the Fangcang Hospitals are at the center of information synergy. In Stage T3, Fangcang Hospitals are still an important measure to deal with the epidemic. According to corresponding reports, the information synergy objective of this subgroup is the same as that in Stage T2, which is to ensure the normal operation of Fangcang Hospitals. Figure 7H shows the information synergy within Cohesion Subgroup 8, mainly for information synergy within government information subjects. The National Health Commission and the State Council have played important coordinating roles in overall epidemic prevention and control, and information synergy between the two departments is also very frequent.

Based on the above analysis, it can be seen that in Stage T3, the overlap of node attributes in different cohesion subgroups is still high, but the internal structural complexity has been reduced compared to the previous stage. Information synergy mainly focuses on Cohesion Subgroups a, e, and g, and the focus of information synergy has also shifted, mainly to economic and medical activities, with the main purpose being to restore economic and social order.



5.4. Time period T4

The total number of T4 collaborations was 27,426, with 44 search terms appearing as shown in the figure above. Among them, the collaboration frequency between enterprises and the State Council was 1,358, and that between enterprises and the National Health Commission was 1,192. The specific information collaboration networks are shown in Figure 8.
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FIGURE 8
 Collaborative network of epidemic information in T4 period.


Then, the concor analysis algorithm in the Ucinet software was used to analyze the overall information collaboration structure and obtain the following 8 subgroups, as shown in Table 6.



TABLE 6 Classification of cohesive subgroups in T4 period.
[image: Table6]

To better illustrate the internal information collaboration within each subgroup, Gephi was used to transform them into the following network diagrams. Figures 9A–H respectively show the interactions between various departments within the eight subgroups.

[image: Figure 9]

FIGURE 9
 (A) Coherent subgroup 1 information collaboration network diagram during T4 period. (B) Coherent subgroup 2 information collaboration network diagram during T4 period. (C) Coherent subgroup 3 information collaboration network diagram during T4 period. (D) Coherent subgroup 4 information collaboration network diagram during T4 period. (E) Coherent subgroup 5 information collaboration network diagram during T4 period. (F) Coherent subgroup 6 information collaboration network diagram during T4 period. (G) Coherent subgroup 7 information collaboration network diagram during T4 period. (H) Coherent subgroup 8 information collaboration network diagram during T4 period.


Figure 9A depicts the information collaboration within cohesive subgroup 1, which includes government, medical, and public information entities. As shown in the figure, medical institutions are positioned at the center of the information collaboration. According to related reports, the main goal of this subgroup’s information collaboration was to diagnose and treat cases. Figure 9B illustrates the information collaboration within cohesive subgroup 2, which mainly consists of social organizations and government information entities. During this period, schools reopened one after another, and various industries gradually resumed work. The main goal of this subgroup’s collaboration was to ensure the health of people returning to work or school. Figure 9C demonstrates the information collaboration within cohesive subgroup 3, which mainly involves information collaboration within the government information entities. The National Health Commission and the State Council both played important coordinating roles in overall epidemic prevention and control, and there was frequent information collaboration between the two departments. Figure 9D shows the information collaboration within cohesive subgroup 4, which mainly includes government and social organization information entities. Social organization information entities, such as various research institutes, were the main players in this subgroup’s information collaboration, indicating that the main purpose of this subgroup’s collaboration was to research and develop vaccines, medicines, and testing reagents. Figure 9E displays the information collaboration within cohesive subgroup 5, which involves the collaboration between government and market information entities. According to corresponding reports, the main goal of this subgroup’s information collaboration was to restore the circulation of goods and commercial order and to ensure the orderly resumption of work and production in society from the aspects of meteorology and food supply. Figure 9F depicts the information collaboration within cohesive subgroup 6, which includes public and government information entities. The main purpose of their information collaboration was to maintain social order and provide consolation and subsidies to people who suffered losses during the epidemic. Figure 9G illustrates the information collaboration within cohesive subgroup 7, which mainly involves information collaboration within government information entities. Its main collaborative purpose was to support the orderly resumption of work and production from the perspective of financial policies. Figure 9H displays the information collaboration within cohesive subgroup 8, which involves the collaboration between market and government information entities. The main goal of this subgroup’s collaboration was to guard against imported cases and stabilize the international supply chain.

Based on the above analysis, it can be concluded that in phase T4, the types of node attributes within cohesive subgroups continued to decrease compared to the previous phase, and the complexity of internal structure also decreased. Information collaboration shifted from full societal participation to small-scale participation within main entities. At this time, the core of the information collaboration network was within cohesive subgroups a, d, and e, where medical departments and economic activity management departments still occupied a central position. In addition, some research-oriented social organizations also occupied a central position. During this period, the main goal of information collaboration was still to restore circulation and consumption while also taking into account epidemic prevention and control as well as resumption of work and business. Compared to the previous period, the division of labor in economic activities became more detailed, providing support for resumption of work and production from multiple aspects such as meteorology, financial policies, market prices, and supply of daily necessities. Additionally, summarizing the post-epidemic experience and prevention was also one of the focuses of T4 phase information collaboration.



5.5. Time period T5

The total number of collaborations in T5 is 19,738, involving 39 search terms as shown in the above figure. The collaboration frequency between enterprises and the Ministry of Industry and Information Technology is 416, while that between enterprises and the State Council is 340. The specific information collaboration network is shown in Figure 10.
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FIGURE 10
 Collaborative network of epidemic information in T5 period.


Next, the concor analysis algorithm in the Ucinet software was used to conduct a cohesive subgroup analysis of the overall information collaboration structure, resulting in eight subgroups as shown in Table 7.



TABLE 7 Classification of cohesive subgroups in T5 period.
[image: Table7]

To better display the information collaboration within each cohesive subgroup, Gephi was used to transform them into a network structure diagram as shown in Figure 11.
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FIGURE 11
 (A) Coherent subgroup 1 information collaboration network diagram during T5 period. (B) Coherent subgroup 2 information collaboration network diagram during T5 period. (C) Coherent subgroup 3 information collaboration network diagram during T5 period. (D) Coherent subgroup 4 information collaboration network diagram during T5 period. (E) Coherent subgroup 5 information collaboration network diagram during T5 period. (F) Coherent subgroup 6 information collaboration network diagram during T5 period. (G) Coherent subgroup 7 information collaboration network diagram during T5 period.


The table in Figure 11A illustrates the information collaboration among the public, medical institutions, and government in Cohesive Subgroup 1. The primary objective of this collaboration is to monitor the health condition of the public and prevent the recurrence of the epidemic. Figure 11B demonstrates the information collaboration among medical institutions, social organizations, markets, and government in Cohesive Subgroup 2. During T5, students resumed classes, and various markets gradually returned to normal operation, which drew considerable attention to schools and markets as gathering places for people. Both Figures 11C,D comprise information collaboration among government and social organizations and their primary objective is the research and application of vaccines and drugs. Figure 11E shows the information collaboration among market and government entities in Cohesive Subgroup 5, which mainly focuses on international economic activities, particularly import and export trade. Figure 11F illustrates the information collaboration between the market and government entities in Cohesive Subgroup 6. The primary objective of information collaboration in this subgroup is to restore the flow of goods and commercial order. Figure 11G displays the information collaboration among government entities in Cohesive Subgroup 7, which includes the internal information collaboration within the government. The National Health Commission and the State Council played a vital coordinating role in overall epidemic prevention and control. Thus, similar to T3 and T4, the information collaboration between these two departments remained frequent during T5.

Based on the above analysis, it can be inferred that the information collaboration during T5 has basically returned to the state similar to that during T1. The information collaboration network is primarily composed of Cohesive Subgroup b, where medical institutions are the core participating entities. By this time, the epidemic has been largely brought under control, and the information collaboration mainly focuses on the medical sector. At the same time, it exists in the form of small-scale entity participation, with clear task division.




6. Discussion

Through the application of the subgroup coalescing method to analyze the information collaboration structure, collaboration goals, and collaboration paths in different time slices, the overall process of information collaboration evolution for this event has been constructed, as shown in Figure 12.

[image: Figure 12]

FIGURE 12
 Information collaboration network evolution process diagram.


The initiation of the public health emergency saw information coordination largely limited and typically confined within small networks. Likely due to the early concentration of knowledge and resources within select key institutions, this trend led to localized coordination efforts, a pattern also discernible in preceding public health crises. With the passage of time, the complexity of information networks increased, and the sphere of collaboration extended beyond medical departments, encompassing various societal sectors. This expansion of scope aligns with the consensus in the literature, which states that the increasingly complex nature of health crises necessitates broader sector participation. Some studies assert a consistently high level of societal participation throughout crises; however, the findings of this research indicate a reorientation towards medical departments once the epidemic was under control. This discrepancy could potentially be ascribed to various factors, such as the epidemic’s unique characteristics or the efficiency of the implemented measures, hence warranting further exploration. Furthermore, the pivotal role of government bodies in information collaboration at different stages was observed, reinforcing the importance of robust governmental systems for effective emergency management. The prevalent communication methods between public and governmental information subjects were found to be inefficient despite frequent collaborations, thereby highlighting the need for improvements in existing information collection and transmission systems. This requirement echoes a recurring theme in the literature on public health emergency management. The dynamic nature of collaborative tasks, goals, and methods over time further underscored the necessity for adaptability in information collaboration strategies, a concept widely endorsed.

Examining the evolution of the network structure revealed that the network’s complexity initially increased and later decreased during the public health emergency. As the outbreak progressed, the information collaboration scope broadened to involve various societal sectors. However, once the epidemic was under control, the focus of information collaboration shifted back to medical departments. Throughout this evolution process, diverse information subjects continuously adjusted their information needs to align with the collaboration environment, fostering the evolution of information collaboration. Government information subjects were involved most frequently, and their connections with other information subjects were quite regular, suggesting the urgent need to improve government information collection and transmission systems. The existing mode of communication between public information subjects and government information subjects primarily involves form filling, a time-consuming and inefficient process. Market information subjects confront unique challenges, including dispersed locations and inconsistent information formats, further complicating information collaboration. Therefore, establishing an efficient communication platform among the public, market, and government sectors is pivotal for enhancing information collaboration efficiency during public health emergencies.

Considering the dynamic nature of collaborative tasks during the evolution process, collaborative tasks, goals, and methods evolved over time as the public health emergency unfolded, influencing the network structure and collaboration paths at different stages. Among these tasks, epidemic prevention and control, along with economic recovery, were the most critical throughout the entire information collaboration process. This emphasizes the need to continually adjust the participating information subjects, their collaborative methods, and tasks according to changing collaborative goals. Such adaptability facilitates the construction of a flexible information collaboration mechanism capable of handling cyclical changes in public health emergencies, thus enhancing a country’s emergency management capabilities.

To conclude, this research provides a nuanced understanding of the evolution of information collaboration during sudden public health emergencies. It underscores the importance of future research focusing on enhancing the efficiency of information collaboration, particularly between public and governmental information subjects, and highlights the pivotal role of adaptability in the information collaboration process.



7. Conclusion


7.1. Potential contributions

Grounded in the theoretical framework of complex adaptive systems, this study presents a novel approach to understanding the dynamics and evolution of information collaboration during public health emergencies. By leveraging rich data generated during the COVID-19 pandemic from January to April 2020, the research provides critical insights into the adaptation and evolution of information collaboration processes in response to the interactions between information subjects and their environments. A salient finding of this study involves the understanding of transformations within information collaboration networks during a crisis. Initial collaboration was concentrated in localized outbreak areas and medical departments, echoing patterns observed in previous health crises. As the crisis escalated, the information collaboration network expanded to encompass a broad array of societal sectors, indicating the involvement of non-medical entities in crisis management. Interestingly, once the epidemic was under control, the focus of information collaboration reverted back to medical departments, suggesting a potential pattern in health emergency crisis management.

Additionally, this research illuminates the critical role of governmental entities in information collaboration at various crisis stages. This finding underscores crisis management literature, highlighting the importance of robust governmental systems for effective public health emergency management. Yet, the study also uncovers certain inefficiencies in the current information communication practices, particularly between public and government information subjects. These findings have the potential to contribute significantly to the refinement and improvement of emergency management policies during public health crises, focusing on enhancing information collaboration’s efficiency and effectiveness.



7.2. Limitations and future directions

Despite its contributions, this research acknowledges certain limitations. A primary limitation is the study’s reliance on a single data source, the National Health Commission, which may result in potential omissions of certain aspects of information collaboration, thus presenting an incomplete view of the information collaboration network. Additionally, the analysis is constrained to the early period of the COVID-19 pandemic, which may not encapsulate the full complexity of information collaboration over the course of the entire pandemic.

Future research should, therefore, aim to diversify data sources to provide a more comprehensive and accurate depiction of information collaboration networks during public health emergencies. This may involve utilizing data from various governmental bodies, private sector organizations, and public opinion surveys to capture a broader range of information subjects. Furthermore, research should focus on developing efficient communication platforms connecting public, market, and governmental sectors. Such platforms could potentially address identified inefficiencies in information communication and significantly enhance the efficiency and effectiveness of information collaboration during public health emergencies. The vast potential of digital technology in bolstering information collaboration and crisis management is an area that warrants further exploration in future research.
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Introduction: The COVID-19 pandemic focused attention on healthcare disparities and inequities faced by individuals within marginalized and structurally disadvantaged groups in the United States. These individuals bore the heaviest burden across this pandemic as they faced increased risk of infection and difficulty in accessing testing and medical care. Individuals experiencing housing insecurity are a particularly vulnerable population given the additional barriers they face. In this scoping review, we identify some of the barriers this high-risk group experienced during the early days of the pandemic and assess novel solutions to overcome these barriers.

Methods: A scoping review was performed following PRISMA-Sc guidelines looking for studies focusing on COVID-19 testing among individuals experiencing housing insecurity. Barriers as well as solutions to barriers were identified as applicable and summarized using qualitative methods, highlighting particular ways that proved effective in facilitating access to testing access and delivery.

Results: Ultimately, 42 studies were included in the scoping review, with 143 barriers grouped into four categories: lack of cultural understanding, systemic racism, and stigma; medical care cost, insurance, and logistics; immigration policies, language, and fear of deportation; and other. Out of these 42 studies, 30 of these studies also suggested solutions to address them.

Conclusion: A paucity of studies have analyzed COVID-19 testing barriers among those experiencing housing insecurity, and this is even more pronounced in terms of solutions to address those barriers. Expanding resources and supporting investigators within this space is necessary to ensure equitable healthcare delivery.

KEYWORDS
 pandemic, COVID-19, healthcare disparities, inequities, healthcare barriers, underserved


1. Introduction

Coronavirus disease 2019 (COVID-19) presented an unprecedented challenge across the United States and worldwide. Although the pandemic was a shared experience in the United States, COVID-19 has shined a spotlight on preexisting problems of healthcare inequity and disparities faced by individuals in structurally disadvantaged groups (1). COVID-19 disproportionately infected and affected individuals in marginalized communities, as indicated by the higher mortality and morbidity suffered by Black, Hispanic, and Native Americans compared with non-Hispanic White individuals, as well as by the economic struggles and food insecurities experienced by individuals living in poverty (1–3).

Individuals experiencing housing insecurity, many of whom already face structural disadvantages due to race/ethnicity or socioeconomic status, are at increased risk of exposure to COVID-19 and have less access to medical care (1, 4). Broadly, these are individuals experiencing homelessness, migrant workers for temporary or seasonal employment, individuals incarcerated in prison or jail, and immigrants temporarily detained at facilities. Individuals experiencing housing insecurity during a pandemic are faced with greater challenges in accessing information, getting tested, and receiving appropriate medical care. An estimated 6 million people in the United States experience housing insecurity annually. This sizable group consists of over 2 million incarcerated individuals (5), 30,000 refugees and asylum seekers (6), 3 million migrant and seasonal workers (7, 8), and half a million homeless individuals (9). Collectively, they add up to 6 million individuals, or almost 2% of the US population, and would rank in the top 20 most populous state based on the 2020–2022 US Census state ranking report (10).

In this article, we review publications regarding COVID-19 testing barriers experienced by these underserved groups and discuss efforts put forth by investigators to overcome some of these barriers. In our analysis, we included studies on the broader Latino migrant and immigrant community beyond those specifically focused on migrants in temporary housing and immigrants in detention facilities given the shared experiences within the broader community, and difficulties in teasing out subpopulations within these studies. Understanding these barriers will help not only to prepare for future pandemics but also to frame and address long-standing healthcare inequities and disparities in the United States.



2. Methods


2.1. Literature search methodology

To identify barriers in accessing COVID-19 testing experienced by individuals with housing insecurity, in collaboration with a medical librarian, we conducted an extensive publication search covering December 1, 2019, through April 4, 2022, on MEDLINE (PubMed), Embase (Elsevier), and CINAHL Complete (EBSCOhost) using a combination of keywords and database-specific subject headings for the following concepts: transient populations (migrants/immigrants, incarcerated, people experiencing housing instability), and non-traditional COVID-19 testing (defined as testing not conducted in a traditional healthcare setting) (Supplementary Table S1). No restrictions were placed on language. The search strategies were peer-reviewed by a second librarian with expertise in systematic review prior to the data/publication gathering. All citations from the search were uploaded to an EndNote 20 library before being uploaded to Covidence,1 which was used to handle the citations during primary and secondary review. Additional references were identified, as applicable, by hand-searching bibliographies of included articles.



2.2. Protocol and registration

A scoping review protocol was made and shared openly on the Open Science Framework,2 including the full search strategies.



2.3. Eligibility criteria

For primary review, all studies regardless of design or publication status, with full text in English directly or indirectly related to COVID-19 testing in individuals experiencing housing insecurity in the United States, were included. Populations considered for inclusion were (1) residents in prisons, jails, and detention centers; (2) people experiencing homelessness, including those in unstable housing (shelters and halfway homes); and (3) migrant/immigrant populations. To ensure inclusion of migrant/immigrant populations, studies were also included if they focused on rural populations, ethnic minorities, or those with potential language barriers. Search terms were also included that encompassed non-traditional COVID-19 diagnostic approaches; this included assays designed for supervised or unsupervised self-test or self-collection in any setting (e.g., home or clinic), or collection or test performed by a healthcare worker outside of a health system setting (e.g., community centers, mobile clinics, minute clinics). This was however not a factor in the inclusion or exclusion criteria. Study titles and abstracts were screened for eligibility in a primary review. If included, a study went to secondary review. For secondary review, studies were read in their entirety. To be included, the study had to include or summarize explicit quantitative or qualitative data about COVID-19 testing in populations of interest as defined above, which also included testing barriers. Review articles were not included in secondary review. Reasons for excluding trials were recorded.



2.4. Review and data collection

For the primary review, two independent reviewers screened titles and abstracts of all studies yielded from the search after exclusion of duplicates. Studies were included for secondary review if the aforementioned inclusion criteria were fulfilled. The full text of all studies was obtained and further analyzed by the same two reviewers in the secondary review. In all cases, if there was a disagreement regarding the inclusion or exclusion of a study, this was resolved via discussion between the two reviewers.

Data were extracted using standardized forms within Covidence and further confirmed by a separate reviewer. Extracted data included study name, study authors, date of publication, publication status, study type (with further subclassification), population studied, time period of study, study location and setting, exact details of the study, primary outcome and secondary outcome information, study participants, age of study participants, and all relevant clinical outcomes. Data collection was stratified. Data were stored in Covidence and exported into Excel.

The eligibility criteria were not limited by study type except for review articles, which were excluded. The eligibility criteria included studies from December 1, 2019, through April 4, 2022. Studies were limited to the United States to maximize comparability and increase generalizability of results for policy making. Study setting was documented as it applied to each study, including home, health system (outpatient clinic or hospital), or community. Studies were considered for inclusion and analysis regardless of publication status.



2.5. Identification and categorization of barriers to COVID-19 testing

Publications that mentioned or described barriers to COVID-19 testing experienced by any individual within the population of interest were further analyzed. Specific barriers were identified, grouped, and tabulated with some publications having multiple barriers.




3. Results

The initial query identified 6,872 publications, with 63 additional publications identified manually with review of reference lists. After removal of duplicate publications, title and abstract reviews, and full-text reviews, only 42 publications reported or discussed barriers to COVID-19 testing in our target population (11–53) (Figure 1). These studies have a wide range of populations, geographic locations, and settings reflecting the breadth of individuals facing housing insecurity and the complexity they face (Supplementary Table S2). Barriers were identified from data gathered through surveys, analysis of interviews, synthesis of prior publications, and commentaries from key opinion leaders. Most publications reported or described multiple barriers. We identified a total of 143 specific barriers grouped into four categories: Cultural Barriers; Immigration and Language Barriers; Insurance, Cost, and Logistic Barriers; and Other. These were broken down into respective underserved populations: Homeless; Immigrant/Migrant; Incarcerated; and Detained (i.e., immigration) (Table 1).
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FIGURE 1
 PRISMA flowchart. Literature search by database query (N = 6,872) and manual search (N = 63) covering December 1, 2019, through April 4, 2022, resulted in 42 publications of interest.




TABLE 1 List of barriers by groups.
[image: Table1]


3.1. Barriers to COVID-19 testing


3.1.1. Barrier: lack of cultural understanding, systemic racism, and stigma

Among the four categories, 17 publications identified cultural understanding, racism, stigma, and health literacy as significant barriers. While these are vastly different, many studies combined multiple constituent elements, collectively shedding light on these barriers. Even before the COVID-19 pandemic, marginalized groups were facing stigma, racism, mistrust, and lack of cultural understanding as significant barriers to accessing healthcare (11, 18, 21). The pandemic not only exacerbated these barriers but also brought to the forefront the pervasiveness of health inequity due to these barriers. One area of particular focus for improvement is effective messaging.

Culturally and racially sensitive messaging can become effective vehicles in delivering healthcare. Messengers can significantly contribute to effective messaging in these communities. In a commentary by Kanamori et al., the authors synthesized data collected in their previous studies from experts comprising migrant farmworkers, Latino community leaders, and mental health professionals (12). The authors point to the value of personalismo, which refers to the preference of friendship with individuals of similar sociodemographic background, and collectivism, which refers to a cultural orientation that values close, nurturing, and supportive interpersonal relationships over individualistic behaviors and attitudes, as important sources of information and trust that are largely left out of the general public health messaging strategy. Instead, misinformation and mistrust can permeate through these channels, more pronounced when combined with fear and lack of access to information. Authors state that COVID-19 is heavily stigmatized within the community, and the misinformation cycle perpetuates the stigma. While this study focused on farmworkers, other studies on homeless and incarcerated individuals point to similar barriers in information and communication within racial context (43, 49). This highlights the importance of controlling the delivery and flow of information.

However, even in a prison environment where the flow of information can be controlled, tailoring messages around cultural and linguistic needs is crucial for successful participation, according to a study that looked at mass COVID-19 testing in 16 prisons (13). Although the authors did not explicitly state the reason for this need, they found that in at least two prisons, over 15% of inmates refused testing; they attributed some portion of it to the lack of cultural and linguistic considerations in messaging. Overall, these studies suggest factors around racial and cultural stigma and misunderstanding can be significant barriers to accessing healthcare and that mitigation requires a multipronged approach.



3.1.2. Barrier: medical care cost, insurance, and logistics

Our analysis revealed a significant number of barriers associated with medical costs and logistics of getting tested. Twenty-five publications identified one or more barriers within this category (Table 1). Individuals experiencing housing insecurity are especially vulnerable to these types of challenges. Having adequate healthcare coverage or access to a primary care provider is not common to individuals in this target population. Citing prior studies showing low primary care visitation rates in individuals experiencing homelessness, Knight et al. highlighted that barriers to healthcare contribute to decreased acceptance of COVID-19 testing in this group (11). The researchers also pointed out that limited access to the internet or telephones can lead to decreased knowledge about testing options, which can contribute to lower rates of testing. Likewise, in a perspective article, Behbahani et al. pointed out that while strategies like drive-thru testing have been largely successful in the general population, immigrants and people experiencing homelessness do not readily have access to motor vehicles to get to these sites (14).

Similarly, seasonal and migrant workers contracted to a particular farm or facility have limited access to primary care, and for most, health insurance is not provided by employers. Lauzardo et al. found that among the 100 migrant farmworkers in Florida involved in an outbreak, most reported having some COVID-19-related symptoms but could not seek medical care (53). Upon testing by the local public health department, 91 of the 100 workers tested positive for SARS-CoV-2. Based on the local health department investigation, the outbreak started with two workers who tested positive a week prior after presenting with symptoms.

Migrants and immigrants in the general community may also experience a similar lack of access to healthcare. During a free COVID-19 testing event in a predominantly Latino community in San Francisco, a survey was conducted to understand why participants did not seek testing prior to the free event (15). Some of the responses included not being able to get an appointment (25%), not knowing where or how to make an appointment (14%), not having insurance or a doctor (14%), and testing sites being too far away (3%). Many of these barriers are related to and affected by other barriers, such as linguistic challenges, access to transportation, and health literacy.

Collectively, these studies show how medical care cost, insurance, and logistics to access medical care present as barriers for individuals experiencing housing insecurity. Importantly, these studies also show that barriers do not exist in isolation but can be intertwined and codependent. Identifying and evaluating barriers, especially in these vulnerable populations, may be complex and necessitate complicated analysis in decoupling and understanding the association among and between barriers.



3.1.3. Barrier: immigration policies, language, and fear of deportation

Migrants and immigrants face an additional complexity in accessing COVID-19 testing. Fifteen publications addressed barriers experienced by migrants and immigrants, including undocumented status. Being undocumented, whether through lapse of legal status (e.g., expired work permit) or undocumented entry to the United States, is a major barrier to medical care. Even for those with legal status, the prospect of deportation or dealing with harsh immigration policies, like the public charge rule, present as significant barriers (17). According to the public charge rule, a noncitizen who primarily depends on government assistance for subsistence, and thereby becomes a public charge, can be denied permanent residency (17). These challenges, combined with language and cultural barriers, place migrants and immigrants in a uniquely vulnerable position.

In one study, investigators found that the public charge rule is not only a significant concern but a major barrier to seeking medical care (18). Lechuga et al. conducted interviews through online surveys or by telephone, including with migrants and farmworkers. Among the participants, 76% reported not having health insurance, and 50.3% reported not seeking medical care in the United States in the preceding 12 months. Of the 49.3% who received medical care in the United States, 25.6% sought care at a hospital emergency room. When asked whether they would seek medical care if the clinic or doctor assured them that COVID-19-related care would not impact their immigration status or chances, 53.5% of participants were skeptical and would decline.

Cultural and linguistic barriers are additional challenges faced by migrant and immigrant populations. Davlantes et al. conducted a survey as well as interviews with key informants and several focus group sessions in Latino communities in the Prince William Health District in northern Virginia (20). When asked where they get their COVID-19 information, participants mentioned television (Spanish-language) and the Internet as primary sources, with clinics and hospitals being secondary. However, many participants indicated that health ministries from their countries of origin and prominent Hispanic or Latino business owners were also sources of information, underscoring the influence that “alternative” sources can have in this group. Participants consistently emphasized that most COVID-19 information was in English and was text-heavy, with less emphasis on videos, images, and graphics. Taken together, these studies underscore the unique situation that migrants and immigrants face in accessing medical care and emphasize how the pandemic should shift our focus on these barriers.




3.2. Potential solutions to overcome COVID-19 testing barriers

In addition to identifying barriers, 30 of the 42 publications we analyzed offered some potential solutions, and in a few studies, investigators implemented solutions aimed at overcoming certain barriers (16, 21, 22). Barriers to accessing medical care rooted in racism, mistrust, and lack of cultural understanding are systemic and difficult to overcome. Similarly, barriers based on fear of deportation or loss of privileges, financial burdens including lack of insurance or loss of employment, or logistical challenges such as transportation or telecommunication can be equally difficult to overcome. Many of these barriers are related to or dependent upon each other, making assessment and strategizing difficult. However, the strong public interest and motivation to curb the COVID-19 pandemic has presented us with unique opportunities to design and implement some innovative solutions. In our analysis, we identified three notable approaches, each uniquely targeted to a specific underserved population group (16, 21, 22). While we do not endorse a particular approach, these studies show that innovative approaches to overcome barriers can positively affect members of these underserved groups and the community at large.


3.2.1. Delivering integrated care where it is needed: the backpack medicine program approach

During the course of the pandemic, widespread use of drive-thru testing sites, mobile testing units, and walk-in clinics at local pharmacies and national chain stores addressed gaps in meeting the demand for COVID-19 testing. For the most part, these outside-the-box solutions to alleviate test volumes in clinics and hospitals met the needs of the general public. However, people experiencing homelessness still face barriers that limit their access to these solutions, such as not having a motor vehicle to get to drive-thru testing sites, proper identification when required, or a way of receiving test results, as well as not knowing these testing options exist (11, 14, 15, 19, 20). Thus, people experiencing homelessness may require further creative approaches.

In one study, a team of medical professionals at the Ventura County Medical Center in Ventura, CA, expanded on an existing outreach program called Backpack Medicine Program (BMP) to include COVID-19 testing (21). The program began in 2018 to provide free outreach by bringing medical care to individuals experiencing homelessness where they are located, including homeless encampments and shelters, parks, and under freeways. In some instances, the program also delivered care to local farm workers. The program provided basic primary care, wound care, behavioral health and addiction medicine, and housing and benefit assistance, taking an integrated care approach. In response to the pandemic, anyone suspected of COVID-19 was offered testing. While waiting for test results or if results were positive, individuals were offered to isolate at a sponsored hotel free of charge until eligible to stop isolation. If they declined relocation, they were asked to quarantine away from others in their respective encampments. In the first 4 weeks of the program, over 150 individuals were tested, identifying 24 positive cases.

Although this was a small study, it shows one approach to bridging the gaps in health inequalities and providing integrated care to individuals who might not otherwise receive proper care. This approach addresses many of the barriers that limit access to medical care for people experiencing homelessness. However, there are some limitations to this approach. First, while the authors do not mention the cost associated with running this program, funding for implementing and maintaining this type of program on a larger, national scale may be cost-prohibitive. Second, the authors mentioned that police presence is needed on occasion due to safety concerns of the BMP providers. Although the local police department provided support in this particular study, it cannot be assumed that all police departments would be able to provide support. Lastly, given the sensitivity around the presence of homeless people, potential backlash within the larger community cannot be ignored. Despite these caveats, this approach has been shown to work effectively in this population group. A targeted, well-supported rollout of similar programs in other jurisdictions could start to build confidence in their effectiveness and lead to wider implementation. Over time, delivery of integrated medical care to vulnerable populations could become a more routine practice.



3.2.2. Identifying cases in congregate settings before an outbreak: cohort-based testing approach

Individuals in congregate living situations, such as those incarcerated or detained in a facility, face similar challenges as those who experience homelessness, but with added complexity due to their proximity and confined living situation, in which a single positive case can quickly lead to an outbreak. Promptly identifying cases and implementing isolation and quarantine measures while providing necessary support and assurance to the affected individuals is crucial to preventing outbreaks. Symptom-based identification of cases is one common approach, but given certain barriers around reporting symptoms, including fear of losing privileges and financial consequences, it may not be the most effective strategy. Also, presymptomatic or asymptomatic transmission of SARS-CoV-2 would not be identified in this approach. The constant emergence of variants and our changing understanding of transmission of this virus adds an additional layer of complexity.

To address these challenges, a group of investigators used a cohort-based testing approach to promptly identify presymptomatic and asymptomatic cases in a correctional facility in Chicago (16). Wadhwa et al. conducted COVID-19 testing and interviews of exposed contacts of laboratory-confirmed cases (16). Individuals with a laboratory-confirmed COVID-19 infection were moved from their unit into an isolation unit, while the remaining exposed contacts were quarantined together in their respective units. The investigators approached 224 exposed detainees assigned to two groups: serial testing vs. single test on day 14. Those in the serial testing group were tested on days 1, 3–5, and 14 from the time of the first laboratory-confirmed case. Those in the 14-day group were only tested on day 14 to leave quarantine. In the serial testing group, 16 out of 96 persons tested positive on day 1, and one person tested positive on day 3–5, for a total of 17 positive cases. No one in the serial group tested positive on day 14. In the single test group, 2 out of 82 persons tested positive on day 14. Of the 19 positive cases, 12 (63%) were asymptomatic, and 4 (21%) were presymptomatic. These findings suggest that symptom-based testing alone would have missed 84% of the cases and could have led to greater transmission. Thus, cohort-based testing by serial testing, especially soon after identification of a positive case, could help reduce transmission in congregate settings.

Cohort-based testing in correctional facilities poses various limitations in implementation. Wadhwa et al. observed high rates of refusal to participate in the study due to fear of losing privileges in the form of the commissary or phone calls. After all, if not for the testing, the 12 individuals with asymptomatic cases would not have been confined in isolation and presumably have enjoyed privileges sooner. Therefore, while cohort-based testing is an effective approach to identifying cases and potentially preventing or reducing outbreaks (particularly in settings such as nursing homes), other barriers in the incarcerated/detainee setting must be addressed to ensure noncoercive participation. This could include providing access to phone calls in isolation or delivery of commissary items to isolation cells or units.



3.2.3. Utilizing cultural and community centers as one-stop shops: community-adapted approach

Individuals within migrant and immigrant communities can face a wide range of challenges when attempting to access COVID-19 testing, from lack of access to a vehicle to fear of deportation. In this underserved population, an individual who is undocumented is liable to fear that contact tracing or any government involvement could lead to deportation. Engaging individuals within this group who are not only resource-limited but fear for their safety and liberty is a monumental task. However, as evidenced by the COVID-19 infection and mortality rates in this population, reaching members of underserved communities is critical.

One study took a community-adapted approach in addressing this need (22). The investigators partnered with the local health department and a community cultural center to develop a safe, culturally tailored space for COVID-19 testing designed to accommodate the specific needs of the local Latino community and other underserved populations, including sexual and gender minorities. The center is well known to the locals and is a gathering space for artist exhibitions, performances, religious services, and community gatherings. The program offers walk-in, drive-thru, and walk-up testing at no cost for those without insurance, regardless of symptom or in-state residency status. Additionally, there are onsite language services in English, Spanish, and Portuguese with additional languages via tele-interpretation.

To engage the community, the investigators worked with Latino community leaders and others to promote the program via social media, radio, churches, and other platforms. In the 2 months of the study, the program tested 498 participants, with 40% identifying as Latino, 32% as LGBTQIA+, and 52% as women. An important result of this study is that 90% of participants were asymptomatic. While the authors do not mention follow-up on these participants, one could assume that positive test results of these asymptomatic individuals may have reduced transmission in their respective communities or to their familial contacts. The investigators did not report on how the participants received the program. However, they mentioned that the program attracted individuals across the state, underscoring the success and need for this type of program.

Community-adapted testing programs using a well-known cultural center and engaging community leaders to provide testing services to marginalized groups that would otherwise remain disengaged can be an effective solution. This type of approach overcomes many barriers that other studies have identified. Although this framework can be useful, there are two caveats to this approach. First, implementation requires sustainable and consistent funding. Given that a testing site is required that needs to be staffed, along with substantial work in identifying and collaborating with local community leaders, the upfront investment may be substantial. In fact, the investigators noted that the human and financial resources needed to implement and maintain this type of testing site could limit the broader implementation of this type of program. Second, migrants and immigrants are not a monolithic group. Rather, they represent a spectrum of cultural backgrounds and experiences that cannot be fit into a single box of solutions. Therefore, this approach should be broadly defined, and the framework should be loosely structured, requiring adjustments and revisions at each specific implementation site. Nevertheless, this study shows that this approach can be successful and engage vulnerable populations.





4. Discussion and conclusion

The disproportionate impact of an infectious disease on morbidity and mortality in underserved populations is perhaps the ultimate proof of the impact of systemic or structural inequalities on human health. The COVID-19 pandemic reaffirmed how interconnected and interdependent we are with each other, at all levels of the socioeconomic ladder, across racial and ethnic backgrounds, and at varying geographic locations.

Our scoping review revealed that there are many barriers faced by individuals with housing insecurity, including those in congregate living situations, temporary or transient living situations, other non-traditional settings, and individuals within other marginalized groups facing barriers in accessing COVID-19 testing. These individuals were not only left behind in major efforts to curb the virus, but also carried the heaviest burden of the pandemic. While individuals in congregate living situations are at risk of acquiring COVID-19 from others within the facilities, individuals in temporary or transient living situations and those living on streets, bridges, and other outdoor settings are not only exposed to acquiring COVID-19 as they move around, but also face challenges in accessing information, medical care, protective devices, and testing information that may be available in congregate facilities.

While there are many barriers, our scoping review also revealed that there are potential solutions. Several studies have implemented some of these solutions in small scale, while others have provided proposals and call-to-action solutions derived from various bodies of evidence. In our assessment, many of these solutions, especially those that include direct outreach and engagement with individuals in various levels and stages of housing insecurity, require tremendous investment. Creating community centers, empowering local/community leaders who can build trust and disseminate appropriate messaging, providing “house” calls for medical care, and building an overall infrastructure where everyone has equal access to testing require close coordination with insurance companies, healthcare organizations, government agencies, and strong political will.

Identifying barriers, determining root causes, and developing approaches to overcome these barriers are paramount in bridging healthcare inequity and disparity, for both future pandemics and overall delivery of medical care. Given the paucity of publications focusing on barriers faced by marginalized groups, there is a great need to expand resources and support investigators within this sphere. One national effort has recently come from the National Institutes of Health through the Rapid Acceleration of Diagnostics–Underserved Populations (RADx-UP) grant program, where studies (including this scoping review) are funded to expand COVID-19 testing and gather data that could inform potential barriers and solutions in marginalized communities.

Studies focused on distilling each of these barriers with study designs to understand the needs of those with housing insecurity are critically needed, especially studies that further focus on subpopulations including age (i.e., youth and older adult), gender, and wider ethnic groups. Studies with sufficient funding to carry out larger-scale and long-term implementation of solutions like delivery of medical care where the need is, or building community centers and infrastructure, are also needed. These studies are crucial in further assessing the issue and experimenting with different solutions. They are also needed to get wider commitment and buy-in from respective governmental entities (federal and local), healthcare facilities and payors, and community groups, and ultimately needed to provide realistic and sustaining solutions.
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This study investigates the challenges that China's health code system presents to individuals' lives and social development, using normative analysis and a case study. It looks for effective strategies to reform and regulate this system to prepare for future pandemics. Health code apps and mini programs have been widely deployed as effective tools for COVID-19 containment in China. However, their widespread and improper use has created risks due to the lack of both a systematic design and a basic supervision mechanism. The health code system risks infringing on individual privacy during data collection and storage. During the pandemic, the right to liberty and the right to treatment of Chinese citizens who lacked an appropriate health code were severely compromised. In some instances, the health code system was used as a stability maintenance tool by the authorities through arbitrary health code conversions. This article argues that China's health code systems should be reformed and regulated in preparation for future pandemics and that a new act regulating its management and use should be launched at the national level. Data collection, retention, and processing should be limited to the minimum amount of data needed to achieve the objective of protecting public health. The health code conversion power wielded by the authorities should be defined and regulated, the rules and procedures of code conversion should be transparent, arbitrary health code conversion behaviors should be prevented and punished, and persons whose rights have been violated by wrongful code conversion should have access to legal remedies.
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1. Introduction

During the novel coronavirus pneumonia (COVID-19) pandemic, various levels of the Chinese government collaborated with high-tech companies to implement a health code system that would control the spread of the virus. This data-powered system controls and traces people's contacts by utilizing mobile phone positioning data to generate a quick medical response code that indicates an individual's health status. Health codes are dynamic codes accessed via mobile phone apps or mini-programs. They are automatically generated and checked by local government systems using both information from users' self-declarations and disease control-related big data. To obtain a code, applicants are required to visit the sign-up page of a relevant app or mini-program and provide personal information such as their name, national identity or passport number, and phone number. They are also required to report their travel history and any possible contact with confirmed or suspected COVID-19 patients within the past 14 days, as well as symptoms such as fever, fatigue, a dry cough, a stuffy nose, or a sore throat. Once the authorities verify this information, each user is assigned a quick-response code indicating their health status: red (high risk), amber (potentially infectious), or green (low risk) (1). This system gradually became one of the most useful and powerful digital tools available for epidemic prevention and control. In addition, China's everyday use of the health code system connected app users to data systems that synthesized social information from the authorities responsible for public health, public transportation, border control, and community governance, ultimately facilitating the nationwide restoration of economic and social order (2). However, the implementation of China's health code system had a profound impact on individuals' rights and lives. Everyone had to show their codes at shops, stations, parks, airports, libraries, and other public places. The movements of individuals without a green health code were restricted. The color of a person's health code could even determine their living situation. For instance, individuals assigned a red code were required to promptly arrange for transfer to an isolation hotel or to self-isolate at home for 14 days under China's COVID-19 prevention and control measures. Due to the widespread and improper use of this health code system, individual privacy and personal rights were greatly compromised.

At the end of November 2022, China's central government finally relented and began shifting away from its almost 3-year-long hyper-restrictive “zero-COVID-19” strategy. The release of 10 new measures to optimize China's COVID-19 response sharply decreased the number of situations in which the health codes were used. For instance, a green health code was no longer needed to enter shops, use public transportation, or travel to another city within China (3). With China's adjustments to its COVID-19 measures, the issue of whether the widely used health codes should be eliminated altogether has caused heated debate. Given the precedent that the system created for abuse and the risks it posed to personal rights, some experts have argued that the health code system should be abandoned. For instance, Wang (4) argued that the health code system should be completely withdrawn following the cessation of pandemic controls. However, other experts have suggested that the health code system should be transformed from a management tool into a service utility. For example, the system could be used as an identification credential for medical services such as appointments, registration, prescriptions, and payment (5).

This article explores the main challenges that China's health code system poses to personal rights and interests and examines whether this system should be withdrawn completely or reformed and regulated to prepare for future epidemics. The remainder of the paper is organized as follows. Section 2 examines how the health code system challenged individuals' fundamental rights and interests during the COVID-19 pandemic. Section 3 discusses whether the system should be abandoned completely. Section 4 argues that the health code system should be regulated and normalized to prepare for future pandemics, and Section 5 draws conclusions based on the study's findings.



2. Challenges posed by China's health code system to individuals' rights and interests


2.1. Privacy issues in China's health code system

The health code system's challenges related to data security and personal information have been recognized by the central government. The Data Security Law (DSL) of the People's Republic of China (PRC) and the Personal Information Protection Law (PIPL) of the PRC were passed in 2021 to regulate the processes of collecting and using personal data and to protect personal privacy. These laws imposed stricter requirements for the protection of personal information during health code use than in the past.

Before the DSL and the PIPL, the Cyber Security Law (CSL) of the PRC, which was passed in December 2016, set rules for information collection and management. Article 5 of the PIPL establishes the principles of information use whereby the handling of personal information shall follow the principles of lawfulness, fairness, necessity, and good faith. Article 6 reaffirms that the collection of personal information shall be kept to a minimum scope and that the information shall be used for processing purposes; excessively collecting personal information shall not be allowed. However, there is no definition of the minimum scope of collecting personal information. In response to the outbreak of COVID-19, the government launched a health code system requiring users to provide their name, gender, mobile phone number, ID number, and other information. This system posed a great threat to personal privacy and information. Its main problems are highlighted in the following paragraphs.

First, consent is greatly devalued when personal information is collected to generate health codes. When registering with the system, users must click to agree to the system's user service agreement and privacy policy, which seems to indicate recognition of the principle of informed consent. In reality, however, the principle of informed consent is not upheld, as individuals cannot obtain a health code without consenting to the collection of personal information, causing them great inconvenience during travel.

Second, there is no effective safety management mechanism related to the system's control and storage of information. When information is disseminated through platforms such as WeChat and QQ, it is stored by commercial companies rather than in government databases, greatly compromising confidentiality and security. In such circumstances, information can flow rapidly, and when there are no identity-related safeguards pertaining to users viewing that information and no restrictions on the transfer of files between users, the information is more likely to leak than it would be otherwise (6). Reports have indicated that epidemic prevention and control departments at all levels in China unintentionally leaked and spread statistical personal privacy information during the COVID-19 pandemic (7). For example, there was an incident in which numerous celebrities' photos and ID information kept by the Beijing health code system were leaked and sold online (8).

In addition, personal location information is collected and provided to epidemic prevention and control departments, transportation providers, shopping malls, parks, schools, restaurants, and other public institutions. This means that the personal whereabouts of individuals are collected and recorded by the site code (which is one branch of the health code). The reason given for the collection of this information is that the health code system also incorporates civil aviation, railway, bus, and other traffic data; telecommunications operator data; and financial institution and payment data. Through data analysis, citizens' travel patterns can be determined and high-risk groups can be identified (9). As a result, the health code system became a powerful tool for tracking COVID-19 in China. Although this system improved administrative efficiency, its information collection and application processes create major risks (10).

Overall, there are many hidden privacy hazards in China's health code system due to its lack of institutional construction and its collection, storage, and disposal of massive amounts of basic and sensitive personal information.



2.2. The health code system and the right to liberty

Initially, the health code system was launched to facilitate citizens' rapid and safe movement during an emergent and abnormal period. In reality, the right to free movement greatly depends on the color of a person's health code. Different colors indicate different degrees of the right to liberty. People with green health codes enjoy a complete right to liberty, whereas people with red codes are required to immediately quarantine for 14 days, and their right to liberty is greatly restricted. People with yellow health codes cannot enter public places until their code color changes to green. Under the health code system, people without a green code are not allowed to enter public places, including parks, nor are they permitted to go to other countries, cities, or towns. Consequently, individuals' right to liberty is severely restricted by the health code system.

The sacrifice of some people's right to liberty in the interest of public health is somewhat acceptable to most Chinese people. However, both the absence of transparency in the coding rules and inaccurate coding violate individuals' right to liberty, along with other related rights and interests (11). Crucially, the right to liberty is the basis of other rights.

An extreme case of a rights violation that aroused public outrage was the “red code incident” in June 2022. Depositors of rural banks in Henan province, along with depositors in other provinces, such as Shandong, were assigned red health codes that prevented them from withdrawing their funds from Henan banks (12). According to statistics provided by the Zhengzhou Discipline Inspection Commission, 1,317 village and town bank depositors were assigned red codes in this incident. Of those depositors, 446 were assigned red codes when they entered Zhengzhou, and 871 who remained outside Zhengzhou were assigned red codes when they scanned a site code that others had sent to them (13).



2.3. The health code system and the right to treatment

The right to treatment is also closely connected with China's health code system. Theoretically, ordinary patients who were not infected with the SAR-CoV-2 virus should have enjoyed the right to timely and effective diagnosis, treatment, and rehabilitation during the epidemic prevention period. During the period of COVID-19 prevention and control, appropriate basic medical and health services should have been available and accessible. However, the ordinary patient's right to treatment was denied or interfered with if they did not have a green health code and had not received a negative nucleic acid certificate in the previous 24 or 48 hours. In one case, a woman in Xi'an had a miscarriage after being refused timely admission to Xi'an Gaoxin Hospital because her nucleic acid test results had expired (14).

Article 30 of the Regulation on the Administration of Medical Institutions of the PRC and Article 27 of the Law on Doctors of the PRC indicate that medical institutions must provide immediate treatment to critically ill patients. However, the Joint Prevention and Control Mechanism of the State Council released a notice on the technical guidelines for the prevention and control of novel coronavirus infection in medical institutions (third edition) on September 8, 2021. This notice claimed that medical institutions must make nucleic acid testing compulsory among key groups of newly hospitalized patients, accompanying persons, and staff (15). Based on this notice, local hospitals could only admit patients who had obtained a certificate of a negative result from the new coronavirus nucleic acid test no more than 24 or 48 hours prior to admission. As a result, the health code system restricted the right to treatment during the pandemic.




3. Should the health code system be abandoned?

Although it is obvious that the health code system has facilitated pandemic control and economic recovery in China, it has limitations. First, there have been problems involving the collection of huge amounts of personal data, including sensitive and basic private information. Second, the system has restricted individuals' right to liberty, right to treatment, and related rights and interests. In this context, the development of digital technologies may have strengthened authoritarian control by facilitating a wide range of human rights abuses (16). However, proposals to abolish the health code system across China are overly simplistic.

This article argues that China's health code system should be regulated and reformed rather than simply abolished. The primary bases for this argument are as follows.

First, the abolition of the health code system across China could cause wasted spending for local governments, at least to a degree. Local governments have spent a substantial amount of money on the establishment and normal running of the health code system. If China were to abolish the health code system, the need to establish new health codes in the event of future pandemics would incur further unnecessary costs for local governments.

Second, the abolition of health codes across China could have negative effects on other government services and functions. All of the data related to the codes must be deleted or destroyed if the health code system is abandoned, according to the PIPL. However, different provinces use different platforms for the health code systems. In some provinces and cities, health code apps/mini-programs are embedded in apps/mini-programs used for other services, such as the Yuekang code (the health code of Guangdong province), which is embedded in in the Yuesheng Shi mini-program. Other provinces' health codes are separate mini-programs, such as the Zhejiang health code. Data stored on the first type of health code platform may be more difficult to delete than data stored on the second type of platform, as deleting health-code-related data in that situation may affect the operation of other government functions (17). Figure 1 shows the differences between the Yuekang code embedded in the Yuesheng Shi mini-program and the Zhejiang health code's mini-programs on WeChat.


[image: Figure 1]
FIGURE 1
 (A) Yuesheng Shi mini-program. (B) Zhejiang health code mini-program.


Third, it would be counterproductive to abolish the health code system, as it has completed a transformative upgrade in some cities and provinces. Some areas have added functions related to fever clinic inquiries, medical appointments, medication services, and transportation services to their original platforms, thus transforming the health code into a government service code. For instance, on December 19, 2022, Beijing launched its trial operation of the Jingtong mini-program, which integrated the “Beijing Pass” (a mini-program providing public services such as housing, accumulation funds, social security, and cards to enter Beijing) and the Beijing health code (Figure 2A). Citizens can choose whether to voluntarily extend the personal identity verification information they have provided under the Beijing health code to the Jingtong page. Figure 2B illustrates the integration of the Beijing Pass and the Beijing health code in the Jingtong mini-program. In addition, the Hainan provincial health code not only provides “one-code access” to Haikou Bus services but also connects users with a number of duty-free shops (18).


[image: Figure 2]
FIGURE 2
 (A) Beijing health code. (B) Jingtong mini-program.




4. Can China's health code system be reformed to prepare for future pandemics?

During the COVID-19 pandemic, China's health code system has sacrificed some fundamental rights, such as the right to privacy, the right to liberty, and the right to treatment, on the grounds of protecting the public interest. The system's legal offenses and rights violations should be rectified, and the system should be regulated.


4.1. Legally upgrading the health code system for future pandemics

The travel history code was simultaneously removed from all platforms on December 13, 2022, and all traffic history and related data were also deleted (19). Several Yuekang code services, such as service portals for the older adult and young children, health declarations, and pandemic prevention workstations, recently closed, and all of the data collected for these services were taken offline and slated for destruction to protect individuals' personal information. However, the Yuekang code system remains operational (20). This is a good example of how to adjust the health code system consistent with the PIPL and national epidemic policy.

It is worth noting that in some provinces and cities, such as Hainan, Gansu and Beijing, local authorities have expanded the health code's functionality beyond pandemic control. The health code now encompasses scanning health codes, nucleic acid testing, and vaccination and governmental services, extending its functions to areas such as health care, transportation, and tourism. In a survey of adult health code app users aged 18 and above in the two major Chinese cities of Wuhan and Hangzhou, almost four out of 10 users supported the extensive use of health code apps, while the voices calling for restrictions or abolition were minimal (21). However, the issues of whether and how to upgrade or transform the health code system remain contentious in academic circles. Some scholars have argued that the health code system, as a special tool created in response to the unique needs and conditions of COVID-19 control, should be terminated. However, others have argued that the health code offers an important opportunity to upgrade both governance and public services in a post-pandemic society (22). One viewpoint suggests that the health code could be expanded by incorporating additional features such as online consultations, medical appointments and other public services. Another has proposed transforming the health code into a separate health care service code or public service code, thereby eliminating the original system (23). This article argues that any upgrade to the health code system should undergo scrutiny to ensure its compliance with the law. First, basic personal information such as names, IDs, and telephone numbers should be retained and protected by the health code system. However, information obtained from health declarations and COVID-19 prevention workstations should be deleted pursuant to the PIPL and related legislation on the information and data management field. Second, the algorithms and criteria used to determine an individual's health code should be legally and transparently established, as they greatly impact personal liberties and rights, such as the right to personal information, the right to privacy, and the right to know (24). Third, effective and accessible mechanisms should be implemented to allow individuals to appeal decisions and rectify errors or unfair assessments. These features would enhance the system's fairness, effectiveness, credibility, and respect for human rights and the rule of law.

Overall, the health code should be upgraded to a comprehensive code based on essential personal information, encompassing both the existing health code system and other public services like transportation, housing, and social security. However, personal information such as users' gender and age that will not be necessary for future pandemic control should be removed. If local governments decide to retain or update the health code system, it will be crucial to ensure their compliance with the relevant laws. Additionally, the new comprehensive code built upon the health code should not be mandatory, and thus individuals would have the freedom to choose whether to use it. In the event of future pandemics, it will be simple and convenient to widely utilize the upgraded health code.



4.2. Regulating the health code system at the national level

While retaining the health code system is a good way to prepare for a possible recurrence of the pandemic, considering the level of chaos during the process of creating local regulations on health codes, this article argues that the health code system should be regulated at a national level in future pandemics. The main reasons are set forth below.

First, current national laws regulating data and information use are still too vague to deal with the challenges posed by the health code system to personal privacy and other fundamental rights. Some Chinese laws, such as the CSL, the DSL, and the PIPL, have established principles of information use such as lawfulness, fairness, necessity, and good faith. Article 6 of the PIPL affirms that the collection of personal information shall be limited to the minimum scope necessary for processing and that the excessive collection of personal information shall not be allowed. However, it does not clearly define these terms or provide specific guidelines for defining the minimum necessary scope of collection or excessive collection. Article 19 of the PIPL stipulates that the retention period for personal information shall be the shortest time necessary to achieve the processing purpose, except as otherwise provided by any law or administrative regulation. However, it does not define or explain the shortest time necessary to achieve the processing purpose (25).

Furthermore, according to Article 8 (5) of the Legislation Law of the PRC, the health code system, which is intrinsically related to citizens' fundamental rights and freedoms, should be regulated by national laws. Nevertheless, the interim measures for the management of the health codes launched by central and local governments create the risk of excessive authority. In addition, the Interim Measures for the Management and Services of Health Codes for the Prevention and Control of the New Coronavirus Pneumonia Epidemic passed in January 2021, and local measures regulating the health code system suggested principled requirements for coding rules and data protection (26). However, there are no specific provisions addressing the rights and responsibilities related to health code management.



4.3. The main content of the health code system act for future pandemics

This article admits that the content and specific provisions of the health code bill or act of the PRC require clear and rigorous elucidation. They must at least address the following main points.

The PLPL provides no clear definition of either the minimum necessary scope or excessive collection related to the process of personal information collection. Thus, providing a clear scope of personal information collection for the upgraded health code system is a top priority.

Increasing the transparency of health code use and management rules is also vital. The vast majority of Chinese citizens have no idea where their health code-related information is stored or whether it is secure, and they do not know the details of the code conversion rules. Therefore, the law should regulate the operation and management of health codes, and the code conversion rules should be made transparent.

In addition, the laws should establish a relief system entitling the public to seek redressal from the relevant departments or judicial bodies if their rights have been violated through the misuse or misapplication of health codes.




5. Conclusions

Although China's health code system has aided the containment of COVID-19, it has also presented considerable challenges to the personal privacy, right to liberty, and right to treatment of its citizens due to the excessive collection, mishandling, and misuse of their personal data (24). In the long run, regulating China's health code system at the national level will help the nation to prepare for future pandemics. The process of health code application, information and data collection and storage rules, code conversion rules, and a relief system should be the main provisions of such legislation. Like all kinds of technologies, digital health codes systems have advantages and disadvantages and must be regulated. Humans and human rights should be placed at the center of pandemic prevention and control, and protecting and respecting those rights should be considered of primary importance.
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Introduction: Beginning in 2016, Trinidad and Tobago experienced increasing flows of migrants and refugees from Venezuela. Through a Government Registration Exercise in 2019, followed by a Re-registration Exercise in 2020, migrants and refugees benefitted from access to publicly available primary care and emergency medical services. By applying Andersen’s Behavioral Model for Health Service Use, our study examined the non-communicable disease care needs of migrants, and factors influencing their decision to seek public and private health services.

Method: Between September and December 2020, a health questionnaire was administered via telephone to n = 250 migrants from Venezuela. Descriptive statistics summarized the constructs of Andersen’s Behavioral Model. The model comprised of predisposing factors including migrants’ social characteristics; enabling factors namely monthly earnings, education level and most trusted source of information on medical needs; need for care factors such as migrants self-reported health status, presence of non-communicable health conditions and having visited a doctor in the past 12 months; and the outcome variables which were migrants’ decisions to seek public and private health services. Pearson χ2 tests, odds ratios and multivariable logistic regression with backward elimination examined the factors influencing a migrant’s decision to seek health services.

Results: Overall, 66.8% of migrants reported they would seek public health services, while 22.4% indicated they would seek private health services. Predisposing factors namely length of time residing in Trinidad and Tobago (p = 0.031) and living with family/friends (p = 0.049); the enabling factor of receiving information from publicly available sources (p = 0.037); and the need for care factor of visiting a doctor for a physical health problem (p = 0.010) were significant correlates of their decision to seek care in the public sector. Predisposing factors namely living with family/friends (p = 0.020) and the enabling factor of having difficulty accessing healthcare services (p = 0.045) were significant correlates of their decision to seek care from private providers.

Discussion: Our findings demonstrated the positive association between social networks and a migrant’s decision to use public and private health services, thus underscoring the importance of family and friends in facilitating health service use, promoting proper health practices and preventing diseases. Overall, the use of Andersen’s Behavioral Model aided in identifying the factors associated with the use of health services by Venezuelan migrants in Trinidad and Tobago. However, further studies are needed to better understand their need for ongoing care, to inform policy, and to plan targeted health interventions for addressing the gaps in health service access, barriers and use.
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 health service use, migrants, Trinidad and Tobago, Venezuelan, Andersen’s Behavioral Model


1. Introduction

As of August 2020, the United Nations High Commissioner for Refugees (UNHCR) estimated that 5.4 million Venezuelan refugees and migrants fled their country in search of food, shelter, and healthcare because of ongoing political and economic instability in Venezuela. Up to 85% of Venezuelan refugees and migrants resided in Latin American countries such as Colombia (1.7 million), followed by Peru (870,000), Ecuador (385,000), and Chile (371,000). Many were also seeking safety in the Caribbean, including the countries of Aruba, Curacao, the Dominican Republic, Guyana, and Trinidad and Tobago (1).

Beginning in 2016, Trinidad and Tobago experienced increasing flows of refugees and migrants from Venezuela. By the end of 2017, the UNHCR reported a total of 2,700 refugees seeking asylum and by April 2018, the number of reported refugees increased to over 5,300. By the end of 2019, the UNHCR estimated just over 21,000 refugees and migrants from Venezuela residing in Trinidad and Tobago. This number was expected to increase to 33,400 by the end of 2020 (2). A report by Refugees International in 2019 put the number of Venezuelans on the islands of Trinidad and Tobago at 40,000, giving the highest per capita Venezuelan population in the English-speaking Caribbean (2).

Non-communicable diseases (NCDs) represent a significant share of mortality and morbidity among persons residing in Venezuela. In 2021, it was estimated that 18.8 million Venezuelans worldwide lacked access to health services, including 10.4 million who were diagnosed with chronic diseases (3). Conditions surrounding the migration process may increase exposure and vulnerability to NCD risk factors. Upon arrival in host countries, it has been shown that migrants were further exposed to lifestyle risk factors and behavioral changes which increased their risk and vulnerability. Therefore, these circumstances left migrants at a higher risk of developing or worsening existing health conditions (3). Migrants’ health might be further compromised because of their healthcare experiences such as language and/or cultural differences, cost of medications, discrimination, xenophobia, and lack of information on where to access health services, thus affecting the continuity of treatment which is critical for many NCDs.

In Trinidad and Tobago, persons in need of international protection remained subject to the provisions of the 1976 Immigration Act. The Government acceded to the 1951 Geneva Convention on the Status of Refugees, and its 1967 Protocol in 2014 (4). In 2020, a draft policy was developed to address the provision of public healthcare services to non-nationals (5), and as of 2023, it is yet to be officially implemented. This intensified challenges for migrants and refugees who already faced barriers getting the care they needed. As a result of public health measures, including the closure of non-essential services and businesses during the most recent pandemic, this was exacerbated and it was reported that Venezuelan refugees and migrants in Trinidad and Tobago were greatly impacted by a loss of income (6), further compromising their access to health services. Currently, there has been no national policy in Trinidad and Tobago consistent with international law and standards governing migrants’ access to ongoing healthcare services. In June 2019, in response to the increasing number of refugees and migrants from Venezuela, the Government of the Republic of Trinidad and Tobago conducted a Registration Exercise whereby all refugees and migrants (including those residing illegally) were given an opportunity to obtain “one-year legal status” in the country. Successful registrants were granted one-year work permits and benefitted from access to publicly available emergency medical and primary care services. However, access to secondary and tertiary healthcare remained limited. This was documented in 2020 in the policy for treating with non-nationals for the provision of public health services. Access to ongoing medical care and specialized health services such as the treatment of cancer and for surgeries were not covered in the policy. It was further advised that migrants seeking ongoing medical services and specialized care may do so at their own expense. In March 2020, a Re-registration Exercise was conducted for migrants previously registered in 2019, providing them with a six-month extension (5).

The burden of non-communicable diseases among migrants in Trinidad and Tobago is unclear and moreover, their health needs relating to NCDs are not well understood. The lack of legal documents can prove to be a major barrier to accessing care at public facilities as patients are asked to produce these documents at the registration counter. Workers at the healthcare facilities are required to inform the authorities of undocumented migrants. Despite this, many healthcare workers in public health centers still provided the required care to migrants. On the other hand, private facilities would generally treat patients regardless of their immigration status. However, in both the public and private setting, language and communication were major barriers faced. Therefore, by applying Andersen’s Behavioral Model for Health Service Use, this study examined the medical needs of Venezuelan migrants residing in Trinidad and Tobago and the associations between predisposing, enabling and needs factors with their decisions to seek public and private health services. With the advent of public health emergencies such as in the case of the COVID-19 pandemic, health inequalities were exacerbated for refugees and asylum seekers because economic and social hardships left them at risk of worsening health conditions. In addition, the capacities of health systems may be stretched, further compounding issues related to access and use of public health services for refugees and migrant subpopulations. Therefore, this study also had implications for development of a comprehensive national policy prioritizing refuges and integrating the health of refugees and migrants as part of the national response during public health emergencies.



2. Materials and methods


2.1. Analytical framework

Andersen’s Behavioral Model for Health Service Use has been applied in several studies in a variety of settings and across populations to assess health seeking behaviors. The model is a well-validated theoretical framework aimed at understanding determinants of health service utilization, taking into account both individual and social determinants (7). The model asserts that access to and use of health services are influenced by three main categories of factors: (1) predisposing factors (social characteristics), (2) enabling factors (resource availability), and (3) need factors (quest for solutions to illness) (8) (Figure 1).

[image: Figure 1]

FIGURE 1
 General Framework of Andersen’s Behavioral Model.




2.2. Study context

The Medical Research Foundation of Trinidad and Tobago (MRFTT) was established in March 1997 as a non-governmental organization (NGO) to investigate the epidemiology of HIV and HTLV-1. It is the largest HIV Treatment and Care Centre in Trinidad and Tobago. In 2002, with the increasing prevalence of HIV/AIDS, the Government of the Republic of Trinidad and Tobago commissioned the MRFTT to deliver prevention programs and treatment to persons diagnosed with HIV. Beginning in 2018, the MRFTT expanded the programs to target migrant subpopulations with non-communicable disease-risk prevention, treatment and management through health outreach activities. Given the inflows of Venezuelan migrants, it was important to examine the health needs and use of health services by this minority subpopulation and understand the extent of diseases and uptake of health services which could assist in reducing new and/or worsening health conditions.



2.3. Study design and participants

This cross-sectional study was carried out from September to December 2020 among Venezuelan migrants residing in Trinidad and Tobago via telephone interviews using a structured questionnaire due to the COVID-19 pandemic restrictions. Each interview was done by one of two trained bilingual nurses. The study was facilitated by the MRFTT.

The study used two sampling strategies since the subpopulation of Venezuelan migrants in Trinidad and Tobago was largely hidden. A convenience sample of migrants was reached from persons responding to flyers with information about the study, that were distributed to a large community-based organization providing refugee support services to Venezuelan migrants. These migrants would then share details of the study for snowball sampling to be used in recruiting further participants. Responses came from a sample of n = 250 Venezuelan migrants residing in Trinidad and Tobago. Persons were given the incentive of free health check-ups for participating.

The eligibility criteria included persons of Venezuelan nationality living in Trinidad and Tobago between 3 months and 5 years. Persons meeting the criteria were briefed about the study protocol and were asked to provide their consent to participate. Interviews were conducted in Spanish by the nurses, responses were translated and then recorded in English to a Microsoft Excel spreadsheet stored on a password protected computer. Only members of the research team had access to the data file.



2.4. Study questionnaire and data collection

Guided by Andersen’s Behavioral Model for Health Service Use, predisposing factors in our study were social characteristics including age, gender, time since arrival in Trinidad and Tobago, main reason for migration, living alone or with family/friends and having arrived in Trinidad and Tobago alone or with family/friends. Enabling factors explained barriers and facilitators to health service use such as education level, income earned, self-rated English fluency, knowledge of where to access healthcare, having difficulties accessing care and most trusted source of information about medical needs. Need factors were overall self-rated health status, worrying about a diagnosed non-communicable health condition (mental or physical) and having visited a doctor in the past 12 months for a diagnosed non-communicable health condition (mental or physical) as shown in Figure 2. A questionnaire using these factors was developed and translated into Spanish for interviews.

[image: Figure 2]

FIGURE 2
 Andersen’s Behavioral Model for Health Service Use in this study.


The outcome variables in this study were migrants’ decisions to seek public health services and private health services. Public health services included public hospitals, community health centers and emergency medical services. Private health services included private doctors, private hospitals, and pharmacists.

The questionnaire was pre-tested using a convenience sample of migrants selected from persons with similar characteristics to those that were intended to participate in the study. This helped in identifying potential problems in the language, structure and design of the questionnaire. Some minor adjustments were subsequently made to better facilitate the flow of the interview process. Each interview took between 10 and 15 min to complete.



2.5. Statistical analysis

Descriptive statistics for categorical variables were presented as frequencies with percentages and were used to characterize baseline distributions of study variables. Univariate associations between predisposing, enabling and need factors with a migrant’s decision to use public and private health services were observed using Pearson χ2 tests or Fisher’s exact tests where appropriate and unadjusted odds ratios (OR) with 95% confidence intervals (CI). Baseline differences were also compared using Pearson χ2 tests or Fisher’s exact tests. Predisposing, enabling and need factors based on Andersen’s Behavioral Model were used in multivariable logistic regression analyses to observe significant correlates and adjusted odds ratios (AOR) for migrants deciding to seek public and private health services in Trinidad and Tobago. Backward elimination was used to select the correlates which best explained their decisions. Statistical significance was set at p < 0.05.



2.6. Ethical approval

Permission to conduct this study was granted by the University of the West Indies (UWI) Institutional Review Board (IRB) in September 2020.




3. Results


3.1. Social characteristics and health needs of migrants

Table 1 summarized the social characteristics of the migrants in this study. A total of n = 250 Venezuelan migrants residing in Trinidad and Tobago were recruited. Most participants were under 40 years of age (n = 165, 66%), female (n = 149, 59.6%) and have been residing in Trinidad and Tobago for at least 12 months (n = 213, 85.2%). Approximately 90% of the migrants in this study left Venezuela because of economic or political reasons and now live in Trinidad and Tobago with either family or friends. Most of the participants completed formal schooling (n = 221, 88.4%), were earning under $1,000 TT each month (n = 145, 58%) and self-reported low levels of English fluency (n = 157, 62.8%). Chaguanas/Couva (n = 39, 15.6%), San Fernando (n = 47, 18.8%) and Point Fortin (n = 33, 13.2%) were the common areas of residence for these migrants.



TABLE 1 Social characteristics of migrants.
[image: Table1]

Table 2 summarized the health status and health needs of these migrants. Most of the participants believed that they were in “good health” (n = 152, 60.8%). Approximately 30% of the participants reported diagnosed mental and physical non-communicable health problems which worried them, with 53 (21.2%) believing that they needed to visit a doctor for their mental health problems, while 113 (45.2%) believed that they needed to visit a physician or health center for their physical health problems. Twenty-nine of the participants in this study (11.6%) had some knowledge of where to access healthcare in Trinidad and Tobago upon arrival, with 78 (31.2%) experiencing difficulties in accessing healthcare since residing in the country. Approximately two-thirds of the migrants (n = 167, 66.8%) reported that official healthcare providers were their most trusted sources for information regarding their medical needs. Overall, 167 migrants (66.8%) indicated that they would seek public health services, while 56 (22.4%) would seek private healthcare in Trinidad and Tobago.



TABLE 2 Health status and health needs of migrants.
[image: Table2]



3.2. Differences in migrants’ decisions to seek public and private health services according to social characteristics

Table 3 summarized the differences in migrants’ decisions to seek public and private health services according to their social characteristics.



TABLE 3 Differences in migrants’ decision to seek public and private health services according to social characteristics, row %.
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Significant differences in a migrant’s decision to seek public health services were observed when the length of time they resided in Trinidad and Tobago (p = 0.031), primary reason for migrating (p = 0.007), household dynamic (p = 0.007), and monthly earnings (p = 0.032) were considered. There was a significantly higher proportion of migrants residing in Trinidad and Tobago for at least 12 months (69.5%) who would seek public health services compared to those living in Trinidad and Tobago for less than 12 months (51.4%). All persons who migrated to reunite with their family would seek public health services; this was followed by persons who migrated for economic or political reasons (66.1%) and asylum seekers (45.5%). There was a significantly higher proportion of migrants living with family or friends (69.3%) who would seek public health services compared to those who lived alone (40.9%). Migrants earning $1,000–$3,000 TT each month (78.6%) had the highest proportion of persons who would seek public health services, followed by those who earned more than $3,000 TT (68.6%) and then less than $1,000 TT each month (60.7%). However, significant differences in migrant’s decision to seek public health services were not observed when age (p = 0.604), gender (p = 0.688), highest level of education obtained (p = 0.194), English fluency (p = 0.737) and approximate area of residence in Trinidad and Tobago (p = 0.885) were considered.

A significant difference in migrants’ decisions to seek private health services was observed when their household dynamic (p = 0.029) was considered. There was a significantly lower proportion of migrants living with family or friends (20.6%) who would seek private health services compared to those who lived alone (40.9%). Significant differences in a migrant’s decision to seek private health services were not observed when categories of age (p = 0.902), gender (p = 0.297), length of time residing in Trinidad and Tobago (p = 0.247), primary reason for migrating (p = 0.570), highest level of education obtained (p = 0.266), monthly earnings (p = 0.311), English fluency (p = 0.770), and approximate area of residence in Trinidad and Tobago (p = 0.597) were considered.



3.3. Associations between migrants’ decisions to seek public and private health services with social characteristics

Table 4 provided the univariate associations and unadjusted odds ratios with 95% confidence intervals of a migrant’s decision to seek public and private health services with their social characteristics.



TABLE 4 Univariate associations and unadjusted odds ratios (with 95% CI) of migrants’ decisions to seek public and private health services with social characteristics.
[image: Table4]

The length of time migrants resided in Trinidad and Tobago was significantly associated with their decision to seek public health services in the country (p = 0.033). The odds of migrants living in Trinidad and Tobago for more than 12 months seeking public health services were over twice the odds of migrants residing in the country for less than 12 months (OR 2.157, 95% CI 1.063–4.377). The household dynamic of participants in this study was another independent factor that was significantly associated with their decision to seek public health services in Trinidad and Tobago (p = 0.010). The odds of persons living with family or friends seeking public health services were over three times the odds of persons living alone (OR 3.260, 95% CI 1.332–7.981). Monthly earnings were also significantly associated with a migrant’s decision to seek public health services (p = 0.035). Persons earning between $1,000–$3,000 TT each month had greater odds of seeking public health services relative to migrants earning less than $1,000 TT per month (OR 2.375, 95% CI 1.226–4.600). Migrants’ age, gender, primary reason for migrating, highest level of education obtained, English fluency and approximate area of residence were not observed to be statistically significantly associated with their decision to seek public health services in Trinidad and Tobago (p > 0.05).

The household dynamic of migrants was an independent factor that was significantly associated with their decision to seek private health services in Trinidad and Tobago (p = 0.034). The odds of persons living with family or friends seeking private health services were lower than the odds of persons living alone (OR 0.375, 95% CI 0.151–0.930). Other social characteristics of migrants were not statistically significantly associated with their decisions to seek private health services in Trinidad and Tobago (p > 0.05).



3.4. Differences in migrants’ decisions to seek public and private health services according to health status and health needs

Table 5 summarized the differences in migrants’ decisions to seek public and private health services according to their health status and health needs.



TABLE 5 Differences in migrants’ decision to access public and private health services according to health status and health needs, row %.
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Significant differences in a migrant’s decision to seek public health services were observed when their need to visit a doctor for a physical health problem (p = 0.005) and their main source of information relating to medical needs (p = 0.012) were considered. A significantly higher proportion of migrants who needed to visit a doctor for a physical health problem (76.1%) would seek public health services compared to persons who did not need to visit a doctor for a physical health problem (59.1%). The proportion of migrants who trusted official healthcare providers for information concerning their medical needs (73.7%) who would seek public health services was significantly higher than persons who trusted social networks (55%), internet sources (51%) or an alternative source (57.1%). Significant differences in a migrant’s decision to seek public health services were not observed when their self-rated health status (p = 0.558), having a diagnosed mental health problem (p = 0.824), having a diagnosed physical health problem (p = 0.943), needing to visit a doctor for a mental health problem (p = 0.645), knowing where to access healthcare in Trinidad and Tobago upon arrival (p = 0.792) and having difficulties accessing healthcare since residing in Trinidad and Tobago (p = 0.259) were considered.

Significant differences in a migrant’s decision to seek private health services were observed when their need to visit a doctor for a physical health problem (p = 0.008) and having difficulties accessing healthcare since residing in Trinidad and Tobago (p = 0.034) were considered. A significantly higher proportion of migrants who needed to visit a doctor for a physical health problem (30.1%) would seek private health services compared to persons who did not need to visit a doctor for a physical health problem (16.1%), while a significantly lower proportion of migrants who experienced difficulties accessing healthcare since residing in Trinidad and Tobago (14.1%) would seek private health services compared to persons who did not experience any difficulties accessing health services (26.2%). Significant differences in a migrant’s decision to seek private health services were not observed when their self-rated health status (p = 0.458), having a diagnosed mental health problem (p = 0.921), having a diagnosed physical health problem (p = 0.818), needing to visit a doctor for a mental health problem (p = 0.286), knowing where to access healthcare in Trinidad and Tobago upon arrival (p = 0.814) and their most trusted source of information relating to medical needs (p = 0.129) were considered.



3.5. Associations between migrants’ decisions to seek public and private health services with health status and health needs

Table 6 provided the univariate associations and unadjusted odds ratios with 95% confidence intervals of migrants’ decisions to seek public and private health services with their health status and health needs.



TABLE 6 Univariate associations and unadjusted odds ratios (with 95% CI) of migrants’ decision to access healthcare services with health status/needs.
[image: Table6]

Migrants’ belief that they needed to visit a doctor for their physical health problems was significantly associated with their decision to seek public health services in Trinidad and Tobago (p = 0.005). The odds of migrants who believed that they needed to visit a doctor for their physical health problems seeking public health services were over twice the odds of migrants who did not have this perception (OR 2.202, 95% CI 1.270–3.818). The main source of information relating to medical needs was significantly associated with a migrant’s decision to seek public health services (p = 0.014). Migrants trusting the internet for information relating to their medical needs had lower odds of deciding to seek public health services relative to persons who trusted official healthcare providers (OR 0.373, 95% CI 0.193–0.719). Other variables relating to the health status and health needs of migrants were not found to be statistically significantly associated with their decision to seek public health services (p > 0.05).

Migrants’ belief that they needed to visit a doctor for their physical health problems was also found to be significantly associated with their decision to seek private health services (p = 0.009). The odds of migrants believing that they needed to visit a doctor for their physical health problems seeking private health services were over twice the odds of migrants who did not have this perception (OR 2.250, 95% CI 1.225–4.132). Having difficulties accessing healthcare since migrating to Trinidad and Tobago was another independent factor significantly associated with a migrant’s decision to seek private health services in the country (p = 0.037). Migrants who experienced difficulties accessing healthcare had lower odds of deciding to seek private health services (OR 0.463, 95% CI 0.225–0.954) relative to persons who did not have difficulties. A migrant’s self-rated health status, having diagnosed mental and physical health problems, needing to visit a doctor for their mental health problem and most trusted source of information for their medical needs were not found to be statistically significantly associated with their decision to seek private health services in Trinidad and Tobago (p > 0.05).



3.6. Andersen’s Behavioral Model for Health Service Use

Table 7 provided the results of our multivariable analyses of migrants’ decisions to seek public and private health services with variables selected from Andersen’s Behavioral Model for Health Service Use using backward elimination.



TABLE 7 Adjusted odds ratios (with 95% CI) of migrant’s decision to seek public and private health services using selected variables from Andersen’s Behavioral Model.
[image: Table7]

The predisposing, enabling and need factors of Anderson’s Behavioral Model based on the variables in our study were initially included in a multivariable binary logistic regression model to determine the odds of migrants deciding to seek public and private health services in Trinidad and Tobago. Backward elimination was employed to select the factors which best explained their decision to access these health services.

The predisposing factors relating to the length of time migrants resided in Trinidad and Tobago (p = 0.031), household dynamic (p = 0.049); the enabling factor relating to a migrant’s main source of information for medical needs (p = 0.037); and the need factor relating to visiting a doctor for physical health problems (p = 0.010) were observed to be significant correlates of a migrant’s decision to seek public health services in Trinidad and Tobago.

While adjusting for their reasons for migration, the odds of migrants living in Trinidad and Tobago for more than 12 months seeking public health services remained over twice the odds of migrants residing in the country for less than 12 months (AOR 2.336, 95% CI 1.083–5.039). The odds of persons living with family or friends seeking public health services were now over two times the odds of persons living alone (AOR 2.595, 95% CI 1.005–6.696). The odds of migrants who believed that they needed to visit a doctor for their physical health problems seeking public health services remained over twice the odds of migrants who did not have this belief (AOR 2.170, 95% CI 1.203–3.913). Migrants who trusted the internet for information on their medical needs seeking public health services continued to have lower odds of deciding to seek public health services relative to persons who trusted official healthcare providers (AOR 0.409, 95% CI 0.205–0.816).

The predisposing factor of a migrant’s household dynamic (p = 0.020) and the enabling factor of having difficulties accessing healthcare (p = 0.045) were observed to be significant correlates of a migrant’s decision to seek private health services in Trinidad and Tobago.

While adjusting for their sources of information for medical needs, the odds of migrants living with family or friends and seeking private health services remained lower than the odds of migrants living alone (AOR 0.312, 95% CI 0.117–0.830). Similarly, the odds of migrants who experienced difficulties accessing healthcare while in Trinidad and Tobago then deciding to seek private health services remained lower than the odds of persons who did not have difficulties (AOR 0.466, 95% CI 0.221–0.983).




4. Discussion

It has been emphasized that migrants face multiple barriers to care and health services throughout their migration journey and in their country of destination (9, 10). Using constructs of Andersen’s Behavioral Model for Health Service Use, this study aimed to examine the medical needs and associations between predisposing, enabling and need factors on decisions to seek public and private health services among a sample of Venezuelan migrants residing in Trinidad and Tobago.

With the inflows of Venezuelan refugees and migrants to Trinidad and Tobago, there has been increasing demands on the use of health services in the public sector. The health sector of Trinidad and Tobago is comprised of public and private care systems and all nationals may access care through the public system at no cost. At the primary level, healthcare is offered through district health centers, with some providing 24-h access to services. Additional primary care and treatment services for selected conditions are offered through non-governmental organizations which are supported by the Government. Secondary care services are provided by public hospitals and through inpatient and outpatient clinical services. General hospitals are often the first point of offering immediate/emergency care for physical injuries, inpatient and outpatient medical and surgical services, psychiatric inpatient and outpatient services and linkages to specialist referrals. Specialist hospitals offer a range of services including psychiatric, women’s and maternity care. A selected range of tertiary care services is also offered at specific hospitals. Some tertiary level services such as cardiac surgery and magnetic resonance imaging (MRI) scans have been offered to the public. The private health sector is smaller and includes a variety of healthcare providers such as physicians, dentists, pharmacists, opticians, along with private healthcare facilities including private hospitals and nursing homes, clinical laboratories, and diagnostic testing facilities. Most tertiary care services are accessed privately or abroad and paid for either out of pocket or through private insurance.

The Government of the Republic of Trinidad and Tobago developed a draft policy for treating with non-nationals with respect to providing public healthcare services. The policy indicated that registered Venezuelan migrants were to be granted access to free emergency medical services, primary healthcare, and immunization services available in the public sector. Apart from this, Venezuelan migrants and non-nationals benefitted from the Government’s “Treat All Policy” with respect to non-communicable diseases. Given increasing constraints on the public health system, the policy further advised that Venezuelan migrants, refugees, and other non-nationals seeking ongoing medical care and/or specialized health services may do so at their own costs. In this regard, migrants and refugees would resort to paying for private health care services to address their unmet medical needs.

Participation in our study was not linked to the Government Registration Exercises and, therefore, the study did not ascertain how many migrants in our sample were part of these undertakings. Overall, over two thirds of migrants in our study reported that they used public health services, while around one-quarter indicated they used private health services. As it pertained to their medical needs, 30% of migrants reported being worried about diagnosed mental and physical health problems. Additionally, 21.2% of the migrants reported needing to visit a doctor for a mental health problem and 45.2% for a physical health problem since residing in Trinidad and Tobago. When asked to rate their health, 10% of participants rated themselves as “not healthy,” with 30% rating themselves as being in “fair health.” Our findings suggested that almost half of our study population reported experiencing health challenges which required medical attention. This may be reflective of their unmet health needs. Many refugees and migrants with medical conditions experienced interruptions in access to healthcare because of their migration journey. Refugees and migrants may also experience new health problems because of the social and economic hardships experienced in the host countries, leaving them potentially at a greater risk for contracting infectious diseases due to their exposure to infections and lack of health resources (9–11).

The results of our univariate analyses showed significant associations between a migrant’s decision to seek public health services with the length of time residing in Trinidad and Tobago, living with family/friends, monthly earnings, visiting a doctor for a physical health problem and their most trusted source of information on their medical needs. A migrant’s decision to seek private health services was significantly associated with living with family and friends, visiting a doctor for a physical health problem and having difficulties accessing healthcare in Trinidad and Tobago.

In the context of Trinidad and Tobago, recently arrived migrants received information on services available to them at the time of pre-registration by the UNHCR and local implementing partners. These services included legal assistance, cash-based assistance, refugee status determination services, case management, psychosocial support, linkage to assistance for medical services including survivors of gender-based violence (GBV), sexual and reproductive health services, employment skills training and English language training. These services also covered information about the availability of medical services offered in the public system and through UNHCR supported NGO networks. Persons arriving with and living with families were provided with information on the availability of healthcare services in the public health system. In addition, just over half of the migrants enrolled in our study reported having an income of $1,000 TT or less which may explain the association between monthly earnings and their decisions to access healthcare in the public system versus the private system. Having visited a medical doctor in the past 12 months suggested an indication of their medical needs which was further associated with the decisions to use of both public and private health care systems.

Our study results also highlighted the importance of social networks in decisions to use private health services by migrants, further underscoring the value of family and friends in helping to steer individuals to seek healthcare. The use of the private healthcare services was also associated with migrants who experienced difficulties accessing healthcare services in general, suggesting challenges related to accessing the health system due to barriers based on registration status and/or medical needs due to the limitations imposed by the Government Policy which did not facilitate the provision of ongoing medical and/or specialized care to Venezuelan refugees and migrants and other non-nationals in the public setting.

These findings were further supported in studies which presented that migrants and refugees’ decisions to seek healthcare could be compromised because of social characteristics when interacting with the health system in host countries. Factors such as employment, level of earnings, educational background, language barriers and information on where to access health services upon arrival in countries have impacted migrants’ use of health services (12, 13).

Andersen’s Behavioral Model and its expanded versions have been widely used across various health service settings and across several populations both in clinical and non-clinical settings to understand the factors associated with health service use. The findings of existing studies showed mixed results, each underscoring the relative contributions and significance of the model’s theoretical constructs, i.e., predisposing, enabling and need factors, in explaining disparities in the uptake and use of mental health services, antenatal care, long-term care and the overall health seeking behaviors among various populations (14–23). In our study, the theoretical constructs of Andersen’s Behavioral Model namely the predisposing factors of length of time residing in Trinidad and Tobago and living with family/friends; the enabling factor of receiving information from public healthcare providers; and the need factor of visiting a doctor for a physical health problem were significant correlates of migrants’ decisions to seek public health services. This study also found that predisposing factors such as living with family/friends and the enabling factor of having difficulty accessing healthcare services were significant determinants of their decision to seek services from private health care providers.

Our findings reinforced literature which employed Andersen’s theoretical constructs to examine the health seeking behaviors among migrant subpopulation groups. Studies supported that the model’s constructs namely predisposing factors and need factors were consistently and significantly associated with migrants’ use of health services. One study using a cross-sectional sample among migrant workers in Malaysia examined the influence of sociodemographic factors on the use of health services. Guided by Andersen’s Behavioral Model, the results showed that predisposing factors namely marital status and education, and need factors namely self-rated health status, sickness, and chronic illnesses in the previous year were significant determinants of health service use among the study participants (20). In another study based on a stratified sample of migrants in Beijing, Andersen’s Behavioral Model was also used to demonstrate the effects of migrants’ predisposing, enabling and need characteristics on their use of health services. The results of their binary logistic regression showed that the predisposing variable of ethnicity and need variable defined by “degree of symptom” were significant correlates of health service use and consistently predicted the uptake of health services among migrants (22). In our application of Andersen’s Model, the predisposing factor of living with family/friends and the enabling factor of having difficulty accessing health services were significant correlates influencing migrants’ decisions to seek private health services. The results underscored the importance of migrants’ social networks, i.e., family and friends, in the designing and planning of interventions to increase service uptake and reducing barriers to health service use. Therefore, to increase access to and the uptake of health services, it may be helpful to reach migrants through targeted communication campaigns with their social networks and wider community.

Other studies have highlighted the importance of need factors in predicting migrants’ use of health services. In one study among African immigrants living in the United States, Andersen’s Behavioral Model was used to explore factors associated with the use of and barriers to the uptake of mental health services. The results of their analysis showed that need and enabling factors such as age, religion, acculturative stress and neighborhood risk factors were most common in predicting mental health service use, while hope of self-healing and financial factors were reported as the most common barriers to the uptake of mental health services (23). In a more recent study, Andersen’s Behavioral Model was also used to explain the utilization of health services and examine gender and ethnic differences in service uptake among Middle Eastern, Hispanic/Latino and Asian immigrants in the United States. Overall, the study found that Andersen’s constructs namely the need factor of the likelihood of seeing a doctor in the past 12 months significantly predicted health service use among Middle Eastern immigrants. All immigrant women, regardless of ethnicity, were more likely than men to report seeking medical services and the effect of predisposing, need and enabling characteristics for Hispanic and Asian immigrants were significantly different to Middle Eastern immigrants (15). Therefore, our findings corroborated with the existing literature that predisposing, enabling and need factors were vital in examining migrants’ decisions to use health services in host countries.

The influence of these social characteristics, resource availability and quests for solutions to illnesses on the uptake of health services by migrants has been supported in studies of undocumented migrants as well (24, 25). Our study showed that there was a greater tendency for migrants to use public health services, i.e., hospital and emergency rooms when they had a physical health problem that required medical attention. This finding also suggested that migrants were treating physical non-communicable health problems more seriously (by visiting a doctor). Studies have emphasized the increased need for culturally appropriate health services for refugees and migrants assisting to reduce the risk of both mental and physical illness and increase service uptake by those who needed it (26, 27).

Our study was conducted in 2020, i.e., one year after the Government Registration Exercise granting access to free primary health care and emergency medical services for Venezuelan migrants and families who were successfully registered. This may help explain why migrants living with family or friends displayed higher odds of seeking public health care relative to those living alone. It is possible that family and friends benefitted from the Government Registration exercise granting access to free publicly available health care. Alternatively, our results also showed that the odds of using private health care were lower among migrants living with family and friends than persons living alone suggesting that the use private healthcare was a deterrent for migrants living with other persons given the associated costs.

To the best of our knowledge, this was the first study aimed at examining the decision to seek public and private health services by the Venezuelan migrant subpopulation in the English-speaking Caribbean. Our study provided vital insights into the health needs of these migrants while applying Andersen’s Behavioral Model to this vulnerable subpopulation. However, further studies are needed to understand specific barriers influencing migrants’ decisions to seek health services, identify their needs for ongoing care and to inform evidence-based targeted interventions and programs addressing their health needs.


4.1. Study limitations

One of the limitations of this study was the sample size of n = 250 participants. There are thousands of undocumented migrants from Venezuela in Trinidad and Tobago as in the case of the Government Registration Exercise in which over 16,000 migrants participated. Therefore, the sample is not generalizable to the larger population of Venezuelans living in Trinidad and Tobago. Another, limitation was that some of these findings may be biased in part due to the selection of study participants. Some the migrants elicited for this study were selected from persons who previously accessed outreach health services and who were seeking refugee status documentation.

However, despite these limitations our study was vital as it examined the medical needs and factors associated with the uptake of health services among a highly vulnerable subpopulation. This has not been previously explored in Trinidad and Tobago and the wider English-speaking Caribbean. All migrants who were approached participated in the study and we are confident that it yielded value as migrants are regarded as a hidden population given levels of stigma and many of whom did not want to access public health services because of their legal status. Our study did not consider whether migrants had health insurance, nor did we assess the role of stigma, but these migrants may have also experienced difficulties while using public health services due to societal and/or internalized stigma.




5. Conclusion

The findings from our study were comparable to results of the IOM Displacement Tracking Matrix Survey showing that of the migrants who accessed health services, 53% reported going to public hospitals and 39% reported going to public health centers (28). A total of 1,323 Venezuelan nationals living in Trinidad and Tobago were surveyed between November and December 2022. The available data showed a large proportion of Venezuelans using publicly available health services and by extension suggested an increasing demand on the public health sector to provide these services. Given the high demand for the use of public healthcare services, our study aided in understanding the scope of their medical needs and the factors associated with their decision to use these public and private sources of healthcare services.

Overall, our findings contributed to the existing body of literature underscoring the value of Andersen’s Behavioral Model for Health Service Use. In addition to migrants’ predisposing, need and enabling characteristics, factors related to the macro environment such as Government Policies, may additionally account for variations in health service use (29). In the context of our study, Venezuelan migrants benefitted from Government Policies which facilitated their access to primary care and emergency health services in the public sector and relied on public information about the availability of health services for their medical needs. Additionally, during the time of public health emergencies such as in the case of the COVID-19 pandemic, refugees and migrants faced worsening health conditions and increasing risks because of their access to and availability of public healthcare services. Therefore, without adequate policies, migrants and refugees find themselves in a “tolerated” situation with limited access and information on the availability of health care services leaving them with fewer resources to maintain their health and reduce the burden of non-communicable diseases.
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In Africa, nearly 46% of all mortality will be attributed to non-communicable diseases (NCDs) by 2030. While the cost of inaction far exceeds the cost of action against NCDs, global funding for the prevention and control of NCDs is minimal. The objective of this was to explore the Ministry of Health budget allocations for NCDs from 2010 to 2020 as well as the effect of the terrorism crisis on these allocations. The methodology was based on the budget tracking tool developed by the Scaling Up Nutrition Movement. Twenty-nine budget lines related to the prevention and/or control of NCDs have been identified. About 29.9 million USD were allocated to the fight against NCDs with an absorption rate of more than 98%.There is an upward trend of allocated budget characterized by an exponential increase from the development of the national integrated strategic plan for the fight against NCDs (2016–2020). In 2017, an increase of 184% compared to 2016 was observed. However, the efforts were challenged by the emergence of the terrorist threat which triggered in January 2016, leading to a drastic reduction in allocations for NCDs in favor likely of defense and security priorities as well as addressing the needs of internally displaced persons. A trend analysis suggests that the NCDs budget significantly decrease as the country global terrorist index increase. Further analysis is needed to better understand the implication on NCD incidence, and identify advocacy opportunities for mitigating the negative impact of the terrorist treat on NCDs and other development issues.
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1. Introduction

Non-communicable diseases (NCDs) are a major cause of poverty and thus a serious threat to the achievement of the Sustainable Development Goals (SDGs) (1). They are biggest silent killer, causing 9 million deaths each year among people under 60 years in low- and middle-income countries. That represents a slow-motion development emergency (2). In sub-Saharan Africa, NCDs are expected to be the leading cause of death by 2030 (3). For all countries, the cost of inaction far exceeds the cost of action against noncommunicable diseases (4). It is encouraging to see that NCDs are now gaining momentum in the global development agenda. In September 2011, world leaders agreed on a roadmap with concrete commitments, to tackle the global burden of NCDs (5). While much efforts has been made globally, significant progress in the fight against NCDs has been observed only in high-income countries (6). This is mainly due to the fact that funding from the global community for the prevention and control of NCDs in developing countries remains insufficient – overshadowed by donor support for communicable diseases, maternal and child health and other traditional health issues (7, 8). The total cost of implementing a combination of individual and population-wide interventions, in terms of health expenditure, amounts to 4% of GDP in low-income countries, and less than 1% in upper-income countries (4). Ouedraogo et al. reported that many concerns around the governance of NCDs, including issues of funding remain unanswered in most ECOWAS countries (9). There is a consensus that adequate financing is a powerful catalyst for Scaling Up the fight against NCDs. Overall, there has been a downward trend in the Official development assistance (ODA) to address NCDs over the past decade (10). In addition, there is a significant mismatch between international resources and the real needs of recipient countries. Some authors argue that the NCD target (Target 3.4) of the Sustainable Development Goals (SDGs) cannot be achieved if funding does not increase (11). With the high likelihood that the burden of NCDs will likely increase in coming years, countries should prioritize funding for their prevention and control.

In 2015, Burkina Faso adopted an Integrated Strategic Plan for the Fight against Non-Communicable Diseases 2016–2020 with a total implementation cost of $9 million. However, this plan has not been evaluated to appraise the effectiveness of the implementation of the planned interventions.

Furthermore, the challenging security situation that the country is experiencing since 2016 could have a considerable impact on the budget allocations for NCDs (12). While this could negatively affect investment priorities, little is known about the implications for social sectors such as prevention and control of NCDs. Most of the available data focus on the number of incidents and the immediate effects on lives lost, the economy and different socio-economic indicators such as health and nutrition, access to water and health services, education. The objective of this study is to examine the budget allocations of the Ministry of Health of Burkina Faso for the fight against NCDs between 2010 and 2020 and to assess the effects of the security crisis related to terrorist threat on these allocations.



2. Methodology

The methodological approach is based on the methods developed by the Scaling Up Nutrition Movement (13) to track budget allocations and expenditures for nutrition, adapted by UNICEF and Action Against Hunger (14). This approach has been developed for tracking nutrition investments by identifying budget lines and subsequent allocations related to nutrition specific and nutrition-sensitive interventions. The method comprises 4 fundamental steps: planning, data collection, validation, and data analysis. Although the tool makes it possible to monitor both funding from technical and financial partners (external funding) and the government budget (internal funding), only state allocations were analyzed in this study due to the difficulty in obtaining exact data on funding from technical and financial partners. The budget lines considered in this analysis are those related to the prevention and control of non-communicable diseases (NCDs) as indicated by the Ministry of Health. While NCDs should be addressed by multiple sectors to facilitate the sharing of the financial burden to promote joint accountability for achieving specific NCD-related targets, the exploratory study focus on allocations from the health sector. The lack of a common multi-sectoral results framework listing consensual interventions for the fight against NCDs in Burkina Faso makes financial monitoring difficult in the other contributing sectors.


2.1. Data source

The analysis focused on the allocations and final expenditure of the Ministry of Health of Burkina Faso during the period 2010 to 2020. This data was retrieved from the Expenditures Integrated Circuit (CID – circuit intégré de la dépense) platform of the Ministry of Economy, Finance and Development (MINEFID). The platform includes all operations containing allocations and expenditures as well as transfers made by the government to local authorities and other public institutions. At the request of the research team, an annual database (2010 to 2020) was extracted from the CID by a MINEFID agent, containing the allocations and expenditures and then made available to authors for the various analyses. The authors then carried out a meticulous examination of the budget of the Ministry of Health to extract the budget lines relating to NCDs.

Information on the terrorism index was obtained from the various annual reports on the Global Terrorism Index of the Institute for Economics and Peace (15).



2.2. Data collection and processing (extraction of budget lines)

Data from the CID platform were scrutinized to extract all budget lines relating to NCDs. Certain budget lines were not taken into account in accordance with the SUN approach used. Indeed, the methodology suggests that budget lines should not be included in the analysis when they are related to:

• the payment of the salaries of public officials;

• the operation of the general and technical departments; hospitals, health districts, and training institutions, etc.;

• the organizations of exams and competitions;

• operating and project expenses.



2.3. Validation of budget lines

The authors analyzed the budget lines selected during the data collection phase in order to carry out the categorization and weighting. The categorization made it possible to classify the budget lines selected into 3 categories namely specific, sensitive, and positive (Figure 1). Then, the validated budget lines were weighted. This involved assigning a rate to each line according to its estimated level of contribution to the prevention and fight against NCDs in the country. This rate was determined by the authors based on available scientific evidence, the current status of the intervention implemented in the country, the context of NCDs at the national and international level, and finally on the basis of the interventions proposed in the Action Plan prevention and control of non-communicable diseases 2013–2020 (4, 16). Budget lines considered specific to NCD were given a weighting of 100%. As for those classified as sensitive to NCDs, three levels of weighting were applied according to the estimated degree of sensitivity of the investments, i.e., 10, 25 and 50% for investments with low, medium and high sensitivity, respectively. Favorable investments were not taken into account in total NCDs expenditures. As a result, a zero rate was applied to these lines.

[image: Figure 1]

FIGURE 1
 Conceptual framework for categorizing pro-NCD budget lines adapted from the conceptual framework for categorizing pro-nutrition budget lines (14).




2.4. Data processing and analysis

The database obtained was processed with the Stata 12 software. Data were summarized using descriptive analyses and frequency calculation for budget allocations. Trends of budgetary allocations was explored throughout the years and according to the overall index of terrorism in Burkina Faso from 2015 to 2020. The Pearson correlation coefficient was used to assess the correlation between the proportions of allocations and the overall terrorism index. The selected budget lines were categorized according to the objectives of the WHO global action plan for the fight against NCDs 2013–2020. The differences observed were evaluated using the student test (T-Test) with a significance level of 5% and a confidence interval of 95%.




3. Results


3.1. Budget lines

Overall, twenty-nine (29) budget lines related to the prevention and/or management of NCDs in Burkina Faso were identified. Following the categorization and weighting, three (3) budget lines were considered “specific” to NCDs, eighteen (18) were “sensitive” and eight (8) were considered to be “positive investments” (Table 1).



TABLE 1 Selected budget lines.
[image: Table1]



3.2. Budget allocations and expenditures

Over the 11 years period considered (2010 to 2020) i.e., the Ministry of Health of Burkina Faso has allocated nearly 17.33 billion FCFA (29.9 million US dollars) representing an average of 2.72 million dollars per year in the fight against NCDs. This allocation represents about 1.55% of the total budget of the Ministry of Health during the same period. The budget absorption rate, which was defined as the percentage of allocated budget effectively used was more than 98% (Table 2). With this high absorption rate, we carried out the analyses with only budget allocations.



TABLE 2 Budget allocations and expenditure related to NCDs of the Ministry in charge of Health from 2010–2020.
[image: Table2]



3.3. Allocation by intervention type

Of this budget of 17.33 billion de FCFA (29.8 million $), 6.64 billion representing 38.4% were allocated to “NCDs specific” interventions, while 10.68 billion, i.e., 61.6% were allocated to “sensitive” interventions (Figure 2).

[image: Figure 2]

FIGURE 2
 Allocation by intervention type.




3.4. Budget allocation by objectives of the global action plan

The analysis of the budget according to the objectives of the WHO global action plan for the fight against NCDs 2013–2020 suggests that only interventions aimed at achieving 3 out of the 6 WHO objectives, namely objectives 3, 4 and 5 received budget allocation (Figure 3). Objective 4, which aims to strengthen and guide health systems, received most of the allocation, i.e., 13.6 billion, i.e., 78.48% of total funding. Objective 5 which aims to promote and strengthen the national capacity to carry out actions to prevent and fight against NCDs was the second most funded with 2.08 billion, approximately 12% and finally Objective 3 which aims to reduce the exposure to modifiable risk factors received 1.64 billion, i.e., 9.5%.

[image: Figure 3]

FIGURE 3
 Allocations by objectives of the global NCD action plan.


The action plan Objectives which did not receive any budgetary allocation include Objective 1 “Give higher priority to the fight against noncommunicable diseases in the global, regional and national agendas and in the development goals agreed at the at the international level, by strengthening international cooperation and awareness,” Objective 2 “Strengthen national capacities, leadership, governance, multisectoral action, and partnerships to accelerate the fight against noncommunicable diseases in the countries “and the Objective 6 “Monitor trends and determinants of noncommunicable diseases and assess progress in prevention and control.”



3.5. Evolution of budget allocations from 2010 to 2020

The trend analysis of allocations shows an upward trend in annual allocations from 365 million in 2010 to more than 5 billion in 2017, with a serrated evolution between 2010 and 2013 (Figure 4).

[image: Figure 4]

FIGURE 4
 Evolution of budget allocations from 2010 to 2020.


The allocations then experienced a drastic reduction of more than 62%, down from 5.019 billion in 2017 to 1.877 billion in 2020, i.e., almost its 2016 value.



3.6. Allocations before and after the development of the integrated strategic plan for the fight against NCDs 2016–2020

In 2015, the Ministry of Health developed an integrated national strategic plan to fight against NCDs 2016–2020. Immediately after the adoption of this Integrated Strategic Plan, the annual budget for NCDs more than doubled from 807 million CFA francs in 2015 to 1.87 billion CFA francs in 2020 (Figure 4). There is a funding peak to 5.019 billion in 2017, which represents an increase of 522% compared to 2015, the year preceding the entry into force of the National Strategic Plan 2016–2020.

The comparison of the average annual budget allocations before (2010–2015) and after (2016–2020) the development of the strategic plan (Figure 5) shows that overall, the budget allocations improved after the development of the strategic plan. Indeed, the average annual allocation increased significantly (p = 0.02) from about 467.4 million before the adoption of the Strategic Plan to more than 2.9 billion FCFA afterwards.

[image: Figure 5]

FIGURE 5
 Comparison of average allocations before and after the strategic plan.




3.7. Effect of terrorism on budget allocations

On January 15, 2016, a double terrorist attack was perpetrated by al-Qaeda in the Islamic Maghreb, killing in total 30 person including 20 expatriates. Since that year the security situation has continued to deteriorate with government losing control of over 40% of the territory resulting in thousands of people internally displaced and many health facilities closed or operating at a minimum.

Figure 5 shows that the proportion of the budget directed to NCDs increased until 2017, when terrorist attacks began to intensify with an overall terrorism index of 6.2. From 2017, there was a gradual reduction in Ministry of Health allocations for NCDs as the number of terrorist incidents increased and became widespread across the country (Figure 6). Thus, we observe a significant negative correlation between the global terrorism index and the Ministry of Health allocations for NCDs (r2 = −0.32, p = 0.008).

[image: Figure 6]

FIGURE 6
 Comparative trends between MoH allocation for NCDs and global terrorist index.





4. Discussion

This study contributed to documenting one of the most important evidence gaps related to governance of NCDs in low-income countries, i.e., level of investments for the prevention and control of NCDs. Findings show that over the period 2010–2020, the Burkina Faso Ministry of Health allocated nearly 1.5% of its sectoral budget for the control of NCDs. The financial allocation increased by more than 119% in 2016 compared to 2015, the year before the adoption of the integrated national plan (2016–2020) with a record increase of more than 522% in 2017 compared to 2015. Unfortunately, the emergence and expansion of the terrorism threat in the region reversed the government efforts, and the financial allocation for NCD keep decreasing as the terrorism index increased.

Five years after the endorsement of the Global action plan for the prevention and control of noncommunicable diseases 2013–2030 which committed Heads of State to commit to establishing and strengthening multisectoral national policies and plans for the prevention and control of NCDs, the government of Burkina Faso developed an integrated strategic plan for the fight against NCDs 2016–2020 (5). This is an indication that Burkina leaders acknowledged the devastating impact of noncommunicable diseases in the national agenda and committed to implement WHO recommendations to reduce the NCDs burden. It is well recognized that strong political leadership and commitment at the highest national level is the first key action to furthering a development issue on government agendas and galvanize actions. A policy framework is a tool to translate commitment into action through a set of feasible actions and interventions for which specific and timed targets and indicators can be developed, and progress measured. While the development of a reference document is not enough to address NCDs, the important increase in budgetary allocations for NCDs suggest that policy adoption can accelerate the scale-up of proven effective actions for the prevention and control of NCDs (17). Although we are unable to clearly establish the impact of the strategic plan on the increase in allocations, the process of developing the national strategic framework has help better understood the problem, well-structured and cost the response, and therefore clarify investment opportunities (17–19). The plan highlight the importance of “screening for female cancer” which is considered one of the most cost-effective interventions in the fight against NCDs with a cost-effectiveness ratio ≤ 1 $ according to WHO (16). The cost of this intervention alone was estimated to 1.5 billion, and thus significantly increasing the national allocation.

The budget allocation was not equitably distributed across the 6 objectives of the WHO action plan, with interventions aimed at achieving objectives 1, 2, and 6. The objective non prioritized are mostly related to enabling environment including agenda setting and governance (Objective 1), capacity strengthening (Objective 2) and monitoring, evaluation and learning (Objective 6). However, while health systems strengthening and the reduction of modifiable risk factors for noncommunicable diseases and underlying social determinants are critical, the impact on the nine NCD targets will be stronger if all six objectives of the global plan are funded (16). The lack of internal resources for evaluations, in particular the carrying out of STEPS surveys, does not make it possible to monitor progress in the prevention and fight against NCDs on the one hand and on the other hand to inform decision-makers with conclusive data. and updated in a timely manner. For example, over the analysis period (2010 to 2020), Burkina Faso carried out a STEPS survey in 2013 thanks to the resources of technical and financial partners compared to 11 nutritional surveys with the SMART methodology.

Findings suggest that after continuous increase over the past year, the annual financial allocation of the Ministry of Health for NCDs reverted in 2017, one year after Burkina Faso experienced its first terrorist attack. Further, after 2017, the allocations for NCDs decreased continuously as the number of terrorist attacks became widespread across the country. There was a strong negative correlation between the global terrorist index and the annual financial allocation for NCDs. It is to be noted that the impact of terrorism on budget allocation was observed in the 2018 budget likely because it was considered minor treat in the first year and the government spending in the response took effect only in the financial planning of 2018. Since then, the security situation continued to deteriorate, and terrorist related insecurity expanded across the country with many implications.

First the government has to increase the financial allocations for defense and security priorities. This has likely resulted in a shift towards reduction in the budgetary allocations of certain ministerial departments and development priorities.

Second not only does the insecurity inflict significant human and material losses, but it can generate innumerable humanitarian disasters (massive displacement of populations, food insecurity and malnutrition, ill health, economic, and social insecurity). Indeed, the increasing insecurity in some part of Burkina Faso led to population displacement towards less risky areas, causing enormous pressure on social infrastructure and financial demand to address the immediate basic social needs (clothing, housing, water, food, and health). The permanent secretariat of the National Council for Emergency Relief and Rehabilitation (SP/CONASUR) estimated that more than 2 million people in Burkina Faso were internally displaced (IDPs) in march 2023 (20). According to the results of CH, close to 2.2 million people need immediate assistance (population in phase 3 to 5) in March 2023 in Burkina Faso (21).

Thirdly, terrorist related insecurity can also yield negative consequences on the economies, including loss of national income, slower economic growth, lower foreign direct investment (FDI) and disparate effects on international trade. The terrorist attacks are said to have reduced net foreign direct investment in Spain by 13.5% and in Greece by 11.9% from the mid-1970s to 1991 (12). These economic losses could negatively affect investment priorities in the social sectors such as health. Terrorist incidents can also reduce investor confidence which leads to a reduction in foreign direct investment in the national economy (22, 23). The Institute for Economics and Peace (IEP), for example, estimated that between 2007 and 2016, foreign direct investment in target countries fell by 43%, from US$4.84 billion in 2007 to $2.74 billion in 2016 and the contribution of foreign direct investment to GDP fell from an average of 3.2% in 2007 to 2.5% in 2016 (23).

The impact of these terrorist attacks on the burden of NCDs is not well documented, yet there is likelihood that NCDs situation may worsen. Druetz et al. (24) have reported that the terrorist crisis lead to a deterioration of indicators of access to maternal health services in Burkina Faso. In Nigeria, other authors observed negative effects of Boko Haram attacks on the likelihood of any antenatal care visit, delivery at a health facility, and delivery attended by a skilled health professional (25). In the current study, we could not obtain reliable quality data on the prevalence of NCDs in Burkina Faso that are regularly collected to assess the impact of both the financial resource allocations and absorption and the negative impact of terrorism attacks on the occurrence of NCDs. The most reliable information on NCD in Burkina Faso was the STEP survey conducted in 2010. The second STEPs was completed in 2022 after we completed our data collection. We considered DHIS2, a web-based platform used as a health management information system worldwide; unfortunately, these data contain a lot of gaps to be used in this type of analysis. As a result, we decided to focus the current analyses on budget allocations, while exploring other opportunities to deepen the analysis to include NCD outcomes.

Beyond this study, lack of or poor data quality is generally one key gap for accountability in health programming as for many development issues where there is consistent budget allocation and absorption without measurement of outcome. Planning and budget allocation for development should therefore account not only for financial resource for the collection of outcome data, but also using the outcome data information for feedback and learning to identify key bottlenecks and gaps and make necessary corrective measures. There is a need to build a comprehensive health information management system, which includes outcome data to foster accountability.

In addition to the challenge of fighting insecurity, many efforts are still needed to improve budget allocations for the fight against NCDs when we know the financial burden of NCDs on households in low-and middle-income countries like Burkina Faso. If the downward trends continue, it may worsen the growing burden of non-communicable diseases, and therefore put a great strain on health systems and the country will not be able to meet the WHO/SDG targets for NCDs.



5. Conclusion

This study shows that the government of Burkina Faso through its Ministry of health allocates less than 2% of the health budget for the prevention and control of NCDs even if these diseases are considered a priority health problem and a leading cause of death globally. However, a significant increase in budget allocations has been observed since the endorsement of the WHO Global NCD Action Plan 2013–2020. The domestication of this plan in the national policy landscape through the adoption of an Integrated Strategic Plan for the fight against NCDs (2016–2020) has strengthened the political commitment as evidence by the important increased in the financial allocations for NCDs. Unfortunately, the efforts were reversed by the emergence of terrorist related insecurity triggered by the attacks of 2016 with an exponential reduction in allocations from 2017. To our knowledge, this is the first study in ECOWAS region to that attempts to assess the financial allocation for SDGs. It represents important baseline information to track funding allocations for the control of NCDs over years.

However, the study has some the limitations that may affect the interpretation of findings and are therefore worth highlighting. In this study, due to methodological constraints such as lack of a consensual list of interventions for the fight against NCDs and data availability in other sectors, we limit the budget appraisal to the Ministry of Health. Further study that will include budget allocations from other sectors are needed. In addition, the classification and weighting methodology used to estimate the contribution rate for the different budget lines is derived from the one used for nutrition.

Finally, while there is evidence of negative impact of the terrorist related insecurity on financial allocations for NCDs, it is not clear how this will translate in terms of NCD indicator. Further analysis is needed to better understand the implication on NCD incidence and identify advocacy opportunities for mitigating the negative impact of the terrorist threat on NCDs and other development issues, which might be killing equally or even more than the terrorist crisis.
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(1] ##%, **,and * represent statistical significance at the 1, 5, and 10% levels, respectively. (2] Other control variables include population (in), GDP per capita (In), proportion of urban
(In), CICI ranking (not in column 3), hospital beds per thousand population, doctors per thousand population, fscal revenue per capita (In) and provinci
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0.002
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capital city dummy. [3] Robust standard errors are reported in the parentheses. [4] Probit regessions report marginal effects. 5] Cities in Hubei Province are excluded from regressions in

Column 5 and 6 as outliers.
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[1] #*%, **,and * represent satistical significance at the 1, 5, and 10% levels, respectively. [2] Other control variables include population (In), GDP per capita (In), proportion of urban
population, population density (In), CICI ranking (not in column 3), hospital beds per thousand population, doctors per thousand population, fiscal revenue per capita (In) and provincial

capital city dummy. [3] Robust standard errors are reported in the parentheses. [4] All columns report marginal effects.
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Dependent var.
Internet coverage 0.009%¢% 0.009%* 0,008+ 0.008* 0,008
(0.002) (0.004) (0.004) (0.004) (0.003)
Hospital beds ~0.185%5* ~0.189%* ~0.205%** ~0.208%+*
(0.030) (0.034) (0.036) (0.035)
Doctors 0163+ 01730 0.205%%% 0211
0.074) (0.076) (0.078) (0.076)
Fiscal revenue per capita 0.109 0.034 Rl 0054
(In) (0.074) 0.099) (0.100) (0.099)
Population (In) -0.041 ~0.038 ~0.036
(0.083) (0.074) ©.076)
GDP per capita (In) 0.107 0079 0.080
(0.139) (0.134) 0.137)
CICI ranking ~0.000 ~0.000 0.000
(0.001) (0.001) (©001)
Urban proportion ~0.002 ~0002 ~0002
©0.003) (0.002) (0.002)
Population density (In) 0016 0023 0020
(0.058) (0.058) (0057)
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©0.166) ©.172) (0.166)
Constant 0.065 ~0353 ~0.480
0.077) (0.497) (1481)
N 188 188 188 188 188
Resq 0,098 0.237 0.251

(1] %%%, %%, and * represent statistical significance a the 1,5, and 10% levels,respectively: [2] Robust standard errors are reported in the parentheses. 3] Columns 4 and 5 report marginal
effects.
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»n 2 =1 for centralized management, 2 = 2 for home management, 3 =3 for no control measures
» ¥3 =1 for 14-day centralized management, y3 = 2 for 7-day centralized management or below, y3 = 3 for home management, y3 =4 for no control measures

4 ¥4 =0 for strict measure group, ¥4 = 1 for loose measure group
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Measure Contents

Stay in a designated place determined by local authorities,

quarantine where on-site medical staff are available. Undergo daily
morning and evening health monitoring, psychological
‘monitoring, and regular nucleic acid testing in accordance
with epidemic prevention regulations. During this period,
leaving the premises i prohibited, and all visits are denied.

Home quarantine | Quarantine ata personal residence, in a separate house or
separate room. Undergo health monitoring, door-to-door
‘nucleic acid tests or antigen self-testing in accordance with
regulations. A specialized team from the community

conducts online information collection and provides on-site

management assistance. Going out is prohibited and all visits
are denied.
Home health Quarantine at a personal residence, preferably in a separate
‘monitoring house or room. Undergo health monitoring, door-to-door

nuclic acid tests or antigen self-testing in accordance with
regulations. A specialized team from the community
conducts online information collection and provides on-site
‘management assistance. Going out is allowed when

necessary.
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Period of full Number Coverage Unadjusted analysis 3 Adjusted analysis?®
implementation of

hase clusters mean star)dard difference p-value difference p-value
B deviation (95% Cl) (95% CI)
Control 0 45.6% 6.0%
0-11 months 2 445% 64% 0 0
1223 months 2 45.9% 7.1% 1.8% (-1.8%, 5.4%) 1.4% (-2.0%, 4.8%)

0321 0.308

24-35 months 18 47.4% 5.4% 2.6% (:0.2%, 5.3%) 2.7% (0.1%, 5.4%)
36+ months 16 46.2% 69% 22% (-1.7%, 6.1%) 1.7% (-1.9%, 5.4%)

‘Adjusted for distrct s the straifying variables ‘adjusted for districtas the sratifying variable and baseline coverages linear regression model with generalised estimating equations to give
robust standard errors accounting for two measurements of each cluster.





OPS/images/fpubh-11-1214066/fpubh-11-1214066-t005.jpg
Control phase® Intervention phase? Minimally adjusted  Adjusted analysis*
analysis®

Analysis # Person  Mortality # Person  Mortality ELL p- aHR p-
deaths  years Rate (per  deaths years Rate (per (95% ClI) value (95% CI) value
1000 pyrs) 1000 pyrs)

Birth history 33 5373 614 30 5,647 531 152(077,300) 0232 144(0.73,286) = 0295

Birth history;

excluding 6m

2 4347 575 2% 4420 588 243(112,528) 0025 221(10L486) 0048
intervention
set-up period
Houschold
census,
33 6,374 5.18 59 9,757 6.05 1.34(0.73, 2.46) 0344 1.09 (0.60, 1.98) 0.770

restricted to
<Syears

‘Control phase and intervention start-up phase combineds *partial and full implementation phases combined; ‘adjusted for district as the stratifying variable, age category (in years) and
calendar time; ‘adjusted for district as the stratifying variable, age category (in years), gender, calendar time and baseline mortality rate among those <60 years.
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Deaths, n

Person-
years
of follow-up
(1000)

Mortality
Rate! (per
1000 pyrs)

Minimally adjusted
analysis?

ELLS

p-value

Adjusted analysis’

Control 138
Intervention start-up and

9
partial implementation
Full implementation <1y 182
Full implementation 21y 102

38,388

24,564

53,152

55,873

512

419

227

(95% ClI)

116 (0.87,1.55)

105 (0.7, 1.42)

0.77 (0.49, 1.19)

0.091

0.306

0771

0.236

aHR p-value
(95% CI)

f 0047
1.13(0.85,1.51) 0.410
0.98(0.73, 1.33) 0.921
0.69 (0.44, 1.07) 0.093

‘age standardised; “adjusted for district as the stratifying variable, age category and calendar time; ’adjusted for district as the stratifying variable, age category, gender, calendar time and

baseline mortalty rate.
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Minimally

q 2 f Adjusted
Control phase* Intervention phase? adjusted iy
o3 analysis
analysis
Analysis  Deaths, Person-  Mortality Deaths, Person  Mortality aHR p- aHR p-
n years of EICY n years of Rat (95% Cl) value  (95%  value
follow-up  (per 1000 follow-up  (per 1000 Cl)
(1000) pyrs) (1000) pyrs)
118 112
Coxmodel 174 9230 437 277 74,519 162 0265 0443
(0.8, 1.56) (0.84,1.49)
105 098
Poisson model 21 72,028 4 391 150,239 318 0733 0.860
(0.80,1.37) 075,1.27)
Poisson
model,
116 110
restricted to 174 9230 437 277 74,519 162 0315 0.508
(0.87,1.55) (0,82, 1.48)
same time
period as Cox
Coxmodel;
115 107
non-trauma 156 19230 390 23 74,519 408 0344 0641
(0:86,1.55) (080, 1.44)
deaths only
Coxmodel;
L 107
excluding 156 47,967 407 28 70772 410 0511 0659
(0:82,1.49) (079, 1.45)
in-migrants
Coxmodel;
excluding 6m 127 121
138 38388 445 214 60,881 432 0152 0.263
terve 091,1.77) (0.87,1.68)

set-up period

‘Control phase and intervention start-up phase combined; ‘partial and ful implementation phases combined: ‘adjusted for districtasthe statifing variable, age category and calendar time;
‘adjusted for district as the stratifying variable, age category, gender, calendar time and baseline mortality rate; ‘age standardised.
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Cluster-level means

Overall Control-  Intervention-
phase phase
Sex
Male 149.8% 149.8% 49.9%
Female 502% 50.2% 50.1%
Age category (years)
0-4 17.6% 17.5% 17.6%
5-9 15.4% 16.0% 15.1%
10-14 145% 14.7% 143%
15-24 21.4% 21.2% 214%
25-59 311% 30.6% 3L6%

Present in houschold for ach month in prior year
No 15.3% 13.8% 16.4%
Yes 84.7% 86.2% 83.6%

Mortality rate per 1,000 person years

Under 60years old 465 387 495
Under 5 years old 499 541 476
Participation in adult survey

No 44% 4.9% 40%
Yes 415% 42.1% aL1%
Ineligible 235% 216% 249%
Absent at time of 30.1% 310% 294%
survey

Died 0.5% 0.4% 05%

Socioeconomic status of household

1-poorest 19.6% 18.5% 19.9%
2 19.8% 206% 18.8%
3 203% 208% 202%
4 202% 211% 19.7%
5-least poor 201% 19.0% 215%

#Asall clusters were in the control phase during the baseline survey and are all in the
intervention phases by surveys 2 and 3, the usual approach to presenting baseline summaries
do not apply. Instead cluster-level summaries were calculated from the baseline survey and
then weighted averages were calculated separately for control and intervention phases, such
that the weights were the proportion of follow-up time that each cluster contributed to that
phase.
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52 Primary health centres eligible

for inclusion

42 Primary health centres

10 Excluded:
6 pilot sites
3 Military sites
1 no trained health personnel

Randomised

2 did not implement:
Clinics associated with district
hospitals so no catchment area

40 Primary health centres.
implementing intervention and

analysed

| —

Enumerated for mortality

Households not enumerated
Round 1: 225 absent; 127 no consent
Round 2: 270 absent; 68 no consent
Round 3: 216 absent; 80 no consent

Round 1: 5,373 households; 25,819 people
Round 2: 12,034 households; 58,971 people
Round 3: 12,079 households; 53,640 people

I
3 v

49,240 person years contributing 74,530 person years contributing
to control period to intervention period
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Global
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SDI

Low SDI

Low-middle SDI

Middle SDI

High-middle SDI

High SDI

Region

Andean Latin

America
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Central Europe

Central Latin

America

Central Sub-

Saharan Africa

East Asia

Eastern Europe

Eastern Sub-

Saharan Africa

High-income Asia
Pacific

High-income North

America

North Africaand
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Oceania

South Asia

Southeast Asia

Southern Latin

America

Southern Sub-
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“Tropical Latin

America

Western Europe
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(95%U1)  (95% UI)
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235212~ 736(670-
258) 805)
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(95%
Cl)
0.09
(0.05t0
0.12)

012
(0.09t0
0.15)
005
00210
0.09)

0.08
00310
0.14)
012
0.10t0
0.14)
030
02410
0.36)
~0.07
(=011
o
~0.03)

~0.11

(<015
to

~0.06)

0.07
0.07 10
0.08)
~021
(=027
o
-0.16)

0.05
(<0.02
t00.11)
0.07
(0.06 to
0.09)
002
(=001
100.05)

0.09
00710
0.11)
018
©1710
0.19)
~001
(<0.09
100.07)
-003
(o011
10 0.04)
0.10
00910
0.12)
0.27
01810
0.36)
~053
(=0.64
o
~0.41)
015
01410
0.15)

0.03
001t
0.04)
014
Ol
017)
012
©10t0
0.13)
-004
(=0.09
10 0.01)
0.06
00110
0.08)
-003
(=0.09
10 0.04)
0.10
©0710
0.13)
0.07
0.06 to
0.08)

ASR, age-standardized incidence rate; EAPC, estimated annual percentage change; U, uncertainty interval.

1990
Death  ASR per
cases 100,000

Nox10* No (95%
(95%U1) ul)
18554 4667
(175.45- (44.06-
193.02) 4876)
7382 3492
(68.15- (224~
79.00) 37.24)
m72 59.80
10419~ (55.66-
17.46) 63.05)
2161 8286
(18.99- (7327
21.06) 91.85)
4536 7053
(41.78- (64.24-
48.27) 76.42)
5240 5175
(49.05- (48.07-
55.26) 55.14)
3616 3547
(3460- | (33.79-
37.59) 3693)
2991 2958
(850- | (8.16-
30.66) 30.33)
177 69.43
(158~ (62.58-
1.96) 76.57)
047 2115
(0.44- (19.72-
0.49) 2202)
119 4410
(105~ (39.40-
131) 4751)
206 4122
(.00~ (39.93-
211 4231)
576 4101
(5.60- (39.73-
5.87) 41.87)
578 6378
(561~ (6116
5.90) 65.32)
22 8580
(188~ (7646~
259) 10171)
3376 4081
(29.79- (365
37.48) 45.07)
688 2585
(673 (25.18-
7.15) 2687)
775 9394
(639~ (8053
9.01) 106.78)
633 3360
(6.06- (3186~
6.48) 3452)
8.56 267
(8.09- @341~
881) 2533)
9.28 5888
(.55~ (536
9.87) 64.47)
012 3752
©.10- (31.92-
0.14) 44.41)
417 6545
(3753 (6096~
44.46) 75.75)
1861 6889
(686~ (6215~
19.99) 75.88)
194 4359
(188~ (41.88-
1.99) 44.76)
134 45.19
119~ (3947~
1.60) 5459)
447 47.00
(433 (44.87-
459) 48.42)
17.69 3175
691 (3026
18.15) 3256)
37 8615
(©.77- (68.77-
10.36) 108.73)

2019
Death  ASR per
cases 100,000

Nox10* No (95%
(95%U1) ul)
25577 3207
(238.99- (29.87-
271.63) 34.05)
10335 2401
(©405- | (2188~
111.43) 2590)
15242 4050
7= (3802~
163.67) 4382)
3262 5846
@876- | (5222-
36.75) 65.25)
6312 4621
(57.99- | (4250~
69.01) 50.41)
7266 302
(66.69- (28.66-
79.45) 3435)
1658 292
(43.28- (22.20-
49.48) 25.42)
063 2102
(36.67- (19.33-
4290) 2203
244 4384
(1.97- (35.54-
2.99) 5362)
077 1475
(0.68- (13.18-
0.83) 15.82)
172 3359
(L42- (27.75-
201) 39.45)
418 5418
@77~ (48.90~
4.64) 59.76)
616 3099
(5.46- (27.34-
691) 3182)
128 4797
©.81- (4186~
1281) 5441)
383 6550
(294 (5045~
483) 8132)
2981 1599
(589- | (1403~
34.26) 18.24)
13.22 4268
a190- | (3845~
14.65) 47.30)
12.60 7304
(1096- | (6479~
14.66) 83.44)
7.88 1577
(6.59- 391~
8.61) 16.92)
1422 213
(320- | @176~
1481) 2397)
1457 3748
(1126 (29.66-
17.59) 4482)
0.22 2904
(©.18- (2403~
0.28) 35.26)
5806 4133
G176- | (3675~
66.06) 47.02)
2755 4779
(470~ (43.09-
3034) 5239)
278 3343
(258~ (3123~
292) 35.10)
205 3692
87— (3377~
224) 40.07)
502 3360
(7.50- (3128~
8.38) 35.17)
2051 2112
(849-  (19.38-
21.68) 2.14)
13.89 66.12
(10.90- (53.56-
17.55) 81.88)

1990
2019

EAPC
No
(95%
Cl)

-138
(-lddto
-131)

-138
(-l4dto
-131)
~140
(-145t0
~134)

-130
(=140t0
-119)
-156
(~164t0
-1.48)
-177
(~181t0
-1.73)

~145
(-16lto
-128)

-126
(-130t0
-122)

~159
(-170t0
-1.47)

-2
(-1.28t0
~0.95)

-108
(-129t0
~0386)

079 (0.43
t01.16)

-2
(-135t0
~1.08)
-7
(-128t0
~1.05)
—104
(-L10to
~098)

177 (124
t0231)

~094
(-101to
~0388)
274
(-291t0
-257)
~017
(=021t0
-0.13)

~150
(-157t0
—142)
~0.87
(=091 t0
~083)
—194
(=211t0
~1.78)
-137
(-ldlto
-133)
~082
(-094t0
~069)
-077
(-Lilto
—0.44)
-108
(-Lldto
-1.02)
-155
(-16lto
~150)
~082
(-092t0
~073)

1990
DALYs  ASR per
Nox10° 100,000
(95%U1) Nox10®
(95% UI)
7208
157 (147~
(66.88-
1.68)
77.58)
2811
119 (107~
531~
131)
31.16)
4397
197 (1.84-
@072~
209)
46.85)

922(786-  2.58(2.29-
10.50) 2.85)
1930

232(213-
17.72-
248)
2093)
2121
162 (1.50-
(19.69-
1.73)
22.74)
1322
119.(111-
(1224~
130)
1441)

9.09(8.43- 094087
9.88) 103)

092(081- 267 (239
103) 296)

0.14(0.12- 061055
0.15) 068)

050(041-  162(137-
059) 1.87)

086081~ 150 (142
0.92) 1.60)

203(190- | 145(136-
219) 157)

250235~ 215(203-
270) 230)

0.96(081- | 2.69(2.29-
113) 3.10)
1364 1340120~

(1219~ 149)
15.21)

261(242- 100 (092
288) 1.10)
315(250-  275(230-
3.74) 3.16)
207(193- 105 (0.9
223) 113)
280257~ 087 (0.79-
3.10) 097)
3290287~ 150(138-
3.69) 1.63)
005(0.05- 122 (105
0.06) 142)

1778 223002
1603~ 240)
19.36)

740(6.44- | 213 (193
821) 229)
061(057- | 1.30(1.23
0.66) 1.40)
057(051- | 151 (134~
064) 175)
196 (L82- 167 (156
2.14) 181)
478(448-  0.94 (088
5.15) 1.02)
345290~ 260211~
412) 321)

2019
DALYs  ASR per
Nox10° 100,000
(95%U1) Nox10®
(95% UI)
8899
110 (1.00-
(8141~
120)
97.58)
3449
0.83 (074~
(3095~
094)
38.79)
5450
137(1.25-
(4990~
150)
59.47)
1369
181 (1.60-
(11.92-
204)
15.66)
2113
154 (1.39-
(21.78-
169)
26.58)
2515
0.99 (090~
(2283~
1.09)
27.8)
1545
0.83 (076~
4.17-
0.93)
17.13)
1052
0.69 (063~
(9.60-
0.76)
1153)
080
135 (112~
(0.66-
1.64)

0.97)

020

047 (041~
017-
054)

0.22)

062

125 (100~
050~
1.49)

0.74)

162 1.83 (1.6~
(146~ 2.02)
1.80)

190 110(0.97-
(167 1.24)
213)

387 157 (139~
(41~ 179)
441)

163 2000158~
(126~ 251)
2.08)

1062 055048
©.14- 0.63)
12.12)

466 165 (148
@9~ 184)
5.20)

494 2070180~
@21~ 240)
583)

184 057(049-
(164~ 0.65)
2.06)

400 077071~
G672 085)
436)

484 099080~
(385~ 118)
5.80)

010 097(081-
(008~ 117)
0.12)

B3 1420126~
(2053 161)
2628)

9.06 138 (1.24-
®11- 152)
10.09)

076 097(089-
©70- 1.06)
0.83)

079 117 (1.05-
©70- 130)
0.88)

288 118 (108~
(263- 131)
3.20)

472 065(059-
@3- 073)
5.18)

592 1.98 (1.58-
(464~ 2.48)
7.47)

-133

(-1.3810
-1.28)

-130
(=139t0
—121)
-1.49
(=155t0
—1.44)
-175
(=17810
-1.72)

-136
(=152t
-120)

-117
(-1.22t0
~1.13)

-245
(-2.66to
-223)

-079
(<093t
~0.66)

~098
(-L19t0
~0.76)

050014
t0.0.85)

-125
(-1.3810
-1.12)
-2
(=136t0
-1.09)
~099
(=105t0
~0.94)
-319
(=327t
-3.11)

176 (119
10233)

~106
(=L1lto
-101)
-228
(-242t0
-215)
~025
(=032t0
~0.17)

-137
(-142t0
-132)
~076
(=0.79t0
~0.73)
~168
(=179t
-157)
-162
(~166 to
-158)
-095
(-L08 10
~082)
-095
(12910
~062)
-120
(12310
-117)
-148
(-155t0
-142)
~087
(=09410
-081)
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Variables Categories Frequency ercentage
Age 18-30 223 46.3
31-45 177 36.7
=46 82 17.0
Sex Male 257 53.3
Female 225 53.3
Residence Urban 71 14.7
Rural 411 85.3
Ethnicity Oromo 461 95.6
Ambhara 11 23
Tigre 2 0.4
Gurage 8 1.7
Religion Muslim 448 929
Chiristian 34 7.1
Education No formal 300 62.2
education
Primary school 82 17
Secondary school 100 20.7
and above
Occupational Farmer 206 427
shatus Daily laborer 57 11.8
Civil servant 12 25
Merchant 38 79
Others* 169 35.1
Wealth Low 230 477
quintiles Middle 150 aL1
High 102 212

*Student and housewife.
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Study ID. Study time Study area Methods Number of Number of
medical essential
organizations medicines
Zhu etal. (29) 2013-2019 Jiangsu Eastern region WHO/HAT 41 12
Wang etal. (23) 2016, 2018 Jiangsu Eastern region WHO/HAT 56 3
Zhang et al. (20) 2019 Jiangsu Eastern region WHO/HAI 13 35
Wangetal. (31) 2019 Shandong Eastern region WHO/HAI 150 30
Daietal. (32) 2017 China (Zhejiang, Fujian, Nationwide WHO/HAI 55 42
Jiangxd, Jiangsu, Anhui,
Guangdong, Henan, Yunnan,
Guizhou, Sichuan, Shaanxi,
Hebei, Shandong, Liaoning,
Guangyxi, Xinjiang, Shanghai)
Zhang etal. (30) 2018 China (The province was not Nationwide Unclear 2,243 28
specified)
Dongetal. (35) 2018 Zhejiang Eastern region WHO/HAI 60 12
Yang et al. (33) 2018 China (Shandong, Hubei, Nationwide ‘WHO/HAI 519 12
Henan, Shaanxi, Yunnan)
Xu etal. (34) 2015 Anhui Central region ‘WHO/HAI 143 13
Jiang et al. (36) 2017 Liaoning Eastern region ‘WHO/HAI 76 25
Lietal. (16) 2016 Shaanxi Western region WHO/HAI 21 8
Wei etal. (19) 2012,2016 NR (The province was not Eastern region WHO/HAT 1725 49
specified)
Zhu etal. (18) 2012,2016 Jiangsu Eastern region WHO/HAI 70 40
Yang et al. (37) 2015 Shaanxi Western region WHO/HAI 144 8
Sun etal. (41) 2017 Jiangsu Eastern region WHO/HAI 60 40
Xietal. (39) 2017 China (Shanghai, Jiangsu, Nationwide WHO/HAI 24 50
Shandong, Ningxia, Jiangxi,
Henan)
Lietal. (38) 2016 China (Henan, Fujian, Nationwide WHO/HAI 55 121
Xinjiang, Gansu, Nei
Monggol, Hunan, Shaanxi,
Shandong, Anhui, Zhejiang,
Shanxi, Jilin, Liaoning,
Guangdong, Ningxia, Jiangsu,
Chongging, Yunnan, Beijing)
Gongetal. (42) 2016 Hubei Central region WHO/HAT 34 20
Wu etal. (40) 2016 Hubei Central region WHO/HAI 33 16
Guan etal. (21) 2011-2016 China (28 provinces, Nationwide WHO/HAI 1,159 13
municipalities and
autonomous regions except
Qinghai, Xizang, Hainan)
Song etal. (22) 2009-2011 China (Shandong, Zhejiang, Nationwide ‘WHO/HAI 146 NR
Anhui, Ningxia)
Suetal. (43) 2016-2017 China (31 mainland Nationwide Unclear 3,362 62
provinces, municipalities and
autonomous regions)
Liuetal. (13) 2016 Hubei Central region WHO/HAI 60 5
Xie etal. (44) 2015 Shanghai Eastern region WHO/HAI 13 30
Shang et al. (45) 2013 Beijing Eastern region Undlear 1,585 9
Wuetal. (17) 2010, 2012, 2014 Shaanxi Western region WHO/HAI 374 44
Zhang and Li (46) 2013 Jiangsu Eastern region WHO/HAI 60 24
Xietal. (47) 2013 Jiangsu Eastern region WHO/HAI 63 30
Jiang et al. (48) 2012 Shaanxi Western region ‘WHO/HAI 240 35
Wang et al. (49) 2012 Shaanxi Western region ‘WHO/HAI 120 21
Wang et al. (50) 2011 Shaanxi Western region ‘WHO/HAI 30 21
Jiang et al. (52) 2012 Shaanxi Western region ‘WHO/HAI 240 38
Guan etal. (53) 2010 China (The province was not Nationwide ‘WHO/HAI 334 30
specified)
Yan etal. (51) 2010 Shaanxi Western region ‘WHO/HAI 86 33
Lietal. (54) 2010 Zhejiang Eastern region ‘WHO/HAT 17 14
Li (55) 2010 Guangdong Eastern region ‘WHO/HAT 28 40

WHO/HAI The World Health Organization/Health Action International; NR, Not reported.





OPS/images/fpubh-11-1177618/crossmark.jpg
(®) Check for updates





OPS/images/fpubh-11-1177618/fpubh-11-1177618-g001.gif
Simole o snplin from b e

(o Jome [ tr [ i [ 25 ) Lt J it ] (Gt

Toftmmbefof T8 pofen in cafh best ot

(30 O £ £ £ o £ R )|

Pty oroortonlslocsion o ol e

T 1T 1
o Tn o To J& Jw J= ) =0






OPS/images/fpubh-11-1149838/fpubh-11-1149838-g001.gif
achuded

o | [m——
o e
% Getiosh ()
- e
s
£
: e B
== i
)
5 e W )
H i i,
-
oy






OPS/images/fpubh-11-1149838/fpubh-11-1149838-g002.gif





OPS/images/fpubh-11-1149838/fpubh-11-1149838-g003.gif





OPS/images/fpubh-11-1237066/crossmark.jpg
(®) Check for updates






OPS/images/fpubh-11-1210255/fpubh-11-1210255-t007.jpg
Cohesive

Subgroup

Search Terms

Committee of Patriotic Health Movement, Neighborhood Committees, Peoples Daily Online, Medical Institutions, Communities.

Fever Clinics, Farmers’ Markets, Chinese Center for Disease Control and Prevention, Medical and Health Institutions, World Health Organization,

Ministry of Science and Technology, Schools, Designated Medical Institutions, Disease Control Centers, Peoples Daily.
Health Administration and Medical Management Bureau, Chinese Medical Association.

‘Traditional Chinese Medicine Regulatory Authorities, Ministry of Education, Chinese Academy of Engineering, Chinese Academy of Sciences, Ministry of

Public Security.

Enterprises, Customs Administr

n, Ministry of Commerce, Groups, Civil Aviation Administration, Ministry of Finance.

Ministry of Civil Affairs, Ministry of Agriculture and Rural Affairs, Ministry of Industry and Information Technology, Ministry of Transport,

Supermarkets, Business Stores, National Development and Reform Commission.

State Council, National Health Commission.
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Cohesive

Search Terms

Subgroup

Committee of Patriotic Health Movement, Chinese Center for Disease Control and Prevention, Medical Institutions, Designated Medical Institutions,

Health Management Bureaus, Community Committees.

Municipal Health Commission, Ministry of Industry and Information Technology; schools.

State Council, National Health Commission.

Ministry of Education, World Health Organization, Chinese Academy of Sciences, Ministry of Science and Technology, Chinese Academy of Engineering,
Chinese Medical Association, Chinese Academy of Medical Sciences.

Supermarkets, National Development and Reform Commission, Supply and Marketing Cooperatives, Ministry of Agriculture and Rural Affairs,
convenience stores, Ministry of Commerce, Agricultural Markets, Ministry of Transport, Wholesale Markets.

Communities, Ministry of Finance, Ministry of Public Security, Citizens.

Ministry of Human Resources and Social Security, Peoples Daily Online, Ministry of Industry and Information Technology, People’s Daily, Ministry of

Civil Affairs, China Banking and Insurance Regulatory Commission.

Enterprises, Civil Aviation Administration of China, Customs Administration.
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Cohesive

Subgroup

Search Terms

Convenience Stores, Farmers’ Markets, Department of Transport, Wholesale Markets, Neighborhood Commitiees, National Development and Reform
Com:

ission, People’s Daily, Ministry of Transport, Ministry of Commerce, Citizens
Communities, Enterprises, Supermarkets

China Banking and Insurance Regulatory Commission, Village Committees, Ministry of Agriculture and Rural Affairs, Ministry of Industry and

Information Technology, Ministry of Human Resources and Social Security
Ministry of Civil Affairs, Ministry of Public Security, Seafood Markets
Designated Medical Institutions, People’s Daily, Ministry of Industry and Information Technology, Medical Institutions, Ministry of Finance, Fever Clinics

Customs Ads

istration, Schools

World Health Organization, Central Military Commission, Fangcang Hospitals, Center for Disease Control and Prevention, Health Commission, Chinese
Center for Disease Control and Prevention, Chinese Academy of Engineering, Ministry of Science and Technology, Chinese Academy of Sciences

National Health Commission, State Council.





OPS/images/fpubh-11-1210255/fpubh-11-1210255-t004.jpg
Cohesive

Subgroup

Search Terms

Convenience Stores, Grassroots Party Organi
Civil Affairs,

tions, Chinese Center for Disease Control and Prevention, Medical and Health Institutions, Ministry of

tizens, Farmers Markets, Civil Aviation Administration, Neighborhood Committees, Online Course Platforms, Schools.

Peoples Courts, People’s Procuratorates.

‘Wholesale Markets, Operating Stores, Ministry of Public Security; Supermarkets, Mis

ry of Transportation, Ministry of Commerce, Life Material

Security Groups, Groups.
Ministry of Agriculture and Rural Affars, Fever Clinics, State Council

People’s Daily, Joint Prevention and Control Mechanism for Epidemic, People’ Daily Online, China Banking and Insurance Regulatory Commission,

National Development and Reform Commission, Ministry of Industry and Information Technology.

Community, Medical Institutions, Designated Medical Institutions, Health Commissions, Chinese Center for Disease Control and Prevention, World
Health Organization, Enterprises.

Mini

stry of Science and Technology, Seafood Markets, Chinese Academy of Medical Sciences, Chinese Medical Association, Chinese Academy of

Sciences.

Fangcang Hospitals, Medical Administration Bureaus, Customs Admi

tration, Chinese Academy of Engineering, Ministry of Human Resources and

Social Security, Ministry of Industry and Information Technology, Ministry of Finance, Competent Departments of Traditional Chinese Medicine.
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Cohesive

subgroup

Search terms

Committee of Patriotic Health Movement, National Health Commission, Medical Administration Bureau, Joint Prevention and Control Mechanism for

Epidemic, Psychological Rescue, Seafood Markets, Wholesale Markets, Farmers' Markets, Schools, Chinese Academy of Sciences (Collaboration on
Disinfection Action Information)

World Health Organization, Medical Institutions, State Council, National Health Commission (International Exchange Information Collaboration)
Miltary Medical Institute of Academy of Military Science, Chinese Academy of Medical Sciences (Virus Research Information Collaboration)

Citizens, Communities, Fever Clinics, Peoplé’s Daily (Collaboration on Disease Treatment Information)

People’s Daily Online, Grassroots Party Organizations, Ministry of Civil Affairs, Village Commilttees (Collaboration on Health Monitoring Information)
Chinese Center for Disease Control and Prevention

Customs Administration, Ministry of Finance, Enterprises, Designated Medical Institutions, Ministry of Transport, Central Military Commission,
Ministry of Industry and Information Technology, Neighborhood Committees

Community Health Service Centers, Designated Medical Institutions
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Country Detection of unique sequences of Mpox DNA using Isolation of Mpox in

o 5 q culture
Polymerase chain reaction Sequencing
(PCR)
World Health Organization (WHO) X X
Argentina' X
Australia® X X X
Austria® X X
Belgium® X
Brazil’ X X
Canada X X
Chile® X
Colombia™ X
Costa Rica X X
Cyprus' x X
Denmark X
France’ X
Germany"* x X
Greece! X X
India X X
Ireland x
Taly' X X
Jamaica® X X
Mexico x X
Netherlands* X
New Zealand® X
Peru’” X
Poland’ X X
Portugal X X
South Africa® X X
Spain’ x
Sweden® X X X
Switzerland X
Turkiye’ x
UAE* X X
United Kingdom X
United States x X
Total 32132 (100%) 18/32 (56%) 2132 (6%)

‘Argentina also accepts detectable PCR results for Orthopoxirus if patient belongs to the Eurasian-African group.
“Argentina and Brazil require patients to mee criteria for suspected case along with laboratory confirmation to be classified as confirmed case.

‘Australia, Austria, New Zealand, Peru, and Sweden does not specify PCR in guidelines but require patients to perform any Nucleic Acid Amplification Test (NAAT) or molecular testing.
‘Austria, Cyprus, Greece, and Poland also accepta positive PCR result for Orthopoxvirus ifit is followed by sequencing showing Mpox in a person who developed symptoms after March 01,
2022, onwards.

‘Belgium also accepts Orthopoxvirus specific PCR assay positive result in patients with symptom onset after March 1, 2022,

‘Chile, Italy, Jamaica, South Africa, and UAE require patients to meet criteria for either suspected or probable case along with laboratory confirmation to be classified as confirmed case.
‘Colombia, Peru, and Turkiye requires patients to meet criteria for probable case along with laboratory confirmation to be classified as confirmed case.

‘Colombia and Netherlands accept Orthopoxvirus specific PCR without follow-up sequencing,

‘France, Germany, and Spain, in addition to Mpox specific PR, also accept Orthopoxirus specific PCR.

"Germany also accepts results of Electron microscopy as criterion for confirmed case.
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Country Clinical Criteria Additional Criteria (must fulfill one or more along with clinical criteria)

Unexplained Mucosal Lymphadenopathy Epidemiological Travel to Identifies as Multiple Detectable
acute skin rash!  lesions? link? endemic  gay, or MSM sexual  IgM or 4x rise
regions* community partners® in IgG® infection”
member

World Health

Organization X X X X X X
(WHO)

Australia® X X X X
Austria® X X X X X X X
Belgium* X X X X X

Brazil*s X X X X

Canada” X X X

Chilets X X X X

Colombia' X X X X X

Frances) X X X X

Germany* X X X X

Indiatt® X X X

Ireland! X X X X X

Ttalytein X X X X X X
Jamaica®** X X X

Mesico! X X X

Netherlands'* X X X X X X

New Zealand* X X X X X X

Perut® X X X X

Poland! X X X X X X
Portugal‘st X x X X X

South Africa®' X X X X X X
Spain' X X X X X X

Switzerland®s X X

UAE" X X X X X

United Kingdom X X X X X

United States' X x
Total 24125 (96%) 13/25 (52%) 19125 (76%) 22/25 (88%) 13/25 (52%) 6/25 (24%) 14/25 (56%) 1125 (4%) 6/25(24%)

“The skin rash may include single or multiple esions in the ano-genital region or elsewhere on the body.
‘Mucosal lesions may include single or multiple oral, conjunctival, urethral, penile, vaginal, or ano-rectallesions. Anorectallesions can also manifest as ano-rectal inflammation (proctits),
pain andJor bleeding.

“The person has been exposed to a probable or confirmed monkeypox case in the 21 days before symptom onset. For countries with animal to human transmission, known contact with wild
animals (dead or alive) and/or sick animals in the 21 days before the onset of symptoms is included as epidemiological critria.

“The person has traveled to Mpox endemic African regions in the 21 days before symptom onset [Benin, Cameraon, the Central African Republic, the Democratic Republic of the Congo,
Gabon, Ghana (identified in animals only), Ivory Coast, Liberia, Nigeria, the Republic of the Congo, Sierra Leone, and South Sudan].

“The person has had multiple and/or casual sexual partners i the 21 days before symptom onset.

“The person has detectable levels of anti-orthopoxvirus (OPXV) IgM antibody (during the period of 4-56 days after rash onset); or a 4-fold ise in IgG antibody titer based on acute (up to day
5-7) and convalescent (day 21 omwards) samples; in the absence of a recent smallpox/monkeypox vaccination or other known exposure to OPXV. Note that serology is not first line diagnos
modality for Mpox and should be used for retrospective case classification when PCR skin lesion testing was not possible or for research purposes.

“The person has a positiv test result for orthopoxviral infection done on a sample other than blood specimen (e.g., OPXV-specific PCR without Mpox-specific PCR or sequencing).
‘Australia also accepts detection of orthopoxvirus by electron microscopy from clinical specimens in the absence of exposure to another orthopoxvirus. Additionally,in cliical criteria,
Australia also mentions history of fever (>38°C), headache, myalgia, arthralgia, fatigue, and back pain.

“Aust I criteria additionally accepts fever (>38.5°C), myalgia, arthralgia, cephalgia, back pain, painful lymphadenopathy (localized or generalized), and fatigue (prodromal stage).
Additionally, contact with rodents or non-human primates in or from affected areas that allows animal-to-human transmission and occupational exposure to smallpox viruses are also
considered as criteria in the case definition.

Belgium also considers following symptoms for Mpox infection—fever (usually high >38.5°C), headache, back ache, and fatigue.

“Brazil, Chile, India, taly, Jamaica, Portugal, South Africa, Switzerland, and UAE requires probable cases to meet the definition of suspected cases.

‘Brazil, Canada, France, India, Italy, Jamaica, New Zealand, Peru, Poland, Portugal, and South Africa also consider prolonged and close exposure without respiratory protection and contact
with contaminated materials, such as bedding and bath linen or utensils for common use belonging to.a probable or confirmed case within the last 21 days of symptom onset as criteia for
probable case. Healthcare workers meeting suspected case definition and improperly using personal protective equipment who got in contact with probable or confirmed case are also
considered as probable case.

Canada, India, Jamaica, and Peru considers travel history to or residence in a location where monkeypox is reported in the last 21 days of symptom onset a criteria for epidemiological link.
“Chile and France for epidemiological criteria requires contact with confirmed cases only.

‘Chile and India additional clinical symptoms included in case definition include headache, sudden onset of fever (>38.5°C), myalgia, back pain, and asthenia (weakness).

Colombia also considers following symptoms in clinical criteria—fever, sore throat, myalgia, and headache. Additionally, Colombia considers contact with live or dead animal potential
reservoirs of the virus in African region as epidemiological criteria. It also considers travel to countries with confirmed outbreak as another criteria.

France additionally considers fever (>38°C) and odynophagia as clinical criteria. In epidemiological criteria, France also considers unprotected contact <2m for 23 with probable or
confirmed symptomatic case.

‘Germany refers to probable cases as “Clinically-epidemiologically confirmed disease” Clinical criteria also include fever, and disease-related death.

Ireland, Italy, Jamaica, Mexico, Netherlands, Poland, Spain, and South Afica considers following clinical symptoms in probable case definition-—-acute illness with fever (>38.5°C), headache,
myalgia, arthralgia, back pain, and astheni
“Italy; Portugal, and South Africa also considers any hospitalized person due to Mpox-like llness as probable case.

‘Netherlands also considers a female partner of a man who (also) has sex with men as epidemiological criteria. Netherlands refers to probable cases as “Likely case”
“Peru also considers following clinical symptoms in clinical criteria—fever, fatigue, muscular pain, vomiting, diarrhea, shaking chill, throat pain, and headache.
“Portugal also considers sudden onset fever (>38.0°C), asthenia, myalgia, back pain, and headache as clinical symptoms. Portugal uses definition of high-risk contacts for all epidemiological
contacts

‘Switzerland considers either fever (or flu like symptoms) with acute rash or fever or rash with epidemiological link as definition for suspected and probable case.

'UAE considers acute rash interchangeable with fever (>38.5°C) and requires at least two or more of the following clinical symptoms to be present in the patient—headache, myalgia (muscle
pain/body aches), back pain, and asthenia.

‘United States characterizes probable case as case with no suspicion of other recent Orthopoxvirus exposure (e.g., Vaccinia virus in ACAM2000 vaccination) and no laboratory e
infection with another non-variola orthopoxvirus. Further, demonstration of orthopoxvirus DNA by molecular testing of a clinical specimen or orthopoxvirus using immunohistochemical or
genomic sequencing testing methods is required for probable case definition,

nce of
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on

A suspected or probable case for which laboratory testing of lesion fluid, skin specimens or crusts by PCR and/or sequencing is
World Health Organization (WHO)
negative for Mpos (should be done on a sample other than blood specimen).

If the laboratory diagnostic examination of the suspected (considered same as probable) case does not provide any indication a

Austria ‘monkeypox virus infection, the suspected case is an “excluded case” and cease any offcial action.

et Suspected case with negtive or undetectable laboratory result for monkeypox virus (Mpox) by molecular diagnostcs (real-time PCR
and/or sequencing).

Chile Suspected or probable case for which PCR and/or sequencing are negative for monikeypos.

. Probable case in which sample was taken, preserved, and processed in adequate manner forlaboratory diagrosis and the result was

Colombia o

Costa Rica Suspected case for which laboratory tests by PCR (real-time PCR), and/or sequencing are negtive in properly collected samples.

Cyprus Upon a negative laboratory resl,patients cease to be considered as outbreaks of monkeypor

Greece Upon a negativ laboratory reult,patints cease to be considered as outbreaks of monkeypor.

Taly A suspected or probable case for which laboratory tests using PCR and/or sequencing are negtive for Mpor.

i A probable case with a negative result to real-time PCR test (qPCR) or identification by sequencing that has been issued by the InDRE
company.

New Zealand A person that has been investigated and subsequently found not to meet the case defnition (called as ot a case).

- A person whose cause ofacute rash has been identified based on clnical diagnosis or epidemiological connection. However, o
comply with the definition of probable case one must obtain and test sample for Mpor considering possble coinfection.

S Suspected or probable casein which the lsboratory resultin samples of high quality has been negative.

A case may be excluded as a suspect, probable, or confirmed case if: An alternative diagnosis can fully explain the illness OR An
United States individual with symptoms consistent with monkeypox does not develop a rash within 5 days of illness onset OR A case where high-

quality specimens do not demonstrate the presence of Orthopoxvirus or Mpox virus or antibodics to Orthopoxvirus.
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Country Criteria 1

Criteria 2

Epidemiological Clinical criteria Clinical criteria?

criteria® "
Acute onset Headache Myalgia Back Profound Unexplained Mucosal

Fever>38.5°C pain  weakness acute skin lesions
or fatigue rash

World Health

Organization x X X X X x X X
(WHO)

Argentina* X X X X X X X X
Australia ™ X X X X X X X X
Belgium ¢ X x X X x X

Brazil ¢ X X
Canada® X X X X % X X
Chile ! X X X x X X

Costa Rica " X X X X X X X X
Cyprus X X X X X X

Denmark < X X X x X X X
France X X X
Greece ¢ X X X X X X

India® X X X X

Taly X x X X X X

Jamaica X X X X X X

Netherlands X X X x x X X
Portugal! X X X X X X X
South Africa X X X X X X

Spain* X X X X X

Sweden' x

Switzerland X X X

Turkiye < X X X X x X

UAE X X X X X

United X 4 X X X X X
Kingdom *

United States X X X b4
Total 11724 (46%) 22124 (92%) 1924(80%) | 16/24(67%) 17724 18/24(75%) 22124 (92%) 11724 (46%)

(71%)

‘A person who s a contact of a probable or confirmed monkeypox case i the 21 days before the onset of signs or symptoms. For countries with animal to human transmission, known contact
with wild animals (dead or alive) and/or sick animals in the 21 days before the onset of symptoms i included as epidemiological criteria

'A person presenting since 01 January 2022 with an unexplained acute skin rash, mucosal lesions, or lymphadenopathy (swollen lymph nodes). The skin rash may include single or multiple
lesions in the ano-genital region or elsewhere on the body. Mucosal lesions may include single or multiple oral, conjunctival, urethral, penile, vaginal, or ano-rectal lesions. Ano-rectallesions
can also manifest as ano-rectal inflammation (proctitis), pain and/or bleeding,

‘Differentials include varicella zoster, herpes zoster, measles, herpes simplex, bacterial skin infections, isseminated gonococcus infection, primary or secondary syphilis, chancroid,
lymphogranuloma venereum, granuloma inguinale, molluscum contagiosum, allergic reaction (e.g. to plants) and any other locally relevant common causes of papular or vesicular rash. It s
not necessary to obtain negative laboratory results for listed common causes of rash llness in order to classfy a case as suspected.

I suspicion of monkeypox infection is high due to either history and/or clinical presentation or possible exposure to a case, the identification of an alternate pathogen which causes rash
liness should not preclude testing for Mpos, as co-infections have been identified

“Argentina and Costa Rica additionally considers contact with contaminated materials—such as clothing or bedding used by suspected or confirmed case, close contact without respiratory
protection, and sexual intercourse with multiple partners in the past 21 days of symptom onset as epidemiological criteria.

“Australia considers fever >38°C or history of fever as criteria for clinical evidence along with extra symptom of arthralgia.

‘Australia, Costa Rica, Cyprus, Denmark, France, Greece, and United States additionally considers overseas travel (especially to endemic regions) in the 21 days before symptom onset and
sexual contact and/or other physical intimate contact with multiple partners (of any orientation) and/or a gay, bisexual, or other man who has sex with men in the 21 days before symptom
onset as epidemiological criteria

‘Belgium, Brazil, Chile, Cyprus, Greece, India, and United States define acute onset rash as unexplained generalized or localized maculopapular or vesiculopustular rash with centrifugal
spread, with lesions showing umbilication or scabbing and progressing through following stages—macules, papules, vesicles, pustules, and crusts.

‘Canada defines rash as progressively developing that usually sarts on the face and then spreads elsewhere on the body. The rash can affect the mucous membranes i the mouth, tongue, and
genitalia. The rash can also affect the palms of hands and soles of the feet, The rash can last for 2—4 weeks and progresses through the following stages before falling off: macules, papules,
vesicles, pustules, and scabs.

Costa Rica also considers medical history of recent consultations for suspected STI diseases as epidemiological criteria.

‘Cyprus and Greece also considers positve result in a test for the detection of viruses of the genus Orthopoxvirus as criteria for suspected case classification.

“France defines case with clinical presentation as “suspected case” but a case with clinical presentation and high-risk contact (refer o footnote point ¢ above) as “possible case”

India considers travel to affected counties in the past 21 days of symptom onset as epidemiological criteria.

Portugal and United Kingdom considers fever as 38°C,

‘Spain, Turkiye, and United Kingdom additionally consider arthralgia as a clinical symptom suggestive of Mpox. For United Kingdom only; chils are also an additional symptom.

Sweden considers suspected case as a person sampled with suspicion of monkeypox pending test results and who has no symptoms but has fulfilled the epidemiological citeria

“Turkiye defines rash as itchy lesion without specific differentiation of the type of lesion (mucosal or dermal).

“United States also considers contact with a dead or live wild animal or exatic pet that s an African endemic species or used a product derived from such animals as epidemiological criteria.
Additionally, contact, without the use of appropriate PPE or Biosafety Level (BSL) protocols, with laboratory specimens or other items or contact without appropriate use of PPE with a person
or animal with a known orthopoxvirus or Mpox virus infection are considered in the criteria.

Lymphadenopathy
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Notifiable cases based on surveillance  Number of countries Countries

definitions
Confirmed cases only 4 Germany', Netherlands, Sweden, and Switzerland
Australia?, Austria, Canada, Colombia, France’, Ireland, Mexico,
Confirmed and probable cases (WHO recommended) 12
New Zealand, Peru, Poland, United States, and United Kingdom®
Argentina, Costa Rica, Belgium, Brazil, Cyprus, Denmark, Greece,
Confirmed and suspected (or possible) cases 9
South Africa, and Turkiye
Confirmed, probable, and suspected cases 7 Chile, India, Italy, Jamaica, Portugal, Spain, and UAE

‘Germany requires reporting of lboratory confirmed cases that can either (i) fulfil linical riterias (i) have unfulfilled clinical criteria; or i) have unknown clinical picture.
‘Australia requires notification of suspected cases only to the sate and territory public health units and not to the national surveillance authorities.

“Apart from confirmed and probable cases, France requires mandatory reporting of possible (suspected) cases that are exempt from testing (criteria or exemption areif the clinical
symptoms are suffciently suggestive, there is a context of risk of exposure (o the virus, there are o signs of eriousness, and the diagnoses differentials have been ruled out).

‘Poland requires reporting of suspicious cases (after considering other causes of symptoms and considering epidemiological connections). However, when reporting to ECDC and WHO,
Poland reports confirmed, suspected, and probable cases.

‘United Kingdom requires reporting of confirmed and highly probable cases (person with an orthopox virus PCR positive result in 2022 and where monkeypox remains the most ikely
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Variable Decision to seek public healthcare (Ref: Decision to seek private healthcare (Ref:
Decided not to seek public healthcare) Decided not to seek private healthcare)

Adjusted OR 95% ClI p-value Adjusted OR 95% ClI p-value

Time
Trinidad and Tobago

e migrating to
rting 0031 - - -

<12months Ref Ref - - N =
>12months 2336 1.083-5.039 0031 - - =
Main reason for migration 0489 - - -
Economical/Political Ref Ref - - - -
Asylum seeker/Escape violence 0451 0.122-1.665 0232 - - -
Family reunification - - - - B -
Household dynamic 0.049 0020
Lives alone Ref Ref - Ref Ref -
Lives with family/friends 2595 1.005-6.69 0049 0312 0.117-0830 0020

Visited doctor for physical
0.010 0.012

health problem

No Ref Ref - Ref Ref -

Yes 2170 1.203-3.913 0.010 2263 1.199-4.272 0.012

Had difficulties accessing

healthcare since in - - - 0.045

“Trinidad and Tobago

No - = - Ref Ref =

Yes - - - 0.466 0.221-0.983 0.045

Most trusted source of
0.037 0714

information on medical needs

Official healthcare providers Ref Ref - Ref Ref -
Social networks 0450 0.162-1.252 0.126 0472 0.125-1.785 0.268
Internet 0.409 0.205-0.816 0011 0.809 0.365-1.794 0.602

Other 0412 0.118-1.435 0.164 - - =
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Variable Decision to seek public healthcare (Ref: Decision to seek private healthcare (Ref:

Decided not to seek public healthcare) Decided not to seek private healthcare)

Unadjusted OR 95% ClI p-value Unadjusted OR 95% ClI p-value
View of health (self-rated) 0559 0461
Poor health Ref Ref - Ref Ref -
Fair health 1514 0.575-3.989 0.401 1167 0.344-3.956 0.805
Good health L121 0.460-2.732 0.802 1.667 0.536-5.183 0378
Diagnosed mental health problem 0824 0921
No Ref Ref - Ref Ref =
Yes 0.938 0.534-1.649 0.824 1.033 0.546-1.954 0921
::E::d physical health - [
No Ref Ref - Ref Ref =
Yes 1.022 0.568-1.838 0.943 0925 0.474-1.805 0818
Needed to visit doctor for mental
health problem 4 b
No Ref Ref - Ref Ref =
Yes 0.861 0.456-1.626 0.645 0.653 0.297-1.436 0.289
Needed to visit doctor for physical
health problem 000 00
No Ref Ref - Ref Ref -
Yes 2202 1.270-3.818 0.005 2250 1.225-4.132 0.009
Knowledge of where to access
healthcare in Trinidad and Tobago 0.792 0814
upon arrival
No Ref Ref - Ref Ref =
Yes L1119 0.485-2.578 0.892 0.344-2.312 0814
Had difficulties accessing
healthcare since in 0.260 0.037
“Trinidad and Tobago
No Ref Ref = Ref Ref =
Yes 1.399 0.780-2.508 0.260 0.463 0.225-0.954 0.037
Most trusted source of information
on medical needs oon om0
Offical healtheare providers Ref Ref - Ref Ref -
Social networks 0.437 0.170-1.126 0.086 0525 0.147-1.882 0323
Internet 0373 0.193-0.719 0.003 0.862 0.404-1.836 0.699

Other 0477 0.157-1.452 0192 - - -
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Variable Decision to seek public healthcare Decision to seek private healthcare

No Yes p-value No Yes p-value

View of health (self-rated) 0558 0458
Poor health 9(375) 15 (625) 20(833) 40167)

health 21(284) 53(71.6) 60 (81.1) 14(18.9)
Good health 53(349) 99 (65.1) 114(75.0) 38(25.0)
Diagnosed mental health problem 0824 0921
No 56 (32.7) 115(67.3) 133 (77.8) 38(222)
Yes 27(342) 52(65.8) 61(77.2) 18(228)
Diagnosed physical health problem 0943 0818
No 60(33.3) 120(66.7) 139(77.2) 41228
Yes 23(329) 47 (67.1) 55(78.6) 1521.4)
Needed to visit doctor for mental health problem 0645 0.286
No 64(32.5) 133(675) 150 (76.1) 47(23.9)
Yes 19(358) 34(64.2) 44(83.0) 9(17.0)
Needed to visit doctor for physical health problem 0005 0.008
No 56 (40.9) 81(59.1) 115 (83.9) 22(16.1)
Yes 27(239) 86 (76.1) 79(69.9) 34(30.1)
Knowledge of where to access healthcare in
“Trinidad and Tobago upon arrival 0702 o8
No 74(33.5) 147 (66.5) 171 (77.4) 50(226)
Yes 9(31.0) 20(69.0) 23(79.3) 6(207)
Had difficulties accessing healthcare since in
Trinidad and Tobago o =
No 61(35.5) 111 (64.5) 127 (73.8) 45(26.2)
Yes 22(28.2) 56 (71.8) 67 (85.9) 11314
Most trusted source of information on medical needs 0012 0129
Official healthcare providers 44(26.3) 123(73.7) 125(74.9) 42(25.1)
Social networks 9(45.0) 11(55.0) 17(85.0) 3(15.0)
Internet 24(49.0) 25(51.0) 38(77.6) 11224

Other 6(429) 8(57.1) 14(100.0) =
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Variable Decision to seek public healthcare (Ref: Decision to seek private healthcare (Ref:

Decided not to seek public healthcare) Decided not to seek private healthcare)

Unadjusted OR 95% ClI p-value Unadjusted OR 95% ClI p-value
Age 0610 0.903
20-29years Ref Ref - Ref Ref -
30-39years 1.260 0.661-2.403 0.483 0899 0.424-1.903 0.899
40-49years 1170 0.570-2403 0.669 1.089 0.481-2.466 0838
250years 2000 0.714-5.600 0.187 1289 0.461-3.610 0.628
Gender 0.688 0.298
Male Ref Ref - Ref Ref -
Female 1116 0.654-1.905 0,658 0727 0.399-1324 0.298
Time since migrating to
‘Trinidad and Tobago 00 0
<12months Ref Ref - Ref Ref -
>12months 2157 1.063-4377 0,033 0633 0.291-1378 0.249
Main reason for migration 0.393 0.456
Economical/Political Ref Ref - Ref Ref -
Asylum seeker/Escape violence 0.428 0.127-1.446 0172 0730 0.153-3.481 0,692
Family reunification - - - 0.298 0.038-2365 0.252
Household dynamic 0010 0,034
Lives alone Ref Ref - Ref Ref -
Lives with family/friends 3260 1.332-7.981 0010 0375 0.151-0930 0.034
Education level 0.195 0.273
No formal education Ref Ref - Ref Ref -
Elementary schooling 1370 0.590-3.182 0.465 0985 0.327-2968 0.978
High school 2055 0.894-4.725 0.090 1821 0.641-5.169 0.260
College/University schooling 4875 0.519-45.789 0.166 1920 0287-12.862 0501
Monthly earnings 0,035 0315
<51,000TT Ref Ref - Ref Ref -
$1,000-3,000 TT 2375 1.226-4.600 0010 1671 0.862-3.242 0129
83,000 TT 1413 0.643-3.106 0.389 1238 0508-3.016 0,638
English fluency 0739 0772
Low Ref Ref - Ref Ref -
Moderate 1142 0.642 2031 1186 06312231 0597
High 0713 0.216-2.355 0.580 0724 0.151-3.460 0.685
Approximate area of residence in
Trinidad and Tobago 80 i
Arima/Tunapuna/Piarco Ref Ref - Ref Ref -
Chaguanas/Couva 1697 0.488-5.902 0.406 2000 0479-8.354 0342
Mayaro/Rio Claro 1037 0.274-3.920 0957 1412 0.294-6790 0.667
Penal/Debe/Siparia 233 0512-10638 0.274 1538 0301-7.870 0.605
Point Fortin 1026 0.295-3.569 0.968 1280 0.287-5.707 0.746
Port of Spain/San Juan/Laventille 0899 0.203-3.901 0.876 0667 00944733 0.685
Princess Town 1467 0.335-6.430 0612 0923 0.155-5.486 0930
San Fernando 1292 0.390-4.273 0.675 0585 0.127-2698 0.492
Other 1641 0.486-5.545 0425 1143 0.269-4859 0.856

Ref, Reference category:
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Variable Decision to seek public healthcare Decision to seek private healthcare

No Yes p-value No Yes p-value
Age 0.604 0902
20-29years 27(37.5) 45(625) 56 (77.8) 16(222)
30-39years 30(32.3) 63(67.7) 74(79.6) 19.(20.4)
40-49years 20(339) 39.(66.1) 45(763) 14(237)
250years 6031 20(76.9) 19(73.1) 7(269)
Gender 0.688 0297
Male 35(347) 66(65.3) 75(74.3) 26(25.7)
Female 48(32.2) 101(67.8) 119(799) 30(20.1)
‘Time since migrating to Trinidad and Tobago 0031 0.247
<12months 18 (48.6) 19.(51.4) 26(70.3) 11(297)
>12months 65(30.5) 148 (69.5) 168 (78.9) 45(21.1)
Main reason for migration 0.007 0570
Economical/Political 77(33.9) 150 (6.1) 174(767) 53(233)
Asylum seeker/Escape violence 6(5435) 5(55) 9(518) 2(182)
Family reunification - 12(100.0) 11917) 1(83)
Household dynamic 0.007 0029
Lives alone 13(59.1) 9(409) 13.(59.1) 9(409)
Lives with family/friends 70(30.7) 158 (69.3) 181 (79.4) 47 (206)
Education level 0.194 0.266
No formal education 13 (448) 16(55.2) 24(82.8) 5(17.2)
Elementary schooling 35(37.2) 59(62.8) 78 (83.0) 16(17.0)
High school 34(28.3) 86(71.7) 87(72.5) 33(27.5)
College/University schooling 1(143) 6(85.7) 5(71.4) 2(28.6)
Monthly earnings 0032 0311
<$1,000TT 57(39.3) 88(60.7) 117 (80.7) 28(19.3)
$1,000-53,000 TT 15(21.4) 55(78.6) 50(71.4) 20(28.6)
>$3,000 TT 11(314) 24(68.6) 27(77.0) 8(229)
English fluency 0737 0770
Low 53(33.8) 104 (66.2) 123 (78.3) 34(217)
Moderate 25(309) 56(69.1) 61(753) 20(247)
High 5(417) 7(58.3) 10(833) 2(167)
Approximate area of residence in
“Trinidad and Tobago 9585 08
Arima/Tunapuna/Piarco 6(400) 9(60.0) 12(80.0) 3(200)
Chaguanas/Couva 11(282) 28(71.8) 26(66.7) 13(333)
Mayaro/Rio Claro 9(39.1) 14(609) 17(739) 6(26.1)
Penal/Debe/Siparia 4(222) 14(77.8) 13(722) 5(278)
Point Fortin 13(394) 20 (60.6) 25(75.8) 8(24.2)
Port of Spain/San Juan/Laventille 6(429) 8(57.1) 12(85.7) 2(143)
Princess Town 5(313) 11(68.8) 13(813) 3(18.8)
San Fernando 16(340) 31(66.0) 41(87.2) 6(12.8)

Other 13(28.9) 32(71.1) 35(77.8) 10(22.2)
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Level Characteristics
1 Sex x age group (18-29, 30-39, 40-49, 50-59, 60-69, 70-79, and
80+ years of age)

Age group (1829, 30-59, and 60+ years of age) x ISCED* (lower,

middle with/without A-levels, high)

3 Nielsen Areas of Germany (Northwest, North Rhine-Westphalia,
Center, East (North), East (South), Bavaria, Baden
‘Werttemberg) x municipality size (rural, small-town, medium-
town, metropolitan)

&

Hamburg, Lower-Saxony & Bremen, Saarland & Rhineland-

1 Federal state of Germany (combined: Schleswig-Hols!

Palatinate, Brandenburg & Mecklenburg-Western Pomerania,
Saxony-Anhalt & Saxony & Thuringia) xage group (18-39, 40-59,
and 60+ years of age)

*UNESCO Institute for Statistics (2012) International Standard Classification of Education:
ISCED 2011. UIS, Montreal, S. 8.
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iew of health (self-rated)
Poor health e 96
Fair health 74 26
Good health 152 608
Total 250 1000

Diagnosed mental health problem

No 171 684
Yes 79 316
Total 250 1000

Diagnosed physical health problem

No 180 720
Yes 70 280
Total 250 1000

Needed to visit doctor for mental health problem

No 197 788
Yes 53 22
Total 250 1000

Needed to visit doctor for physical health problem

No 137 548
Yes 13 452
Total 250 1000

Knowledge of where to access healthcare in Trinidad and Tobago upon arrival

No 221 88.4
Yes 2 116
Total 250 1000

Had difficulties accessing healtheare since in Trinidad and Tobago

No 172 688
Yes 78 312
Total 250 1000

Most trusted source of information on medical needs

Official healthcare providers 167 668
Social networks 20 80
Internet 9 196
Other 14 56
Total 250 1000

Decision to seck public health services

No 83 32
Yes 167 668
Total 250 1000

Decision to seck private health services

No 194 776
Yes 56 24
Total 250 1000

Decision to seek health services

No 48 192
Yes 202 80.8
Total 250 1000
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Age
20-29years 72 288
30-39years 9 372
40-49years 59 236
250years 2 104
Total 250 1000
Gender

Male 101 40.4
Female 149 596
Total 250 1000

‘Time since migrating to Trinidad and Tobago

<12months 37 148
212months 213 852
Total 250 1000

Main reason for migration

Economical/Political 27 %08
Asylum seeker/Escape violence 1 44
Family reunification 12 48
Total 250 1000

Household dynamic

Lives alone 2 88
Lives with family/friends 28 912
Total 250 1000

Education level

No formal education 29 16
Elementary schooling 9 376
High school 120 48.0
College/University schooling 7 28

Total 250 1000

Monthly earnings

<$1,000TT 145 580
$1,000-$3,000 TT 70 280
83,000 TT 3 140
Total 250 1000
English fluency

Low 157 628
Moderate 81 324
High 12 438

Total 250 1000

Approximate area of residence in Trinidad and Tobago

Arima/Tunapuna/Piarco 15 60
Chaguanas/Couva 39 156
Mayaro/Rio Claro 23 92
Penal/Debe/Siparia 18 72
Point Fortin 3 132
Port of Spain/San Juan/Laventille 1 56
Princess Town 16 64
San Fernando a7 188
Other 45 180

Total 250 1000
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Predisposing Factors

o Age
« Gender

« Time since arrivalin Trinidad & Tobago
« Reason for migration

o Living with family and friends

o Arrived with family and friends

Enabling Factors

 Highest level of education

* Employment/Income

o Self-rated English fluency

o Access to health services

« Sources of information on health services

Need Factors

© Self-rated health status
« Worryingabout a non-communicable
health condition
 Visiting a doctor in the last 12 months

* Public healthcareservices
o Private healthcare services

Decision to seek health services
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Category Barriers Homeless Immigrant/ Incarcerated Detained

Migrant
Lack of culturally sensitive approaches 1 5
Lack of trust 1 7 1
Cultural barriers  Noaccess or perceived lack of access 2 4 1
Poor health lteracy 1 3
Stigma and racism in healthcare 1 2 1
Undocumented status 2
Fears of deportation or other "
immigration ramifications
Immigrationand "¢ of public charge rule 4
language barriers
General anti-immigration pol 1
Lack of identification 2
Limited English proficiency 13 1
Closure of clinics 1
Distance o testing site 1 4
Fear of losing work 1 7
Fear of food insecurity 1 2
Fear of dying in hospital 1
Fear of quarantine or isolation 1 2 4
Fear of contact tracing 1
Fear of contracting COVID-19 1 1
Fear of losing personal privileges 3 1
Fear of law enforcement 1 1
Insurance, cost,
- Worries about safety 1
barriers Institutional barriers to accessing .
healthcare
Lack of appointment information 1 2
Lack of connection to healthcare 1 2
Lack of insurance 8
Medical care costs 5 2
Lack of information 1 4 1
Lack of technology 3
Lag in or lack of result reporting 2
No appointments or need for 5
appointment
Constant movement within facility 1
Drug abuse 1
e Lack of time 1 2
Need to sign a form 1
Not severe enough symptoms or N

ited to symptoms
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Title/Abstract identified by Additional title/abstracts
database search identified by manual search
(N=6,872) (N=63)

Title/Abstract after
removing duplicates
(N=4,507)

Excluded
! (N=4,286)

Full-text after
title/abstract review

(N=221)
Further excluded
5
(N=132)
v Breakdown by underserved population:
Studies included after + Homeless population (N=26)
full-text review *  Migrant/immigrant population (N=26)
(N=89) +  Incarcerated (N=29)
*  Migrant/immigrant and detained (N=5)
v

Publications addressing/discussing
barriers to access to COVID-19 testing
(N=42)
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Variables Categories F

uency Percentage

Live alone in the Yes 98 20.3
household No - -
Number of people Less than four 174 361
living in the
household Greater than 308 63.9
or equal four
Have had employed Yes 48 10
family member o P g
Types of households Monogamous 307 <832
(369) Polygamous 62 168
Household has Yes 357 74.1
g No 125 259
Household has Yes 359 74.5
livestock No 123 255
Household have Yes 434 90
latrine - p -
House has window Yes 348 722
No 134 27.8
Received food Yes 2 16
support from any
organization No 460 95.6
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Variables Categories Frequency Percentage
Type of TB Pulmonary TB 371 76.9
Extra 111 23.1
pulmonary TB
Duration of anti-TB <2 months 124 257
amen 2 months 358 73
Sputum smear +1 256 53.2
grading at diagnosis 3 153 317
+3 73 15.1
Have you experienced Yes 77 159
any other comorbidity
in addition to TB? No 405 84.1
Did you delayed or e a5 -
skipped anti-TB
drug? No 447 92.7
Received health Yes 401 832
education No 81 168
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Variables Categories Frequency Percentage

Have you eaten Yes 152 315
vegetables in the last
week? No 330 86.5
Have you eaten fruit Yes 118 245
in the last week No 364 —
Have you ever drunk Yes 17 35
2
alcohol? No i .
Have you ever chewed | Yes 262 544
?
Khatt No 220 456
Did you smoke Yes 151 313
currently No - -
Received Yes 141 29.3
psychological support

No 341 70.7
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Factors Categories Food insecurity COR (95% Cl)  AOR (95% CI)

Yes (%) No (%)
Sex of the patient Male 39(15.2) 218 (84.5) 0.55 (0.35-0.87) 0.58 (0.34-0.97) *
Female 55 (24.4) 170 (75.6) 1 1
Marital Status Single 9(8.0) 104 (92) 1 1
Married 71(22.8) 240(77.2) 3.42(1.65-7.10) 293(1.33-6.47) *
Divorced 11 (22.4) 38(77.6) 3.35 (1.29-8.70) [ 2.02 (0.69-5.89)
Widowed 3(333) 6(66.7) 5.78 (1.23-27.06) | 3.39 (0.59-19.66) 7
Residence Urban 9(12.7) 62 (87.3) 0.30 (0.12-0.75)* 0.56 (0.27-1.27)
Rural 85 (20.7) 326 (79.3) 1 1
Religion of the patient Muslim 83 (18.5) 365 (81.5) 0.48 (0.22-1.02) 0.62 (0.26-1.51)
Christian 11(32.4) 23 (67.6) 1 1
Educational status of the patient No formal education 60 (20.0) 240 (80.0) 1 1
Primary school 21 (25.6) 61 (74.4) 138 (0.78-2.44) 1.84 (0.95-3.58)
Secondary and above 13 (13.0) 87 (87.0) 0.60 (0.31-1.14) 0.70 (0.32-1.53)
Oceupation of the patient Farmer 119 (57.8) 87 (42.2) 1 1
Daily laborer 50 (88.1) 7(11.9) 0.98 (0.48-2.01) 0.69 (0.25-1.91)
Employee 6(50) 6(50) 0.34 (0.04-2.66) 0.26 (0.03-2.84)
Merchant 7(18) 31(82) 0.59 (0.28-1.26) 0.22 (0.04-0.67)*
Others** 103 (61) 66(39) 0.64 (0.37-1.10) 0.73 (0.35-1.52)
Wealth quintiles Low 55(23.9) 175 (76.1) 1.98 (1.04-3.75) 2.10 (1.04-4.23) *
Middle 25(16.7) 125 (83.3) 1.26 (0.61-2.55) 1.42 (0.66-3.03)
High 14 (13.7) 88 (86.3) 1 1
Have had employed family member Yes 16 (33.3) 32(66.7) 2.28(1.19-4.37) 1.85(0.91-3.75)
No 78 (18) 356 (82) 1 1
Duration of treatment follow up < 2 months 15 (12.1) 109 (87.9) 0.49 (0.27, 0.88) 0.48 (0.26-0.91)*
>2 months 79 (22.1) 279(77.9) 1 1
Chewing Khat Yes 63 (24) 199 (76) 1.93 (1.20-3.10) 2.18 (1.29-3.70)*
No 31 (14.1) 189 (85.9) 1 1
Household has farmland Yes 58 (16.2) 299 (83.8) 0.48 (0.30-0.77) 0.46 (0.24-1.09)
No 36 (28.8) 89(71.2) 0.48 (0.30-0.77) 0.46 (0.24-1.09)
Household have livestock Yes 61(17) 298 (83) 0.56 (0.34-0.91) 0.56 (0.29-0.94)*
No 33(26.8) 90 (73.2) 1 1

Key: *p-value <0.01, **p-value <0.001.
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Year (201 Total Yearly average
“Total budget allocations for 29885033.32'S 27168218
NCDs (FCFA)

“Total expenses for NCDs. 29459619.47 S 2678147.228
(FCFA)

Absorption rate 98.58% 98.58%

(expenses / allocations in %)

‘1 dollar US =580 FCFA.
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Budaget lines Allocation type Categorization

I Childbirth & Emergency Obstetric Care / Subsidies to other beneficiary categories Current transfer Positive investment

2 Acquire contraceptive products Investment Positive investment

3 Acquire vaccines and consumables Investment Sensitive

4 Acquire micronutrients Investment Positive investment

5 Acquisition of Hospital Equipment / STATE / CHR / Technical equipment-tools Investment Positive investment

6 Support Dialysis Units/Subsidies to other categories of beneficiaries Investment Specific

7 Ensure the construction and equipment of the Infrastructures of the Bobo-Dioulasso Investment Sensitive
hemaodialysis project

8 Ensure coverage of community-based health workers/Subsidies to other categories of Current transfer Sensitive
beneficiaries

9 Ensure Burkinas commitments to Global Fund financing for the management of certain Current transfer Sensitive
diseases/Subsidies to other categories of beneficiaries

10 Ensure the medical examination of workers Current transfer Sensitive

11 National Center for Apparatus and Orthopedics/ Subsidies to other beneficiary categories  Current transfer Positive investment

12 National Center for the Fight against Blindness/ Subsidies to other beneficiary categories  Current transfer Sensible

13 Buildand equip a cancer center in Ouagadougou/Research and development costs Investment Sensible

14 Female cancer screening Current transfer Specific

15 Availability of maternal health services / STATE / Eta tranche / Other purchases of goods &  Investment Sensible
services

16 Students in 6th year of Pharmacy / Current transfers to households Current transfer Sensible

17 End of medical cycle students Current transfer Sensible

18 Free preventive care/Subsidies to other beneficiary categories Current transfer Positive investment

19 Hospital interns/Routine transfers to households Current transfer Sensible

20 National Vaccination Days/ Subsidy to public establishments Current transfer Sensible

21 Tobacco control/Transfers to supranational organizations & government contribution Current transfer Specific

22 Doctors in specialization/Routine transfers to households Current transfer Sensible

23 Standardization of health facilities / STATE / Standardization Investment Positive investment

20 Workers' Health Office/subsidies to other beneficiary categories Current transfer Sensible

25 Pay Burkinals contribution to the World Health Organization Current transfer Sensible

26 Pay Burkinas contribution to the West African Health Organization/Transfers to Current transfer Sensible
supranational authorities and contributions to international organizations

27 Support the construction of the Tengandogo radiotherapy center Investment Sensible

28 Social programs/STATE/Dialysis unit/Other purchases of goods & services Investment Sensible

29 Care for children aged 0 to 5/Subsidies to other beneficiary categories Current transfer Positive investment
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