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Editorial on the Research Topic

Applications of Novel Analytical Methods in Epidemiology

Over the past decades, the repertoire of quantitative analytical techniques in disciplines such as
ecology, decision science and evolutionary biology has grown, in part enabled by the development
and increased availability of computational resources. Integration of cutting-edge, quantitative
tools into veterinary epidemiology that have been borrowed from such disciplines has offered
opportunities to advance the study of disease dynamics in animal populations, to improve and
guide decision-making related to disease prevention, control, or eradication. Furthermore, the
need to explore new analytical methods for veterinary epidemiology has been driven by the
increasing availability and complexity of animal disease data (“big data”). The term “novel”
in this research topic indicates methodological approaches that are currently infrequently or
previously not used in epidemiology. The objective of this research topic is to contribute to current
methods in epidemiology by: (1) presenting and discussing novel analytical tools that help advance
our understanding of epidemiology; and (2) demonstrating how inferences emerging from the
application of novel analytical tools can be incorporated into decision-making related to animal
health.

It is worth noting that traditional analytical methods will continue to be essential tools for
guiding and improving disease surveillance because they are computationally less demanding and
therefore, more widely accessible. Magro et al. demonstrated the utility of multivariable logistic
regression to risk mapping of sinonasal aspergillosis in dogs and in California, whilst Gautam et al.
used a Cox proportional hazards model to identify risk factors for culling, sales, and deaths in New
Zealand dairy goats.

Identification of suitable environmental and demographic factors for disease outbreaks is an
essential component of risk-based surveillance. Escobar et al. offered two unique research articles
in which he and his co-authors highlighted the potential of a novel algorithm in ecological niche
modeling (ENM) for disease risk mapping of Toxoplasma, Bartonella, and Heterosporis spp.. They
identified important environmental and demographic factors that shaped their predicted spatial
distribution, as well as the relative contribution of these factors to this distribution. The two articles
set the scene for further development of a powerful analytical approach for predicting disease
distribution, thus contributing to the expanding field of spatial epidemiology.

Animal movement between premises has been identified as a critical factor for infectious
disease introduction and spread. Valdes-Donoso et al. integrated methods in this research topic
by combining data science techniques with social network analysis (SNA) to infer unobserved pig
movements between farms. They selected relevant spatial and demographic factors and replicated
the structure of a pig movement network from incomplete data by predicting the probability
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of unobserved movement between sites using supervised
machine learning. Their inferences approximated actual
unobserved movements between sites; hence this predictive
method could guide control strategies between and within
geographical regions.

McCabe and Nunn also utilized SNA to offer a unique
approach to modeling transmission networks of infectious
diseases. They proposed a novel measure for describing a
network—“effective network size”—which accounts for the
heterogeneity of contacts between the nodes of a given network.
They applied this metric to disease outbreak networks simulated
from different disease spread models as well as empirical disease
networks described in the literature. They found that their metric
is highly associated with many traditional network metrics, and
hence might provide additional epidemiological insights when
using SNA to guide disease intervention.

Assessment of the temporal dynamics of disease outbreaks
is another analytical pillar needed to formulate risked-based
surveillance systems. Arruda et al. proposed the effective time-
dependent reproductive number as a complementary measure
of disease spread to use alongside incidence and frequently used
spatial analyses such as cluster detection. They demonstrated the
utility of computing sequential effective reproductive numbers
from case-series data to assess the endemicity of porcine
reproductive and respiratory syndrome across regions in the
United States. Furthermore, they showed how such a measure
could be used to guide and improve intervention strategies to
control endemic swine diseases.

Transforming common analytical methods in epidemiology
into a Bayesian statistical framework has recently become more
common due to the substantial growth in computational
resources. Bayesian analytical methods require fewer
assumptions about the data than frequentist methods,
provide methods to account for uncertainties in data, and
can accommodate more complex biological parameters for
estimating posterior risk measures of infectious diseases.
Gamado et al. developed a toolkit that can be used for risk
assessment of epidemic models that are based on discrete-state,
continuous-time Markov and semi-Markov processes, using
data-augmentation Markov Chain Monte Carlo techniques
within a Bayesian framework. They demonstrated how their
toolkit could be reliably used to assess risks from potential disease
introductions, which subsequently can be used to support and
guide prompt disease intervention efforts.

Perception of risk and quantifying preferences among
animal producers, health workers, and other stakeholders is
another important factor in guiding the implementation of
disease intervention efforts. Opinions and perceptions impact
policymaking, and thus, advanced analytical methods that
can decipher the complexity and diversity of stakeholder
preferences are required. Van den Borne et al. borrowed
and adapted conjoint analysis (CA) from decision-science.
This method has had limited use in veterinary science, with
applications previously focused on disease prioritization. Van
den Borne et al. used a computer-based adaptive choice-
based conjoint analysis to elicit respondents’ preferences
for design characteristics of a new udder health and
antimicrobial usage improvement program in Switzerland.
They demonstrated the novelty and advantages of their
approach in guiding decision-makers to both administer current
animal health programs and develop new programs based
on the independent opinions of veterinarians and animal
producers.

In this research topic, a selected array of novel
analytical methods from a variety of scientific disciplines
was demonstrated, with the goal of complementing and
advancing the field of epidemiology. Our intention is that
this research topic further motivates epidemiologists to
seek and develop analytical methods to overcome current
analytical limitations; application of novel and interdisciplinary
methods new to the field of veterinary epidemiology has the
potential to expand the horizons of veterinary epidemiological
research.
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spatial Patterns and impacts of 
environmental and climatic Factors 
on canine sinonasal aspergillosis  
in northern california
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Teaching Hospital (VMTH), Department of Medicine and Epidemiology, School of Veterinary Medicine, University of California 
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Sinonasal aspergillosis (SNA) causes chronic nasal discharge in dogs and has a world-
wide distribution, although most reports of SNA in North America originate from the 
western USA. SNA is mainly caused by Aspergillus fumigatus, a ubiquitous saprophytic 
filamentous fungus. Infection is thought to follow inhalation of spores. SNA is a disease 
of the nasal cavity and/or sinuses with variable degrees of local invasion and destruc-
tion. While some host factors appear to predispose to SNA (such as belonging to a 
dolichocephalic breed), environmental risk factors have been scarcely studied. Because 
A. fumigatus is also the main cause of invasive aspergillosis in humans, unraveling the 
distribution and the environmental and climatic risk factors for this agent in dogs would 
be of great benefit for public health studies, advancing understanding of both distribution 
and risk factors in humans. In this study, we reviewed electronic medical records of 250 
dogs diagnosed with SNA between 1990 and 2014 at the University of California Davis 
Veterinary Medical Teaching Hospital (VMTH). A 145-mile radius catchment area around 
the VMTH was selected. Data were aggregated by zip code and incorporated into a 
multivariate logistic regression model. The logistic regression model was compared to 
an autologistic regression model to evaluate the effect of spatial autocorrelation. Traffic 
density, active composting sites, and environmental and climatic factors related with 
wind and temperature were significantly associated with increase in disease occurrence 
in dogs. Results provide valuable information about the risk factors and spatial distri-
bution of SNA in dogs in Northern California. Our ultimate goal is to utilize the results 
to investigate risk-based interventions, promote awareness, and serve as a model for 
further studies of aspergillosis in humans.

Keywords: Aspergillus, risk map, fungal infection, dogs, epidemiology, public health, spores, spatial analysis

inTrODUcTiOn

Aspergillosis has gained clinical significance in both the veterinary medicine and public health fields. 
It affects a wide variety of hosts such as dogs, cats, birds, and humans causing morbidity and mortal-
ity worldwide (1–11). Canine sinonasal aspergillosis (SNA) is a common presentation of aspergil-
losis in dogs (1, 3, 12, 13) and also one of the most frequent causes of chronic sinonasal disease in 
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dogs (6, 14–16). SNA is mainly caused by Aspergillus fumigatus, 
and less frequently by other species, such as Aspergillus niger, 
Aspergillus flavus (16, 17), and Penicillium spp. (16). A. fumigatus 
is a ubiquitous filamentous saprophytic fungus (18), and its 
conidia (spores) are found in soil, air, water, decaying vegetation, 
and dust. It is an airborne pathogen (19–24), thus transmission 
occurs through inhalation of conidia from the environment. SNA 
generally involves the nasal cavity and/or frontal sinuses (17, 25) 
of otherwise apparently systemically healthy dogs (17), causing 
destruction of nasal turbinates (9). Extensive damage to the nasal 
bones, cribriform plate, and orbit can occur in severe cases (26, 27). 
Clinical signs include mucoid to mucopurulent nasal discharge, 
sneezing, depigmentation and/or ulceration of the nares, nasal 
pain, and epistaxis (1, 26). Ocular discharge occurs as a result 
of nasolacrimal duct destruction and orbit invasion in advanced 
cases (1). Neurologic signs may occur if the cribriform plate is 
affected (26, 27). An important differential diagnosis for SNA 
in dogs is nasal neoplasia (14). Diagnosis is costly and requires 
a mixture of invasive and non-invasive diagnostic tests such as 
advanced imaging, serology, rhinoscopy for identification of 
fungal plaques, and cytology and/or histopathology (12, 27–31). 
Treatment is often challenging and involves a combination of tis-
sue debridement, topical, and systemic antifungal therapy (9, 26).

We focused our study on SNA because it is a frequent form 
of aspergillosis seen in dogs (1, 3, 12, 13), and because the etiol-
ogy and epidemiology of SNA are distinct from the other types 
of aspergillosis in dogs and may have implications for human 
disease. Nasal aspergillosis accounts for 7–34% of dogs with 
nasal disorders and is the second most common cause of chronic 
nasal discharge (6, 14, 32, 33). A study in humans shows that 
worldwide approximately 2.5% (4.8 million people) of adults 
who have asthma also have allergic bronchopulmonary asper-
gillosis (34). Invasive aspergillosis in humans generally affects 
immunocompromised people and is one of the most common 
fungal infections on organ transplant recipients (35). Studies 
have shown that A. fumigatus are present and propagate under a 
variety of environmental and climatic conditions such as water, 
soil, decaying vegetation, and compost. A. fumigatus present in 
the air and water for example have been associated with aspergil-
losis in humans (11, 19–23, 36, 37). A. fumigatus spores can also 
disperse easily in the air when compared to other types of fungi. 
Moisture and inappropriate temperature have been associated 
with the disease in birds (10).

We hypothesized that environmental and climatic factors sig-
ni ficantly favor pathogens’ growth, spread, and disease transmis-
sion. Studies of geographical distribution with identification of 
potential high-risk areas and quantification of the influence of 
environmental and climatic factors on canine SNA are lacking.

Our specific study aims were as follows: (1) to analyze the spa-
tial patterns of canine SNA in Northern California from electronic 
medical records of the University of California Davis William R. 
Pritchard Veterinary Medical Teaching Hospital (VMTH) to aid 
identification of high-risk areas for disease occurrence; (2) to 
assess the association between environmental/climatic risk fac-
tors and disease occurrence in Northern California using a mul-
tivariate logistic model. Although SNA does not pose zoonotic 
potential, dogs may be important sentinels for human exposure 

as dogs and humans cohabit the same environment. Therefore, 
this study has potential implications for both animal and public 
health with the ultimate goal of early detection, prevention, and 
mitigation of disease.

MaTerials anD MeThODs

Data Description
The VMTH database was searched from January 1st of 1990 
to December 31st of 2014 to identify cases of canine SNA. The 
keyword aspergi* was used to capture all canine aspergillosis 
cases. Dogs were then identified that had a clinical diagnosis 
of SNA as determined by the attending clinician. Cases were 
included if clinical findings were consistent with SNA based on 
thorough review of medical records by a board-certified internal 
medicine specialist (Polina Vishkautsan) including consistent 
medical history, physical examination findings, imaging find-
ings (computed tomography or magnetic resonance imaging), 
presence of fungal plaques on rhinoscopy, positive Aspergillus 
gel immunodiffusion serology, culture of Aspergillus from nasal 
biopsy specimens and identification of fungal hyphae and conidi-
ophores on histopathology. Not all dogs had all diagnostic tests 
done, but all dogs diagnosed with SNA had advanced imaging 
(usually a computed tomography scan) and rhinoscopy, and one 
or more of either visualization of fungal plaques on rhinoscopy, 
fungal structures on biopsy, or growth of A. fumigatus from 
a biopsy of nasal tissue. Both primary care and referral cases 
were included, although the majority was referred because of 
the need for special expertise for diagnosis and treatment of the 
condition.

In addition, a reference dog population was determined, 
which included all dogs seen at the VMTH during the 25 years 
of the study period residing in the zip codes within a catchment 
area of 145  miles around the UC Davis VMTH. This area was 
empirically established and assumed to represent a reasonable 
distance that an owner could drive to seek care. Data of cases and 
the dog reference hospital population were aggregated at the zip 
code level (i.e., unit of analysis) (Supplementary Figures S1–S3 
are provided for reference).

Data collected from dogs with SNA were residential address 
(zip code), date of SNA diagnosis, whether diagnosis was obtained 
by the referring veterinarian or at the VMTH, and fungal culture 
results when available.

The environmental and climatic factors evaluated in this 
study for potential association with canine SNA occurrence are 
described in Table 1. We included as predictors 38 environmental 
and climatic factors that have a likely biological plausibility and/or 
have been previously described either to favor fungus growth or 
cause alteration or damage of respiratory track (11, 19, 22, 36–41).

spatial analysis
Spatial analysis was performed using ArcGIS version 10.2.2 
(ESRI®, 2015) and R Studio (version 0.98.1091). ZIP Code 
Tabulation Areas (ZCTAs) shapefile for the state of California 
was obtained from U.S. Census Bureau (42) and joined using the 
table join function in ArcMap with all the information collected 
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Table 1 | Environmental and climatic factors assessed for association with canine sinonasal aspergillosis occurrence over a 25-year study period.

Variable Description (unit) source

Water Open water and perennial ice/snow areas (%)
Developed areas Open space, low, medium, and high intensity areas of development (%)
Barren Barren land areas (%)
Forest Areas of deciduous, evergreen, and mixed forests (%)
Shrub land Areas dominated by shrubs (%) Geospatial Data Getaway USDA 

website
Grassland/herbaceous Areas dominated by graminoid or herbaceous vegetation (%) National Land Cover Database 

2011 by state (California)
Agriculture Pasture/hay (areas of grasses, legumes, or grass–legume mixtures planted for livestock grazing or the 

production of seed or hay crops) and cultivated crops (areas used for the production of annual crops) (%)
https://gdg.sc.egov.usda.gov/

Wetlands Woody and emergent herbaceous wetlands (%)

Soil moisture Mean soil moisture (average values from 1990 to 2014) (%) Cal-Adapt website
Soil moisture 
difference

Difference in soil moisture (average values from 2014 minus average values from 1990) (%) http://cal-adapt.org/data/
download/

Relative humidity Relative humidity (average values from 1990 to 2014) (%)

Clay Mean soil percent clay (%)
Sand Mean soil percent sand (%)
Silt Mean soil percent silt (%)
Soil percent  
organic matter

Mean percentage soil organic matter (%) Data Basin website

Soil pH Mean soil pH (pH) SSURGO percent soil clay, sand, 
silt, and pH for California, USA

Maximum soil pH Maximum soil pH (pH) https://databasin.org/datasets/
Minimum soil pH Minimum soil pH (pH)

Total land fire acre Total acres of land at time of fire control from 1990 to 2014 (acre) Federal Fire Occurrence website
Fire history Counts of fire episodes from 1990 to 2014 (count) http://wildfire.cr.usgs.gov/

firehistory/data.html

Active composting 
sites

Active composting facilities (food, green, wood, biosolid, agricultural waste) (count) CalRecycle website at http://
www.calrecycle.ca.gov/ 

Wind Mean wind speed (average values from 1990 to 2014) (m/s)
Wind difference Difference in wind speed (average wind speed values from 2014 minus average values from 1990) (m/s) Cal-Adapt website
Temperature Mean temperature (average temperature values from 1990 to 2014) (°C) http://cal-adapt.org/data/

download/
Temperature difference Difference in temperature (average values from 2014 minus average values from 1990) (°C)

Maximum temperature Maximum temperature (maximum values from average maximum values from 1981 to 2010) (°F) Prism Climate Group Oregon 
State University

Minimum temperature Minimum temperature (minimum values from average minimum values from 1981 to 2010) (°F) http://prism.oregonstate.edu/
normals/

Precipitation Mean precipitation (average values from 1981 to 2010) (″)

Precipitation difference Difference in precipitation (average values of 2014 minus average values of 1990) (mm) Cal-Adapt website at http:// 
cal-adapt.org/data/download/ 

Ozone Ozone [portion of the daily maximum 8-h ozone concentration over the federal 8-h standard (0.075 ppm), 
averaged over 3 years (2007–2009)] (ppm)

Office of Environmental Health 
Hazard Assessment website 
http://oehha.ca.gov/ej/ces11.
html 

PM 2.5 Fine particulate matter annual mean concentrations (average of quarterly means), over 3 years  
(2007–2009) (μg/m3)

Diesel PM Diesel particulate matter emissions from on-road and non-road sources for a 2010 July day (kg/day)
Pesticide use Total pounds of selected active pesticide ingredients used in production-agriculture per square mile (lb/mile2)
Toxic release Total toxicity-weighted pounds of chemicals released to air or water from all facilities within the ZIP code or 

within 1 km of ZIP code (toxicity-weighted pounds)
Traffic density Sum of traffic volume (vehicle/kilometers per hour) by total road length (km) within 150 m of the ZIP code 

boundary [vehicle kilometers per hour/total road length (km)]
Cleanup sites Sum of weighted sites per ZIP codes (weighted sites)
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at the ZCTA level. The select by location function was used to 
select the ZCTA within a distance of 145 miles. We calculated 
the regionwide disease hospital incidence rate (i.e., sum of dog 
cases/sum of reference dog population) and used it to calculate 
the expected cases per ZCTA (sum reference dog popula tion 
per ZCTA  ×  regionwide disease incidence rate). Then, the 

standardized incidence ratio (SIR) was calculated by divid-
ing the observed number of cases per ZCTA by the expected 
number of cases per ZCTA, and its mean 1.34 used as the cut 
point to create the binomial response variable for the multi-
variate logistic regression analysis (if the SIR value was larger 
than the SIR mean, it was assigned one, and if it was smaller 
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Table 2 | Association between environmental and climatic variables and canine 
sinonasal aspergillosis occurrence in California obtained with a multivariate 
logistic regression model.

Variable Odds ratio (95% 
confidence interval)

p-Value (Wald test)

Traffic densitya low (≤503.2) Reference = 1.0
High (>503.2) 1.7 (1.1, 2.8) 0.0311
Wind difference (2014–1990)b 1.3 (0.99, 1.7) 0.0621
Active composting sitesb 1.2 (1.0, 1.4) 0.0299
Temperature difference  
(2014–1990)b

0.69 (0.52, 0.92) 0.0104

Agricultureb 0.67 (0.52, 0.88) 0.00345
Wind difference × temperature  
differenceb

1.6 (1.1, 2.3) 0.0134

aBinomial form.
bStandardized form.
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than the mean, it was assigned 0). For the predictors, the mean 
value of each variable for each ZCTA was obtained using the 
extract function (raster package) in R. The tabulate area tool in 
ArcMap was used to obtain the percentage of land use type for 
each ZCTA. The geographic coordinate system used for all the 
shapefiles and rasters were North American 1983, the Datum 
North American 1983, and the projection NAD 1983 UTM 
Zone 11N (linear unit in meters).

statistical analysis
All continuous variables were transformed and evaluated both 
in the standardized (Z = X − μ/σ; i.e., the observed value minus 
the overall mean divided by the SD) and binomial (using the 
median as cut point: observed value > median = 1; 0 otherwise) 
forms. Univariate logistic regression analysis was first applied 
to each variable and only those that had a p-value smaller than 
0.25 were considered for inclusion in the full model. Then, a 
multivariate logistic regression analysis was used to identify the 
factors significantly associated with the disease occurrence. The 
model was specified as follows:

 
logit ln( )p p

p k k= = α +β χ +β χ ... + β χ
1 1 1 2 2−










 
where pi is the probability of SNA occurrence at ZCTA level, 
α is the intercept and, β are the regression coefficients for each 
predictor χ.

Model selection was conducted using forward selection 
(step function from stats package from R) and using the Akaike 
information criterion to determine the best fitting model. 
Model diagnostics were verified by checking deviance residuals 
and the variance inflation factor to evaluate multicollinearity 
problems. The predictive ability of the model was conducted 
analyzing the area under the curve (AUC) of the receiver 
operating characteristic (ROC) curve. All possible two-way 
interaction terms and potential confounders were also evalu-
ated. Fitted values obtained were then used to create a canine 
SNA risk map using the spplot function (sp package) in R. The 
spplot function was also used to create a deviance residuals map 
obtained from the logistic regression model to analyze the dis-
tribution and presence of extreme residual values. Because the 
neglect of spatial autocorrelation can result in biased regression 
coefficient estimates for the SNA occurrence, an autologistic 
regression analysis was run and compared with the ordinary 
multivariate logistic regression analysis results and check for 
any effect on spatial autocorrelation. The autologistic regression 
model introduced by Besag (43) is an extension of an ordinary 
logistic regression model and corrects for spatial dependence 
in the observations by incorporating an autocovariate variable. 
In this case, the autocovariate variable was generated from a 
neighborhood-weighting matrix based on the probabilities of 
SNA occurrence obtained from the final multivariate logistic 
regression model. Among the several spatial weights tested (i.e., 
rook and queen contiguity, inverse-distance) to create the spa-
tial weights matrix, queen contiguity was considered the most 
appropriate for this neighborhood structure and was chosen. 
Queen contiguity defines ZCTAs neighbors when they either 

share a border or vertex. The autocovariate formula was specified  
as follows:

 
Autocov i

ij Jj

k

ijj

k

w p

w

i

i
= =

=

∑
∑

^
1

1  

The autocovariate variable (Auto covi) is a weighted average of 
the probabilities of the geographic units (ZCTAs) amongst a set 
of ki neighbors of the geographic unit i, wij is the spatial weight 
between the geographic unit i and j, p

j

^  is the probability estimated 
by the logistic regression model. All analyses were conducted in 
R Language using R Studio (44, 45).

resUlTs

A total of 250 cases (out of 286 cases retrieved from ZCTA in 
the entire state of California) and 190,894 dogs (reference dog 
population) were part of the study catchment area ZCTAs and 
were considered for the analysis. The mean number of cases per 
ZCTA in the study area was 0.33 (SD = 0.71; min = 0; max = 5). 
The overall cumulative incidence (incidence proportion) for 
the study area was 1.31 SNA cases per 1,000 dogs for the entire 
studied period. The mean SIR was 1.34 (SD  =  4.96; min  =  0; 
max = 54.54). The study area contained 768 ZCTAs (43% of the 
total number of ZCTAs in California), from which 140 ZCTAs 
had an SIR > mean.

The final model contained six variables (five main effects and 
one interaction term), three of which were environmental [i.e., 
traffic density (OR  =  1.7; p  =  0.0311), active composting sites 
(OR = 1.2; p = 0.0299), agriculture (OR = 0.67; p = 0.00345)] 
and three were climatic [i.e., wind difference (OR  =  1.3; 
p  =  0.0621), temperature difference (OR  =  0.69; p  =  0.0104), 
interaction between wind and temperature differences (OR = 1.6; 
p = 0.0134)] (Table 2). The predictive ability of the model based 
on the AUC value of the ROC curve was 73.1%. The autologistic 
regression model showed similar results than the final logistic 
regression model, with similar regression coefficients, deviance 
residuals and AUC and, for that reason, the simplest logistic 
regression model was selected.
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FigUre 1 | Spatial distribution of the outcome (a) and predictors (b–F) included in the final multivariate logistic regression model. Categories for the colors of plots 
(c–F) were obtained using the Jenks algorithm (i.e., Natural breaks).
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The spatial distribution of SNA and significant predictors 
included in the final model are shown in Figure 1. The effect of 
temperature difference interacting with wind difference at differ-
ent levels in the occurrence of SNA is shown in Figure 2. This 
figure shows that when there was high wind difference, the prob-
ability of SNA was high, and the protective effect of temperature 
difference on SNA occurrence was minimized.

The resultant risk map for canine SNA shows that high-risk 
areas were concentrated close to the San Francisco Bay area, other 
coastal areas, and also in northern and central CA (Figure 3). The 
top 10 counties containing ZCTAs that exhibited the highest risk 
for canine SNA occurrence were Stanislaus, Santa Clara, Sonoma, 
Santa Cruz, Napa, Contra Costa, Placer, Monterey, Marin, and 
Sacramento. Residuals from the final logistic model were rela-
tively randomly distributed within the study area (Figure 4).

DiscUssiOn

To the best of authors’ knowledge, this is one of the first studies 
to provide a canine SNA risk map and to analyze the associa-
tion between environmental and climatic factors associated with 
canine SNA in California. Results provide valuable insights on 
climatic, environmental, and anthropogenic risk factors associ-
ated with the disease.

We compared results from both models (logistic and autolo-
gistic) by evaluating improvements in the intercept, regression 
coefficients, deviance residuals, and goodness of the fit (AUC). 

Since the autologistic model did not significantly change the 
results over the logistic model, we assumed that spatial autocor-
relation was not playing an important role in this particular case. 
Moreover, residuals map for the final logistic model did not show 
values too far from 0, and the highest values were fairly dispersed. 
The majority of the regions with the highest deviance residual 
values (residual map values >2) are located mainly in the sierra 
and do not overlap with the highest risk areas (risk map values 
>0.4), located mainly in the coastal areas. Overall, the deviance 
residual values are low, indicating a good fit of the model, and 
are generally dispersed, which, in addition to the results of the 
autologistic regression model suggest no concerning spatial auto-
correlation. Only values deviance residuals >2 may be indicative 
of lack of fit for those few counties in the sierra suggesting that 
our model seems to predict better coastal cases than cases in the 
sierra. Thus, the non-spatial logistic regression model was chosen 
for simplicity. Traffic density was the main factor associated with 
SNA (OR = 1.7), suggesting that pollution may predispose dogs 
to this disease. It is possible that the pathogenicity of A. fumigatus 
in dogs varies in the presence of different pollutants, or that pol-
lution damages mucosal defense mechanisms. One recent study 
of the effect of urban air pollution on allergenicity of A. fumigatus 
spores in the laboratory found increased allergenicity in polluted 
urban environments during the first 12 h of exposure (46).

Wind and temperature were also significantly associated with 
SNA occurrence. Both wind and temperature differences between 
the beginning and the end of the study period (i.e., 1990 and 2014, 
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FigUre 4 | Residuals map obtained after plotting the deviance residuals of 
the final multivariate logistic regression model. Categories for the colors were 
obtained using the Jenks algorithm (i.e., natural breaks).

FigUre 3 | Canine sinonasal aspergillosis risk map obtained after plotting 
the fitted values of the final multivariate logistic regression model. Categories 
for the colors were obtained using the Jenks algorithm (i.e., natural breaks).

FigUre 2 | Effect of the interaction between wind and temperature 
differences on the occurrence of canine sinonasal aspergillosis in Northern 
California. Vertical orange lines indicate the value of the wind difference 
considered for each plot.
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respectively) were used as proxies of areas where climatic condi-
tions are more drastically changing. Both wind and temperature 
measurements were higher in 2014 compared to 1990. The pro-
tective effect that temperature difference had on SNA occurrence 
was attenuated by wind (Figure 2). Wind may facilitate dispersion 
of spores and thus increase the risk of SNA in dogs. Areas with 
increased wind in the last years are mostly in urban and coastal 
settings, which tend to experience landscape modifications such 
as construction, leading to soil disturbance. Urban and coastal 

areas also appear to have higher humidity and traffic density com-
pared to other areas. Similarly, this study suggests that dogs living 
in areas experiencing lower temperature differences are those at 
highest risk of SNA, although again this effect was influenced by 
wind. In general, these areas have lower elevations and higher 
temperatures (Figure 1). Active composting sites (for food, green 
waste, wood, biosolid, and agricultural waste) were significantly 
associated with an increased risk for SNA. A. fumigatus thrives 
in composting facilities due to the presence of organic matter  
(22, 37, 39). The thermotolerant nature of A. fumigatus allows this 
pathogen to grow in compost and crops at elevated temperatures 
(optimal growth at 37°C and maximum growth at 52°C) (47, 48).

Agricultural land use by ZCTA reduced the risk of canine SNA. 
This was somewhat unexpected because the fungus is frequently 
found in environments rich in nutrients and humidity and where 
the soil is usually disturbed (as it is usually the case of agricultural 
areas). However, one possible explanation for the negative asso-
ciation is fungicide application to crops. Unfortunately, detailed 
information about fungicide use in California was not available. 
Further studies should be condu cted to clarify this effect.

Risk maps provide useful information for clinicians when 
evaluating animals with chronic nasal discharge that reside in 
high-risk areas and may help to accelerate accurate diagnosis, 
and in turn enable more prompt treatment and better progno-
sis. Furthermore, because A. fumigatus causes disease in both 
dogs and humans, and because dogs and humans share the 
same environments, our findings may also have relevance for 
identification of high-risk areas for human aspergillosis. Human 
invasive aspergillosis mostly affects immunocompromised 
patients and can be life-threatening (4, 38, 49, 50). Because  
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in regards to the spatiotemporal patterns of this disease and the 
varying impact that environmental and climatic conditions may 
have had in different regions over time.

Despite the limitations, this study provides preliminary 
insights into the spatial distribution and risk factors contributing 
to SNA occurrence in dogs in Northern California. These results 
may be useful to increase awareness and guide diagnosis and risk 
mitigation strategies in high-risk areas, ultimately opening new 
doors for further investigation of A. fumigatus infections not only 
in dogs, but also in humans.
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A. fumigatus spores can be found in air, dust, and water in hospital 
environments (11, 20, 36, 38, 41), hospitals located in high-risk 
areas might focus on improved ventilation systems to reduce risk 
of infection.

One of the limitations of this study was the availability of 
data from a single hospital, which can introduce selection bias. 
Because canine SNA requires specialized diagnostic equipment 
and treatments not commonly available in general veterinary 
practice, a diagnosis of canine SNA is often made at the VMTH 
or cases are referred in for treatment. In order to further reduce 
selection bias, the 145-mile catchment area around the VMTH 
was empirically delineated to represent areas of hospital caseload 
influence. This radius was assumed to be a reasonable distance for 
a pet owner to drive to seek treatment at the VMTH. Thirdly, the 
dog reference hospital population from the 25-year study period 
was taken into account for the SIR calculation; therefore, we 
adjusted the expected number of SNA cases observed by ZCTA 
with the population of dogs visiting VMTH from that ZCTA. 
Therefore, the use of SIR provides a better estimate of the SNA 
situation per region than the use of the number of cases per se. 
Lack of access to patient travel history was also a limitation of this 
study since canine SNA is a chronic disease, and some dogs may 
have become infected at a different residence prior to diagnosis. 
Similarly, a long study period was used because of the relatively 
low number of cases/year, and the relatively stable SIR over that 
25-year period (mean: 1.34; SD: ±4.96). The variability of 4.96 is 
not very high, but it is important to consider. We tried to apply 
Bayesian zero-inflated Binomial and zero-inflated Poisson mod-
els that allow for overdispersion in INLA to model these data, but 
models did not converge. Authors acknowledge the limitation of 
merging cases over time and unfortunately it was not possible to 
include variables per year to minimize ecological fallacy due to 
the small sample size. However, changes over time were verified 
and variables such as difference in temperature, in wind, and 
in precipitation were included and used to account for changes 
over time and hopefully mitigate the impact of time on the study 
results.

Future studies that include data from more veterinary hos-
pitals over a wider geographic range may provide more detail 
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The aim of this study was to identify risk factors for culling, sales and deaths in intensively 
managed dairy goat herds in New Zealand. A data set provided by the New Zealand 
Dairy Goat Cooperative (n = 13,197 does) was analyzed using a Cox proportional haz-
ard model. The outcome of interest was length of productive life (LPL), defined as the 
number of days from the date of second kidding to the date of removal from the herd 
or the date on which follow-up was terminated, whichever occurred first. Milk solids 
yield in the first lactation (MSL1) as a predictor of LPL was parameterized in the model 
as a penalized spline term. To account for MSL1 violating the proportional hazards 
assumption of the Cox model, LPL was divided into two intervals: T1 (less than or equal 
to 730 days from the date of second kidding) and T2 (greater than 730 days from the 
date of second kidding). MSL1 was then included in the model as a time-dependent 
covariate. A frailty term was included in the model to account for unmeasured, herd-
level effects on LPL. During T1, the daily hazard of removal for does that produced 80 kg 
milk solids in the first lactation was 0.84 (95% CI 0.58–1.23) times the daily hazard of 
removal for does that produced 30 kg milk solids in the first lactation. During T2, the 
daily hazard of removal for does that produced 80 kg milk solids in the first lactation was 
1.44 (95% CI 0.79–2.65) times the daily hazard of removal for does that produced 30 kg 
milk solids in the first lactation. We conclude that involuntary losses may be avoided if 
high MSL1 yielding does are preferentially managed from 2 years beyond the date of 
second kidding.

Keywords: epidemiology, dairy goats, length of productive life, survival analysis, cox proportional hazards 
regression

inTrODUcTiOn

In farmed animal production systems (e.g., dairy, beef cattle, pig, and dairy goat farms) a long, 
productive life of individual production units is an essential prerequisite for economic efficiency 
(1). In dairy systems, longevity is defined as the interval between delivery of the first offspring 
and the date of removal from the herd (2). Increasing the longevity of dairy animals is desirable 
because it means that the cost of rearing replacements is amortized over a longer period of income 
production. Since longevity is a desirable quality in production animals (3), it is important to have 
an understanding of factors influencing the same. Very little work has been done in this area of 
the dairy goat industry, and an understanding of risk factors for culling, sales and deaths in dairy 
goats is limited.
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FigUre 1 | Risk factors for culling, sales and deaths in New Zealand dairy 
goat herds, 2000–2009. Flow chart showing the exclusion criteria used to 
select individual doe records for analysis in this study. Key: MSL1 first 
lactation milk solids yield (kilograms); LPL, length of productive life.
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In New Zealand, the number of dairy goat herds is small 
relative to the number of dairy cow herds, and a key industry 
focus is on the production of infant formula (4). Typically, does 
are housed indoors in open sided free stall barns and are fed 
fresh-cut pasture. Approximately two-thirds of the commercial 
dairy goat farms are concentrated in the Waikato region, in the 
upper North Island. Purebred and crossbred Saanens are the 
predominant breeds, but other breeds such as Toggenburgs and 
Alpines are common (4). At the time of writing, there were 69 
herds registered with the New Zealand Dairy Goat Cooperative 
(NZDGC), a farmer-owned cooperative, each with around 700 
milking does per herd, on average.

A better understanding of the various risk factors for removal 
can be used to enhance longevity in dairy animals. With this 
knowledge, it is possible to identify characteristics that can serve 
as early indicators of culling and, depending upon how strong the 
effect of a particular risk factor on removal is, it is possible to plan 
in advance the best time to remove an animal from the herd when 
it is still profitable to do so or at least incur minimal loss. Survival 
analysis is a commonly used technique to quantify longevity in 
domestic animals (5, 6). Using this technique, the association 
between risk factors and culling can be examined in relation to 
their effect on the length of productive life (LPL) instead of simply 
describing the relationship in terms of risk (5). In survival analy-
sis, a quantity termed “hazard” is modeled instead of longevity 
itself (7). Hazard represents the instantaneous probability that an 
animal is removed at a given time, given that it is still present 
up to that time. Since it is the hazard that is modeled and not 
longevity, it is possible to use data from animals that have not yet 
been removed from the herd (as censored observations) as well 
as those that have been removed (7).

Although a number of studies have been carried out to identify 
risk factors for removal in dairy cows (5, 8, 9), the number of 
similar studies in dairy goats is limited (1, 10) and, to the best 
of our knowledge, none have been conducted in a New Zealand 
context. To address this knowledge gap, the aim of this study was 
to identify factors that influence the risk of removal in commer-
cial dairy goat herds in New Zealand (11). This knowledge will 
allow managers of dairy goat herds take a more planned approach 
to culling: either to remove does at higher risk of removal at a 
time when it is economic to do so, or to preferentially manage 
profitable animals if it is known that they are at greater risk of 
removal compared to their herd mates.

MaTerials anD MeThODs

study Population and Data collection
The data for this study were obtained from the NZDGC. Since 
the total number of dairy goat herds in New Zealand is relatively 
small, we assumed the dairy goat herds affiliated with NZDGC 
provided an accurate reflection of commercial dairy goat farming 
in New Zealand. Although the complete data set was comprised 
of records for a total of 48,699 animals (including those with 
birth dates as early as August 1983 and production records up 
to December 2009), only those born on or after 1st January 2000 
were used in the analyses presented in this paper. This restriction 

was applied because a large proportion of animals born prior to 
1st January 2000 had missing observations, particularly those 
related to total lactation length and milk, fat, and protein yields.

Several exclusion criteria were applied to the NZDGC data 
(Figure 1). Bucks were excluded from the analyses. A doe had 
to complete her first lactation and then kid for a second time to 
be included in the data set so that the correct temporal sequence 
between first lactation milk solids yield (MSL1) and LPL was 
ensured. Finally, records were screened and limited to does hav-
ing a first lactation length between 0 and 305 days and/or a first 
lactation total milk solids yield of less than or equal to 1,800 kg. 
Lactations of greater than 305  days and total lactation yields 
of more than 1,800  kg milk solids were deemed implausible. 
Finally, does for which the first lactation fat and protein yields 
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were recorded as 0 were excluded from the analyses. Does were 
followed until 31st December 2009 or the date on which they 
were removed from the herd, whichever occurred first.

Herds registered with the NZDGC record data for individual 
animals including the date of birth, the unique animal identi-
fier, breed, parity date(s), and the date and reasons for removal 
from the herd (if applicable). Herd managers record details of 
individual animals into paper diaries or, more rarely in the case 
of dairy goats, into dedicated herd health software. This informa-
tion is then sent to the national milk recording authority, Live-
stock Improvement Corporation (LIC) who merge these details 
with test day milk yields measured at roughly 60-day intervals 
throughout the lactation. Animal biographical and production 
data recorded in the central database of LIC are then transferred 
to NZDGC in digital format. This information is used by NZDGC 
for genetic evaluation of individual animal (12). Estimated breed-
ing values for milk, fat, protein, and milk solids (fat and protein) 
obtained from genetic evaluations are reported to the NZDGC 
and each herd manager receives an individual report with the 
genetic evaluation of his/her animals.

The outcome of interest in this study was LPL, defined as the 
difference in time (days) between the date of second kidding and 
the date of removal from the herd. In the context of this study, we 
use the term “removal” to refer to animals that leave the herd as 
either culled animals, sales, or deaths. For does that were still in 
the herd at the termination of the study (censored observations), 
LPL was quantified as the time between the date of second kid-
ding and 31st December 2009.

Model Building
Selection of Explanatory Variables
The total yields of milk protein and milk fat from each animal in 
the first lactation were added to create a single variable called first 
lactation milk solids yield (MSL1).

Based on the reported breed composition of the sire and dam 
the breed of each animal was recorded in 16th for the following 
breeds: Saanen, Toggenburg, Nubian, Alpine, and “unknown.” 
From these fractions (the total of which sum to one), the pro-
portion of each breed was calculated. For instance, the breed 
composition of a doe with pedigree values 8, 4, 0, 0, 4 for Saanen, 
Toggenburg, Nubian, Alpine, and unknown (respectively) would 
be 50% Saanen, 25% Toggenburg, 0% Nubian, 0% Alpine, and 
25% unknown. Given the several possible combinations of cross-
breds, it was decided that the percentage of each breed would be 
forced into the model as a series of continuous variables to avoid 
any ambiguity created by breed defined as a categorical variable. 
The recorded parentage details for all does were not available. 
Where parentage details were not available, breed fractions were 
estimated by the herd manager.

Bivariate Analyses
Since all the explanatory variables in our study were continuously 
distributed, they were categorized into quartiles. The Kaplan–
Meier technique (13) was then used to quantify LPL of does 
within each quartile. The log rank statistic was used to test the 
homogeneity of survivorship between quartile groups. Those 
explanatory variables that showed an association with LPL (that 

is, a difference in the Kaplan–Meier survival curves that was sig-
nificant at P < 0.20) were selected for inclusion in the multivariate 
analyses.

Multivariable Analyses
Factors influencing LPL were quantified using a Cox propor-
tional hazard model (14). Here, the hazard of removal at time  
t can be expressed as:

 H t x h t x x xi i k ki( , ) ( ) .= + +…+
0

1 1 2 2expβ β β  (1)

Equation 1 shows the hazard of an event at time t is the prod-
uct of h0(t) and expβ β β1 1 2 2x x xi i k ki+ +…+ . The first of these quantities, 
h0(t), is called the baseline hazard function and includes a time 
component t, representing how the hazard of removal changes as 
a function of time. The remaining quantity exp x x xi i k kiβ β β1 1 2 2+ +…+  is 
the exponential of the linear sum of a series of k explanatory vari-
ables. This quantity represents how the baseline hazard function 
is modified in response to a given set of explanatory variables.  
In contrast to the baseline hazard function, the set of explanatory 
variables does not involve a time component (15).

A key assumption of the Cox model is that of proportionality 
of hazards. According to this assumption, the effect of an explana-
tory variable on the outcome of interest does not change over time, 
i.e., the hazards for each level of an explanatory variable must be 
proportional at all times. In situations where this assumption is 
violated, modifications such as stratified analyses or inclusion of 
time-dependent covariates are necessary (16).

Model development was carried out using the contributed  
survival package (17) implemented in R version 3.3.3 (18). To 
start, a saturated Cox model was run including all explanatory 
variables identified as influencing LPL at the bivariate level. 
Explanatory variables that were not statistically significant were 
removed from the model one at a time, beginning with the least 
significant, until the estimated regression coefficients for all 
explanatory variables retained were significant at an alpha level 
of less than 0.05. Explanatory variables that were excluded at 
the initial screening stage were tested for inclusion in the final 
model and were retained in the model if their inclusion changed 
any of the estimated regression coefficients by more than 20%. 
Biologically plausible two-way interactions were between 
explanatory variables were assessed.

Checking the Scale of Continuous Covariates
A key assumption in including MSL1 into the model as a con-
tinuous variable was that the relationship between MSL1 and log 
hazard was linear. To test this assumption, MSL1 was categorized 
into quartiles and the regression coefficient for each quartile 
plotted as function of the midpoint of each quartile group. 
Since the line connecting the four midpoints was not linear, we 
concluded that MSL1 was not linear in its log hazard. Based on 
these findings, a penalized spline term was used to account for 
the non-linear association between MSL1 and LPL.

Testing the Proportional Hazard Assumption
To verify that the proportional hazards assumption of the Cox 
model was valid a plot of the scaled Schoenfeld residuals from 
the model as a function of time was constructed. In a model 
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TaBle 2 | Risk factors for culling, sales and deaths in New Zealand dairy goat 
herds, 2000–2009.

Variable coefficient (se) chi square df P

Msl1 × T1
Linear −0.0033 (0.0014) 5.31 1.0 0.021
Non-linear – 1.68 3.0 0.650

Msl1 × T2
Linear 0.0014 (0.0016) 1.00 1.0 0.360
Non-linear 3.05 3.0 0.030
Herd-level random effect – 2,358.74 13.60 0.000

Regression coefficients of factors influencing risk of culling in dairy goats from the final 
piecewise Cox model.
MSL1, first lactation milk solids yield (kilogram); T1, 0–730 days from the date of 
second kidding; T2, greater than 730 days from the date of second kidding.

TaBle 1 | Risk factors for culling, sales and deaths in New Zealand dairy goat 
herds, 2000–2009.

Outcome n Mean sD Median Q1; Q3

L1 fat yield (kg) 13,197 16 8 16 10; 21
L1 protein yield (kg) 13,197 14 7 14 9; 18
L1 milk solids (kg) 13,197 30 15 29 19; 40
Age at first kidding (days) 13,197 580 421 390 369; 669
LPL (days) 5,386a 763 547 663 327; 1,084
Age at removal (days) 5,386a 1,644 596 1,500 1,142; 2,026
Number of lactations 5,386a 3 1.4 3 2; 4

Descriptive statistics of first lactation production outcomes, age at first kidding, LPL, 
age at removal and total number of lactations.
L1, lactation 1; LPL, length of productive life; Q1, first quantile; Q3, third quantile.
aUncensored does only.
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where the proportional hazards assumption holds the Schoenfeld 
residuals should be scattered around 0. We calculated the Pearson 
product–moment correlation between the scaled Schoenfeld 
residuals and time and the hypothesis of no correlation between 
the two variables was assessed using a χ2 test statistic. From these 
analyses, we concluded that MSL1 violated the proportional haz-
ards assumption. To account for non-proportionality of hazards, 
we divided LPL into two intervals: less than or equal to 730 days 
(referred to as T1 in the remainder of this paper) and greater than 
730 days (T2). The decision to use 730 days was semi-arbitrary 
and was selected because, being equivalent to 2 years, it approxi-
mated median LPL in this population. This division allowed us 
to quantify the effect of MSL1 separately for each period [less 
than or equal to 730 days (T1) and greater than 730 days (T2)]. 
The technique of dividing the time component into intervals to 
investigate the time-dependent effect of covariates is called a 
piecewise Cox proportional hazards model or a step function 
proportional hazards model.

Final Model
In addition to the terms to allow for the interaction between time 
and penalized MSL1, our final model included herd as a random 
effect, otherwise known as a frailty term.

resUlTs

The final data set was comprised of 23,771 does with a birth date 
greater than or equal to 1st January 2000. Of this group, 14,248 
does completed their first lactation and kidded for the second 
time. Further screening of the production data and removal 
of implausible records reduced the final data set to comprised 
13,197 does from 38 herds (Figure 1). Of this group, 5,386 ani-
mals were removed during the follow-up period and the remain-
ing 7,811 animals that were recorded as being alive in the herd 
on 31st December 2009 were treated as censored observations. 
Descriptive statistics of the study population are presented in 
Table 1.

Inclusion of terms for breed in the Cox proportional hazards 
model was not statistically significant. Biologically plausible 
two-way interactions were tested and none were significant at 
an alpha level of 0.05.

As shown in Table 2, the interaction between MSL1 and time 
was significant for T1, but was not statistically significant for T2. 
During T1, the hazard of removal for does that produced 80 kg 
milk solids in the first lactation was 0.84 (95% CI 0.58–1.23) times 
the daily hazard of removal for does that produced 30 kg milk 
solids in the first lactation (Figure 2). During T2 (730 days after 
the date of second kidding), high producing MSL1 does had a 
higher daily hazard of removal compared to average producing 
herd mates: a doe producing 80 kg milk solids in the first lactation 
had 1.44 (95% CI 0.79–2.65) times the daily hazard of removal 
compared with does that produced 30 kg milk solids in the first 
lactation (Figure 3). These results show that relatively high levels 
of MSL1 production had no strong association with daily hazard 
of removal during the early phase of productive life, however, as 
LPL progressed, does with higher MSL1 yields were at greater 
risk of removal.

DiscUssiOn

We used a piece-wise Cox proportional hazards model, to quan-
tify the effect of MSL1 on LPL in dairy goats that completed 
their first lactation and kidded a second time. To the best of our 
knowledge, this is the first study of its kind to evaluate the effect 
of a time-dependent covariate on longevity in dairy goats.

Although the results presented in this study are based on 
data which were not originally collected for the purpose of this 
study, consent to use and analyze the data was obtained from 
NZDGC before the start of the study and results were presented 
to NZDGC stakeholders. A possible limitation of our study was 
selection bias in that the herds used for these analyses were those 
that participated in herd testing programs and were, therefore, 
likely to be a more intensively managed subset of dairy goat herds 
compared with the general population of New Zealand dairy 
goat herds. A second limitation was that we could not investigate 
the effect of specific diseases or disease categories on longevity. 
There were two reasons for this: (1) we had no reassurance that 
disease case definitions were used consistently over time and 
across each of the herds that took part in the study; and (2) does 
were removed for a wide range of reasons resulting in relatively 
low numbers of animals in each category. When studying factors 
influencing LPL in production animals, it is desirable to identify 
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FigUre 2 | Risk factors for culling, sales and deaths in New Zealand dairy goat herds, 2000–2009. Line plot showing, for the interval 0–730 days from the date of 
second kidding, the hazard ratio for removal as a function of first lactation milk solids yield (based on the model presented in Table 2). The dashed lines represent 
95% confidence intervals around the point estimates of the hazard ratio. In the above plot, the reference category was a doe producing 30 kg milk solids in the first 
lactation. A doe producing 80 kg milk solids in the first lactation had 0.84 (95% CI 0.58–1.23) times the daily hazard of removal compared with a doe that produced 
30 kg milk solids in the first lactation.
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risk factors for specific removal reasons (e.g., reproductive failure, 
udder health, lameness) as opposed to considering all removals 
as a single group. Failure to do so is likely to mask some of the 
more subtle influences on longevity. As a prerequisite for being 
able to examine specific reasons for removal, it is necessary that 
removal reasons are recorded accurately and consistently across 
herds and over time.

Our results show that in the first 2  years after the date of 
second kidding, there was an inverse association between MSL1 
yields and the daily hazard of removal (Figure  2). Does with 
higher MSL1 yields had lower daily hazards of removal compared 
with average producing herd mates. This trend reversed beyond 
2  years from the date of second kidding (Figure  3) with high 
MSL1 yields having a higher daily hazard of removal compared 

with average producing herd mates. We believe these results 
provide useful information for the management of dairy goat 
herds. As high producers get older, herd managers need to take 
special steps to ensure that this group of animals is managed in 
such a way to minimize the impact of factors that could influence 
removal risk. For example, a herd manager might elect to run 
his/her high MSL1 producers as a separate mob and to provide 
preferential feeding, housing, and milking management.

A search of the literature did not identify any previous stud-
ies that investigated the association between first lactation milk 
solids yield and longevity in dairy goats. Even in dairy cattle, the 
number of studies that have examined the association between 
first lactation milk yield and longevity is limited (19–22). It has 
been shown that mean daily yield of milk in the first lactation of 
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FigUre 3 | Risk factors for culling, sales and deaths in New Zealand dairy goat herds, 2000–2009. Line plot showing, for the interval greater than 730 days from 
the date of second kidding, the hazard ratio for removal as a function of MSL1 (based on the model presented in Table 2). The dashed lines represent 95% 
confidence intervals around the point estimates of the hazard ratio. In the above plot, the reference category was a doe producing 30 kg milk solids in the first 
lactation. A doe producing 80 kg milk solids in the first lactation had 1.44 (95% CI 0.79–2.65) times the daily hazard of removal compared with a doe that produced 
30 kg milk solids in the first lactation.
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a cow is an early indicator of lifetime yield (21–23). While the 
total lifetime yield or daily milk yield in animals in subsequent 
lactations can be expected to be high in animals that produce 
more milk in the first lactation, overall reproductive performance 
decreases (22). Animals producing high amounts of milk in the 
first lactation are subject to a greater level of metabolic stress as a 
result of negative energy balance (20), which consequently leads 
to impaired fertility (24). Since we investigated the effect of MSL1 
on LPL instead of first lactation milk yield and our study involved 
dairy goats, it is not possible to directly extrapolate the results 
of the above cow-based research to our study. Nevertheless, it is 
biologically plausible to assume that high yields of milk solids 
in first lactation would have a negative impact on the energy 
balance of dairy animals regardless of species. However, with 

good management, this negative effect may be unapparent for a 
reasonable period of time which, in our case, was approximately 
2 years after the date of second kidding.

In this study, the effect of MSL1 on LPL was investigated 
using a model that included herd as a random effect (frailty) 
term. A frailty term is a continuous variable that quantifies the 
unobserved heterogeneity for groups of individuals such as 
those in families, classes, schools, or herds (25). Frailty terms 
are important because they provide a means for accounting for 
heterogeneity (i.e., “clustering”) in outcome risk that arises from 
individuals within a cluster being more similar than individuals 
selected at random from the general population. Since varia-
tions in management practices among herds can be expected, 
the use of herd level effect as a frailty term is a standard practice 
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in epidemiological studies that quantify risk factors for given 
outcomes in domestic, farmed animal populations (26). The sig-
nificance of the herd-level effect term in the model indicates that 
the hazard of removal as a function of LPL varied across herds. 
We propose that studies comparing herds with upper quartile 
frailty terms with those with lower quartile frailty terms may be 
useful to identify specific herd-level factors that are influential 
determinants of LPL. For example, a cross-sectional question-
naire survey can be designed to investigate various aspects 
of management such as nutrition, veterinary care, breeding 
practices, and milking practices in these two categories of farms 
and the data used to analyze differences between “low risk” and 
“high risk” herds in terms of survival.

In general, where heterogeneity is an unavoidable feature of 
the population under investigation, researchers should take into 
account the existence of dissimilarities among groups to avoid 
errors during analysis. By failing to acknowledge such heterogene-
ity, a researcher is more likely to make Type I error, which means 
he/she is likely to report a false association between explanatory 
and outcome variables when there is none. Interestingly, the 
protective effect of high MSL1 on the hazard of removal during 
T1 was evident only after the effect of herd was accounted-for 
in the model as a frailty term. When herd-level effects were not 
controlled-for, high MSL1 in L1 was positively associated with an 
increase in the risk of removal.

Several studies conducted on dairy cows have studied animal 
traits affecting LPL. Since longevity usually refers to the time 
between the first parity of an animal and its removal from the 
herd, it is not possible to get a direct measure of longevity for all 
animals, particularly those that are younger (6). However, with 
the use of survival analysis, such issues can be accounted-for 

because the technique uses information from all animals used in 
the study regardless of their culling status at the end of the study. 
Since we were interested to find out if MSL1 was associated with 
longevity, we defined longevity as the number of days between 
the date of second kidding and the date of removal from the herd.  
In this way, we could be sure that the explanatory variable (MSL1) 
preceded the study outcome (LPL), ensuring the correct temporal 
sequence between cause and effect.

cOnclUsiOn

This study identified a time varying effect of MSL1 on removal 
in New Zealand dairy goats. We found that does with high MSL1 
yields had a lower risk of removal during the first 2  years fol-
lowing the second kidding compared with compared with their 
average producing herd mates. Beyond 2  years following the 
second kidding, does with high MSL1 yields had a relatively high 
hazard of removal compared with their average producing herd 
mates. We conclude that involuntary losses may be avoided if 
high MSL1 yielding does are preferentially managed from 2 years 
beyond the date of second kidding.

The data and analyses presented in this paper are based on the 
first author’s thesis presented as partial fulfillment of the require-
ments for the degree of Master of Veterinary Studies at Massey 
University, New Zealand.
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Disease biogeography is currently a promising field to complement epidemiology, and 
ecological niche modeling theory and methods are a key component. Therefore, apply-
ing the concepts and tools from ecological niche modeling to disease biogeography 
and epidemiology will provide biologically sound and analytically robust descriptive and 
predictive analyses of disease distributions. As a case study, we explored the ecologically 
important fish disease Heterosporosis, a relatively poorly understood disease caused by 
the intracellular microsporidian parasite Heterosporis sutherlandae. We explored two 
novel ecological niche modeling methods, the minimum-volume ellipsoid (MVE) and the 
Marble algorithm, which were used to reconstruct the fundamental and the realized 
ecological niche of H. sutherlandae, respectively. Additionally, we assessed how the 
management of occurrence reports can impact the output of the models. Ecological 
niche models were able to reconstruct a proxy of the fundamental and realized niche 
for this aquatic parasite, identifying specific areas suitable for Heterosporosis. We found 
that the conceptual and methodological advances in ecological niche modeling provide 
accessible tools to update the current practices of spatial epidemiology. However, careful 
data curation and a detailed understanding of the algorithm employed are critical for a 
clear definition of the assumptions implicit in the modeling process and to ensure bio-
logically sound forecasts. In this paper, we show how sensitive MVE is to the input data, 
while Marble algorithm may provide detailed forecasts with a minimum of parameters. 
We showed that exploring algorithms of different natures such as environmental clusters, 
climatic envelopes, and logistic regressions (e.g., Marble, MVE, and Maxent) provide 
different scenarios of potential distribution. Thus, no single algorithm should be used for 
disease mapping. Instead, different algorithms should be employed for a more informed 
and complete understanding of the pathogen or parasite in question.

Keywords: disease biogeography, risk map, ecological niche modeling, minimum-volume ellipsoid, heterosporosis

InTRoDUcTIon

Disease biogeography is the study of the geographic distribution of infectious diseases (1). It is 
a powerful approach for mapping disease events, which can inform decision-makers, managers, 
researchers, and animal and public health specialists (2, 3). Disease biogeography has been proposed 
as a promising field that can help understand why diseases emerge in one site, but not in another 
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FIgURe 1 | The theoretical scenarios of Fundamental (NF) and Realized Niches (NR) of an aquatic parasite in environmental space. Left: all the set of abiotic 
environmental conditions suitable for the parasite resembling NF (teal cloud). Right: the sub-set of abiotic environmental conditions suitable for the species 
resembling NR (teal cloud). In this scenario, the species is restricted to a portion of NF due to the effect of biotic interactions (red; e.g., competition with other 
parasites or absence of fish hosts in the red region making this portion of the niche unusable). Note the background of abiotic environmental conditions available for 
the species (gray lines) composed by water temperature and sunlight.
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(descriptive analyses), and also provides information to identify 
suitable areas where outbreaks could occur in the future (predic-
tive analysis) (1).

conceptual Bases
According to the assumption of disease biogeography, diseases 
are not distributed at random across the landscape, instead occur 
in non-random tractable and quantifiable landscape or environ-
mental conditions. Disease biogeography incorporates the con-
cept of the ecological niche as a crucial element to understand the 
environmental requirements of a disease transmission system 
as well as the geographic distribution of the species involved 
in the system (1, 2). Disease biogeographers use the conceptual  
bases and methods from the field of ecological niche modeling to 
make disease biogeography more quantitative (3, 4). Ecological 
niche modeling links field reports with environmental variables, 
allowing for development of the descriptive and predictive anal-
yses required by disease biogeography. When ecological niche 
modeling is used for spatial epidemiology, it varies in complex-
ity, ranging from simple “black-box” approaches (focusing on 
infected individuals only to reconstruct the conditions where 
the disease may persist) to more complex hierarchical ecologi-
cal niche models (including several components of the disease 
system, e.g., intermediate host, reservoir, vector) (2). Black-box 
ecological niche models are usually employed for rare diseases 

where data for susceptible individuals, reservoirs, and vectors is 
scarce (3). Complex ecological niche models can be developed 
when more information is available, such as seasonality, density 
of vectors and reservoirs, and immunity of susceptible hosts, 
allowing to identify with more detail the different levels of 
disease transmission risk across areas, periods, and populations 
(1).

Theoretically, species’ niches can be described as Fundamental 
Niche (NF) and Realized Niche [NR (5, 6); Figure  1]. The NF 
would resemble the abiotic conditions not modifiable by the 
species and that are necessary by the species to survive and, 
most importantly, to maintain populations in the long term 
without the need for immigration. The NR is represented by the 
portion of the NF that is actually occupied by the species (2). 
NF and NR are usually estimated in ecological niche modeling 
based on field observations also termed occurrences and the 
environmental conditions in a region, here termed background. 
In the field of ecological niche modeling, considerable efforts 
have been made to develop methods and environmental vari-
ables to determine the NF and NR of species under the assump-
tion that occurrences ⊆ NR ⊆ NF ⊆ background. Ecological niche 
modeling estimations are therefore developed in environmental 
dimensions to be later projected to geography in the form of 
maps of areas occupied and potentially occupied by the species 
in question (Figure 1).
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FIgURe 2 | Species used in this exploration. (A) Necrotic muscle tissue of the fish Fathead minnows (Pimephales promelas) infected with large aggregations of 
spores from the parasite Heterosporis sutherlandae. (B) Fathead minnows experimentally challenged with H. sutherlandae. (c) Heterosporosis-positive occurrences 
(black points) across the Great Lakes region used for this study. Lines denote administrative boundaries.
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Applications in epidemiology
While biogeographic methods have gained attention in the 
epidemiology of terrestrial ecosystems (3), they have been barely 
explored in the epidemiology of aquatic organisms (7). Examples 
of biogeographic analyses applied to infectious aquatic diseases 
include forecasts of Gyrodactylus salaris an ectoparasite of salmon 
(8), Vibrio cholera in coastal waters (9), and Viral Hemorrhagic 
Septicemia virus in the Great Lakes (10). Descriptive biogeographic 
analyses are useful to understand the natural history of novel infec-
tious diseases, poorly known diseases, or diseases barely explored 
in the field (11–13). Predictive analyses are useful to anticipate risk 
in areas where the diseases has not yet been reported, and to guide 
active surveillance and research (14). A poorly understood infec-
tious disease of epidemiological importance is Heterosporosis 
which infects fish in the Great Lakes region. Heterosporosis is 
caused by the microsporidian parasite Heterosporis sutherlandae 
and is known to infect at least eight fish species of economic and 
ecological importance (15). This disease was first confirmed in 
2000 in Leech Lake and Catfish Lake in Minnesota and Wisconsin 
and has since been reported in waterbodies in Minnesota (n = 26), 
Wisconsin (n = 16), Michigan (n = 2) in the USA and Lake Ontario 
(15). The obligate intracellular parasites proliferate inside skeletal 
muscle cells (Figure  2A), eventually leading to liquefaction of 

the muscle tissue. Advanced stages of the disease likely result in 
indirect parasite-induced mortality due to decreased overall fit-
ness, inability to capture prey or escape predation, and increased 
host stress (Figure  2B). The transmission of H. sutherlandae is 
thought to be horizontal, through the consumption of infected 
prey or contact with mature spores shed into the water column. 
Consequently, the overland transport of infected fish or water are 
likely risk factors for the spread of this pathogen. The possibility 
does exist for vertical transmission, similar to other microsporid-
ian species infecting fish (16).

With Heterosporosis as a case study, we explored the use of 
next generation biogeography tools to evaluate how these tools and 
approaches can help (i) understand the ecology of a rare infectious 
disease and (ii) forecast the geographic areas where future investi-
gation is necessary. This contribution aims to use the most state-of-
the-art algorithms and variables available in order to incorporate 
disease biogeography in the toolkit of modern epidemiology.

MeThoDS

occurrences
We obtained Heterosporosis-positive occurrence locations 
from Miller (17) and Phelps et  al. (15), who in turn received 
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TABle 1 | Environmental variables used to construct the background.

Fundamental niche Realized niche

Annual mean temperature (°C) Mean value of the monthly MODIS 
enhanced vegetation index (EVI) time 
series data (index)

Mean diurnal temperature range 
[mean(period max-min)] (°C)

SD of the monthly MODIS EVI time 
series data (index)

Isothermality (Bio02 ÷ Bio07) Mean value the 8-day MODIS  
day-time land surface temperature 
(LST) time series data (°C)

Temperature seasonality (C of V) SD of the 8-day MODIS day-time LST 
time series data (°C)

Max temperature of warmest week (°C) Minimum value of the 8-day MODIS 
day-time LST time series data (°C)

Min temperature of coldest week (°C) Maximum value of the 8-day MODIS 
day-time LST time series data (°C)

Temperature annual range  
(Bio05-Bio06) (°C)

Mean value the 8-day MODIS  
night-time LST time series data (°C)

Mean temperature of wettest  
quarter (°C)

SD of the 8-day MODIS night-time 
LST time series data (°C)

Mean temperature of driest  
quarter (°C)

Minimum value of the 8-day MODIS 
night-time LST time series data (°C)

Mean temperature of warmest  
quarter (°C)

Maximum value of the 8-day MODIS 
night-time LST time series data (°C)

Mean temperature of coldest  
quarter (°C)

Mean value of the 8-day MODIS 
day-time LST time series data for 
December/January (°C)

Annual precipitation (mm) Mean value of the 8-day MODIS  
day-time LST time series data for  
February/March (°C)

Precipitation of wettest week (mm) Mean value of the 8-day MODIS  
day-time LST time series data for 
April/May (°C)

Precipitation of driest week (mm) Mean value of the 8-day MODIS  
day-time LST time series data for 
June/July (°C)

Precipitation seasonality (C of V) Mean value of the 8-day MODIS  
day-time LST time series data for 
August/September (°C)

Precipitation of wettest quarter (mm) Mean value of the 8-day MODIS  
day-time LST time series data for 
October/November (°C)

Precipitation of driest quarter (mm)
Precipitation of warmest quarter (mm)
Precipitation of coldest quarter (mm)
Annual mean radiation (W m−2)
Highest weekly radiation (W m−2)
Lowest weekly radiation (W m−2)
Radiation seasonality (C of V)
Radiation of wettest quarter (W m−2)
Radiation of driest quarter (W m−2)
Radiation of warmest quarter (W m−2)
Radiation of coldest quarter (W m−2)
Annual mean moisture index
Highest weekly moisture index
Lowest weekly moisture index
Moisture index seasonality (C of V)
Mean moisture index of wettest quarter
Mean moisture index of driest quarter
Mean moisture index of warmest quarter
Mean moisture index of coldest quarter

Fundamental niche: variables based on climatic data at ~19 km spatial resolution. 
Realized Niche: variables based on MODIS data at ~1 km spatial resolution.
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the reports from natural resource management agencies  
(i.e., Minnesota Department of Natural Resources, Wisconsin 
Department of Natural Resources, and U.S. Fish and Wildlife 
Service). Reports were confirmed by gross lesions and histopa-
thology, and in some cases by PCR and sequencing. Anecdotal 
reports not verified in the laboratory were not included in this 
study. Lake centroids were used to determine latitude and lon-
gitude locations, and duplicate coordinates were removed. To 
explore the effect of data curation in the model’s performance, 
models were developed using all the final occurrences available 
and a subset of resampled occurrences without environmental 
outliers (see below).

Fundamental niche (NF)
The NF was estimated in a large model calibration region 
including: all the occurrences and the filtered occurrences. 
Specifically, we focused on the Laurentian Great Lakes region 
of North America (41.4° and 49.3°N and −97.8° and −74.8°W), 
a bi-national Canadian–American region with portions of the 
American states of Ohio, Illinoi, Indiana, Minnesota, Wisconsin, 
Michigan, Pennsylvania, New York, and the Canadian province 
of Ontario (Figure  2C). We used climatic variables from this 
calibration region to construct a background of environmental 
conditions in which the NF was estimated (18) resembling the 
landscape and terrestrial environmental drivers where parasites 
and hosts co-occur. We used climate data from the CliMond 
repository (19), selecting the first 35 bioclimatic variables 
with original measurable information on annual, weekly, and 
seasonal temperature, soil moisture, radiation, and precipita-
tion (Table  1), as these variables are a proxy to reconstruct 
ecoregions and present-day faunistic distributions (20). These 
variables are a summary of climatic conditions between 1961 
and 1990 in the form of rasters at ~19  km spatial resolution. 
A principal component analysis was developed using NicheA 
software 3.0 (21) to reduce dimensionality and correlation 
between variables, retaining the first three components as they 
contained 83.85% of the information from the original set of 
variables. These three components composed the environmental 
background that summarized the environmental patterns in the 
area with reduced spatial and temporal autocorrelation and were 
used in posterior analyses. The background developed was then 
used by the ecological niche model algorithms to identify the 
relationship of parasite occurrences with this environmental 
background. Once this relationship is established, models search 
for this combination of conditions across the entire study area to 
define locations suitable and unsuitable for the parasite.

To mitigate uncertainty implicit in occurrences, we employed 
a method modified from Van Aelst and Rousseeuw (22) as filter 
to remove potential errors in occurrences. This filtering method 
is robust for outlier detection: we estimated minimum ellipsoids 
around occurrences displayed in environmental space and 
removed 5% [i.e., α = 0.05 (3, 23)] of occurrences with the most 
marginal environmental values, as these outlier values could be 
associated with occurrence errors [e.g., misidentification; see,  
Ref. (24)]. The script for occurrences filtering by detection of the 
outliers has been included as Supplementary Material S1. We 
then estimated the NF using NicheA with the remaining filtered 
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the areas predicted by the NF model. The NF and NR were then 
projected to the geographic space to identify areas suitable as 
predicted by the models.

Finally, to highlight the predictions of MVE and Marble vs. 
a classic ecological niche modeling method, we developed a 
series of models using Maxent algorithm (32). Maxent is a type 
of logistic regression (33) and is currently a standard method to 
estimate species’ ecological niches (34). Maxent models included 
the estimation of the NF based on climate data and NR based 
on remote sensing data. The NF and NR were estimated using 
the original occurrences and filtered occurrences as described 
before. Models were calibrated using default settings in Maxent 
3.3.3k (34).

All models were compared using a cumulative binomial 
distribution test using two sets of occurrences, one for model 
calibration and one for model evaluation, as in Peterson et  al. 
(24). The R script used here for automated data split is included 
as Supplementary Material S3. Evaluation occurrences were not 
used during model calibration and instead were used to test the 
ability of the model to predict independent data using evaluation 
points as trials, evaluation points predicted correctly as successes, 
and the proportion of area predicted suitable as the probability 
of a success (23). The method used to develop this evaluation is 
included as Supplementary Material S4 to facilitate replication.

ReSUlTS

Once duplicates and environmental outliers were removed, 32 
single occurrences remained and were used for modeling. The 
data curation process in the environmental space allowed us 
to identify several environmental outlier occurrences; one was 
removed based on our threshold defined a  priori (Figure  3). 
The MVE estimated from this set of filtered occurrences, as a 
proxy of the NF, revealed that the species was not occurring in 
all environmental conditions available in the model calibration 
region, instead, it occurred in consistent, tractable climatic 
conditions (Figures 4 and 5). When the NF was projected from 
the environmental space to the geographic space, suitable areas 
were identified across North central Minnesota, northern areas of 
Wisconsin, and a small portion of western Michigan (Figure 4). 
Once the NR of the parasite was estimated in these areas, we 
found suitability in specific areas of these states with high detail 
that allowed the identification of lakes that could be suitable 
for Heterosporosis (Figure 4). The Marble algorithm estimated 
fine scale suitability as a proxy of the NR, based on a cloud of 
occurrences that excluded three isolated marginal occurrences 
detected outside of a main cluster (Figure 3). This generated a 
model of suitability based on the occurrences occupying the most 
tractable and consistent environmental conditions.

Once models were calibrated using all the data available, 
including the climatic outlier (Figure  3), the ecological niche 
models predicted broader areas suitable for Heterosporosis 
across the Great Lakes basin, resulting in 406% increase in 
areas predicted for this NF model compared with the NF without 
outliers (Figure 6). Changes in NF estimations generated changes 
in the range of environmental values predicted suitable for the 
parasite (Figure  5). Changes in the range of environmental 

occurrences. The NF was calculated as the minimum-volume 
ellipsoid (MVE) from the occurrences in a three-dimensional 
environmental scenario composed by the first three components 
from the original environmental variables, described elsewhere 
(21, 22). Basically, occurrences are displayed and analyzed in 
three environmental dimensions instead of two geographic 
dimensions (i.e., latitude and longitude). NicheA estimates the 
centroid point of the occurrences’ cloud, which will be the center 
of the ellipsoid. Then, the Euclidean distance is estimated between 
the center of the ellipsoid and the most external occurrences. The 
two most external occurrences are the coordinate axes of the 
ellipsoid and in tandem with the Euclidean distances are used as 
parameters for a standard tri-axial ellipsoid equation (22). This 
ellipsoid was then used to simulate Gaussian response curves of 
the species to the environmental data employed to resemble eco-
logical theories of species responses to environmental conditions  
(5, 25–27). To visualize the impacts of occurrences curation in 
estimations, a second model was developed as described above, 
but without occurrences filtered, i.e., using all the reports avail-
able to us.

Realized niche (NR)
The NR was estimated in a reduced calibration region, includ-
ing only areas falling inside the NF model (Figure  1). In these 
sub-regions, we used 16 remotely sensed variables summarizing 
land surface temperature (LST) and primary productivity (28). 
Specifically, we used MODIS data at ~1  km spatial resolution, 
including day and night-time values of LST, and primary 
productivity in the form of enhanced vegetation index (EVI; 
Table 1) available from the WorldGrids repository (28).1 These 
variables were also reduced in number and correlation via a 
principal component analysis that summarized >89.21% of the 
overall information from the original variables in the first three 
components.

We used the Marble algorithm to estimate the NR. Marble 
is a novel algorithm that identifies clusters of occurrences in 
n-dimensional environmental spaces as has been described 
elsewhere (29). Briefly, Marble is based on the generalized 
density-based clustering algorithm that determines the position 
of occurrences in the multidimensional environmental space 
[see, Ref. (30)] and identifies clusters of occurrences of arbitrary 
shape but also is able to identify noise in the form of non-clustered 
occurrences in the environmental space [see, Figure  6 in Ref. 
(29)]. The default parameters are the automatic estimation of the 
radii according to the number and position of occurrences allow-
ing the inclusion of at least 99% of occurrences in the clusters. 
Due to the ability of the Marble algorithm to prioritize groups 
of occurrences and exclude isolated occurrences, the algorithm 
generates ecological niche models from consistent clusters only, 
with reduced interpolation and extrapolation. This approach 
results in models of metamorphosed shapes in the environmental 
space (29). The script employed in this study to develop Marble 
models in R has been included as Supplementary Material S2. 
We employed the occurrences and MODIS data that were inside 

1 http://worldgrids.org.
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FIgURe 3 | Automated occurrences curation process. (A) Occurrences 
(black circles) were displayed in a two-dimensional environmental space of 
principal components one (PC1) and two (PC2) from the original climate data. 
Ellipsoids were estimated using the full occurrences (red ellipsoid) and then 
reducing one occurrence at a time (blue ellipsoids), to filter occurrences via 
outlier elimination. Note that using 100% of the points resulted in the 
detection of an outlier (black circle in edge of the red ellipsoid). (B) The first 
three PC from MODIS data were used to display the distribution of filtered 
occurrences (red circles) and also occurrences detected clusters (black 
circles). Note that outlier occurrences in term of climate were also outliers in 
terms of MODIS data (black points). The script for outlier detection is 
included as Supplementary Material S1.
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tolerances occurred in the highest limit for some variables, while 
others showed shifts in the lowest limits. For some variables  
(e.g., maximum temperature, precipitation of wettest week, SD 
EVI, and maximum day-time LST), the impact of the outlier in 

the range of environmental tolerances was minimal, while others 
had more dramatic impacts in the range estimated (e.g., annual 
mean and minimum temperature, annual precipitation, and 
precipitation of the driest week; Figure 5).

Maxent models generated predictions comparable to those 
of Marble in the regions of Minnesota and Wisconsin. However, 
Maxent predictions were restricted to areas surrounding the 
occurrences when the entire data set was employed, showing 
low effect of outliers during model calibration as compared 
to MVE models (Figure  6 vs. Figure  7). Using independent 
calibration and evaluation occurrences during model evalua-
tions, all models showed prediction better than by chance in 
all the scenarios (Supplementary Material S5). The outputs, 
however, varied between algorithms. For example, we found 
that estimations of NF was overfitted in Maxent, while MVE 
provided more generalized predictions when the model was 
calibrated using all the data available (Figure 6 vs. Figure 7A).

DIScUSSIon

Ecological niche models for Heterosporosis allowed the 
identification of suitable areas beyond the current locations 
with reports of the parasite, providing information about sites 
where the parasite could potentially occur based on suitable 
environmental conditions (4). MVE and Marble, the two novel 
algorithms employed in the modeling process, generated suit-
ability surfaces in the form of binary maps showing areas with 
environmental conditions similar to those with Heterosporosis 
records (Figures 4 and 6). This binary modeling output format 
avoids continuous suitability surfaces of difficult biological 
interpretation (3). The models based on filtered occurrences 
without environmental outliers generated models with the best 
fit as expressed by the similarity of environmental conditions 
occupied by the occurrences vs. the conditions predicted by 
the MVE. That is to say, failure to remove outlier occurrences 
may have severe consequences in the areas predicted suitable 
by some ecological niche model algorithms (35), including 
MVE (see Figure 4 vs. Figure 6). For example, removing outlier 
occurrences generated models with more detailed identification 
of regions suitable for Heterosporosis, thus, making forecasts a 
more useful tool to guide active epidemiological surveillance in 
specific constrained areas.

We found that the inclusion of environmental outliers also had 
a dramatic impact on the predictions in both the geographic and 
the environmental space. In this case, this was particularly true 
for the NF models based on the MVE algorithm. For example, 
models calibrated with the environmental outlier generated pre-
dictions with high extrapolation for the higher values of predicted 
suitability, including annual mean and minimum temperature 
and annual precipitation and precipitation of driest week. For 
other variables, such as precipitation of wettest week, the outlier 
generated extrapolation in the lower values (Figure 5). We found, 
however, that in other variables the inclusion or not of the outlier 
occurrence was less dramatic (e.g., maximum temperature, SD 
of EVI, day-time LST values for the annual maximum and mini-
mum, and the mean values for December and January, and for 
June and July; Figure 5). The Marble algorithm was less sensitive 
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FIgURe 4 | Ecological niche models from filtered Heterosporosis data. (A) The Fundamental Niche (NF; green ellipsoid) was estimated based on the minimum-
volume ellipsoid formula in NicheA, using as background (gray points) the first three principal components (PC) of climate (red axes). (B) The Realized Niche (NR; red) 
as estimated inside the conditions predicted suitable by the NF (green) across the background constructed with the PC of the MODIS data (gray). (c) The NF (green) 
and the NR (red) were projected to the geography. In this case, the axes are longitude and latitude.
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since this method automatically accounts for occurrences outside 
environmental clusters (Figure 3), i.e., noise detection (30).

Fundamental niche (NF)
According to ecological theories, the NF of an organism should 
have an ellipsoidal form (21). This assumption is supported by 
experimental data showing Gaussian responses of species to abi-
otic environmental variables (26, 27, 36–39). The MVE estimated 
from the occurrences in environmental dimensions was able to 
generate response curves resembling normal distributions as the 
theory suggested (Figure 5), allowing us to have a proxy of the 
environmental tolerances of the species according to the data 
available to us. This suggests that NicheA could be a promising 
tool to simulate how species occupy environmental conditions 

based on field records; however, this would require high quality 
records. Erroneous records could tremendously impact the range 
of values used to estimate the ellipsoids (30), and in turn, the 
areas predicted suitable (Figure 5). To mitigate the inclusion of 
errors from the set of occurrences (40), we propose to employ 
an automated data curation system developed in environmental 
dimensions (Figure 3).

In addition to occurrence filtering, the estimation of MVEs is 
a protocol that requires a series of steps including a PCA analysis, 
displaying occurrences in the environmental space, calculations 
of ellipsoids, and projection of the final model to the geographic 
space. To facilitate this process, the workflow of the analyses 
developed here is included as Supplementary Material S6 to 
be executed in NicheA (21) and includes data to replicate this 
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FIgURe 6 | Example of ecological niche models from unfiltered Heterosporosis data. The Fundamental Niche (NF; green) was estimated based on the minimum-
volume ellipsoid formula in NicheA, using all the occurrences including outliers and, as background, the first three principal components (PC) of climate. Then, the 
Realized Niche (NR; red) was estimated inside the Fundamental Niche using marble algorithm based on the PC of the MODIS data (similar to Figure 4 but with 
unfiltered occurrences).

FIgURe 5 | Example of predictions represented in terms of single environmental variables. Pixels values of each environmental variable were counted across the 
study area representing the background (red line), the pixels predicted suitable by the Fundamental Niche (NF) models based on a minimum-volume ellipsoid 
including all occurrences, i.e., with the environmental outlier occurrences (olive line), and with outliers removed (green line), and the estimation of environments 
occupied as predicted by the Realized Niche (NR) model from the Marble algorithm (blue line). The occurrences employed for model calibration are also displayed 
(pink line). Count of pixels in log value for better visualization. Note that including all the occurrences without filtering generates high extrapolation of the NF  
(i.e., broader range from the NF estimations; olive line) compared with the models based on filtered occurrences (i.e., green line).
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workflow (Supplementary Material S6). Step-by-step instructions 
to estimate NF of any species can also be found in the website of 
NicheA.2

Realized niche (NR)
While the NF aims to estimate environmental tolerances, algo-
rithms to estimate NR, as the case with Marble, are meant to 

2 http://nichea.sourceforge.net/.

identify in environmental space the most “immediate” environ-
mental conditions that are suitable to the species. In other words, 
models aiming to estimate the NR are expected to overfit to the 
occurrences used for model calibration, resulting in a reduced 
interpolation and extrapolation. To our knowledge, this is the first 
application of Marble in epidemiology, and in turn in modeling 
diseases in fish. We showed that Marble is a promising algorithm 
to estimate realized niches, which in turn estimates areas that are 
suitable in high detail, avoiding the inclusion of environmental 
conditions beyond those currently used by the species.

30

http://www.frontiersin.org/Veterinary_Science
http://www.frontiersin.org
http://www.frontiersin.org/Veterinary_Science/archive
http://nichea.sourceforge.net/


FIgURe 7 | Ecological niche models from Heterosporosis data using Maxent. The Fundamental Niche (NF; green) was estimated using as background the first three 
principal components (PC) of climate. Then, the Realized Niche (NR; red) was estimated inside the Fundamental Niche based on the PC of the MODIS data.  
(A) Models using all the occurrences available. (B) Models based on filtered data without outliers.
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novel vs. classic Methods
We explored two novel methods to estimate species niches based 
on (i) algorithms resembling ecological theories (i.e., MVE and 
Marble) and (ii) algorithms resembling the data (i.e., Maxent). 
All models showed that predictions of independent occurrences 
were better than random in all model scenarios. However, it was 
evident that the machine learning structure of Maxent provides a 
high fit of the model with the data available (33). If assumptions 
are more relaxed and the data and information of the species 
are limited, MVE can be a good solution as this algorithm is 
less complex than Maxent (requires less parameters during 
calibration). This predictive behavior was replicated during NR 
estimations: Marble provided generalized estimations with broad 
areas predicted suitable for the parasite and Maxent provided 

more conservative estimations principally in sites surrounding 
reports. We note that both modeling approaches, (i) algorithms 
resembling ecological theories (i.e., MVE and Marble) and 
(ii) algorithms resembling the data, are not wrong. In fact, 
both approaches develop niche estimations based on different 
assumptions: algorithms resembling ecological theories may 
overestimate the areas suitable due to the high levels of inter-
polation (31) aiming to reconstruct niche shapes as supported 
species physiology (21), while machine learning algorithms may 
have increased sensitivity to the data due to reduced extrapola-
tion and interpolation to gain model fit. We argue that both 
approaches have pros and cons, one can prefer a simple model 
generalizing the niche estimation to gain knowledge or one can 
prefer a model with limited overestimation to obtain predictions 
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dictated by the data. Under both scenarios, the study question 
and assumptions will vary. For example, one can assume that 
Heterosporosis is still on its path to occupy the full ecological 
niche (i.e., ecological equilibrium) and model over estimations 
reducing the overfit of models to the data would be desirable. To 
mitigate uncertainties during model selection, two main frame-
works could be considered in ecological niche modeling, one in 
which several algorithms are explored to capture consensus and 
variability (31), and one in which a single algorithm is explored 
under a detailed parameterization and assumptions based on 
abundant data and a considerable knowledge of the species in 
question (41).

Further Research
Current methods for disease mapping in epidemiology are 
dominated by distance-based analyses restricted to geogra-
phy (e.g., spatial clusters), neglecting the importance of the 
landscape heterogeneity (42). However, recent literature in 
epidemiology has attempted to consider the climate and/or 
the landscape configuration when mapping disease transmis-
sion risk (1). While these attempts have important benefits 
in terms of the information generated and biological realism 
in the maps produced, most of these studies still lack a bio-
geographic framework to design the study and interpret the 
results. Indeed, click-and-run tools to generate ecological niche 
models are common in the scientific literature with studies of 
poor study design, but more strikingly without justification of 
the model parameters, assumptions, variables, occurrences, 
and study areas selected, even when such factors have been 
largely recognized as crucial in ecological niche modeling  
(4, 33–35, 43, 44).

Our study case focused on a fish parasite; thus, the model 
was calibrated using exclusively infected fish, resulting in a 
“black-box” approach as a proxy for all the species acting in the 
Heterosporosis system: the parasite and the susceptible hosts (2). 
Future studies are necessary at finer scales in the areas identified 
here as suitable for the parasite to include fish density, fish com-
munity assemblages, and other competitive parasites limiting the 
occurrence of Heterosporosis at a local level.

We assumed that NF could be reconstructed using envi-
ronmental data at coarse resolution, while NR would require 
environmental variables at finer grain. These assumptions may 
be a limitation to the areas predicted by the models and should 
be a crucial point during the study design of models developed 
for spatial epidemiology. Beyond resolution, models could 
be impacted by the assumptions on the response of species to 
the environmental values absent in the occurrence data avail-
able. An important assumption is environmental interpolation. 
MVE has high interpolation of values predicting suitable all 
the environmental conditions falling inside the range of values 
estimated from the available occurrences. Thus, MVE would be 
less sensitive to sampling bias but would be sensitive to outliers. 
Maxent and Marble have limited interpolation with overfit to the 
data available, resulting in suitable conditions resembling the 
data. Thus, these algorithms are more sensitive to sampling bias  
(e.g., oversampling close to the roads or only during summer 

conditions) but are less sensitive to outliers. A good practice would 
be a careful selection of algorithms with the abilities to answer 
the research question, i.e., estimation of the potential distribu-
tion (NF) or current distribution of the disease (NR), considering 
the weaknesses in the environmental data (e.g., resolution) and 
occurrence data (e.g., bias).

Final Remarks
Several ecological niche modeling tools exist to map infectious 
diseases, but easy-to-use tools are preferred even if most users 
do not understand how the algorithms work (45). For instance, 
Maxent, an easy-to-use ecological niche modeling software, has 
suffered abuse in its application to epidemiology in a series of 
“recipe-like” studies with Maxent assumptions that may not be 
appropriated to the particular study questions (1, 3, 46–48). In 
biogeography, ecological niche modelers have cautioned the 
development of models with poor study design (3, 40, 46, 49, 50), 
which may lead to incorrect assumptions and interpretations. 
The algorithm selection and study design is particularly crucial 
in applications of ecological niche modeling to epidemiology, 
considering that modeling outputs could be used by public health 
intelligence and animal health policy makers.

We propose novel ecological niche modeling methods that 
can help understand the biogeography of an aquatic infectious 
disease, identify areas at risk for disease transmission, and can 
complement current methods. First, we highlight the importance 
of data curation and show a method for outlier removal in 
environmental dimensions based on a priori assumptions. Also, 
the ecological niche modeling algorithms proposed require low 
parameterization as they are based on the position (MVE) and 
density (Marble) of occurrences in an environmental space (22, 
30), but also require a series of biological assumptions to make the 
outputs interpretable [e.g., Fundamental Niches of an ellipsoidal 
shape (21)]. We found that exploring algorithms of different ana-
lytical nature such as those aiming to fit environmental clusters, 
climatic envelopes, and logistic regressions (e.g., Marble, MVE, 
and Maxent) provided different scenarios of the potential distribu-
tion of Heterosporosis. Thus, no single algorithm should be used 
for disease mapping as this may result in an incomplete panorama 
of forecasts. We argue that different algorithms are necessary to 
achieve more informed predictions of the potential distribution 
of pathogen or parasites of public health or veterinary concern.
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Traditional epidemiological studies of disease in animal populations often focus on 
directly transmitted pathogens. One reason pathogens with complex lifecycles are 
understudied could be due to challenges associated with detection in vectors and 
the environment. Ecological niche modeling (ENM) is a methodological approach that 
overcomes some of the detection challenges often seen with vector or environmentally 
dependent pathogens. We test this approach using a unique dataset of two pathogens 
in wild felids across North America: Toxoplasma gondii and Bartonella spp. in bobcats 
(Lynx rufus) and puma (Puma concolor). We found three main patterns. First, T. gon-
dii showed a broader use of environmental conditions than did Bartonella spp. Also, 
ecological niche models, and Normalized Difference Vegetation Index satellite imagery, 
were useful even when applied to wide-ranging hosts. Finally, ENM results from one 
region could be applied to other regions, thus transferring information across different 
landscapes. With this research, we detail the uncertainty of epidemiological risk models 
across novel environments, thereby advancing tools available for epidemiological deci-
sion-making. We propose that ENM could be a valuable tool for enabling understanding 
of transmission risk, contributing to more focused prevention and control options for 
infectious diseases.

Keywords: Bartonella spp., environmental transmission, Lynx rufus, niche, Puma concolor, Toxoplasma gondii

inTrODUcTiOn

Traditional epidemiological studies of disease in animal populations are dominated by intraspe-
cific transmission of contact-dependent (directly transmitted) parasites or pathogens (1, 2). 
However, many important parasites have complex life cycles that include vectors or environmental 
stages, and we often know much less about these types of parasites (3). For parasites or pathogens 
transmitted via vectors or the environment, it is especially important to understand not only the 
relationships between the host and pathogen, but also the environmental niche—the environ-
mental conditions in which the pathogen persists in the long term (4). In practice, understanding 
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the environmental niche of many pathogens can be difficult to 
achieve due to challenges associated with detecting pathogens 
in vectors and the environment (e.g., sparsely distributed 
pathogens in vectors, in soil, on plant matter, or in water). As 
an alternative, capturing and sampling wildlife hosts is more 
effective. Innovative methodological approaches that overcome 
some of these environmental challenges are therefore needed 
and would be valuable for enabling understanding of transmis-
sion risk, thereby contributing to more focused prevention and 
control options.

Current approaches to map pathogens often include con-
ducting a cluster analysis and spatial interpolations of disease 
cases in a specific area, thereby creating a tentative risk map 
for pathogen exposure (5, 6). However, a limitation of these 
classic approaches is the questionable value for forecasting risk 
in novel areas beyond those with ongoing surveillance. That is 
to say, geographic interpolations and cluster analyses do not 
consider environmental features and only reflect the sampling 
effort (7). Environmental (or ecological) niche modeling 
(ENM) is the practice of reconstructing a species’ environmen-
tal determinants (8). These methods can be useful in creating 
predictive maps that can forecast pathogen presence in novel 
regions (9). Ecological niche modeling is established for species 
distribution modeling and is gaining attraction in the field of 
veterinary epidemiology (7).

Recent research has demonstrated the utility of ENM to 
predict disease in distant novel areas (8), but it remains rare for 
these predictive models to be validated using independent data, 
which is particularly true for models of pathogens in wildlife. 
We tackle this problem using a unique dataset of two pathogens, 
Toxoplasma gondii and Bartonella spp., isolated from wild felids 
across North America. Specifically, we analyzed samples from 
bobcats (Lynx rufus) and puma (Puma concolor), two secre-
tive carnivores that are widespread in North America and are 
adaptable to a wide array of habitats where they are exposed to 
pathogens acquired from their environment (10–12). T. gondii 
is an intracellular protozoan parasite found in warm-blooded 
animals, including birds and mammals, and is transmitted via 
consumption of sporulated oocysts in feces, water, and soil or 
bradyzoites in tissues of prey species (13); in these wild felids, 
T. gondii is likely transmitted via consumption of infected prey 
such as rodents, lagomorphs, and cervids (10). The Bartonella 
genus includes gram negative anaerobic facultative intracellular 
bacteria species that cause an array of diseases affecting mam-
mals; contact with arthropod vectors, particularly fleas, is the 
primary route of transmission of Bartonella henselae, Bartonella 
koehlerae, and Bartonella clarridgeiae (hereafter Bartonella spp.) 
(14, 15). Both, T. gondii and Bartonella spp., require other organ-
isms to persist; thus, here we define them as micro-parasites or 
simply parasites (7).

This study has two primary tasks. First, we evaluate if ENM 
can characterize the potential distribution of parasites with 
complex lifecycles found in felid host species. This is particu-
larly important when there is limited knowledge about the 
environmental niche of the pathogens, such as in this study. 
Second, we examine if ENM results from one region can be 
applied to other novel regions. We emphasize important 

novelties from this study: (i) this study utilizes remote sens-
ing data that captures the habitat heterogeneity across study 
sites with high detail; (ii) this environmental heterogeneity is 
explicitly incorporated into risk maps produced by ENM; and 
(iii) we detail the uncertainty of epidemiological risk models 
across novel environments, thereby advancing epidemiological 
decision-making tools.

MaTerials anD MeThODs

Our dataset included 467 felids serologically positive for 
T.  gondii and/or Bartonella spp. from Florida, Colorado, 
and California. Of these exposed felids, 328 were positive to  
T. gondii parasites and 234 to Bartonella spp.; occurrence 
records contained each animal’s capture location and exposure 
status (16). These data were coupled with landscape informa-
tion from satellite imagery to develop ENMs and create a risk 
map for each pathogen.

Occurrences
Occurrences of T. gondii and Bartonella spp. were recorded 
in ongoing research featuring an unusually large collection 
of wild felid serosurvey data from three different study areas: 
Florida, Colorado, and California (10, 12, 17, 18). The study 
areas were chosen as part of a previous study to represent a 
range of sites important for puma and bobcat conservation 
and were also representative of a wide degree of anthropogenic 
impacts (i.e., habitat fragmentation, urbanization, and agri-
culture) across North America. The Californian study region 
is a highly urbanized landscape characterized by a warm dry 
Mediterranean climate with vegetation communities domi-
nated by coastal California sage scrub, chaparral, riparian and 
coastal oak woodlands, and annual grasslands. Colorado region 
was delimited by two polygons resembling sampling in rural 
and exurban areas with cold semi-arid climates and vegetation 
characterized by coniferous woodlands and forests primarily 
interspersed with aspens. The two regions in Colorado rep-
resent an area proximate to human development and a more 
natural area with agricultural surroundings. The Florida region 
is a mixture of urban, exurban, and agricultural areas spanning 
humid subtropical and tropical savanna climates with vegeta-
tion communities consisting of pine flatwoods, south Florida 
rockland, cypress domes and strands, dwarf cypress, prairies, 
mixed hardwood swamps, hardwood hammocks, freshwater 
swamps, and mangroves.

At each region, individual felids were captured, their location 
recorded, and samples for pathogen screening were collected 
according to protocols previously described (10, 12, 18). Wild 
felids were anesthetized using various tranquilizers/sedatives 
(19, 20), sampled, and released. Thoracic fluid was collected from 
hunter-killed animals instead of serum for a subset of bobcats 
from Colorado (11). Blood and serum samples were initially 
stored in ethylenediaminetetraacetic acid and serum-separating 
tubes. Samples were either refrigerated at 4°C or kept on ice 
until return from the field where they were temporarily frozen at 
−20°C, and later transferred to −80°C until screening for patho-
gen exposure. All procedures were performed after appropriate 
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Institutional Animal Care and Use Committee approvals were 
obtained.

Exposure to T. gondii and Bartonella spp. in puma (P. con-
color) and bobcats (L. rufus) was estimated by measuring serum 
antibodies at the Specialized Infectious Disease Laboratory 
(Colorado State University) according to protocols previously 
described (10, 12). Serological samples were considered positive 
for T. gondii if they were positive to IgM or IgG. Samples were 
considered positive to Bartonella spp. if immunofluorescence 
antibody assay (IFA) tests detecting antibodies against B. henselae 
and B. clarridgeiae were positive (21–23); this was also confirmed 
independently by performing PCR on matched blood samples 
(12). For each study area and species, samples were generally col-
lected over a 2- to 3-year intensive study period, and cumulatively 
the majority of samples across all sites were collected between 
2001 and 2012 (12, 16). Puma and bobcat from Florida were 
not tested for Bartonella spp. (12). For the purpose of reducing 
overfit of models to the data, duplicate pathogen records from the 
same location (i.e., those from different individuals captured at 
the same location, but both exposed to the same pathogen) were 
restricted to single occurrence records for analyses.

Model calibration area
The area selected for ENM calibration has a direct effect on the 
model results (24), resulting in models area-dependent. Thus, 
the calibration area must hypothesize the occurrence potential 
and the sampling effort of the organism in question (25). Based 
on Poo-Muñoz et al. (26), we used the average distance among 
available occurrences for T. gondii and Bartonella spp. to generate 
a buffer around occurrences in each region. The buffered area was 
used as model calibration region (26), assuming that this region 
provided a proxy of the landscape conditions contained across 
the sampled areas (8). Total areas considered for each selected 
regions are as follow: ~52,500 km2 for terrestrial area of California, 
~105,400 km2 for Colorado divided in two polygons (Figure 1 
left: ~64,700 km2 and right: ~40,700 km2), and ~43,000 km2 for 
terrestrial areas of Florida (Figure 1).

environmental Variables
Capturing fine-scale features of the landscape to understand the 
occurrence of pathogens is challenging and usually restricted 
to small study areas (27). A valuable alternative to landscape 
characterization is the use of satellite-derived remote sensing 
imagery. All objects emit radiation, at different intensities and 
wavelengths (28). This radiation can be characterized using 
satellite imagery from, for example, the MODerate-resolution 
Imaging Spectroradiometer sensor in the Terra satellite (29). 
These images offer low cost broad spatial coverage environmental 
information in the form of vegetation indexes (27), such as the 
Normalized Difference Vegetation Index (NDVI). The NDVI has 
proven representative of photosynthetic activity, biomass, net 
primary production, soil features, precipitations and humidity, 
and terrestrial landscapes in general. Thus, NDVI values have 
been associated with the distributional ecology and population 
dynamics of plants, invertebrates, birds, amphibians, ungulates, 
primates, carnivores, rodents, and reptiles in natural ecosystems; 

NDVI also provides information on changes in land use and soil 
humidity (27, 30).

Normalized Difference Vegetation Index data collected at 
250 m spatial resolution at 16-day composites during 2005 in 
raster format were available from the Global Land Cover Facility 
(29). The resulting 21 original NDVI layers were reduced in 
number and collinearity via a principal component analysis 
(PCA) using ArcGIS 10.3 (31). We obtained new uncorrelated 
principal components (PC) with their respective descriptive 
values (e.g., correlation coefficients, eigenvalues, and eigenvec-
tors). For the niche modeling procedure, we selected the PC 
summarizing at least 90% of the overall variance to capture a 
considerable amount of information from the original NDVI 
variables. The first three components were then utilized as axes 
to generate a three-dimensional environmental space as a proxy 
of Hutchinson’s duality to extract the environmental informa-
tion of the geography (32) and were used to display occurrences 
in environmental terms. This environmental space was devel-
oped using NicheA 3.0 software (33), available at http://nichea.
sourceforge.net/.

ecological niche Modeling
We used Maxent 3.3.3k to generate the ecological niche models. 
Maxent is a machine learning tool developed to forecast species 
distributions with incomplete data (34). Maxent estimates the 
most uniform distribution of species occurrences compared with 
the available environmental background in the study area given 
constraints derived from the environmental data (35). Maxent 
also uses a regularization coefficient to increase or reduce the fit 
of the models to the available data, with a default value of 1 (36). 
We tested 20 regularization coefficients to find the best fit for our 
model. We used Akaike information criterion values corrected 
by sample sizes (AICc) to discriminate among models (37). 
This evaluation was developed using ENMTools 1.4.4 software 
(38). Specific settings in the final Maxent model included 100 
bootstrap replicates with random seed and logistic output. The 
average of replicates in continuous format was converted to a 
binary format using a threshold value of E = 5%; this threshold 
aims to remove 5% of the calibration occurrences with the lowest 
logistic value (8).

Occurrence data were split into the three buffered study 
regions (i.e., California, Colorado, and Florida). Models were 
calibrated with all the occurrences in two regions, models were 
then transferred (neither clamping nor extrapolation allowed 
in Maxent) to the remaining region (39), and were then evalu-
ated with the occurrences from such region (40). For example, 
we calibrated models using occurrence data for T. gondii from 
two regions (e.g., California and Florida) and evaluated predic-
tions with occurrence data in the third region (e.g., Colorado). 
For Bartonella spp., due to the lack of occurrence records in 
Florida, we used one site (i.e., Colorado) to predict the other 
(i.e., California) and vice versa. This split configuration assured 
a fair evaluation of the models by using data independent from 
that used during model calibration. Maxent predictions were 
tested between the three study regions using partial receiver 
operating characteristic (Partial ROC) (41), a metric developed 
for ecological niche models to assess the correct prediction 
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FigUre 1 | Study areas and environmental variables employed in this study. Model calibration areas were defined in California (a), Colorado (B), and Florida  
(c) based on a buffer zone estimated from the average distance among occurrences. Left: occurrences for Toxoplasma gondii (yellow points), Bartonella spp. (blue 
points), and co-infections (red points) are displayed on a surface resembling landscape vegetation in the form of Normalized Difference Vegetation Index (NDVI) data. 
Right: original NDVI data were transformed to uncorrelated variables via principal component analysis. The variability across the study areas is summarized in 
principal components 1, 2, and 3, represented by the colors red, green, and blue, respectively.
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of independent evaluation occurrences and the proportion of 
area predicted suitable, against a null model (42). Partial ROC 
analyses were conducted using the Partial ROC metric (41, 43); 

parameters included 5% of omission, α < 0.05, 50% of random 
occurrences used for model testing, and 100 bootstrap itera-
tions (41). Partial ROC estimates area under the curve (AUC) 
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FigUre 2 | Distribution of Toxoplasma gondii and Bartonella spp. in a three-dimensional representation of the environmental space. All the available occurrences of 
T. gondii (green polyhedron) and Bartonella spp. (pink polyhedron) were displayed based on environmental values (gray points) available in California, Colorado, and 
Florida. Axes (red arrows) were constructed using principal components (PC) 1 (X axis), PC 2 (Y axis), and PC 3 (Z axis), which are the same variables represented in 
the right side of Figure 1. (a) View of the occupied niches based on PC 1 and 2. (B) View of niches based on PC 1 and 3. (c) View of niches using PC 2 and 3.  
(D) Three-dimensional view of species distributions based on PC 1, 2, and 3.
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ratio values ranging between 0 and 2, with values above 1 (null 
model) resembling predictions better than by random expecta-
tions that are considered statistically significant (42).

resUlTs

Environmental variables showed heterogeneous landscapes in 
spatial terms and collinearity among NDVI variables in tem-
poral terms (Figure  1; Table S1 in Supplementary Material). 
For example, NDVI values in the summer (e.g., Julian days 
193 and 209 in July in Table S1) showed low correlation with 
greenness with data from winter (e.g., days 1 and 17 in January 
in Table S1 in Supplementary Material). However, consecu-
tive 16-day NDVI comparisons showed high correlation (e.g., 
Julian days 1 and 17, 17 and 33, and so on), with correlation 
coefficients ranging between 0.74 and 0.83 for comparisons 
between consecutive 21 layers (Table S1 in Supplementary 
Material). The first ten PC accumulated 90.77% of the overall 
information contained in the original 21 NDVI variables and 
were used for modeling (Table S2 in Supplementary Material). 

The first three components showed high environmental vari-
ability inside and between study areas, contained most of the 
information (80.37%) from the NDVI variables (Tables S2 and 
S3 in Supplementary Material), and showed differences in veg-
etation cover composition in California, Colorado, and Florida 
(Figure 1, right). Further, these three components were used to 
display the distribution of species in a three-dimensional virtual 
representation of the environmental space (Figure 2); here, the 
environmental distribution of both T. gondii and Bartonella spp. 
showed high overlap, despite the broader use of environmental 
conditions by T. gondii (Figure 2).

In all, 328 samples were positive for T. gondii, including 129 
bobcats and 199 pumas across California, Colorado, and Florida 
(Figure  1). Two hundred thirty-four samples were positive for 
Bartonella spp. in 196 bobcats and 38 pumas from California and 
Colorado (Figure 1; Table 1). Models were calibrated using 291 
single occurrence records for T. gondii and 189 occurrences for 
Bartonella spp. Models for both species required regularization 
coefficients other than the default value of 1 to have the best fit 
and lowest AICc: T. gondii required a regularization coefficient 
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TaBle 1 | Positive cases by host (bobcat and puma), parasite (Toxoplasma 
gondii and Bartonella spp.), and region.

infection host california colorado Florida Total

T. gondii Bobcat 51 10 5 66
Puma 69 82 16 167
Total 120 92 21 233

Bartonella spp. Bobcat 102 31 N/A 133
Puma 5 1 N/A 6
Total 107 32 N/A 139

Co-infections Bobcat 46 17 N/A 63
Puma 22 10 N/A 32
Total 68 27 N/A 95

Samples from Florida were not tested for Bartonella spp.
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of 1.2, while the Bartonella spp. model required a regularization 
coefficient of 1.3 (Table S4 in Supplementary Material). Once cali-
brated, model evaluations showed that predictions between states 
were significantly better than a random model (AUC ratios above 1, 
p < 0.05) when data of T. gondii from California and Colorado 
were used to predict the location of this parasite in Florida (mean 
AUC ratio = 1.056, SD = 0.044), from Colorado and Florida to 
California (mean AUC ratio = 1.089, SD = 0.066), and when data 
from California and Florida were used to predict occurrences 
in Colorado (mean AUC ratio = 1.247, SD = 0.085) (Figure S1 
in Supplementary Material). Bartonella spp. models calibrated  
in California were significantly predictive of the occurrence of 
this parasite in Colorado with AUC ratios above 1; similarly, 
models calibrated in Colorado significantly predicted Bartonella 
spp. in California (mean AUC ratio  =  1.107, SD  =  0.029)  
(Figure S1 in Supplementary Material).

The T. gondii model identified suitable areas for this parasite, 
but also showed heterogeneity in uncertainty estimations across 
areas (i.e., predictions ranged from low uncertainty to high 
uncertainty in each area), with SD ranging between 8.13 × 10−6 
(lowest) to 0.42 (highest; Figure 3). Binary models for T. gondii 
showed high proportion of suitability mainly in California 
(43.7% of the area) as compared with Colorado (35.8%) and 
Florida (20.5%); these predictions came with some variation in 
certainty (Figure 3A). Models also predicted isolated and limited 
suitability for both regions in Colorado, also with some variation 
evident in uncertainty, although these models were more confi-
dent in the places where T. gondii is unlikely to occur (Figure 3B). 
Florida showed wide suitability for this parasite across all the 
study areas (but with high uncertainty in suitability), except for 
consistent unsuitable predictions in Lake Okeechobee region 
(Figure 3C). Models for Bartonella spp. had a similar variation 
in predictions of suitable areas of pathogen occurrence, and 
uncertainty in predictions (SD ranging from 2.77 × 10−6 to 0.39; 
Figure 4). Our Bartonella spp. models predicted extensive suit-
ability throughout California, with high certainty in unsuitable 
areas for Bartonella spp. occurrence (Figure  4A). It is notable 
that the area of uncertainty for Bartonella spp. in California was 
greater than for T. gondii (see Figures 3A vs. 4A). In Colorado, 
models predicted low Bartonella spp. suitability in the study area 
to the west with high certainty, but higher suitability to the east 
(Figure 4B). Even when no pathogen records were available to 

us for Bartonella spp. in Florida, our model predicted suitable 
conditions in specific sites across this region (Figure  4C) and 
with less uncertainty than T. gondii. In general terms, however, 
Bartonella spp. was predicted to be less widespread, as compared 
with T. gondii in Colorado and Florida.

DiscUssiOn

Here, we illustrate the utility of a cutting-edge analytical tool that 
can be used to advance the understanding of the epidemiology 
of pathogens with complex lifecycles. Our modeling framework 
attempted to reconstruct the occupied niche of the parasites in 
question [sensu (8)]—the subset of the environmental space 
occupied by the species in the area studied. That is to say, the 
host species included in the study have broad home ranges 
[puma  ~48.6  km2, bobcat  ~30.7  km2 (44)] and occur through 
the Americas from Canada to Patagonia (puma) or across North 
America (bobcats), a typical characteristic of Felidae (45, 46). 
Thus, our representation of patterns of suitable areas for parasites 
is a high-resolution site and time specific reconstruction of risk. 
We found that although exposure to both T. gondii and Bartonella 
spp. was generally widespread in the study areas (Figure  1),  
T. gondii showed a broader distribution across environmental 
conditions than did Bartonella spp. (Figure  2), suggesting a 
broader niche for T. gondii. Although Bartonella spp. was not 
tested in the Florida samples, our niche model experiments 
suggest suitability in diverse areas of this state. We found that 
our models were most accurate in predicting areas where these 
parasites were least likely to occur. Specifically, the uncertainty, 
expressed as variability found in our Maxent predictions was the 
smallest for areas predicted unsuitable for T. gondii and Bartonella 
spp. (Figures 3 and 4).

Ecological niche models, and NDVI satellite imagery, proved to 
be useful to characterize the potential distribution of the selected 
pathogens at the landscape level, generating distribution maps 
for T. gondii and Bartonella spp. from exposure in wild felids. 
NDVI captures with high accuracy information of soil features, 
temperature conditions, and changes of humidity and precipita-
tions as expressed in the structure of local vegetation (27); thus, 
allowing to capture the environmental signature of Bartonella-
positive reservoirs associated with increments on precipitation, 
as is the case for some Bartonella species (47, 48). Environmental 
variables showed collinearity, and thus, using PC instead of the 
original NDVI variables mitigated Maxent overfit by reducing 
correlation and number of parameters employed by the model. 
The PCA allowed us to capture landscape variation, which was 
evident when the first three PC were displayed for each study 
area (Figure 1, right), suggesting that NDVI is a powerful tool for 
epidemiological studies aiming to forecast disease transmission 
risk at a habitat level (i.e., 250 m spatial resolution).

We had predictive success when applying ENM from one 
region to other, even though there were marked environmental 
differences among regions (Figure 1). Nevertheless, although all 
predictions among regions were significant, not all of our sites 
were equal in predictive abilities (Figure S1 in Supplementary 
Material). This highlights the key role that environment similar-
ity can play between calibration and projection areas in Maxent. 
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FigUre 3 | Ecological niche model of Toxoplasma gondii. Binary maps of T. gondii suitability (red) were developed for areas in California (a), Colorado (B), and 
Florida [(c); left panel]. Uncertainty estimations based on the suitability differences among models (right panel) show areas of low (cyan) and high (pink) uncertainty 
as follows: California (a) from 3.31 × 10−5 to 0.42, Colorado (B) from 9.96 × 10−6 to 0.32, and Florida (c) from 8.13 × 10−6 to 0.3.
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Potentially this supports the idea that Maxent predictions are 
more consistently suited for transference to similar environmental 
conditions (39). Further, we also show that NDVI environmental 
data are robust for reconstructing the environmental conditions 
suitable for pathogens, similar to more routine approaches using 
climate variables.

ENM applied to environmental dependent pathogens 
facilitates the identification of habitats of risk where collection 
of information has been lacking maybe due to limited sampling 
effort or other factors related to the detection of pathogens. It 
implies an advancement in understanding the distribution of 
pathogens beyond the use of data of their vectors or reservoirs. 
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FigUre 4 | Ecological niche model of Bartonella spp. Binary maps of Bartonella spp. suitability (red) were developed for areas in California (a), Colorado (B), and 
Florida [(c); left panel]. Uncertainty estimations based on the suitability differences among models (right panel) show areas of low (cyan) and high (pink) uncertainty 
as follows: California (a) from 5.77 × 10−6 to 0.37, Colorado (B) from 2.75 × 10−6 to 0.39, and Florida (c) from 8.59 × 10−6 to 0.39.
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For example, T. gondii oocysts can be viable in the environment 
for up to 18  months (49), or potentially more importantly for 
these large felids, in their prey (rodents, lagomorphs, and cer-
vids). Bartonella spp. easily survive in fleas whose abundance is 
associated with increasing humidity (50), and with microclimate 

conditions indirectly represented by NDVI, which could deter-
mine the distribution of Bartonella spp. between wildlife and 
domestic reservoirs (10). The ENM framework used here, includ-
ing freely available vegetation data, with the presence-background 
Maxent algorithm, has the potential to be used to explore other 

42

http://www.frontiersin.org/Veterinary_Science
http://www.frontiersin.org
http://www.frontiersin.org/Veterinary_Science/archive


Escobar et al. Niche Models of T. gondii and Bartonella spp.

Frontiers in Veterinary Science | www.frontiersin.org October 2017 | Volume 4 | Article 172

environmental dependent pathogens. Our suitability maps of  
T. gondii and Bartonella spp. suggest that risk may exist in broad 
areas in the three states studied. Potential transmission may occur 
in the areas predicted suitable if hosts, the pathogen, and the vec-
tors converge (Figures 3 and 4).

Despite the evident benefits, our approach is a simplification 
of two complex parasite systems. We based our interpretation of 
the pathogens’ niche from infected wild felids (i.e., bobcats and 
puma) in their sylvatic habitats, but may be missing other pieces 
of the epidemiological triangle. For instance, the distribution of 
intermediate hosts for T. gondii (such as rodents, lagomorphs, and 
cervids) (13) was not included in our models, nor was the presence 
of domestic cats (another definitive host) owing to insufficient 
data across all study areas. For Bartonella spp., we did not account 
for presence of vectors (e.g., fleas) (10), and thus, even when we 
anticipate suitable conditions for the parasite occurrence, suitable 
conditions for vectors could limit the occurrence of Bartonella spp. 
in certain areas. Moreover, we modeled Bartonella spp. at genus 
level under the assumption of niche conservatism, which proposes 
that species phylogenetically close will share ecological niche 
characteristics, and that intraspecific differentiation of niches is 
challenging (51, 52). Although our diagnostics tests have proven 
effective for these wild felids, there could exist a small number 
of false-positive and false-negative results, we assumed that this 
proportion would not change the general patterns of the findings.

Ecological niche models of both parasite species based on hosts 
from wild areas revealed that our models were a proxy of the sylvatic 
cycle of both parasites; however, these pathogens might also occur 
in urban areas, which are not often frequented by puma or bobcats. 
T. gondii can also occur in urban environments given its adaptabil-
ity and host generalization as a result of its broad ecological niche 
(53). Nonetheless, Lélu et al. (54) suggest T. gondii is likely to be less 
prevalent in urban areas owing to reduced transmission through the 
food chain, a conclusion supported by our work in these study areas 
where domestic cats are restricted to urban areas, wild felids avoid 
urban areas, and T. gondii has a higher prevalence in wild felids 
(12). Conversely, our previous research shows a strong positive 
relationship between urbanization and exposure to Bartonella spp. 
(12), suggesting that these bacteria persist in stable homogeneous 
urban landscapes. Future research should include the urban com-
ponent in the distribution of T. gondii and Bartonella spp. parasites 
for a broader characterization of the ecological potential of both 
parasites in natural and impervious surfaces in North America.

Previous studies have demonstrated niches of pathogens inde-
pendent of potential reservoir distributions (55), thus showing 

that the modeling of pathogens-only provides accurate forecasts 
of disease transmission risk. These cutting-edge available tools 
of disease modeling are worthy of exploration to generate 
further fine-scale hypotheses to advance our knowledge of the 
environmental component of infectious disease transmission 
chains (9). Although the occurrences of the two pathogens were 
explored in wildlife, they are also zoonotic, so the results of this 
study have implications for human, as well as domestic and other 
wild animals’ health. NDVI and longitudinal epidemiological 
studies can help address questions not only about the prevalence 
of Bartonella spp. and T. gondii in the environment, but also can 
allow us to identify suitable habitats for their presence, and in 
turn, forecast into the future as these methods can incorporate the 
effects of land use change to understand the ecology of infectious 
diseases, particularly environmentally dependent forms, before 
outbreaks occur.
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Andres M. Perez1

1 Department of Veterinary Population Medicine, College of Veterinary Medicine, University of Minnesota, St. Paul, MN, USA, 
2 Department of Agricultural and Resource Economics, University of California Davis, Davis, CA, USA, 3 Veterinary Services 
Pipestone, Pipestone, MN, USA

Between-farm animal movement is one of the most important factors influencing 
the spread of infectious diseases in food animals, including in the US swine industry. 
Understanding the structural network of contacts in a food animal industry is prerequisite 
to planning for efficient production strategies and for effective disease control measures. 
Unfortunately, data regarding between-farm animal movements in the US are not sys-
tematically collected and thus, such information is often unavailable. In this paper, we 
develop a procedure to replicate the structure of a network, making use of partial data 
available, and subsequently use the model developed to predict animal movements 
among sites in 34 Minnesota counties. First, we summarized two networks of swine 
producing facilities in Minnesota, then we used a machine learning technique referred 
to as random forest, an ensemble of independent classification trees, to estimate 
the probability of pig movements between farms and/or markets sites located in two 
counties in Minnesota. The model was calibrated and tested by comparing predicted 
data and observed data in those two counties for which data were available. Finally, 
the model was used to predict animal movements in sites located across 34 Minnesota 
counties. Variables that were important in predicting pig movements included between-
site distance, ownership, and production type of the sending and receiving farms and/or 
markets. Using a weighted-kernel approach to describe spatial variation in the centrality 
measures of the predicted network, we showed that the south-central region of the 
study area exhibited high aggregation of predicted pig movements. Our results show an 
overlap with the distribution of outbreaks of porcine reproductive and respiratory syn-
drome, which is believed to be transmitted, at least in part, though animal movements. 
While the correspondence of movements and disease is not a causal test, it suggests 
that the predicted network may approximate actual movements. Accordingly, the pre-
dictions provided here might help to design and implement control strategies in the 
region. Additionally, the methodology here may be used to estimate contact networks for 
other livestock systems when only incomplete information regarding animal movements 
is available.

Keywords: swine industry, pig movements, regional control programs, Minnesota, random forest, social network 
analysis
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inTrODUcTiOn

Between-farm direct or indirect contact via movement of  
animals or biological materials (e.g., semen), or cross-contami-
nation through inputs such as machinery or human workers, is 
among the most important factors contributing to disease spread 
in food animals (1). Farm-to-farm contacts spread diseases that 
affect the US swine industry, including porcine reproductive 
and respiratory syndrome (PRRS) and porcine epidemic diar-
rhea (PED). For both PRRS and PED, animal movements (e.g., 
gilts, boars, weaned pigs, feeder pigs, and cull animals) represent 
one of the most important disease transmission routes between 
farms (2–6).

Understanding the network structure of food animal indus-
tries is critical for efficient production and disease control. For 
example, the sharing of information among agents (e.g., farmers, 
suppliers, and brokers) within a network may result in an increase 
of economic efficiency due to the selection of strategies that can 
decrease production and/or transaction costs (7). Indeed, social 
network analysis (SNA) is an analytical tool that has been widely 
used in the field of veterinary medicine to design disease control 
plans (8). SNA has been used to quantify the nature of connections 
(referred to as edges or contacts) among elements (nodes or vertices) 
in a population (9). Nodes may be farms or other facilities (e.g., 
slaughter houses, truck wash disinfection stations, or feed plants) 
from, to, or through which, animal populations are connected, 
and contacts among nodes may be categorized as direct or indi-
rect (8, 10). SNA enables researchers to better understand animal 
movement patterns and, consequently, provide insights on how 
diseases diffuse in a given industry (11–13). For example, in many 
livestock industries, a minority of farms typically account for the 
majority of animal movements (14–16). Identification of those 
few farms, often referred to as “hotspots” or “super-spreaders” for 
disease transmission, may help formulating contingency plans to 
control high impact diseases, as timely intervention to targeted 
farms may enhance the probability of such plans being successful 
(13–15, 17). Similarly, efforts to improve animal management and 
biosecurity in super-spreaders may also contribute to reducing 
disease risk and prevalence (17, 18).

The US swine industry is characterized by large numbers 
of documented pig movements within and between states and 
regions. From 1970 to 2001, the number of pigs moved from 
one state to another (or from Canada to the US) increased from 
30 to 50 million (19). Increases in the number and distance of 
movements reflect growth in the number of farms specializing 
in specific phases of the production cycle. Indeed, a growing 
proportion of feeder and finishing swine farms are located in the 
Midwest in close proximity to the grain used to feed pigs (20). In 
contrast, breeding populations tend to be located in areas distant 
from the major growing pig regions, such as the southeastern 
US, where grain inputs are not as critical (20–22). Whereas the 
regional specialization of different industry components has 
undoubtedly improved efficiency, the necessary movement of 
animals between the two regions alters the risk of long-distance 
disease spread (1, 22–24).

Animal movements are only partially regulated in the US, and 
no source provides complete information on such movements. 

For example, the United State Department of Agriculture, 
through the animal disease traceability program, collects 
information on movements of cattle, bison, equines, sheep and 
goats, swine, and poultry, only when movements cross state 
boundaries, except when livestock are moved to slaughter facili-
ties or chicks moved from hatcheries (25). The lack of movement 
data creates a particular problem for the control of diseases, such 
as PRRS. In that context, regional control programs (RCPs), 
voluntarily organized and coordinated by producers, serve 
as means to share sanitary status information among farmers 
located in a given area. Sharing information within an RCP in 
Minnesota (RCP-N212) has been correlated with a decrease in 
PRRS incidence (26), and thus, one may hypothesize that shar-
ing additional information about pig movements would further 
improve control program effectiveness. Unfortunately, lack of 
information about between-farm movements hinders attempts 
to describe network structure, hence impairing ability to prevent 
and control disease.

To elucidate the role of network structure in the spread of 
swine diseases, the relation between PRRS manifestation and 
animal movements between farms (and other related sites, such 
as buyer stations or market sites) was assessed in two counties in 
Minnesota (27). A positive association between positive PRRS 
status and the number of direct and indirect suppliers (in-reach 
degree) was observed in one county, but no additional network 
measures were significantly correlated with positive PRRS status 
(27). Although that early study provided valuable insights about 
pig movements between sites and their potential contribution to 
disease spread, a more complete assessment of the structure of 
contacts is required to understand disease spread. We use data 
from Wayne (27) and more recent data collected by the RCP-
N212 to build a predictive movement model between sites, which 
is then used to estimate a complete movement network for the 
RCP-N212 in Minnesota. The results may be incorporated into 
a disease-spread model to help explain disease dynamics and 
support disease prevention and control activities within the 
RCP-N212.

MaTerials anD MeThODs

Data sources
We used two complementary sets of data to construct our model. 
The first dataset, referred to as the network building data set, 
included information on pig movements related to two counties 
being used to fit the model, whereas the second dataset included 
information on sites located within the broader RCP-N212 
area, which was used for prediction purposes. The first dataset 
included information collected in two counties that were geo-
graphically located within the boundaries of the second dataset; 
however, the two datasets were collected separately. The first data 
set was based on surveys conducted with owners, managers, and 
veterinarians on farms and at market sites located in Stevens and 
Rice counties, Minnesota in 2006 (27). Animal movement data 
included origin and destination of sites in and out of Stevens 
and Rice, geographic locations, and the production type of sites 
and owner. Production types included boar stud (BS), farrowing 
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(Fa), nursery (N), finishing (Fi) farms, and market sites (M). This 
last type encompasses buying stations or slaughter plants. Two 
networks were described in the building dataset, one for each 
county, i.e., a Stevens network (SN) and a Rice network (RN). 
Each network contained data on directional animal movements 
between any given site located within the county and a number 
of sites located either inside or outside the county.

The second data set, referred to as RCP-N212, contained 
information on geographical location, owner, and type of site 
for premises enrolled in the RCP-N212. This data set contains 
roughly 38% of total swine premises with 100 or more animals 
located in Minnesota (28). Data were collected between 2012 
and 2015. The RCP-N212 comprised 34 counties in Minnesota, 
including Stevens and Rice counties (26). The University of 
Minnesota manages the RCP-N212 data under the terms of an 
agreement with swine producers that protects the confidentiality 
of the data.

network Description
The structures of SN and RN were described using SNA 
representing directional flows of animal movements between 
sites. The site-level connectivity of each network was described 
using in- and out-degree, calculated as the number of pig move-
ments received or sent by a specific site to or from other sites. 
Betweenness, defined as the number of directed paths that pass 
through a given site, when the shortest paths between other 
pairs of sites are traced (9), was also estimated. Metrics were 
stratified by site type (e.g., BS, Fa, N, Fi, and M) for SN and 
RN, and differences in centrality measures between types were 
analyzed using Kruskal–Wallis tests. To assess the correlation 
between types of sites in each network, the assortativity coef-
ficient (r) for a mixing matrix was used, as defined by elsewhere 
(29), so that

 
r

e a b

a b
i ij i i i

i i i

=
−

−
∑ ∑

∑1  

where eij is the fraction of animal movements in the network that 
connects sites of type i to type j, and ai and bi are fractions of 
destination-or-origin, respectively, of a movement that is attached 
to site type i. A value of r  =  0 indicates no assortative mixing 
or a random network, while a value of r = 1 indicates complete 
assortativity, i.e., that all movements are between sites of the same 
production type. Alternatively, if r < 0 links are more likely to 
connect two different types of nodes, which is closer to having a 
randomly mixed network where links often connect unlike nodes 
(e.g., different type of sites) (29).

Four metrics at the network level were estimated, namely, (1) 
network density, calculated as the fraction of movements that 
are present in the network relative to the total number possible; 
(2) clustering coefficient, used as a measure of cohesiveness and 
defined as the probability that two sites that are linked to a com-
mon site are also linked to each other; (3) diameter, calculated 
as the largest distance between two sites in the network, where 
distance is the shortest path between two sites; and (4) the mean 
path length, calculated as the mean length of the shortest paths 
connecting two sites (9, 30).

Figures and statistical computations were preformed using 
R V.3.1.1 (31), including the packages ggplot2 (32), maps (33), 
MASS (34), and igraph (35).

network Prediction
Due to the inherent attributes of nodes, their dimensional dis-
tribution, connection features, etc. predicting networks can be 
challenging (36, 37). Unsupervised and supervised methods have 
been used to try to elucidate network structures. Unsupervised 
approaches seek to assign scores to possible links between nodes 
mainly based on the neighborhood characteristics of each node 
and path-distances between nodes. While the first estimates the 
likelihood of a link between two nodes based on the degree of 
overlap of their neighbors, the second searches for the shortest 
path-distance among all possible combinations between nodes 
(36). For example, the preferential attachment prediction has 
been used to estimate potential connections of a node given the 
proportional number of neighbors that it has (38), or the Katz 
coefficient scores the possible links between two nodes subject 
to a given length paths (39). While unsupervised methods have 
been popular in network prediction, they fail to handle network 
dynamics, the mutual dependence of components, and other 
features inherent of the network structure (e.g., an unbalanced 
number of links), thus often leading to unstable performance (37). 
Among supervised methods, random forest (RF) has shown high 
levels of classification accuracy compared to others techniques 
such as bagging (37, 40), so it is the approach used here. Here, 
information provided by SN and RN was used in a RF model to 
predict animal movements between sites. After predictions were 
obtained, parameters were extrapolated to predict movements for 
the entire number of farms within the RCP-N212.

RF Model
Models based on classification trees are built using a single 
rule or a set of rules for a number of variables that split data to 
predict possible outcomes. A RF is an ensemble of independ-
ent classification trees created from bootstrap samples chosen 
with replacement from a training data set, in which aggregated 
estimates from each ensemble generates a final prediction 
of the probability that a given outcome occurs (40, 41), e.g., 
a link between two sites. The samples that are not selected 
as bootstrap samples are called “out-of-bag” (OOB) samples 
and are used to estimate the error rate. The OOB error rate 
is reduced by ranking predictors and subsequently removing 
those considered less important. Calculating the difference in 
accuracy between models in which predictors are present or 
removed is used to assess predictor importance. Differences are 
normalized across all trees generated and then ranked based on 
accuracy of prediction (40, 41).

Using all sites from SN and RN, we created a new dataset 
(referred to as RF-data) that contained all possible origin- 
destination pairs of sites within each network. Per each possible 
pair of sites, we assigned a dichotomous outcome (yes, no) vari-
able (also referred to as a class variable) indicating whether or not 
the animal movement has occurred between that pair. We used 
the geographical location of each site to estimate the pairwise 
Euclidean distance (kilometers) between farms, and generated a 
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TaBle 1 | confusion matrix for the class variable (i.e., animal 
movements = yes or no).

Predicted Observed Total

Yes no

Yes a b a + b
No c d c + d
Total a + c b + d N

Cells indicate the number of true positives (a), false positives (b), true negatives (d), and 
false negatives (c).
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dichotomous variable (yes, no) indicating whether or not each 
pair had a common owner. Additionally, we generated 25 dummy 
variables, each denoting a possible pair of site types (e.g., Fa–Fi, 
Fi–M, BS–Fa, etc.), being 1 if the pair site type combination was 
true and 0 otherwise.

The effectiveness of model prediction is determined using 
a portion of the data that has not been used to build and tune 
the model (40). Thus, we split the RF-data randomly, using 75% 
of observations to build and tune the model (referred to as the 
training dataset), and the remaining 25% to test or validate our 
model (referred to as the testing dataset or validation set). In 
other words, we used the training dataset to create (i.e., train 
and tune) the RF model and then used the testing dataset to 
qualify its performance through a confusion matrix: a two by 
two table displaying the number of observed and predicted 
movements reported from the model (Table 1). While there is 
no widely accepted rule-of-thumb for splitting the data, it is 
preferred to use a larger amount of information for the training 
set in order to reduce the variance of the parameter estimates 
(40). Also, we insured that the training dataset contained the 
same proportion of class variables (yes and no) as the original 
RF-data by using a data partition function executed by the caret 
package (42) in R (31).

On the other hand, because we anticipated that RF-data would 
be unbalanced (i.e., only a small fraction of observations were class 
variable “yes”), a post hoc down-sampling approach was imple-
mented to balance the data, i.e., we used a sample that has roughly 
the same proportion of each outcome class. The down-sampling 
technique is an efficient way to improve predictions, particularly 
when using bootstrap samples, given that no information is lost 
during the process (40, 43). We used a wrapper provided by the 
train function in the caret package (42) in R (31) to improve 
model consistency and to determine the desired standard resa-
mpling and performance testing (40, 44). We ran and tuned the 
RF model using 1,500 trees for each training dataset (unbalanced 
and balanced), and we implemented 10-fold cross-validations to 
estimate and rank the most important predictors.

Subsequently, we compared performance comparing predic-
tive (or expected) versus observed movements for both, unbal-
anced and balanced testing datasets by using their confusion 
matrixes. As result, we compared the accuracy, Kappa statistic, 
specificity, sensitivity, and the area under the receiver-operating 
characteristic (ROC) curve. The ROC curve is a graphical method 
to test predictive performance by contrasting true positive and 

negative values. The accuracy rate AR =
+







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 was used to 

measure the agreement between the predicted and the observed 
classes, although AR does not provide any information on the 
type of error the model is producing. The Kappa statistic (κ) was 
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measure the capability of the model to predict true movements 
(i.e., “yes”) and non-movements (i.e., “no”), respectively, whereas 
the area under the ROC (AUC) was used to assess the trade-off 
between increasing sensitivity and decreasing specificity or 
vice versa. With RF, the final prediction as to whether movement 
occurs between a pair of sites (i.e., class variable = yes) is based 
on a given probability threshold (i.e., 0.5). We tested varying 
threshold probabilities (i.e., ≥0.5) to maximize the κ value.

Our RF model utilized a data set of 14,307 observations (75% 
of all observations) and 28 variables, thus complexity of the 
algorithm is given by O(v × nlog(n)), where v is the number of 
variables and n is the number of observations. This analysis took 
around 45 min to complete on a standard MacBook Pro®, though 
other packages such as ranger and random jungle may achieve 
faster performances for larger data sets and down-sampling can 
further optimize run times (45).

Finally, using the observed and predicted animal movements, 
we conducted an SNA to contrast centrality measurements 
between the observed and predicted network using the non-
parametric Kruskal–Wallis test.

Prediction of the RCP-N212 Network
We used our final model to predict animal movements among 
sites in the RCP-N212. Using data from RCP-N212, we generated 
all possible pair combinations among sites located within that 
RCP area. Similar to the analyses performed with the RF-data, 
we estimated Euclidean distances (kilometers) between each 
pair of sites and generated a dichotomous (yes, no) variable for 
ownership and 25 dummy variables for possible combinations of 
types of sites. Acknowledging that movements of animals must 
also occur to and from sites located out of the RCP-N212 and 
to avoid overestimations in the number of movements occurring 
within sites in the RCP, we restricted the number of predicted 
movements among sites in the RCP-N212 using the maximum 
values of in- and out-degree per each type of site observed in SN 
and RN.

We summarized the distributions of centrality measures of 
the predicted network for the entire RCP-N212 and for each of 
its 34 counties. We used the same metrics as described in Section 
“Network Description” at site and network levels. We performed 
a spatial analysis of centrality measures using a 2D-kernel 
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FigUre 1 | geographical representation of the stevens network and rice network of animal movements between swine farms and/or market sites. 
Dots represent geographical location of sites and straight gray lines represent animal movements. [Source: Wayne (27)].

TaBle 2 | number of sites by production type and network.

network Bs Fa n Fi M Total

Rice 
network

0 (0) 21 (8) 18 (7) 52 (28) 6 (1) 97 (44)

Stevens 
network

3 (1) 43 (20) 12 (7) 43 (23) 6 (1) 107 (52)

Both 0 (0) 0 (0) 0 (0) 28 (27) 5 (2) 33 (29)
Total 3 (1) 64 (28) 30 (14) 123 (78) 17 (4) 237 (125)

Values in parentheses indicate number of sites inside the noted county.
BS, boar stud; Fa, farrowing; N, nursery; Fi, finishing; M, market sites.
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density estimation. This allowed us to evaluate the intensity of 
pig movements (e.g., to, through, and from other sites) in a given 
unit of space by approximating its probability density function 
(34, 46, 47).

resUlTs

network Description
The network building data set included 237 sites (220 farms and 
17 market sites), of which 33 and 19% were located within Stevens 
County and Rice County, respectively. The remaining 48% of 
sites were not located within those counties, but involved animal 
movements to or from Stevens and Rice (Table 2), some covering 
long distances (Figure 1). We identified 474 animal movements 
(286 movements in SN and 215 movements in RN), some of 
which connected the two networks (Table 2). Only 14% of all site 
types located in Stevens or Rice had movements with sites located 
in the other county, and all these were movements from finishing 
farms to market sites.

Graphical representations of the networks indicate a conflu-
ence of paths toward finishing farms and then to market sites 
(Figure 2). Thus, markets and finishing farms served as hubs in 
the network. As expected, the most likely movements occurred 
between sites of different types (r  =  −0.13 and r  =  −0.16 for 
SN and RN, respectively) that followed downstream flows, i.e., 
a vertical structure (Table  3). For example, movements from 
farrowing (Fa) or nursery (N) farms to finishing farms (Fi) were 
more frequent compared to other possible types of destinations, 
i.e., market sites (M), boar studs (BS), farrowing (Fa), or nursery 
(N) farms (Table 3). Markets were the most likely destinations 
for finishing farms (eFiM = 0.40 and eFiM = 0.41 for SN and RN, 
respectively), although finishers also sent pigs into upstream 
destinations, including nurseries and farrowing farms (e.g., N, 
Fa, etc.), probably to provide replacement animals (Table  3). 
The most likely destination for farrowing farms was finishers, 
followed by nurseries, consistent with the industry trend to 
eliminate nurseries as midpoint stations (20) (Figure 2; Table 3).

Whereas in-degree and betweenness were slightly higher in 
SN than RN (P = 0.05 and P = 0.04, respectively), there was no 
statistical difference between the two networks in out-degree 
(P = 0.31). In contrast, in-degree varied across production types 
for both networks (P  <  0.01 for both), with markets having a 
higher in-degree (mean = 11.7, SD = 16.8, min = 0 and max = 57) 
(Figure  3). Nurseries exhibited significantly higher out-degree 
than other production types (P = 0.01 for SN and P < 0.01 for 
RN), each shipping animals to three different sites on average, 
with a maximum of 12. Betweenness did not significantly differ 
across production types within RN (P = 0.17) but was statistically 
different among different types of sites in SN (P = 0.02) (Table 4).

Both networks exhibited similar densities, 0.014 for SN and 
0.013 for RN. However, RN was relatively more cohesive than SN, 
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TaBle 3 | Mixing matrix eij for type of farm in rice network (rn) and stevens network (sn).

network sn rn

Destination Bs Fa Fi M n ai Bs Fa Fi M n ai

Origin BS 0.00 0.00 0.00 0.01 0.00 0.01 – – – – – –
Fa 0.00 0.03 0.09 0.10 0.04 0.26 – 0.06 0.12 0.05 0.05 0.27
Fi 0.01 0.10 0.07 0.40 0.00 0.58 – 0.03 0.00 0.41 0.00 0.45
M 0.00 0.00 0.00 0.02 0.00 0.02 – 0.00 0.00 0.02 0.00 0.02
N 0.00 0.00 0.13 0.00 0.00 0.13 – 0.00 0.24 0.01 0.00 0.26

bi 0.01 0.14 0.29 0.53 0.04 1.00 – – 0.36 0.50 0.05 1.00

BS, boar stud; Fa, farrowing; N, nursery; Fi, finishing; M, market sites.
rSN = −0.13 and rRN = −0.16.

FigUre 2 | graphical representation of rice (a) and stevens networks (B). Circles and squares represent either swine farms (BS, boar stud; Fa, farrowing; N, 
nursery; and Fi, finishing) or market sites (M).
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as shown by a higher clustering coefficient, revealing a 0.007 and 
a 0.056 probability, respectively, that two sites moving animals to 
a common site were also connected to each other. As a result, RN 
also had a smaller diameter (4) than SN (5), though mean path 
lengths were relatively similar (1.82 for RN and 1.85 for SN). In 
turn, the distances between sites varied considerably, from less 
than 1 to more than 1,000 km. The overall mean distance between 
sites was 111 km, with nurseries and farrowing farms receiving 
animals from longer distances and boar studs shipping animals 
to sites located more than 500 km away (Table 5).

network Prediction
Random Forest
There were 19,075 possible pairs for RN and SN. Among 
them, a minority (2.6%) corresponded to true movements (i.e., 
class = yes). RF models for both balanced (similar proportion of 
class variable “yes” and “no”) and unbalanced datasets used 1,500 
trees, and the optimal number of predictors (mtry) estimated was 
27 and 20, respectively. We observed a higher κ for the unbal-
anced dataset, indicating a higher accuracy (Table 6). However, 
use of the unbalanced datasets resulted in predictions that were 

strongly biased toward the majority class, with the class variable 
“no” accounting for 97.4% of total pairs.

The balanced dataset optimized sensitivity with a low penalty 
to specificity. Moreover, inspection of the AUC indicated that 
false positives and negatives were minimized with the balanced 
dataset (Figure 4). However, the 0.5 default probability threshold 
used by the RF to predict animal movement between a pair of 
sites (i.e., class variable  =  yes) resulted in low agreement (i.e., 
when κ  <  0.3) between observed versus predicted movements 
(40) (Table 6). Increasing the threshold from 0.5 to 0.85 resulted 
in an increase in agreement (κ = 0.5, Figure 5) between observed 
and predicted movements. The most important variables predict-
ing movements were farm type (downstream combinations from 
finishers and farrowing farms to market sites), sharing the same 
owner, and distance (Figure 6).

Comparing the observed (O) and predicted (or expected, E) 
networks based on observed and predicted animal movements 
from use of the testing dataset, model predictions provided a 
reasonable approximation of real movements (Figure 7). Overall, 
there were no statistical differences between both networks in 
betweenness (P = 0.38) and in-degree (P = 0.97), whereas values 

51

http://www.frontiersin.org/Veterinary_Science
http://www.frontiersin.org
http://www.frontiersin.org/Veterinary_Science/archive


TaBle 4 | summary of centrality measures at site-level using both 
stevens network and rice network.

centrality measure Bs Fa Fi M n

Betweenness 0.00 4.20 2.07 11.56 5.61
(0) (1.43) (0.51) (8.67) (1.66)
0a 68a 46.21a 185.14a 31a

In-degree 0.67 0.92 1.05 11.73 0.77
(0.67) (0.14) (0.07) (3.59) (0.1)

2a 5a 5a 57a 2a

Out-degree 1.00 2.08 1.74 0.46 3.07
(0) (0.26) (0.15) (0.18) (0.62)
1a 8a 12a 3a 12a

Values denote means, SEs in parenthesis, and maximums with superscript “a.”
BS, boar stud; Fa, farrowing; N, nursery; Fi, finishing; M, market sites.

FigUre 3 | Boxplot of betweenness, in- and out-degree in rice network and stevens network by production type (Bs, boar stud; Fa, farrowing; n, 
nursery; Fi, finishing; M, market sites). Boxes indicate the first and third percentile; middle bars represent the median and diamonds represent the mean.

TaBle 5 | summary of distances (km) between origin and destination by 
type of site.

Type 
destination

Bs Fa Fi M n Mean

Type origin BS 1,894.81 20.36 645.18
(–) (13.68)

1,894.81a 34.04a

Fa 113.71 122.50 32.95 170.83 102.98
(46.72) (38.56) (7.78) (61.61)
700.64a 1,582.98a 214.84a 1,066.67a

Fi 9.94 181.90 98.16 122.97 21.51 128.49
7.65 (43.15) (22.28) (8.75) (–)

17.58a 1285.83a 271.21a 354.65a 21.51a

M 267.49 267.49
(49.57)
432.79a

N 126.73 48.98 42.12 22.08 50.21
(101.77) (7.73) (30.68) (–)
228.50a 270.83a 72.81a 22.08a

Mean 9.94 155.76 90.30 109.95 158.91 111.14

Values denote means, SEs in parenthesis, and maximums with superscript “a.”
SEs could not be calculated in all cases due to small sample size.
BS, boar stud; Fa, farrowing; N, nursery; Fi, finishing; M, market sites.
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for the out-degree were significantly different (P = 0.02). For the 
latter, we predicted that, on average, a site would deliver animals 
to 1.4 sites (SD = 1.3), compared to 1 site (SD = 1.0) observed in 
the real network.

Furthermore, the patterns of connectivity across farm types 
were qualitatively similar (Figure  7). Whereas comparisons 
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FigUre 4 | receiver-operating characteristic curves for the rF 
analyses using balanced and imbalanced datasets.

TaBle 6 | results of the random forest (rF) analyses for balanced and unbalanced datasets.

Model accuracy Kappa sensitivity specificity area under receiver-operating characteristic

Balanced RF model 0.88 0.23 0.808 0.883 0.93
Unbalanced RF 0.98 0.34 0.232 0.997 0.85
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across production types within observed and predicted networks 
did not show significant differences in betweenness (P = 0.32 and 
P = 0.35, respectively), in- and out-degree were statistically differ-
ent across production types in both observed (P < 0.01 for both) 
and predicted networks (P < 0.01, and P = 0.01, respectively). 
For example, market sites in the observed data received animals 
from 7.4 different sites, whereas the model predicted receptions 
from 8.4 different sites. Similarly, whereas the model predicted 
that a nursery would ship animals into 2.1 farms, observed values 
indicated 1.7 different farms (Figure 7). On the other hand, there 
were no significant differences when comparing the observed to 
predicted centrality metrics by production type (P  >  0.05) for 
all, except betweenness of market (P  =  0.02) and out-degree of 
finishing farms (P = 0.002).

Additionally, average distances between observed and pre-
dicted movements did not significantly vary across types of sites 
(N, Fa, Fi, and M with P-values of 0.70, 0.05, 0.29, 0.94, respec-
tively) (Figure 8). Among farms, we noticed that finishing farms 
shipped animals the longest distances (observed and predicted 
averages 128.4 and 130.7 km, respectively), whereas markets on 
average received animals from 107.3 km away versus a prediction 
of 115.7 km.

Prediction of the RCP-N212 Network
The RC-N212 dataset contained 830 sites, 65.1% of which spe-
cialized in the last stage of production (e.g., growing, finisher, 
wean-to-finish), and 32% characterized as farrowing farms or 
nurseries. Only 1.2% of total sites recorded in RCP-N212 were 
market sites, which were located in only 4 out of the 34 counties 
in which RCP-N212 sites were located. We generated 688,070 
possible origin-destination pairs, and our model predicted that 

0.9% of those pairs were likely to move animals between them, 
using a probability threshold >0.85. However, if the number of 
likely links for a given farm exceeded the maximum observed 
in- or out-degree for its production type (Table 4), the number 
of contacts was restricted to the maximum degree by randomly 
selecting from the highly probable links. This process resulted in 
a network where 0.4% of the total pairs were likely to move pigs 
between them.

Unsurprisingly, market sites reached the maximum allowable 
in-degree, receiving pigs from 57 sites, whereas farrowing farms, 
nurseries, and finishers were expected to receive animals (perhaps 
replacements), on average, from 4, 1, and 2 sites, respectively. On 
the other hand, the model predicted that nurseries and farrow-
ing farms would ship pigs (i.e., out-degree) to 12 and 10 farms, 
respectively (Figure 9A). Betweenness was highest in farrowing 
and nursery farms, followed by finishing farms (Figure 9A).

The model using RCP-N212 data predicted animal movement 
distances that were slightly different from those predicted using 
the testing dataset presented in the previous section. Finishing 
farms were expected to ship (i.e., out-degree) animals through, 
on average, 141.4  km (SD  =  75.5  km), whereas nurseries, on 
average, 113.6 km away (SD = 67.7 km) to sites within the RCP-
N212. In turn, farrowing farms and market sites were expected 
to receive animals from longer distances (mean  =  168.4  km, 
SD = 51.0 km, and mean = 104.3 km, SD = 98.5 km, respectively) 
(Figure 9). The density of the predicted network in RCP-N212 
was 0.004, with a clustering coefficient of 2.8%, and a mean path 
length of 7.26.

Predicted pig movements in the RCP-N212 covered large spa-
tial areas, and only 14% were within the same county. In general, 
most predicted pig movements passed through several counties, 
with a maximum of 11 counties. Finally, the predicted network 
for the RCP-N212 suggested a major aggregation of movements 
to and from sites located in areas toward the southern part of the 
regional program (Figure 10).

DiscUssiOn

The aim of this research was to predict animal movements among 
sites located within a given RCP. Unfortunately, data of movement 
networks are often incomplete or unavailable for food animal 
industries characterized by a large number of animal movements 
between sites, such as the US swine industry (19, 25). Therefore, 
we employed machine-learning techniques to illustrate how 
models may be fitted by using a subset of the data to increase 
their completeness and accuracy. Specifically, using information 
available in only two counties, we studied the likelihood of pos-
sible movements among sites in a larger-scale swine disease RCP 
in Minnesota, referred to as RCP-N212. In general, networks 
predicted by the RF model were consistent with the observed data 
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FigUre 6 | rank of the 15 most important variables for network 
prediction using the balanced dataset.

FigUre 5 | Kappa statistic accompanying the threshold probability for the proportion of predicting movements out of the total pairs using balanced 
data. Sensitivity (Se) and specificity (Sp) are also reported through different thresholds.
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used for model training and testing in terms of both spatial and 
production-type connectivity patterns.

The SN and RN networks exhibited relatively similar centrality 
patterns and a marked flow of animal movements from upstream 
to downstream sites in the production chain. However, the net-
work structure of both counties also indicated that finishing (and 
even market) sites might provide animal replacement (e.g., gilts 
and boars) to upstream sites. Because outbreaks of diseases, such 
as PRRS, are also common in downstream sites (26), movements 
from those sites to upstream sites could perpetuate disease in 
those areas. Indeed, previous research has shown that despite an 
overall decrease in the occurrence of PRRS, spatial and temporal 
aggregations of that disease allowed for continued hotspots 
throughout the period of study (26). These interactions merit 
further analysis to explain swine disease dynamics, especially for 
industry-persistent diseases such as PRRS (2, 6, 48).

While model results suggest that ownership and distance are 
strongly related to the probability of pig movement between 
sites, the production type of the origin and destination sites also 
influenced the probability of pig movements from one location 
to another. Moreover, if we consider that different types of farms 
might share transportation services, whereby farms may ship or 
receive different type of animals (e.g., feeder pigs and finishing 
pigs), such mixing might facilitate spread disease via contami-
nated vehicles (4, 49). Thus, we suggest that a complete evaluation 
of disease risks associated with transportation of pigs between 
facilities should take into account factors such as the commercial 
relationship between sites, including contractual agreements in 
the US swine industry (50), and site production type (6).

As mentioned previously, we used information available from 
two small, county-based networks to estimate parameters for pre-
dictions of animal movements that closely fit observed movements 
as judged by standard statistical tests. We were able to validate our 
predictions within SN and RN. The parameters generated by our 
model were used to predict animal movements between sites over 
a larger area, i.e., RCP-N212. This is essentially an out-of-sample 
prediction. As data on actual animal movements were not avail-
able for RCP-N212, we cannot directly test the accuracy of our 
predictions for the larger network. The results for larger network 
appear reasonable in that they are consistent with the topology 
of the SN and RN networks, and these results may be useful in 
helping understand actual (but unobservable) animal movements 
in Minnesota. We believe that such out-of-sample prediction is 
warranted for the scale of RCP-N212, given that farms within 
this program are similar to the farms in SN and RN in terms of 
geography, demography, and management. However, predictions 
that would rely on more extensive extrapolation (such as at the 
scale of multiple states) would not be appropriate given the scope 
of our sampling. In addition, the value of being able to assemble 
a full network may not be to target individual farms, but rather to 
capture possible regional patterns in connectivity.
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FigUre 8 | Distribution of distances (km) of shipments (out) and entries (in) for observed (O) and predicted (E) movements by type of location.

FigUre 7 | Boxplot of betweenness, in- and out-degrees in the testing dataset for observed (O) and predicted (E) movements by type of site. Boxes 
indicate the first and third percentile; middle bar represents the median and diamonds represent the mean values.
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Based on comparisons between observed, county-level data 
and regional-level model predictions, such as the distribution of 
movement distances and general attributes of the network, we 
believe that our predicted full network for RCP-N212 has struc-
tural features that are similar to the partial data used to estimate 
the probability of movement between farms. Thus, our findings 
appear reasonable and provide insight to better understand 
animal movement patterns within the RCP-N212. This, in turn, 
may help farmers design private strategies for sanitary manage-
ment, as well as aid policy-makers in structure-based decisions. 
However, given inherent limitations to predictive modeling, we 
acknowledge that our results may provide only general insights 

about movement patterns, thus additional work must be done 
before strong conclusions can be made regarding the utility of the 
predictions achieved in this way.

The RCP-N212 covers 34 out of 87 counties in Minnesota, 
accounting for 38% of the total swine facilities with 100 or more 
heads in the state. Because farm distribution is heterogeneous 
within Minnesota, with a greater number of farms toward the 
south (28), it is reasonable to infer that the distribution and type 
of sites across the RCP-N212 should influence our network pre-
dictions. Furthermore, given that 65.1% of the sites are dedicated 
to the last stage of production, we acknowledge that a fraction 
of sites within the RCP-N212 must trade animals with sites 
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located in neighboring states, such as Iowa or Illinois, or even 
more distant states such as North Carolina, where a high number 
of sow farms are located (20, 51, 52). This could have led to an 
overestimation of movements between some sites in our model, 
especially for those underrepresented in the RCP. To tackle this 
issue, we applied two constraints to our model: (1) we restricted 
prediction of movements by increasing the probability threshold 
to 85% when assigning a possible link between two sites and (2) 
we constrained the maximum number of links per site using 
maximum values of in- and out-degree. As a result our movement 
predictions within the RCP-N212 were conservative, showing a 

lower density in the expected network (0.4%) than in the two 
observed networks (1.4% and 1.3% for SN and RN, respectively), 
although some metrics might have been overestimated, such 
as out-degree for nurseries. This is because there are very few 
nursery farms in this region, and many of the finishing farms are 
actually sourcing for pigs from other states outside of RCP-N212. 
However, our algorithm restricted their choice of nurseries to 
those within RCP-N212, perhaps leading to a false inflation of 
their out-degree. Future work should expand to larger geographic 
regions that encompass all stages of production, capturing 
movements between states. We anticipate that we could improve 

FigUre 9 | Boxplot of betweenness, in- and out-degrees distributions (a), and distance (km) distribution of shipments (out) and entries (in) (B) for 
the predicted network in rcP-n212.

FigUre 10 | Plot of geographical density for expected out-degree (a), in-degree (B), and betweenness (c) of sites in the rcP-n212. Counties 
delineated compose the area of the RCP-N212.
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model predictions by obtaining information regarding contract 
relationships and animal movements among Minnesota sites and 
suppliers located outside RCP-N212.

In the predicted RCP-N212 network, we found that sites with 
higher in- and out-degrees overlap with areas where spatial and 
temporal aggregations of PRRS have occurred (26). Therefore, it 
is possible that movements, in addition to farm density, might 
play an important role in the persistent circulation of disease in 
the area. The co-aggregation of animal movements and PRRS, a 
disease believed to be transmitted, at least in part, by animal move-
ments (2, 6, 49), suggests that our predicted network might be 
capturing important features of the underlying industry structure, 
which indirectly supports the validity of our network predictions.

The characterization of network structures often may help for 
planning production and designing strategies to control animal 
disease (7, 8, 11, 18). The approach developed here is an early 
step for helping in design strategies to control swine diseases 
regionally. For example, the spread of swine pathogens within 
the full network can be simulated using computational models, 
which would be valuable for both predicting patterns of between-
farm spread and for evaluating alternate intervention and control 
strategies. Among them, for instance, vaccination strategies that 
maximize the collective good could be quantitatively explored, 
including minimum levels of coverage that may prevent disease 
circulation in the network. Additionally, the approach developed 
here may reduce time and cost for data collection, as collection 
of movements among a partial set of sites might be sufficient to 
predict movements among a larger set of sites.

Among classification techniques, there are several approaches 
that might be used to predict possible outcomes, such as links 
between sites. While the focus of this paper is not to provide an 
exhaustive review of these techniques, here we offer some ground 
for further discussion and perhaps comparative studies. The RF 
approach has high accuracy without overfitting, it is also fairly 
stable to the presence of outliers and noise, and it may handle 
the correlation between predictors (40, 41, 53). This may be 
important in the context of this study, as some atypical move-
ments between sites may occur, predictors may be correlated, 
and the probability of animal movement between two or more 
sites may often occur in a non-linear fashion. Alternatively, other 
supervised techniques might be used. For example, support 
vector machines, a vector function based technique that splits 
the data for classification purposes, might resolve non-linearity 

in the data by using a non-linear kernel function, though its 
performance sometimes might be compromised (40).

In conclusion, we present an approach to predict the network 
structure of contacts between and among farms in a region by 
using partial data. Our results, combined with information on the 
occurrence of disease in the area (i.e., outbreaks of PRRS within 
the RCP-N212), may be incorporated into a disease transmission 
model that will help to evaluate the effectiveness of prevention 
and control strategies in a region, with the ultimate objective of 
mitigating the impact of endemic disease and hypothetical epi-
demic incursions. The approach here may also be applied to other 
regions and production systems, where information on animal 
movements is only partially regulated, thus improving decision-
makers’ ability to plan and implement disease surveillance and 
control activities.
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The transmission of infectious disease through a population is often modeled assuming 
that interactions occur randomly in groups, with all individuals potentially interacting with 
all other individuals at an equal rate. However, it is well known that pairs of individuals 
vary in their degree of contact. Here, we propose a measure to account for such hetero-
geneity: effective network size (ENS), which refers to the size of a maximally complete 
network (i.e., unstructured, where all individuals interact with all others equally) that cor-
responds to the outbreak characteristics of a given heterogeneous, structured network. 
We simulated susceptible-infected (SI) and susceptible-infected-recovered (SIR) models 
on maximally complete networks to produce idealized outbreak duration distributions 
for a disease on a network of a given size. We also simulated the transmission of these 
same diseases on random structured networks and then used the resulting outbreak 
duration distributions to predict the ENS for the group or population. We provide the 
methods to reproduce these analyses in a public R package, “enss.” Outbreak dura-
tions of simulations on randomly structured networks were more variable than those on 
complete networks, but tended to have similar mean durations of disease spread. We 
then applied our novel metric to empirical primate networks taken from the literature and 
compared the information represented by our ENSs to that by other established social 
network metrics. In AICc model comparison frameworks, group size and mean distance 
proved to be the metrics most consistently associated with ENS for SI simulations, while 
group size, centralization, and modularity were most consistently associated with ENS 
for SIR simulations. In all cases, ENS was shown to be associated with at least two other 
independent metrics, supporting its use as a novel metric. Overall, our study provides a 
proof of concept for simulation-based approaches toward constructing metrics of ENS, 
while also revealing the conditions under which this approach is most promising.

Keywords: social network analysis, compartmental modeling, simulation modeling, group size, parasites, disease 
ecology, disease outbreaks
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INtRodUCtIoN

Theoretical models allow us to make sense of complex phenomena 
by applying a set of simplifying assumptions. In many cases, how-
ever, empirical observations of the phenomena do not conform 
to these assumptions. Understanding how observations compare 
to their theoretical ideals is thus critical to the interpretation of 
any such model. Within biology, one of the earliest attempts to 
compare observations to their theoretical ideals was the work of 
Wright on effective population size (1). Effective population size 
models take an observed population with a certain amount of 
genetic diversity and predict the size of an idealized population 
under the assumptions of Fisher–Wright populations that groups 
are of finite and fixed sizes, individuals mate randomly, and 
generations do not overlap (2–4). The generalizability of effective 
population size allows biologists to compare populations, which 
is useful in many contexts, including wildlife management and 
conservation policies (5).

Infectious disease represents another phenomenon in which 
the concept of an idealized population is useful. As with effective 
population size, a set of simplifying assumptions exist that can 
be repurposed to formulate theoretically idealized populations, 
given an observed population. Compartmental disease models 
aim to predict disease transmission by using assumptions similar 
to those in Fisher–Wright populations. For example, they assume 
that individuals transmit pathogens freely throughout the popula-
tion, similar to the Fisher–Wright assumption of random mating 
(the free association assumption); individuals do not immigrate 
or emigrate, maintaining a Fisher–Wright constant population 
size; and there is no age structure within the population, with 
non-overlapping generations (6). However, these assumptions 
are rarely met in natural populations. As shown through early 
critiques of compartmental disease models (6) and more recently 
through the resurgence of social network studies, interactions 
are not random, but instead structured along social ties between 
specific individuals based on affiliative interactions, mating, and 
other social behaviors (7).

Here, we investigated how changes specifically to the free 
association assumption, through structuring in social networks, 
affect the time it takes for a disease to transmit through a popula-
tion. To assess the deviation of an observed population from a 
theoretical ideal in disease transmission through structured 
groups, we must define what represents an idealized population 
and disease outbreak. Many ecological and environmental factors 
can affect group size and structure, including food distribution 
and predation. By “ideal,” we are referring to a perfect adherence 
to the assumption of free association. By “free association,” we are 
referring to the fact that all individuals have equal probabilities to 
interact with every other individual in the population, perfectly 
mirroring the mass action properties of traditional compartmen-
tal disease models at infinite population sizes.

In a review of network modeling of epidemics, Keeling and 
Eames (8) suggest that a variety of idealized networks exist, 
depending on the end goal of the model. The purpose of our 
model is to allow free association between individuals in a social 
network. The earliest modeling of disease transmission through 
networks was conducted on lattices (9), with regularly structured 

connections between individuals (Figure 1A). However, lattices 
show too much deviation from the Fisher–Wright assumption of 
completely free and random association to be used as an idealized 
population. Instead, given the assumptions of basic compartmen-
tal models, the most fitting network arrangement to be used as an 
ideal is a maximally complete network, in which each individual 
has uniform ties to each other individual in the network, allowing 
for effectively free association among all nodes (Figure 1B).

As for the epidemiological model, either deterministic or 
stochastic models are used to model the transmission of disease. 
As we are aiming to simplify assumptions about the transmission 
of disease, deterministic models would provide more straightfor-
ward, less complicated views of disease transmission. However, 
deterministic models require an intimate knowledge of the 
dynamics of disease transmission within a population; unknown 
variables, such as the effect of social structure on outbreaks, make 
this sort of modeling impossible. Stochastic models, which are 
often more representative of real-world heterogeneity in disease 
transmission, allow for uncertainty in variables or dynamics 
by simulating many different, randomly selected values for 
important variables (11). For this reason, we employed stochastic 
models for our study.

Infectious diseases that are transmitted and maintained in 
populations can be modeled using a variety of epidemiological 
models. For instance, susceptible-infected (SI) models are useful 
for investigating the transmission of diseases caused by lifelong 
infections, where no recovery is possible; these models include 
specialized types of SI diseases, like sexually transmitted diseases, 
where transmission rates vary depending on which sex of indi-
vidual is interacting. For following disease outbreaks through a 
population where recovery and resistance is possible, the simplest 
sufficient compartmental model would be a susceptible-infected-
recovered (SIR) model, where susceptible individuals become 
infected from other infected individuals, but they will eventually 
be removed from the population of susceptible and infectious 
individuals, either recovering with full immunity to further 
infection or dying from the disease (which, for the purposes of 
our research, are functionally equivalent). To capture the large 
amount of variation among diverse types of diseases, and to be 
as relevant as possible to researchers studying a potentially wide 
variety of pathogens, we investigated SI and SIR models in this 
study using per contact transmission and recovery rates that were 
realistic but would still allow time for recovery or extinction in 
SIR models.

Previous work on determining the effective size of a network 
has focused on very specific aspects of network structure and 
has thus maintained a restricted conception of what constitutes 
an idealized network. In the only comparable epidemiological 
research on this topic, Caillaud et  al. (12) proposed a measure 
of “epidemiological effective group size.” This metric considered 
the variation in sub-group size within a meta-population and 
the impact of this variation on the outbreak of a disease within 
the meta-population. By using maximally complete networks of 
sub-groups connected to other maximally complete sub-groups, 
the researchers calculated the likelihood of an epidemic outbreak 
throughout the meta-population based on the size of the index 
sub-group. Thus, Caillaud et al.’s (12) metric is essentially a novel 
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FIGURe 1 | Examples of a population of 10 individuals showing various representative network structures, as discussed in the text. These different structures and 
their applications are (A) lattice structure as has been used in other network models for disease transmission, where ties are regular, but not exhaustively complete; 
(B) maximally complete structure as was used for our idealized networks with free association, each individual is connect to all other individuals in the population; 
(C) Erdõs-Rényi generation structure with every possible tie existing with a probability of 0.25, thus the number of ties in this graph are a quarter of those present in 
panel (B); and (d) an example of an empirically observed network of social interactions among primates [Pan troglodytes (10)].
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measure of an invasion-specific critical community size needed 
to maintain an outbreak (13), which in addition to the previous 
measure, also takes variation in meta-population structure and 
sub-group size into account.

In addition, another notion of effective group size has been 
utilized in estimating the number of distinct cultural behaviors, 
or cultural richness, that is maintained within a human popula-
tion. This approach was first theoretically developed by Henrich 
(14) using assumptions of even mixing for cultural transmis-
sion of multiple behaviors through a population; results of this 
analysis demonstrated that a decrease in the size of a population 
through geographic isolation could explain the loss of complex 
cultural behaviors among Tasmanian islanders. This method was 
further developed by Powell et al. (15) to incorporate spatial and 
temporal variability through estimates of population density and 
migration rates, respectively. Using this method, the researchers 
showed that the variability in human population density and 
migratory activity, resulting in “effective population sizes” for 
human groups, explained much of the geospatial distribution 
in cultural behaviors during the Late Pleistocene Epoch. These 

methods are closely related to those described in our study, in that 
each is using population structure to explain observed richness, 
either cultural or parasitic. However, the models for explaining 
observed richness of human behavior did not explicitly incor-
porate social network structure; this is the main contribution of 
our own method.

While our methods do incorporate the complexities of net-
work structure in diseases transmission, we are omitting many 
other important factors of social structure and disease ecology. 
As just noted, social structure can have important impacts on the 
maintenance of cultural behaviors (14, 15), and cultural behav-
iors themselves have been shown to have significant impacts on 
disease transmission (16). In addition, several other factors can 
influence the structure and size of a group, including the rela-
tive despotism or tolerance of a group (17, 18), ecology (19), or 
resource availability (20). Our goal in omitting these factors from 
the following analyses is not to downplay any of their impacts 
on social network structure or disease transmission but rather to 
isolate the effect of social network structure on disease transmis-
sion using a simplified model.
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The first specific aim of our study is to quantify the rela-
tionship between networks of various sizes and outbreak 
durations for diseases with and without immunity, and with 
variation in epidemiological parameters (focusing on variation 
in per contact probability of transmission). Here, we expect 
that infectious diseases transmitted through larger networks 
will show longer outbreak durations than disease transmitted 
through smaller networks (12). We investigate the relationship 
between group size and outbreak duration to provide a basis for 
calculating effective group size. The second specific aim is to 
generate randomly structured networks and to simulate disease 
transmission through those randomly structured networks to 
predict what sized maximally complete network would have the 
same outbreak duration; we call these the effective network size 
(ENS) of the social group. Just as we establish a relationship 
between outbreak duration and maximally complete network 
size to provide a baseline relationship between them, we use this 
same relationship between network size and outbreak duration 
to predict the ENS of randomly structured groups from the out-
break durations of their SI and SIR simulations. It is important 
to note that our measure of ENS will always be equal to or larger 
than the original group size, which differs significantly from 
effective population size, which is always equal to or smaller 
than the original group size. Among these simulations, we 
compare the accuracy and precision of using regression models 
to predict ENS from distributions of outbreak durations on the 
randomly structured networks. All of the methods described 
in this study can be easily replicated with a publicly accessible 
R package, enss, developed specifically for this study (https://
www.github.com/collinmmccabe/enss), and the relevant func-
tions for each step of the analysis are noted throughout the 
Section “Methods.”

Finally, as a proof of concept, we apply our new metric for 
representing disease transmission to a collection of primate 
networks (21). We then compare the information represented 
by ENS to other, more established network metrics to determine 
the novelty of our metric, as well as its associations with other 
metrics. The specific metrics that we investigate here are leading 
eigenvector modularity, mean distance, diameter, clustering coef-
ficient, and eigenvector centralization, as were also investigated 
by Nunn and colleagues (22). In Data Sheet S1 in Supplementary 
Material (Supplementary Analysis), we also provide an example 
use case of ENS from these same primate species, comparing it to 
raw group size as a predictor of parasite richness.

Methods

simulation and Regression of disease 
transmission on Maximally Complete 
Networks
To address the first aim of correlating idealized networks with 
disease transmission times, we generated maximally complete, 
unweighted, undirected networks for groups of size 3–200 in R, 
version 3.3.2 (23) with packages igraph (24), statnet (25), and 
functions that we developed and distribute in enss. We then 
simulated SI models (with a per contact transmission rate, β, of 

0.10, and per capita interactions per day set at three times the 
group size) and SIR models (with an additional parameter, γ, or 
the daily recovery rate set at 0.10) to saturation or extinction (the 
points at which pathogens could not be transmitted further) on 
each of these networks 1,000 times. β and γ were both parameter-
ized at 0.10, following previous disease simulations as described 
in Griffin and Nunn (26). For β, this value of 0.10 indicated 
that for every interaction between a susceptible and an infected 
individual, there was a 10% probability that the susceptible would 
become infected; for γ, the 0.10 indicated that per daily timestep, 
each infected individual had a 10% probability of recovering. 
These methods are available through R package enss as functions 
“clust_sim_SI” and “clust_sim_SIR,” respectively. Although we 
chose to focus our efforts by using unweighted networks and test-
ing only one value for β, we also present analyses that investigate 
the effects of incorporating weighted ties and varying values of β.

Per capita social interaction rates per day were chosen arbi-
trarily to be at a rate of three interactions per individual per day 
in the analyses presented here. This means that for a group of size 
10, 30 random interactions were independently chosen from the 
set of all available interactions between individuals in the group, 
which was then repeated for each daily timestep of the model’s 
simulation. Days and per capita interaction rates per day were 
used as familiar, but ultimately arbitrary demarcations of time in 
our models so that “outbreak duration” could be measured in a 
uniform manner.

Our algorithms for disease transmission on networks took 
place in multiple stages. The first stage involved generating and 
recording social networks as edgelists, where each social tie 
between two individuals is recoded as its own row of data. This 
method can be replicated using enss function “gen_max.” We 
also tracked the infection status of each node, or individual in 
the network, as susceptible, infected, or recovered. From among 
these nodes, one was selected as an index case and was infected 
at the outset of the simulation.

Following previous disease simulations from Griffin and 
Nunn (26), we then selected consecutive random edges, or social 
ties between individuals, to determine whether the disease could 
be transmitted from one node to another (with a probability β 
of transmission for each interaction); the number of edges that 
were selected depended on the per capita interactions per day, 
or 3N, and the number of individuals in the network (ranging 
from 3 to 200). So, for a network of 10 individuals, we chose 30 
random edges each day, allowing for the possibility of repeated 
sampling of social ties. For each of these edges, we checked 
whether transmission was possible; in our models, the only 
opportunity for disease transmission was the case where an edge 
connected an infected individual with a susceptible one, ignor-
ing any directionality in the interaction. Each edge over which 
transmission was possible resulted in an actual transmission 
event (where the susceptible individual becomes infected) with 
probability β = 0.10, as described above; this would result in 10% 
of interactions between susceptibles and infecteds resulting in 
transmission. After all random edges had been considered for a 
day, each infected individual in SIR models randomly recovered 
with a probability γ. The simulation then moved to the next day, 
and only stopped when the criteria for simulation completion 
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were met. No maximum duration was set for either SI or SIR 
models (because these models would eventually reach either 
saturation or extinction).

We also considered transmission models where each tie 
in a graph was sampled once per day, rather than randomly 
in proportion to the number of nodes, because the number 
of edges in networks grows exponentially with the number 
of nodes (Equation S1 in Supplementary Material), and per 
capita interaction rates in large networks would be less likely 
to represent a given tie than in a smaller network. We call 
this the “alternative model,” and give results in Figure S1 in 
Supplementary Material. These methods are available in enss 
as functions “clust_sim_SI_unif ” and “clust_sim_SIR_unif.” In 
addition, we also considered transmission models where ties 
were weighted. In such models, ties with greater weights, or 
intensity of interaction between two individuals, were sampled 
more often than lesser weighted ties. In these models, ties were 
still sampled randomly at the per capita interaction rate per day, 
but the likelihood of sampling a given tie was proportional to its 
weight. This model is called the “weighted model” in analyses 
that follow. These methods are also available in enss as functions 
“clust_sim_SI_w” and “clust_sim_SIR_w.”

We recorded the number of days until the simulation ended as 
“outbreak duration.” For SI models, simulations ended at satura-
tion, defined as the point at which all individuals had transitioned 
from susceptible to infected. For SIR models, simulations ended 
at extinction, defined as the point at which no infected individu-
als were present in the population, either because all susceptible 
individuals had been infected and subsequently recovered, or 
because all infected individuals recovered without being able to 
sustain further transmission to remaining susceptible nodes. We 
then found a line of best fit through the results for each epidemio-
logical model, using regression models to predict network sizes 
from outbreak durations. The output for these linear models can 
be generated in enss with functions “predict_SI_max” and “pre-
dict_SIR_max,” respectively, as can a graphical representation 
of these models with function “plot_predict.” For SIR models, 
only simulations where all individuals had been infected at some 
point in the simulation were considered sufficient. This resulted 
in exclusion of 26.9% of simulations in which the disease failed 
to infect every individual. The purpose of this screening was to 
ensure that a single continuous metric, outbreak duration, could 
be used to compare all simulations.

To determine under which conditions our method would be 
most useful, regression models were calculated with raw network 
size as the response and outbreak duration as the predictor. The 
association between raw network size and outbreak duration was 
exponential rather than linear, as would be expected from an 
exponential growth system like disease transmission in SI models 
(27). To determine the area of the graphs where we could reliably 
predict network size from outbreak duration, we used piecewise 
OLS regressions to predict two separate relationships between 
outbreak. We did not transform these data at this point, because 
by splitting the relationship into two separate regressions with 
piecewise regression, this approach allowed us to identify por-
tions of the graph where prediction could be made appropriately. 
In the first portion, duration outbreak would show a relatively 

shallow relationship with network size, making prediction 
reasonable. But in the second, much steeper portion, relatively 
small increases in outbreak duration would show much larger 
increases in predicted network size, making prediction tenuous. 
We estimated piecewise regression models in R with package seg-
mented (28) to determine where the breakpoint between the two 
portions of the graph would be; this method optimizes the linear 
fit of each portion by randomly varying the breakpoint until the 
best split is achieved. This can be replicated in enss with func-
tion “breakpoint_max.” We also simulated the simpler SI models 
with varying values of β to determine if raising or lowering this 
parameter had any effect on the breakpoint in these piecewise 
regressions. Such a result would indicate that altering β would 
allow for better or worse predictions of large network sizes from 
longer outbreak durations.

In addition to considering piecewise regression models, we 
separately ran regression models with log-transformed network 
sizes to achieve a linear fit. For each set of 1,000 iterations of 
disease simulation on a given network, outbreak durations were 
quite variable. Thus, we used reduced major axis (RMA), esti-
mates of model II regressions to control for the uncertainty in 
outbreak duration in addition to that in network size, calculated 
in R with package lmodel2 (29). RMA estimates consider the 
variation in both the independent and dependent variable when 
fitting regression models rather than, as in OLS models, only 
considering variation in the dependent variable. RMA provided 
the most suitable control for estimating how variation in out-
break duration would affect our predictions of fixed network 
sizes.

We then exponential transformed the output of these equa-
tions to back-transform for the log-transformation. These 
exponential-transformed equations formed the basis for calcu-
lating “effective” network sizes from outbreak durations of dis-
eases simulated on observed networks. Back-transformations 
from log-transformed data introduce bias into predicted values 
because of the difference between errors in log-transformed 
variables and their untransformed counterparts (30, 31). We 
considered accounting for this bias by using the “consistent I 
estimator” from Hayes and Shonkwiler (30), and compared this 
approach to our own method of calculating network size from 
the uncorrected RMA models; the equation for the consistent 
I estimator is:

 y
a b x s

=
+ +
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2

e
ln ln( ) ( )




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


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where a is the intercept, b is the slope, x is the independent vari-
able, and s2 is the mean squared error for the model. Because mean 
squared error is constant within each model, such a correction 
would create a consistent upward shift in all estimates of network 
size by a value of s2/2; this would not have any impact on further 
linear models’ slope coefficients, and so uncorrected RMA model 
back-transformations were chosen for simplicity of interpreta-
tion throughout the main text. Back-transformed predictions 
can be obtained in enss with function “estimate_backtrans_ens.” 
Comparisons of observed versus effective outbreak duration 
distributions are given in Figures S2 and S3 in Supplementary 
Material.
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Accuracy, Precision of Predicting eNs 
From Randomly structured Graphs
To investigate the second aim, we generated large sets of Erdős-
Rényi (E-R) graphs (Figure 1C) for predetermined group sizes 
and predetermined density of ties present; to reduce variability, 
these were used as set numbers of ties, rather than probability 
that ties would be present between two given nodes, as is more 
typical in density-determined E-R graphs in R with package 
igraph (24). Random graphs were used as the baseline in this case 
because they represented the only source from which we could 
obtain a large enough sample size to validate our methods. Group 
sizes for these were kept smaller than the maximally complete 
networks to allow for direct comparison of outbreak duration 
distributions, and they are in good agreement with the observed 
network sizes of primates ranging from 4 to 35 typically (32). Tie 
proportions were kept relatively low to increase differentiation 
from maximally complete networks. We sampled blocks of 111 
networks for each combination of group size (n = 10, 30, and 50) 
and tie proportion (15, 25, and 35% of possible ties), generating 
999 total random networks. To ensure that disease simulations 
could reach full saturation and (for SIR) subsequent extinction, 
we screened each randomly generated network to ensure that all 
nodes were part of a single, connected network. This method can 
be reproduced using function “gen_erg” in package enss.

We then simulated the same SI and SIR models (as discussed 
in Section “Simulation and Regression of Disease Transmission 
on Maximally Complete Networks”) over 1,000 iterations on 
each of our 999 randomly generated models, recording outbreak 
durations of the models (again with enss functions “clust_sim_SI” 
and “clust_sim_SIR,” respectively). Because all outbreak dura-
tions for random networks of size N are expected to be greater 
than those of the idealized network of size N, these simulations 
were conducted to determine the scale of increase in outbreak 
durations and consequently in ENS. The mean of outbreak dura-
tions for a given random network with a given epidemiological 
model were used as the predictor variable in the RMA regression 
equations described in Section “Simulation and Regression of 
Disease Transmission on Maximally Complete Networks.” Only 
simulations which reached saturation were analyzed here, and so 
some runs of the SIR simulations were removed due to stochastic 
extinction events. This reduced the sample size of analyzed simu-
lation runs and may have biased our results for SIR comparisons. 
These values were then exponential-transformed and rounded to 
the nearest integer to arrive at a directly comparable ENS for each 
random network (using enss function “estimate_backtrans_ens”). 
Thus, ENS were calculated twice for each random network; once 
for SI models and once for SIR models.

To gauge the accuracy and precision of our methods, we 
compared each distribution of outbreak durations on a given E-R 
network (hereafter, called the “observed network”) to that of the 
original outbreak durations on the maximally complete network 
of the same size as the predicted ENS of the observed network 
(hereafter, “effective network”). We compared these distribu-
tions graphically (with enss functions “plot_compare_SI” and 
“plot_compare_SIR”) and statistically (with enss functions “com-
pare_SI_erg_ens” and “compare_SIR_erg_ens”). For accuracy, 

we compared the observed and effective network distributions in 
means of outbreak durations, with more similar means indicat-
ing that simulating disease spread on effective networks is more 
accurately capturing expected spread on the observed network. 
For precision, we compared the observed and effective network 
distributions in SDs of outbreak durations, with more similar 
SDs indicating that the precision of simulating disease spread 
on effective networks is similar to what would be obtained on 
the actual networks. We statistically compared the distributions 
of outbreak durations between observed and effective network 
simulations with Kolmogorov–Smirnov tests in R with package 
dgof (33). Significance on these tests indicates that the two distri-
butions likely did not come from the same original distribution.

Associations Between eNs and other 
Metrics
As one example application of our methods, we used our predic-
tive models to estimate ENS of primate social networks that had 
been recorded in the literature (e.g., Figure 1D). These networks 
mainly consisted of the dataset of weighted sociomatrices col-
lected by Griffin and Nunn (26), supplemented with more recent 
publications. Batch importing of empirical social networks was 
accomplished in enss using function “import_emp.” A full listing 
of the sources for each of these networks, as well as the species 
and interaction type to which each corresponds, is provided in 
Table  1. ENS were again calculated by simulating SI and SIR 
models and then inputting the resulting outbreak duration 
means into the equations described in Section “Simulation and 
Regression of Disease Transmission on Maximally Complete 
Networks.” For each of the empirical social networks, we then 
calculated weighted and unweighted versions of five common 
network metrics leading eigenvector modularity, which is a 
measure of how subdivided a network is into cliques, with higher 
values indicating more extreme subdivision, was calculated using 
function leading.eigenvector.community from package igraph 
(24). Mean distance, or the average of the shortest paths between 
each combination of two nodes, was calculated using function 
distance_w from package tnet (34); greater distances between 
nodes indicate that information will take longer to spread across 
the network. A related metric, diameter, measures the longest of 
these shortest paths across the entire network; it was calculated 
using function diameter from package igraph (24). Clustering 
coefficient, a measure of complete connectedness among triplets 
of nodes which have at least two connections among them, was 
calculated using function clustering_w from package tnet (34); 
higher clustering coefficients indicate that if three nodes are con-
nected by at least two connections, they likely also include the third 
connection. Eigenvector centralization measures the skewness 
in the centrality, or connectedness of each node within the net-
work, with higher values indicating greater skew from a uniform 
distribution of centralities; this was calculated using function 
evcent from package igraph (24). These metrics can be calculated 
for any set of networks using the “calculate_metrics” function 
in enss, which simply automates the calculations performed by 
functions provided in packages igraph (24) and tnet (34). Then, 
we compared models with all combinations of these metrics as 
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tABle 1 | Raw and ENSs of primate species included in the established metric comparison models, as well as source information for each of the networks.

species Group size eNs sI eNs sIR Weighted eNs sI Weighted eNs sIR Group status Interaction class source

Alouatta caraya 5 7 8 9 7 Captive Grooming (36)
Ateles geoffroyi 15 36 22 75 23 Free-ranging Grooming (37)
Cebus apella 12 20 18 43 18 Wild Grooming (38)
Cebus capucinus 6 9 10 9 9 Wild Grooming (39)
Cercopithecus aethiops 8 11 13 15 12 Wild Grooming (40)
Cercopithecus mitis 16 43 21 57 26 Wild Grooming (41)
Colobus guereza 8 13 13 43 13 Wild Grooming (42)
Eulemur fulvus 11 16 16 20 15 Free-ranging Proximity (43)
Lemur catta 12 16 17 20 16 Wild Proximity (44)
Macaca arctoides 19 31 26 53 26 Captive Grooming (45)
Macaca assamensis 19 36 26 79 28 Wild Grooming (46)
Macaca fascicularis 10 20 15 70 17 Captive Grooming (47)
Macaca mulatta 28 34 35 37 30 Captive Proximity (48)
Macaca radiata 16 25 22 32 22 Wild Grooming (49)
Miopithecus talapoin 8 11 13 16 12 Captive Grooming (50)
Pan troglodytes 7 10 11 12 9 Wild Grooming (10)
Papio ursinus 14 24 21 27 18 Wild Grooming (51)
Saguinus fuscicollis 7 10 12 16 11 Captive Grooming (52)
Saguinus mystax 6 9 10 10 9 Wild Grooming (53)
Theropithecus gelada 7 15 12 16 10 Captive Sociopositive (54)

“Network size” is the count of nodes in the observed primate network. “ENS” indicates effective network size, with “SI” or “SIR” indicating the type of transmission model used for 
estimating ENS, and “weighted” indicating that tie weights were also included in simulations for estimating ENS. In some cases, weighted ENS measures were very different from 
their unweighted counterparts, indicating a strong effect of adding in tie weight information. In other cases, SI and SIR ENS estimates varied widely within species; these typically 
indicate an effect of removing non-total transmission simulations from SIR models, lowering ENS.
SI, susceptible-infected; SIR, susceptible-infected-recovered.

FIGURe 2 | Comparison between distributions of outbreak durations for susceptible-infected simulations with varying values for β. Lower values for β have larger 
ranges of outbreak durations, but the shapes of curves are qualitatively similar when scaled to the maximum outbreak duration for a given value of β.
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predictors of ENS in a model comparison framework with AICc 
as the model selection criterion, using a cutoff of two AICc units 
for preferring a model over other models. AICc values were 
calculated in R with package MuMIn (35) and can be calculated 
in batch form with the enss function “AICc_ens_metrics.”

ResUlts

Optimization of piecewise regression models estimated a break 
at a network size of 80 nodes, indicating that predictions of ENS 
above 80 individuals would be considerably less reliable than 
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FIGURe 3 | Associations between log-transformed network size and outbreak duration for different disease models. Data points for each graph, limited to networks 
of 80 nodes or less (n = 78,000), were too dense to make scatterplot representations intelligible, thus heatmaps were used to illustrate the results, with lighter colors 
of blue representing a higher density of data points. Log-transforming network size makes for a linear relationship, and reduced major axis model 2 regression lines, 
represented in red, account best for the joint variation in the x and y axes. (A) Susceptible-infected (SI) model. (B) Susceptible-infected-recovered (SIR) model.
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those of 80 or below. Furthermore, altering the values for β had 
no effect on the breakpoints, although as would be expected, the 
ranges of outbreak durations were inversely related to the value 
for β (Figure  2). All piecewise regressions revealed breaks at 
between 79.45 and 81.75 nodes. RMA model II regressions of 
log-transformed maximally complete network size versus out-
break duration for SI and SIR models fit relatively well, with R2 
of 0.470 and 0.376, respectively (Figure 3). The regression equa-
tions, listed in Figures 3A,B, were then used to calculate ENS. 
Alternative model results, with ties sampled regularly rather than 
randomly, showed similar results for SIR models, but tended to 
oversample ties in large networks for SI models, leading to unrea-
sonably short outbreak durations in these networks (Figure S1 in 
Supplementary Material).

We then compared the distributions of E-R graph (observed) 
outbreak durations to those of their equivalent maximally com-
plete (effective) network’s outbreak durations to assess accuracy 
and precision. This was done to determine whether disease out-
breaks on observed networks were accurate, or similar to those on 
maximally complete networks, in terms of the distributions of the 
outbreak durations from simulations on effective and observed 
networks. Figure 4 shows the results of the SI model comparisons. 
Accuracy of our RMA predictive model was high, with means 
similar between observed and effective network outbreak dura-
tions (Figure 4B), but outbreak durations from observed network 
simulations showed higher SDs than those from effective net-
works (Figure 4C). Kolmogorov–Smirnov tests show that these 
two sets of distributions were often significantly different, with a 
critical value for the D-statistic at 0.60 (Figure 4D). However, this 
method is extremely sensitive to small changes in distributions 
and may not be best suited for determining similarity between the 
observed and effective network outbreak duration distributions.

Figure  5 shows the results of the SIR model comparisons 
between effective and observed network simulations. Again, 
similarity between mean values of outbreak durations for 

simulations on effective and observed networks (i.e., accuracy) 
was high (Figure  5B), but outbreak durations from observed 
network simulations actually showed lower SDs than those from 
effective networks (Figure 5C); this was likely due to the exclusion 
of simulations where the disease went extinct, which would have 
drastically reduced the variance of results. Kolmogorov–Smirnov 
tests show that these two sets of distributions were often signifi-
cantly different, again with a critical value for the D-statistic at 
0.60 (Figure 4D).

In our model selection framework comparing unweighted ENS 
to other established unweighted network metrics, the best fitting 
model for SI ENS included positive associations with raw group 
size (b = 1.13), mean distance (b = 116.93), and clustering coef-
ficient (b = 66.71), as well as a negative association with eigenvec-
tor centralization (b = −107.31); the model had an adjusted R2 of 
0.971. There were four best fitting models for SIR ENS within two 
units of the minimum AICc value, and thus each of the follow-
ing models were tied for best fit: SIR best fit #1 included positive 
associations with raw group size (b = 1.15), clustering coefficient 
(b = 3.44), and eigenvector centralization (b = 17.61); the model 
had an adjusted R2 of 0.993. SIR best fit #2 included positive asso-
ciations with raw group size (b = 1.16) and eigenvector centrality 
(b = 20.27), as well as a negative association with mean distance 
(b = −4.25); the model had an adjusted R2 of 0.993. SIR best fit 
#3 included positive associations with raw group size (b = 1.17) 
and eigenvector centralization (b = 17.23), as well as a negative 
association with leading eigenvector modularity (b = −13.35); the 
model had an adjusted R2 of 0.993. SIR best fit #4 included posi-
tive associations with raw group size (b = 1.15) and eigenvector 
centralization (b = 5.69); the model had an adjusted R2 of 0.992.

Meanwhile, for the weighted models, the best fit for weighted SI 
ENS included positive associations with raw group size (b = 2.40) 
and mean weighted distance (b  =  51.26), as well as a negative 
association with weighted diameter (b  =  −15.15); the model 
had an adjusted R2 of 0.706. Again, there were four best fitting 
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FIGURe 4 | Comparison between distributions of outbreak durations for susceptible-infected simulations on observed and effective network. Throughout the figure, 
the term “observed” refers to results from simulations on Erdó́s-Rényi graphs, and “effective” refers to results from simulations on reduced major axis-predicted 
equivalent maximally complete networks. Network sizes are limited to a maximum of 80 individuals, as this was the condition under which we were reasonably 
confident in our results. Panel (A), a histogram with a representative pair of observed (dark gray) and effective (light gray) distributions of outbreak durations plotted 
together for viewing overlaps, shows that the distributions, compared on a pairwise scale had a considerable amount of overlap. Panel (B) shows means of 
outbreak durations from observed networks plotted against those from their predicted effective networks; red line indicates 1:1 equivalence, at which effective 
means match observed means. Panel (C) shows a paired line plot of SDs in outbreak durations for simulations on observed and effective networks; observed 
networks showed higher SDs than their paired effective networks. Panel (d) shows a histogram of Kolmogorov–Smirnov D-statistics for pairwise statistical 
comparisons between observed and effective network outbreak durations, with values above 0.60 indicating significantly different distributions.
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models for weighted SIR ENS within two units of the minimum 
AICc value, and thus each of the following models were tied for 
best fit: weighted SIR best fit #1 included positive associations 

with raw group size (b = 1.14), leading eigenvector modularity 
(b = 15.88), and eigenvector centralization (b = 4.29); the model 
had an adjusted R2 of 0.949. Weighted SIR best fit #2 included 
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FIGURe 5 | Comparison between distributions of outbreak durations for susceptible-infected-recovered simulations on observed and effective network. Again, the 
term “observed” refers to results from simulations on Erdó́s-Rényi graphs, and “effective” refers to results from simulations on reduced major axis-predicted 
equivalent maximally complete networks. Network sizes are also limited to a maximum of 80 individuals, as this was the condition under which we were reasonably 
confident in our results. Panel (A), a histogram with a representative pair of observed (dark gray) and effective (light gray) distributions of outbreak durations plotted 
together for viewing overlaps, shows that the distributions, compared on a pairwise scale had a considerable amount of overlap. Panel (B) shows means of 
outbreak durations from observed networks plotted against those from their predicted effective networks; red line indicates 1:1 equivalence, at which effective 
means match observed means. Panel (C) shows a paired line plot of SDs in outbreak durations for simulations on observed and effective networks; observed 
networks showed higher SDs than their paired effective networks. Panel (d) shows a histogram of Kolmogorov–Smirnov D-statistics for pairwise statistical 
comparisons between observed and effective network outbreak durations, with values above 0.60 indicating significantly different distributions.
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positive associations with raw group size (b =  1.16) and mean 
weighted distance (b = 5.30), as well as a negative association with 
weighted diameter (b = −1.84); the model had an adjusted R2 of 

0.949. Weighted SIR best fit #3 included positive associations with 
raw group size (b = 1.13), mean weighted distance (b = 1.83), and 
leading eigenvector modularity (b  =  14.44); the model had an 
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adjusted R2 of 0.950. Weighted SIR best fit #4 included positive 
associations with raw group size (b = 1.10) and leading eigenvec-
tor modularity (b = 18.15); the model had an adjusted R2 of 0.948.

dIsCUssIoN

These results demonstrate the potential for using ENS to 
compare infectious disease risk across groups of different sizes, 
including potentially for understanding disease transmission 
across a mosaic of many loosely connected groups within a 
larger meta-population structure, as well as for simplifying entire 
meta-populations to a single ENS. Previous studies have applied 
similar network-level metrics, like centrality and modularity, to 
the study of disease transmission through contact, grooming, 
and sociopositive networks in both wild and captive populations 
(32, 55–59). But nearly all of these measures capture only one 
aspect of networks, and they require this aspect to be considered 
in isolation from other important information about the network, 
specifically, its size. This issue is especially problematic for some 
metrics like modularity, whose value is mathematically posi-
tively associated with network size (22, 60). When compared to 
established network metrics, our single metric of ENS was best 
predicted by a combination of group size plus at least two other 
metrics. Thus, our measure of ENS provides a metric for disease 
transmissibility among individuals in a group that also accounts 
for the size of the group from which it was estimated. This dif-
fers from the previously mentioned approach by Caillaud et al. 
(12), which focused on understanding sub-group heterogeneity 
of meta-populations in light of epidemic thresholds. Specifically, 
our approach uses network structure and group size to predict 
how quickly a disease can be transmitted and maintained by 
individuals in a population.

Many more established network metrics covaried consist-
ently with our measures of ENS, although there were differences 
most noticeably between transmission modes. For both SI and 
SIR ENS, the raw, original group size (number of nodes in the 
observed network) covaried strongly and positively with ENS, 
supporting the claim that ENS presents a novel, “size standard-
ized” network metric. In addition, for SI models, both weighted 
and unweighted, mean distance was positively associated with 
ENS, perhaps indicating that SI models function through a simple 
diffusion process, where distance traveled is the best indicator of 
disease spread time. On the other hand, for SIR models, again 
both weighted and unweighted, network metrics like centraliza-
tion and modularity, which generally indicate the skewness of tie 
distributions, showed generally positive associations with ENS. 
These relationships may point more toward the importance of 
skewness of connections in impeding or bottlenecking the spread 
of diseases specifically for SIR transmission models.

Of course, social networks can be represented in many ways, 
and our approach still simplifies networks considerably from 
their real-world manifestations. First, nearly all social ties in 
the real world vary in intensity (i.e., the networks are weighted), 
yet we conducted most of our tests using unweighted networks. 
The unweighted networks were used as a less “noisy” test of our 
methods. We did, however, also test for associations between ENS 
and other network metrics using weighted primate networks, 

which generally showed weaker effects compared with using 
unweighted ENS, likely due to the increased variation introduced 
by tie weights. Additional sources of variability are also worth 
considering. For example, individuals may vary in traits that 
make them more or less susceptible to a disease or to transmitting 
it, including trade-offs between reproductive status, dominance, 
and immune system, as well as age-related effects on immune 
function (59). Networks may also vary in their structure across 
time, adding yet another variable that complicates analyses 
(58, 61–63). However, the majority of research focuses on the 
importance of structural aspects of static networks for predict-
ing and mitigating disease transmission, as this allows for more 
straightforward interpretation and comparison among different 
populations (64–66).

Additional applications of the method may open a variety of 
new routes for wildlife management and infection control. ENS 
could be used in disease outbreak risk assessments for wild or 
captive populations with known social networks. In addition, 
meta-populations of groups with known social networks could 
be simplified to their respective ENS to make prediction of 
future outbreaks easier in the future. Groups of sufficient size 
or structure could be targeted for vaccination campaigns in 
the wild or in captivity. In addition to comparing groups in a 
meta-population to one another, ENS could be used as a rough 
heuristic at a larger scale, reducing entire meta-populations to a 
single ENS. Finally, if further work is conducted to develop our 
method into a mathematical one rather than a simulation-based 
one, this approach could be applied to policy and manage-
ment applications where simulation modeling is prohibitively 
time-consuming.

Although this study has only focused on simulation-based 
solutions for determining ENS, mathematical solutions for 
determining ENS should be investigated to obtain more succinct 
and resource-efficient calculations. One such approach for these 
mathematical solutions was shown by Caillaud et  al. (12), but 
mathematicians and theoreticians interested in the effects of 
group size on disease transmission could still significantly further 
such research. In addition to this, the number of studies that have 
published social network structures is still small. For this reason, 
we encourage scientists researching social interaction to publish 
network information on species for which they already have data 
and to begin more studies of social network analysis in primate 
groups.
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Porcine reproductive and respiratory syndrome (PRRS) is, arguably, the most impactful 
disease for the North American swine industry, due to its known considerable economic 
losses. The Swine Health Monitoring Project (SHMP) monitors and reports weekly new 
PRRS cases in 766 sow herds across the US. The time-dependent reproduction number 
(TD-R) is a measure of a pathogen’s transmissibility. It may serve to capture and report 
PRRS virus (PRRSV) spread at the regional and system levels. The primary objective 
of the study here was to estimate the TD-R values for PRRSV using regional and sys-
tem-level PRRS data, and to contrast it with commonly used metrics of disease, such as 
incidence estimates and space–time clusters. The second objective was to test whether 
the estimated TD-Rs were homogenous across four US regions. Retrospective monthly 
incidence data (2009–2016) were available from the SHMP. The dataset was divided 
into four regions based on location of participants, and demographic and environmental 
features, namely, South East (North Carolina), Upper Midwest East (UME, Minnesota/
Iowa), Upper Midwest West (Nebraska/South Dakota), and South (Oklahoma panhan-
dle). Generation time distributions were fit to incidence data for each region, and used to 
calculate the TD-Rs. The Kruskal–Wallis test was used to determine whether the median 
TD-Rs differed across the four areas. Furthermore, we used a space–time permutation 
model to assess spatial–temporal patterns for the four regions. Results showed TD-Rs 
were right skewed with median values close to “1” across all regions, confirming that 
PRRS has an overall endemic nature. Variation in the TD-R patterns was noted across 
regions and production systems. Statistically significant periods of PRRSV spread 
(TD-R > 1) were identified for all regions except UME. A minimum of three space–time 
clusters were detected for all regions considering the time period examined herein; and 
their overlap with “spreader events” identified by the TD-R method varied according to 
region. TD-Rs may help to measure PRRS spread to understand, in quantitative terms, 
disease spread, and, ultimately, support the design, implementation, and monitoring of 
interventions aimed at mitigating the impact of PRRSV spread in the US.

Keywords: time-dependent reproductive number, surveillance, porcine reproductive and respiratory syndrome, 
space–time clusters, porcine reproductive and respiratory syndrome incidence
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inTrODUcTiOn

Although porcine reproductive and respiratory syndrome 
(PRRS) is, arguably, one of the most important diseases of swine 
affecting the North American industry, aspects of its transmission 
within production systems and within regions are not completely 
understood (1). Even though PRRS is endemic in North America, 
recurrent emergence of new PRRS virus (PRRSV) strains results 
in an epidemiological dynamic that resembles an epidemic 
condition for the disease (2, 3). PRRSV epidemics impact the 
swine industry and commonly require prompt mobilization of 
resources for diagnostics (i.e., sequencing of the virus), thorough 
investigations to understand the origin of the emerging PRRSVs, 
and implementation of effective control measures.

Surveillance is an integral part of strategies for control and 
elimination of PRRSV. There are a number of surveillance activi-
ties currently in place in the US; however, because PRRS is not 
reportable, surveillance strategies vary dramatically according to 
factors such as region and production system. A few examples of 
such surveillance activities are ongoing monitoring in breeding 
herds and gilt development units, and passive surveillance trig-
gered by clinical symptoms.

The concept of near real-time disease surveillance is important 
in the context of emerging PRRSV strains given that rapid identi-
fication of an epidemic (i.e., emergence of novel PRRSV strains) 
will likely result in a reduction of outbreak duration due to timely 
implementation of prevention and control measures to decrease 
virus spread within and across geographical regions.

In the absence of a regulatory framework, initiatives aimed 
at monitoring PRRS in North American swine farms are 
voluntary in nature. One example of an effort intended to 
coordinate surveillance efforts in the US at the national level 
is the Swine Health Monitoring Project (SHMP). The SHMP 
is a voluntary project that aims to monitor the incidence of 
PRRS; it currently enrolls approximately 42% of the US sow 
population distributed in 19 states in the country. Interpretation 
of collected data to participants and the swine industry currently 
focuses on incidence. Additionally, the number of new cases and 
spatial–temporal clustering have been previously investigated 
and reported to describe PRRS trends and to identify PRRS 
epidemics (4–6). However, the rate of new cases over time, 
referred to as incidence, serves as a proxy for risk but does not 
contribute as a metric for the epidemic progression or prediction 
of its evolution.

There are other methods, however, that could serve as 
proxy for disease progression and that have not been suf-
ficiently explored in measuring PRRS transmissibility. The 
basic reproductive number (R0) refers to the average number 
of secondary infections caused by a primary case and is 
commonly used to characterize the transmissibility potential 
of a disease in a completely susceptible population (7). In 
contrast, the effective reproductive number (Re) can be used 
to characterize transmissibility once a certain proportion of the 
population has been infected and is resistant (immune) (8), 
which would be an example for the case of PRRS in the US. The 
time-dependent reproduction number (TD-R) is a measure of 
disease transmissibility that can be estimated over the course of 

disease progression (9). The TD-R has been particularly useful 
for monitoring epidemic trends, identifying “super-spreader 
events,” measuring progress of interventions over time and for 
providing parameters for mathematical models (e.g., models to 
test interventions) (10).

The overall hypothesis of this study was that PRRS transmis-
sibility, as measured by the TD-R, would not differ between 
regions and swine production systems within the US. This result 
would indicate that epidemiological dynamics are somewhat 
synchronized across regions, either because of seasonal weather 
changes or high connectivity among regions due to animal 
movements, as opposed to each region experiencing distinct 
temporal dynamics. Thus, our primary objective was to estimate 
the TD-R values for PRRSV using regional and system-level 
PRRS data from across the US, and to contrast it to incidence 
estimates and commonly investigated space–time clusters. We 
hypothesized that the peaks on the TD-R, incidence, and the 
space–time clusters would overlap. Furthermore, the secondary 
objective was to test whether the estimated TD-R were homog-
enous across four US regions. For this objective, the hypothesis 
was that the TD-R would be homogenous across all regions. 
Ultimately, results presented here will contribute to support the 
design and implementation of strategies for PRRS surveillance 
and control in the US.

MaTerials anD MeThODs

Data source
Source of data for the study here was the SHMP, which includes a 
cohort of farms that voluntarily agree to share PRRS data weekly. 
The PRRS status captured in this dataset followed slightly modi-
fied guidelines described elsewhere (11). Briefly, status included 
categories 1, 2, 2fvi, 2vx, 3, and 4. Status 1 designates actively 
infected herds (in which pigs were shedding the virus), status 2 
indicates stable herds (no shedding detected in weaned pigs after 
following certain sample size requirements); 2fvi and 2vx refer to 
herds that were using live-virus exposure or modified live-virus 
vaccination as control strategies, respectively; status 3 defines 
herds that were provisionally negative (negative gilts introduced 
into the herd and remained negative); and status 4 denotes herds 
that were seronegative.

Four areas across the US were chosen, including farms located 
in the states of North Carolina [South East (SE)], Oklahoma 
[South (S)], Minnesota/Iowa [Upper Midwest East (UME)], 
and Nebraska/South Dakota [Upper Midwest West (UMW)], 
and some neighboring locations (Figure  1). Those regions 
represented areas within the US characterized by high (SE and 
UME) and low (S and UMW) swine density, as reflected by the 
FAO’s GeoNetwork data repository for global livestock densities 
(Figure 1).

estimation of TD-r
The TD-R was estimated over time for farms participating in 
the SHMP project. Values of TD-R >  1 were interpreted as an 
indication that the number of cases would increase over time 
(propagating phase of an epidemic), whereas values of TD-R < 1 
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FigUre 1 | Kernel smoothed density of swine sites used for this project overlaid on swine animal density as modeled by the FaO’s geonetwork data 
repository.
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served as an indication that the epidemic was fading out (8). The 
estimation of reproductive numbers is commonly considered an 
indirect process, because the parameters needed (e.g., contact 
rate and probability of transmission given contact) are usually 
difficult, if not impossible, to estimate. Here, data available to 
compute the TD-R included weekly number of cases reported 
from July 2009 through March 2016.

Effective time-dependent reproductive numbers were esti-
mated from observed incidence data using a likelihood-based 
procedure described elsewhere (8) and implemented through 
the R package “R0” in R v.3.2.3 (9). In summary, the TD-R was 
calculated based on averaging over all transmission networks 
compatible with the observed cases (9).

Firstly, incidence data were aggregated at the monthly level 
to reduce the prevalence of time intervals with 0 values in the 
time series. For months in which no cases were reported, the 
count of new cases was set to 1 with the assumption that at least 
one outbreak was missed, which is a reasonable assumption for 
PRRS, because sow herds have different levels of immunity due to 
variable management strategies, and these can impact detection 
of disease. Secondly, the generation time distribution that best 
fit the observed occurrence of cases was estimated. This refers to 
the time between detection of a primary case and detection of a 
secondary case (8), and in our case, we considered the time lag 
between consecutive reported outbreaks and estimated its mean 
and SD from the observed epidemic curve using a function in 

R (9). Thirdly, the number of secondary cases for each case was 
estimated by averaging over all transmission chains compatible 
with the epidemic curves during the course of epidemics. This 
was done in two steps (8):

First, the probability that a certain reported outbreak i (that 
occurred at a certain time) was infected by another reported 
outbreak j (occurring at a previous time) was calculated by pij = 
w(ti − tj)/∑i≠kw(ti − tk); where w corresponds to the generation 
time distribution, and ti − tk corresponds to the difference in time 
of recording of outbreaks i and j.

Second, the TD-R for reported outbreak j was calculated by 
the sum over all outbreaks i weighted by the likelihood that out-
break i was infected by outbreak j: Rj = ∑ipij; and this was finally 
averaged considering all reported outbreaks with the same date 
of recording (9): 1/Nt∑{tj=t}Rj.

Confidence intervals (CIs) were obtained by simulation; and 
statistically significant periods of PRRS spreading were defined 
as periods [month(s)] for which the TD-R’s 95% CI did not 
include 1.

Time-dependent reproductive numbers were described sepa-
rately for the four investigated geographical areas, as well as for 
each participating production system (20 systems represented by 
letters A–T). A production system was defined as two or more 
swine sites with a common owner or management structure. 
The Kruskal–Wallis test was used to determine whether the 
median TD-Rs differed across the four areas. Furthermore, the 
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Table 1 | basic regional descriptors and description of time-dependent reproduction number (TD-r) values calculated in the study for porcine 
reproductive and respiratory syndrome (Prrs) transmissibility between swine sites located across four different regions of the Us.

region N sitesa Period 
(months)b

N casesc Mediand Mean (sD)d Max [95% confidence 
interval (ci)]d

Prrs status before outbreake (% of sites 
reporting an outbreak)

1 2 2fvi 2vx 3 4

SE 72 81 104 0.99 1.14 (0.73) 5.42 (2.00, 9.00) 25.0 17.3 2.9 18.3 4.8 31.7
S 42 76 74 1.0 1.14 (0.54) 3.22 (1.00, 6.00) 0 4.0 0 85.1 0 10.8
UME 218 81 324 1.12 1.30 (0.68) 2.22 (0.45, 4.47) 5.4 8.8 39.3 20.5 7.7 18.3
UMW 38 76 84 1.002 1.10 (0.52) 2.80 (1.00, 5.00) 8.3 7.1 26.2 14.3 17.9 26.2

SE, South East (North Carolina); S, South (Oklahoma); UME, Upper Midwest East (Minnesota/Iowa); UMW, Upper Midwest West (Nebraska/South Dakota).
aNumber of swine sites.
bNumber of months the region contributed with data.
cNumber of incident cases from 2009 to 2016.
dMedian, mean (SD), and maximum (95% CI) for TD-R values calculated in this study.
eStatus is according to AASV guidelines: status 1 designates actively infected herds (in which pigs were shedding the virus); status 2 indicates stable herds (no shedding detected 
in weaned pigs after following certain sample size requirements); 2fvi and 2vx refer to herds that were using live-virus exposure or modified live-virus vaccination as control 
strategies, respectively; status 3 defines herds that were provisionally negative (negative gilts introduced into the herd and remained negative); and status 4 denotes herds that were 
seronegative.
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Dunn’s test of multiple comparisons (12) was applied, adjust-
ing for multiple comparisons using the Bonferroni correction 
method. All statistical analyses were performed using STATA/
IC version 14.1.

space–Time Permutation Model
Clustering of cases in space and time was explored using the 
permutation model of the scan statistic (13) implemented using 
the SaTScan™v.9.4.2 software (14). Briefly, the permutation 
model of the scan statistic compares the number of observed 
cases in any candidate cluster to the number of cases that 
would had been expected if the spatial and temporal location 
of all outbreaks were evenly distributed so that no space–time 
dependency occurred. The scan statistic has been proposed 
(15) as a surveillance tool to track clusters of disease, and it is 
especially useful because it does not require information on 
the background population at risk (16). Statistically significant 
clusters were declared when P < 0.05.

resUlTs

The number of outbreaks varied according to region, with SE 
and UME (North Carolina and Minnesota/Iowa), the most swine 
densely populated regions of the country, reporting the highest 
number of outbreaks over the 2009–2016 period (Table  1). A 
given swine site may have had more than one outbreak through 
the study period; the number of outbreak per site reporting an 
outbreak was higher for the S and UMW regions (1.76 and 2.21 
outbreaks per site, respectively) when compared to SE and UME 
(1.44 and 1.48 outbreaks per site, respectively). Those two last 
areas, however, did contribute with a larger number of months 
of data (Table 1).

The generation time distribution followed a lognormal 
distribution for the regions of SE (mean 1.30 months, SD: 1.26),  
S (mean: 1.09 months, SD: 1.01), UME (mean: 7.93 months, SD: 
7.76) and UMW (mean months: 1.30, SD: 1.23).

The median and mean values for TD-R were similar across all 
regions and oscillated around 1.0, which is expected for endemic 

diseases. Interestingly, even though the mean and median values 
were close to 1 for all regions, incidence peaks and temporal 
variation in TD-R appeared remarkably different (Figure  2). 
A difference was observed in regards to the maximum number 
of TD-R values observed across regions; specifically, the TD-R 
was highest for SE, followed by S, UMW, and UME (Table 1). 
There were also remarkable differences in PRRS immune sta-
tus classification for sites reporting outbreaks across the four 
regions (Table  1): of note; for the S region, the vast majority 
of sites reporting outbreaks were vaccinating the herd prior 
to the outbreak, which was not observed in such proportion 
for other regions. The SE region had a higher proportion of 
sites breaking that were classified as status 1 (active infection) 
when compared to sites that reported outbreaks from other 
regions (Table 1).

Between-region difference on median TD-R values was 
evident on the Kruskal–Wallis test, which showed that at least 
one of the regions had a different median (P =  0.03). Further 
post  hoc pairwise comparison showed that the UME region 
was only statistically significant from the SE and UMW regions 
(Table  2).

It has been previously reported that PRRS has an evident 
seasonal pattern, showing high incidence during fall and winter 
(October through January), and low during spring and summer 
[February through September (5)]. Surprisingly, after stratifying 
the data by geographical region, there was no obvious visual 
indication of predictable yearly patterns for any of the regions 
besides Minnesota/Iowa (Figure 2).

The TD-R description showed variation according to geo-
graphical region, a phenomenon similar to the one previously 
described for the incidence estimate (Figure 2). The TD-R values 
showed statistically significant peaks before the incidence peaked 
for SE, S, and UMW (Figure 2). Interestingly, when comparing 
raw number of new cases or incidence with the TD-R estimates, 
all statistically significant peaks of TD-R (P < 0.05) preceded a 
meaningful increase in the number of cases (>2) for the regions 
of SE and S, showing the potential the tool has for early signal-
ing outbreaks (Figure  2). The TD-R and the incidence peaks 
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FigUre 2 | regional graphs showing time-dependent reproduction number (TD-r) and incidence for porcine reproductive and respiratory 
syndrome. The Y axis corresponds to TD-R with 95% upper and lower confidence intervals (CIs) (red) and number of new cases (yellow; represented after replacing 
0 counts with “1’s” as described in Section “Materials and Methods”). Stars (*) represent peaks on TD-R in which the 95% CI did not include 1; region Upper 
Midwest East (UME) has a zoom-out on the TD-R values to improve visualization.

Table 2 | Multiple pairwise comparisons for Kruskal–Wallis test using 
Dunn’s test of multiple comparisons, showing the estimate (P-value), 
with applied bonferroni correction.

region south east south (s) Upper Midwest east 
(UMe)

S −0.99 (0.96) – –
UME −3.38 (0.002)* −2.35 (0.0565) –
Upper Midwest 
West

−0.42 (1.0) 0.56 (1.0) 2.91 (0.0107)

*Statistically significant difference.
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occurred at approximately the same time for the UMW region, 
and there were no statistically significant TD-R peaks for the 
region of MN/IA (Figure 2). For instances in which the TD-R 
peaks preceded the incidence peak, the lag time between peaks 

varied between 1 and 2  months. Likewise, indications that the 
epidemic was waning (TD-R  <  1) occurred 2  months earlier 
than declines in incidence for SE and S (March 2015 versus May 
2015 and November 2013 versus January 2014, respectively), and 
1 month earlier for UMW.

Finally, the 20 systems examined contributed with a popula-
tion at risk of on average 35 farms (min: 7, max: 83) per system. 
The average number of outbreaks per farm reporting at least one 
outbreak was 48.15 (min: 12, max: 189). Separate system-specific 
TD-R appeared to vary (Table  3; Figure  3), even for systems 
located within the same geographical region. Four systems were 
selected to illustrate differences between TD-R and incidence 
curves (systems A–D, Figure 3). Systems C and D, for example, 
were located within the same geographical region and showed 
one peak within the same time period (February 2015), even 
though the TD-R peak was not significant for system D. System 
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Table 3 | Time-dependent reproduction number summary estimates for 
each system enrolled in the shMP project.

system N monthsa Mean Median sD Min Max

A 80 1.21 1.09 0.53 0.34 2.60
B 34 1.36 1.28 0.78 0.29 3.55
C 80 1.12 1.00 0.61 0.20 4.31
D 22 1.19 1.18 0.58 0.45 2.77
E 80 1.09 1.00 0.41 0.32 2.10
F 80 1.04 1.00 0.31 0.33 3.00
G 80 1.19 1.00 0.63 0.32 3.62
H 80 1.04 1.00 0.31 0.25 2.42
I 80 1.04 1.00 0.29 0.25 2.42
J 80 1.15 1.00 0.62 0.28 3.97
K 80 1.02 1.00 0.23 0.33 2.93
L 80 1.03 1.00 0.32 0.33 2.99
M 53 1.07 1.00 0.58 0.24 5.00
N 80 1.01 1.00 0.22 0.5 2.00
O 80 1.07 1.00 0.47 0.33 3.52
P 80 1.05 1.00 0.37 0.38 2.80
Q 45 1.07 1.00 0.44 0.41 2.72
R 57 1.11 1.00 0.53 0.27 3.98
S 36 1.14 1.00 0.84 0.23 5.81
T 45 1.06 1.00 0.42 0.41 2.72

aNumber of months the systems are participating in the SHMP.
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A showed no significant peaks on TD-R, but it showed frequent 
increases in incidence; and system B showed a peak in TD-R not 
observed when farms are aggregated at the region level.

The spatial–temporal model showed statistically significant 
clusters for all examined regions (Table 4). There were 3 clusters 
in space and time for the SE region, 3 clusters for the S region, 10 
clusters for UME, and 4 clusters for UMW.

DiscUssiOn

The study here is the first to investigate and report the use of 
the time-dependent reproductive number for PRRS reporting 
purposes, and to contrast it with commonly used methods for 
describing PRRS epidemics (i.e., number of cases and spatial–
temporal cluster detection). Strengths of this study include the 
availability of monthly PRRS incidence data from a large number 
of US swine herds spread across different geographical regions, 
as well as the inclusion of a large number of swine production 
systems.

Results support the observation that region-level insights 
cannot be provided by using data that are aggregated from large 
national projects. Furthermore, regional-level control and pre-
vention strategies should not be made based on the assumption 
that PRRS transmission dynamics are the same across geographi-
cal regions of the same country. Stratification of data would be 
able to provide a better estimate on which control and prevention 
measures, if any, would work best and provide the best benefit for 
specific regions.

Comparison of PRRS transmissibility across regions and pro-
duction systems has not been previously reported for PRRS, and 
the statistical differences among TD-R estimates between regions 
were somewhat surprising, given that it is commonly believed 
that all regions have similar PRRS transmissibility patterns. Some 

reasons that might explain the observed differences include 
climatic factors (e.g., temperature variation), demographic and 
biosecurity factors (e.g., presence of filtered farms), swine density, 
the presence of different production systems in the areas, and the 
potential introduction of PRRS strains in differing instances.

The commonly expected predictable yearly increase pattern 
for PRRS was not visually evident for all geographical regions 
across years, nor was the time periods in which PRRS was spread-
ing (defined as the TD-R 95% CI did not include 1; Figure 2). 
Interestingly, even though both the SE and UME regions are 
known to have high swine density, the patterns of PRRS trans-
mission between them were different (Figure 2). However, PRRS 
management strategies within these two regions are known to dif-
fer, which may partially explain the findings: first, the immunity 
status of swine sites is anecdotally observed to be different among 
areas. For example, among high swine dense areas (SE and UME), 
it is believed that a certain amount of herd immunity exists in the 
SE region compared to the UME because producers in the latter 
area are more willing to attempt PRRS elimination from herds. 
In contrast, producers from the SE region are commonly using 
vaccination or live-virus inoculation strategies to mitigate PRRS 
impact (SHMP data not shown). However, it was observed that, 
even when certain amount of underlying immunity existed for 
the SE region, spreading events still occurred. This is also anec-
dotally observed from field veterinarians and producers. Another 
difference between the areas might be the use of farm filtration as 
a preventive measure for PRRS outbreaks, with the SE area being 
characterized by lower frequency of filtered farms compared to 
the UME area. Data gather on these and other management and 
biosecurity factors for future projects might help elucidating 
regional differences described herein.

Porcine reproductive and respiratory syndrome epidemic 
events were recognized by the TD-R method for all regions 
except for the UME. These events possibly reflected the introduc-
tion of new or previously undetected PRRSV strains in the SE, 
S, and UMW areas (10, 17). Overall, the TD-R appeared to be 
particularly useful for areas where the occurrence of outbreaks is 
sporadic, perhaps resembling an epidemic nature. In such cases, 
the TD-R appeared to flag outbreaks of new strains earlier when 
compared to the crude increase in the number of cases (Figure 2), 
which could be valuable for near real-time disease surveillance 
in the context of commonly emerging PRRSV strains. The use of 
TD-R could aid in the rapid detection of these episodes, which, 
combined with communication and mobilization with key 
industry stakeholders, could result in faster control of disease in 
a region. For areas where PRRS can be characterized mostly as 
having endemic nature, the use of the TD-R might still be useful 
for signaling epidemic progression, characterizing transmissibil-
ity over time, and identifying the occurrence of “super-spreader” 
events.

The relatively large number of spatial–temporal clusters was 
not surprising. Analysis of data from a regional control project 
in Minnesota reported that, despite an overall decrease in PRRS 
incidence from 2012 to 2015, significant spatial–temporal clus-
ters of disease incidence over 3-week periods and 3-km radii 
were found (5). The occurrence of spatiotemporal cluster did not 
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FigUre 3 | (a) System-specific graphs showing time-dependent reproduction number (TD-R) and incidence for porcine reproductive and respiratory syndrome. 
TD-R with 95% upper and lower confidence intervals (CIs) are shown in red, and incidence curves (after replacing 0 counts with “1’s” as described in Section 
“Materials and Methods”) are shown in yellow. Stars (*) represent peaks on TD-R in which the 95% CI did not include 1. (b) Box plot showing TD-R distribution for 
four different systems of the US.

Arruda et al. TD-Rs for PRRS

Frontiers in Veterinary Science | www.frontiersin.org April 2017 | Volume 4 | Article 4678

http://www.frontiersin.org/Veterinary_Science
http://www.frontiersin.org
http://www.frontiersin.org/Veterinary_Science/archive


Table 4 | super-spreader events and clusters found for the four regions 
by three different methods [time-dependent reproduction number (TD-r)  
estimation, purely temporal cluster detection, and spatial–temporal 
cluster detection].

areaa TD-rb spatiotemporal 
cluster detectionc

radius 
of cluster 

(km)

Od ed P-value

SE 12/2014–
01/2015

02/2015–07/2015 89 47 17.2 <0.001

02/2012–07/2013 15 26 9.5 <0.001
11/2010–12/2010 3.6 5 0.3 0.007

S 12/2015 08/2014–11/2014 42 10 1.9 <0.001
10/2013 02/2014–05/2014 96 12 2.9 0.002

11/2009–06/2012 7 4 0.1 0.007

UME 09/2015 4.3 22 1.7 <0.001
07/2015–11/2015 44 35 9.7 <0.001
01/2015–03/2015 22 12 0.6 <0.001
04/2013–05/2013 44 15 0.7 <0.001
09/2012 23 10 0.6 <0.001
03/2012–05/2012 132 26 4.39 <0.001
10/2011 3 15 1.52 <0.001
07/2011–08/2011 65 13 0.7 <0.001
05/2010–11/2010 94 47 13 <0.001
01/2010–02/2010 7 31 6.5 <0.001

UMW 11/2012 06/2015–11/2015 42 15 1.9 <0.001
05/2012–10/2012 31 10 1.6 <0.001
06/2011 2 8 0.9 <0.001
02/2010 28 14 3.9 0.01

aArea 1 corresponds to North Carolina, area 2 corresponds to Oklahoma panhandle, 
area 3 corresponds to Minnesota/Iowa, and area 4 corresponds to Nebraska/South 
Dakota.
bEpidemic events as defined by TD-R (8); 95% confidence interval does not include 1.
cSpatial–temporal cluster detection using the spatial–temporal permutation model (14).
dObserved (O) and expected (E) number of cases.
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overlap with the detection of peaks in TD-R as expected (Table 4) 
but usually was recognized later than the first. At times, these 
clusters were quite frequent and lasted for a long period of time, 
which raises the point to whether the alarms they may trigger 
would be of concern or not.

Finally, system-specific estimates of TD-R showed recogniz-
able peaks for systems C and D (Figure 3). These peaks corre-
sponded to a known incursion of an emerging strain for the area. 
In addition, for system C, there is empirical evidence that intense 
breaks occur every 3 years, which was evidenced by our analysis. 
System A was characterized by multiple outbreaks over time, 
even though statistically significant PRRS spread periods were 
not detected. Predictable yearly increase patterns were visually 
suggestive for this area, except for the most recent years. Finally, 
system B appeared to have had a large outbreak in the end of 
November of 2013, which once more is anecdotally thought to 
be due to the incursion of an emerging strain in the region. The 
authors hypothesize that the reason why no further considerable 
outbreaks were observed after these is a combination between 
control measures being taken after the epidemic event, and the 
existence of a certain level of immunity in the herd after infection. 
For future studies, collection of such information is important to 
allow for testing of these and other hypotheses. We also recognize 
that, at time of writing of this manuscript, peer-reviewed publica-
tions on this matter are largely lacking; therefore, it is challenging 

to compare our study results with previous work done in PRRS or 
any other swine infectious disease.

This study has some limitations. First, it is important to high-
light that our source population corresponded to sow sites only 
and did not include growing pig sites. Even though growing pig 
sites are responsible for adding “infection pressure” at a regional 
level, one could argue that this population is somewhat distinct 
from the sow farm population in terms of disease management. 
Infection of sow herds results in more dramatic consequences due 
to the fact that pigs produced in such facilities are commonly 
transported to other sites, and therefore decisions in regards to 
disease prevention and control are markedly different between 
these distinct animal populations. On a similar note, our analysis 
included data from voluntary participants only. Therefore, results 
do not necessarily apply to the overall population of swine sites in 
the US. The impact of this issue is hard to predict and assess, given 
that the representativeness of participating producers is not well 
documented; thus, the authors recommend results to be taken 
with caution.

Second, underreporting could have affected results, espe-
cially for systems and regions that have underlying immunity 
for PRRS. To the knowledge of the authors, there are no 
published methods for TD-R calculations that can account 
for such issue, but the authors believe the underreporting to 
be constant in time, thus not dramatically affecting results. 
Another methodology-related issue is the fact that in our case 
the epidemic was not observed from the first case onward; with 
results in overestimation of the initial reproductive numbers 
(9). For this reason, the authors decided not to consider initial 
estimated TD-R numbers (first 4 months) when summarizing 
these data. Finally, although the prevalence of intervals with 0 
values was not high, padding the time series, by replacing the 0 
values with 1’s (a common practice in the time series analysis) 
resulted in a well-fitted distribution for the generation time, 
which subsequently increased the computation efficiency of the 
TD-R values. That said, this practice might have resulted in 
over or under estimation of the TD-R values in small regions 
with underreported outbreaks. However, as described above, 
the disease is endemic, and the assumption of at least one 
outbreak occurred in the small production region is biologi-
cally plausible in the context of epidemiology of PRRSV in the 
US. The authors also recognize that the CIs estimated using 
the time-dependent method could have been wide because 
few cases were observed at times. However, the authors are 
unaware of a method available (at time of publication) that 
would allow for better estimation of a transmission parameter 
in endemic settings.

In conclusion, this study showed the utility that TD-R esti-
mates may have in monitoring and early signaling epidemics for 
PRRS, and its benefits will likely vary according to geographical 
region and production system. The TD-R is a promising com-
plementary measure for incidence, because the latter is limited 
to measuring the amount of cases per unit of time but does not 
provide insights on the epidemic progression or effectiveness of 
control measures, which can be accomplished with the calcula-
tion of the former. The use of the TD-R may be complemented by 
other tools, such as, for example, the use of sequential Bayesian 
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R0 for prediction of increases in the incidence as well as signaling 
the end of epidemics (18).
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Data-Driven risk assessment from 
small scale epidemics: estimation 
and Model choice for spatio-
Temporal Data with application to a 
classical swine Fever Outbreak
Kokouvi Gamado1, Glenn Marion1* and Thibaud Porphyre2,3

1 Biomathematics and Statistics Scotland, Edinburgh, UK, 2 Epidemiology Research Group, Center for Immunity, Infection 
and Evolution, University of Edinburgh, Edinburgh, UK, 3 The Roslin Institute, University of Edinburgh, Easter Bush Campus, 
Edinburgh, UK

Livestock epidemics have the potential to give rise to significant economic, welfare, and 
social costs. Incursions of emerging and re-emerging pathogens may lead to small and 
repeated outbreaks. Analysis of the resulting data is statistically challenging but can 
inform disease preparedness reducing potential future losses. We present a framework 
for spatial risk assessment of disease incursions based on data from small localized 
historic outbreaks. We focus on between-farm spread of livestock pathogens and 
illustrate our methods by application to data on the small outbreak of Classical Swine 
Fever (CSF) that occurred in 2000 in East Anglia, UK. We apply models based on con-
tinuous time semi-Markov processes, using data-augmentation Markov Chain Monte 
Carlo techniques within a Bayesian framework to infer disease dynamics and detection 
from incompletely observed outbreaks. The spatial transmission kernel describing 
pathogen spread between farms, and the distribution of times between infection and 
detection, is estimated alongside unobserved exposure times. Our results demonstrate 
inference is reliable even for relatively small outbreaks when the data-generating model is 
known. However, associated risk assessments depend strongly on the form of the fitted 
transmission kernel. Therefore, for real applications, methods are needed to select the 
most appropriate model in light of the data. We assess standard Deviance Information 
Criteria (DIC) model selection tools and recently introduced latent residual methods of 
model assessment, in selecting the functional form of the spatial transmission kernel. 
These methods are applied to the CSF data, and tested in simulated scenarios which 
represent field data, but assume the data generation mechanism is known. Analysis of 
simulated scenarios shows that latent residual methods enable reliable selection of the 
transmission kernel even for small outbreaks whereas the DIC is less reliable. Moreover, 
compared with DIC, model choice based on latent residual assessment correlated better 
with predicted risk.

Keywords: spatial epidemics, kernel transmission functions, Markov chain Monte carlo, risk assessment, latent 
residuals, deviance information criterion
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1. inTrODUcTiOn

The livestock epidemics of foot-and-mouth disease (FMD) in the 
United Kingdom (UK) in 2001 (1) and of classical swine fever 
(CSF) in the Netherlands in 1997 (2, 3) were characterized by 
their widespread spatial extent and significant impact on the 
agricultural sector. The 2001 FMD outbreak affected all UK live-
stock farms and is estimated to have a cost total of £8 billion (4) 
whereas the CSF epidemic in Netherlands totalized a short-term 
economic impact over £1.1 billion (5).

The desire to mitigate such impacts for future livestock-disease 
incursions has increased focus on preparedness for emerging 
and re-emerging pathogens (6, 7) and highlighted the need for 
quantitative tools to support such efforts (8, 9).

A key step in controlling livestock-disease incursions is to 
quantitatively assess the risk of localized disease spread from 
infected to susceptible farms. Control strategies can then make use 
of such risk assessments, for example they can be used to decide 
on which farms surrounding confirmed infected premises to 
impose control measures (10, 11). Quantitative study of historical 
epidemics has the potential to make such risk assessment faster 
and more robust, enabling more rapid and reliable response than 
possible if waiting for sufficient data to accrue during an ongoing 
epidemic (12). Tools to enable analysis of historic outbreaks thus 
may provide information critical to control operations prompted 
by future incursions of emerging or re-emerging diseases. Data 
on large outbreaks such as those described above have been 
shown to enable quantification of various epidemiological (13), 
economic (14, 15), and logistical (16) aspects of disease spread. In 
turn, these studies have contributed to the design of novel, more 
cost-efficient, control strategies against future epidemics (17–20). 
Fortunately large outbreaks, such as those described earlier, are 
rare and incursions of emerging or re-emerging disease typically 
lead to small and often repeated localized outbreaks (21). In this 
paper, we will investigate the quality of inference possible from 
data on small outbreaks.

Model-based inference can be conceptualized as a two-stage 
process; estimate the parameters for each of a set of given models 
and then rank or choose between the different models. Subsequent 
risk assessment can then be based on the model that best fits the 
data, or suitably weighted outputs from a set of models.

Over recent years, a number of authors have developed 
Bayesian inferential tools to enable statistically rigorous 
parameterization of discrete state continuous time Markov and 
semi-Markov processes (DCTMPs) from noisy and incomplete 
observations typical of field data, e.g., disease detections from 
real world epidemics (22–27). These inference tools are flexible 
in that they can be applied to a wide range of model structures 
and epidemic scenarios. Discrete state continuous time Markov 
and semi-Markov processes are well suited to modeling a diverse 
range of epidemiological systems. Their continuous time nature 
enables more accurate representation of the transmission process 
than discrete time models, and their discrete state space is ideally 
suited to represent epidemic spread between individuals, e.g., 
farms classified into distinct disease classes, susceptible, infected, 
etc. The inference tools for such models make use of data-
augmentation approaches to account for missing information 

(such as the times individuals become infected) which are treated 
as additional parameters to be inferred. Information (including 
uncertainty) on key quantities obtained from Bayesian inference 
is encoded in the so-called posterior, which is the joint distribu-
tion of model parameters (describing processes such as transmis-
sion between hosts and disease progression within an infected 
host) and missing data, e.g., the infection and transition times 
conditional on the observed data and modeling assumptions. 
Markov Chain Monte Carlo (MCMC) methods are typically used 
to draw samples from the posterior, and from these samples it 
is straightforward to calculate quantities of interest such as the 
probability, under some defined scenario, that a given farm will 
become infected at some future date. It is important to note that 
such predictions reflect the uncertainty inherent in the inference 
and therefore indirectly the quality of the data. It can be shown 
that reliability of inference for a given process (e.g., transmission) 
increases with the number of associated events (e.g., infections) 
occurring during the observation period. In general, this sup-
ports the intuition that uncertainty in inference will depend on 
the quantity of data available, and that uncertainty in inferences 
based on small outbreaks will be greater, and the reliability of the 
estimates more limited, than for large outbreaks.

Although theory underlying model choice in a Bayesian 
framework is well established (28, 29), its implementation is 
often impractical, especially for missing data problems where, as 
of interest here, latent variables are used for data augmentation. 
Reversible jump MCMC (30) in principle allows calculation of 
the so-called Bayes factor comparing two models but suffers 
implementation issues (31). For example, to compare a newly 
proposed model with earlier models requires the rerunning (and 
often recoding) of the inference procedure for at least one earlier 
model. In practice, the only model selection tool in widespread 
use for DCTMPs applied to epidemiological modeling is the DIC, 
or Deviance Information Criteria (32–34). DIC is a Bayesian 
model selection method which tries to balance model complexity 
with fit to data (35). However, there are increasing concerns with 
regards to discriminatory performance (36) particularly in the 
presence of latent variables, such as infection times, where there 
is no unique definition of DIC (37). A complimentary approach 
to model choice is that of model assessment where statistics are 
constructed to detect inconsistencies between model assump-
tions and the real world processes being modeled (38, 39). Novel 
diagnostics tools for assessing the fit of DCTMP model, known 
as latent residuals, have recently been developed by Lau et al. (40) 
and have proven to be efficient in identifying misspecification of 
model components in the context of spatio-temporal models for 
disease spread. This approach allows indirect model comparison, 
but also has the important benefit of indicating in what manner 
a given model may be inadequate, thereby providing insights 
into ways for improvements. The application of latent residuals 
for DCTMPs to small outbreaks has yet to be tested (40), and 
model comparison based on data from small outbreaks is likely 
to be challenging given the potential difficulties described above 
associated with inference for individual models from such data.

In this paper, we focus on the spatio-temporal modeling 
of disease spread between farms and subsequent detection of 
infected premises, conducting inference from data on detection 
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times only. We focus on the model choice problem of selecting 
the appropriate functional form describing between-farm disease 
transmission. Local between-farm transmission is generally 
mediated by multiple processes influenced by a wide range of 
factors including human behavior and characteristics of the 
livestock-disease system in question. However, typically these 
factors are not quantified and overall local spatial spread is often 
summarized to be a function of the straight-line distance between 
farms, modeled by the so-called “kernel transmission function.” 
In the context of CSF, Mintiens et al. (41) examined risk factors 
associated with the occurrence of neighborhood infections 
during the 1994 Belgium outbreak and found that intensity of 
neighboring herds was the most significant factor. Staubach et al. 
(42) established a distance-dependent risk function based on 
data obtained from real outbreaks. Building on this earlier work, 
Backer et al. (20) modeled between-farm spread of CSF using the 
kernel transmission function (described later as K2, see Section 
2.1) but modulated the kernel by the infectiousness of the infected 
farms (infectiousness defined by the number of infectious indi-
viduals on farm). The same transmission kernel was considered 
by Boender et al. (43), but they also included the influence of farm 
size in order to determine both the distance dependence and the 
farm-size dependence of the between-farm transmission risk of 
CSF during the Dutch 1997/1998 epidemic. As we subsequently 
show, identifying the correct kernel is critical in effective support 
of policy and decision-making for disease control since it can 
affect the risk profile of farms that are candidates for control.

In summary, this manuscript is organized as follows:

 1. We first focus on the methodology describing the set of models 
that are mainly different in the kernel transmission functions 
used. These models’ parameters are inferred in the Bayesian 
framework and two model selection tools are applied, namely 
DIC and latent residuals.

 2. Having inferred parameters from the various models, we 
quantify the posterior risks associated with each premise by 
simulating repeated epidemics using posterior estimates as 
initial conditions.

 3. The reliability of the methods are shown using simulated 
data and applied to field data on the small CSF outbreak that 
occurred in 2000 in East Anglia, UK (44).

2. MaTerials anD MeThODs

2.1. Model structure
We use a stochastic spatio-temporal Susceptible-Infectious-
Removed (SIR) epidemic model to assess local between-farm 
spread and farm-level detection and control of a disease. The 
underlying model framework is a continuous time discrete state-
space semi-Markov process. In our model, individuals represent 
spatially distinct locations, e.g., farms, characterized by a discrete 
set of disease states (S, I, and R). The population is assumed 
initially fully susceptible prior to an initial incursion of disease 
into a single farm (the index case). Susceptible farms (in state 
S) subsequently become infected via local contacts with infected 
farms (in state I). Once infected, each farm remains in state I 

until its infectious status is detected and controls imposed. It is 
assumed that controls are introduced immediately upon detec-
tion and are completely effective. Therefore, once detected farms 
enter a restricted or controlled state (state R) in which they are 
removed from (i.e., play no further role in) the epidemic.

2.1.1. Detection and Control
The description of the R state assumes that effective control is 
rapid following detection which is a reasonable assumption for 
a range of disease systems (9, 45). In the context of FMD or CSF 
outbreaks in the UK, total depopulation of the infected premises 
is carried out within 24 h of the reporting of on-farm detection 
(1, 44). The infectious period for an infected farm can therefore be 
reasonably approximate as the period between the date of infec-
tion and the date at which the farm in question is reported as 
infected. The detection of disease is considered non-Markovian 
since the probability of detection is not constant but varies as a 
function of time since infection, e.g., as the number of on-farm 
cases changes. Here, we assume that the infectious period of the 
disease follows a gamma distribution with shape α and rate γ.

2.1.2. Secondary Infection
In the situation where farm i is infected and infectious (i.e., 
in state I) and farm j is susceptible (i.e., in state S), the rate at 
which j enters state I (i.e., becomes infected/infective) due to 
transmission from farm i, is βij = β0hij. Here, β0 is the maximum 
rate of contact whereas hij is a kernel function that can involve 
individual-specific characteristics. In the case of a distance kernel 
function, the contact rate varies as a function of the Euclidean 
(straight line) distance between farms. The shape of the kernel 
can significantly impact the spatial spread and development of 
epidemic processes (46, 47). In order to evaluate the effect of the 
kernel selection on outbreak risk assessment, we considered four 
different forms for the kernel function hij:
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where ρ(i, j) denotes the Euclidean distance between individuals 
or sites i and j (i, j ∈ {1, 2, … N}). These functions represent a broad 
range of kernel functions found in the literature to characterize 
local spread in the analysis of spatial epidemics. For example, the 
exponential kernel K1 was used for modeling the spread of the 
citrus tristera virus (48) and the spread of citrus greening (49). 
The kernel K2 was used to model the between-farm spread of the 
CSF in the Netherlands by Backer et al. (20) and Boender et al. 
(43). The kernels K2 and K4 were used to model the spread of 
FMD in Japan (50) and in Netherlands (51) and are parameter-
ized in such a way they capture short-range spread. The Cauchy 
kernel K3 is a special case of K2 for τ = 1 and was considered by 
Kypraios (52), and as a description of the dispersal of an invasive 
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non-native vascular plant by Lau et al. (40). K3 allows more for 
long-range infections compared to the others as it presents the 
heaviest tail among all four. Full model specification as given in 
Section S1.1 in Supplementary Material.

2.2. Bayesian inference
Here, we assume that available data consist of the time at which 
individual premises were detected as infected, and the geoloca-
tions not only of these premises, but all susceptible farms. In this 
analysis, we assume the times at which individuals are infected 
are not observed, since this information is typically not avail-
able in outbreak situations. However, such information could be 
incorporated in our framework if it were available.

Missing infection times make the likelihood for the SIR model 
intractable and render the use of frequentist approaches for 
inference less than straightforward. However, developments in 
data-augmentation MCMC allow Bayesian inference of both the 
parameters and missing infection times. The approach adopted 
is similar to that of Jewell et al. (25) which builds on the seminal 
work of Gibson and Renshaw (22) and O’Neill and Roberts (23). 
Full details on the model fitting framework and procedures are 
provided in Sections S1.2 and S1.3 in Supplementary Material.

Briefly, we considered the joint posterior distribution of the 
model parameters θ and infection times I given the data, i.e., the 
detection times R. Using Bayes’ theorem, this can be expressed as

 π π π( ) ( ) ( )θθ θθ θθ, | ∝ , | ,I R R I  (1)

where π(R, I|θ) is nothing more than the probability of obtaining a 
given joint realization of detection and infection times (I, R) from 
a simulation of the model given parameter values θ. Sometimes 
referred to as the complete data likelihood, this can be calculated 
based only on the definition of the model. π(θ) is the joint prior 
distribution of the parameters and is specified in light of any 
information available before the data R is observed. If samples 
{(θk, Ik): k = 1 … L} can be drawn from the posterior distribution 
expressed in equation (1), then it is possible to calculate almost 
any statistic of interest. For example, marginalizing over I would 
result in estimating the distribution θ|R, whereas marginalizing 
over θ would result in estimating I|R. We note that the latent 
space, here corresponding to the set of infection times only, can 
be readily expanded to consider information such as the trans-
mission tree, i.e., “who-infects-who.” Moreover, the framework 
can also be expanded to consider other disease categories such 
as an exposed state.

Here, we employ Markov Chain Monte Carlo (MCMC) meth-
ods to draw samples from the posterior distribution specified in 
equation (1) only up to constant of proportionality. More specifi-
cally, we make use of a Metropolis–Hastings (53) within Gibbs 
algorithm (54) together with simple non-centering techniques 
(27). Full details of the sampling algorithms are provided in 
Section S1.3 in Supplementary Material.

2.3. Model selection
Model selection is a challenging aspect of inference, especially 
for models with latent variables and where data are limited. In 
this study, we employ two contrasting model selection tools 

from the literature to select among our four spatial kernels,  
K1, …, K4, which model fits best our data. In particular, we use the 
deviance information criterion (DIC (35)) and Bayesian latent  
residuals (40).

Although widely used and measuring the trade-off between 
the model fit and complexity, DIC is recognized to have issues 
such as non-invariance to reparameterization, lack of consist-
ency, no basis on a proper predictive criterion (36), and multiple 
definitions in the presence of latent variables (37). In this study, 
we used two formulations of DIC for latent variable models (37): 
DIC1 is computed accounting for the full likelihood, i.e., the data 
augmented likelihood, whereas DIC2 is computed on a partial 
likelihood of the observation process conditional on the latent 
variables. We note that DIC1 and DIC2 correspond respectively 
to DIC4 and DIC8 in Celeux et al. (37). In either case, interpreta-
tion of DIC is straightforward with the smallest value taken to 
indicate which model performs the best. In practice, however, 
only differences of magnitude 10 or more between models are 
usually considered as indicative of significant differences in 
model fit (55).

By contrast, Bayesian latent residuals based on non-centered 
reparameterisations of discrete state-space continuous time semi-
Markov process have recently been proposed as an approach to 
assess the fit of different components of the model, thereby focus-
ing attention on aspects of the model that need improvement (40). 
For example, the infectious link residuals (ILRs) considered here 
are specifically designed to detect misspecification of the spatial 
transmission kernel. These are constructed by expanding the set 
of latent variables sampled from the posterior distribution to 
include both infection times and also the donors of infection, i.e., 
the transmission tree. This information then allows inference of a 
random variable, an ILR, that, under the assumption the model is 
correct has a uniform U(0, 1) distribution (40). Evidence of non-
uniform distribution of the ILRs indicates a misspecification of 
the kernel function. Recall that the data consist only of detection 
times and the infection times are unknown. Each set of infection 
times estimated within the MCMC algorithm (i.e., drawn from 
the posterior distribution) corresponds to a set of residuals. Each 
of these sets of residuals is subjected to an Anderson–Darling test 
to assess whether it conforms to a uniform U(0, 1) distribution 
or not. Therefore, there are exactly the same numbers of p-values 
as there are samples from the posterior distribution. We record 
the proportion of p-values, e.g., Pr(p < 5%), that are less than a 
confidence level, e.g., 5%. In the case that the proportion is similar 
to the confidence level, we take that as indicative that the model 
is not inconsistent with the data; more formally there is not suffi-
cient evidence to reject the model. A high proportion of p-values 
greater than the 5% level (i.e., Pr(p < 5%) large) is interpreted as 
evidence against the chosen form of the kernel.

To evaluate the performance of these model selection and 
assessment tools, we apply them within a simulation study frame-
work where the true data-generating model is known. See Section 
2.5 for full details of the simulated scenarios considered. For each 
iteration of the simulation study, we simulate an epidemic and 
generate a data set (detection times only) using the Gillespie 
algorithm (56) under a specified kernel. Each dataset is fitted to 
the models defined in Section 2.1 using MCMC, not only with 
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the kernel used to simulate the epidemic, but also with alterna-
tive kernels. Model selection and assessment tools based on DIC 
and latent residuals are used to assess each of the fitted models as 
described above. Full details of the model selection tools used are 
provided in Section S1.4 in Supplementary Material.

2.4. risk Quantification
In order to make the results of inference more directly relevant 
to the development of disease control, we construct posterior 
predictive distributions that quantify farm-level risk. To do so, 
we start by drawing a large number of independent samples from 
the joint posterior distribution for each model variant (i.e., each 
kernel). For each kernel, and a fixed set of initial conditions, these 
sampled parameter values are used to simulate multiple realiza-
tions of an epidemic using the Gillespie algorithm from which we 
record the infected sites and event times. From the large number 
of simulated epidemic realizations obtained, distributions are 
calculated for each kernel by evaluating the proportion of realiza-
tions in which each premise becomes infected at any given point 
in time. Such posterior predictive distributions can be used to 
produce heat maps showing the spatial distribution of farm-level 
infection risk (see further in section: Results) at a given point in 
time. The heat maps are produced at a length of times sufficient 
to capture the early phase and small scale epidemics’ behavior.

An alternative approach to visualizing this information is to 
summarize the simulated epidemics by looking at the average 
proportion of infected farms (farm-level prevalence) as function 
of time. However, interpreting such average between-farm preva-
lences is complicated by the fundamental characteristics of dis-
ease transmission in SIR epidemics. In particular, it is well known 
that when the basic reproduction rate R0 > 1 disease spreads on 
average, but that the final size distribution for a stochastic SIR 
epidemic model is bimodal, showing that some epidemics die-out 
before becoming large, while others grow to affect a large propor-
tion of the population (8, 57) (see Section S2.1.3 in Supplementary 
Material). Given that the mean of a bimodal distribution is not a 
meaningful summary statistic, we use the mean of the final size 
distribution as a boundary defining small and large epidemics. 
This enables us to calculate the probability of obtaining small and 
large outbreaks and plot average between-farm prevalence as a 
function of time for both small and large outbreaks, as predicted 
under each of the four kernels.

2.5. simulation studies
To assess the reliability of parameter inference and model selection 
and to evaluate the effect of final epidemic size, we generate data 
sets based on the Gillespie algorithm (56), introducing the disease 
via a single randomly selected primary (index) case located in a 
closed population of N = 201 farms in a square of sides [0, 2,000] 
km (corresponding to an average density of 5 × 10−5 farms per 
102 km2) and using a fixed set of parameters for each scenario 
considered. The simulation studies described below are divided 
into simulation study 1 which focuses on single data sets gener-
ated using two contrasting kernels, and study 2 which explores 
coverage properties of our inference procedure using data sets 
generated from multiple realizations of each of these scenarios. 
Bayesian inference is applied to every simulated data set to fit 

models based on all four kernels (K1, K2, K3, K4), and the model 
selection procedures described above are applied to every data set 
to discriminate between the kernels.

2.5.1. Simulation Study 1a
We first simulate a single realization of the epidemic assuming 
that the mechanism of disease spread is described by kernel 
K1. More specifically the characteristics of underlying infection 
process are β0  =  0.35, K1  =  exp{−0.008ρ(i,j)} with an initial 
condition in which all farms are susceptible except for a single, 
randomly selected primary case. The infectious period follows a 
Ga(5, 5) distribution. A total of nR = 43 removed individuals were 
recorded together with their removal times.

2.5.2. Simulation Study 1b
A single data set of detection times is generated from a simulation 
using kernel K2 instead of K1. The detection time distribution and 
initial conditions are as in study 1a but here, β0 = 400, K

i j2
1

1
2

1 5

=
+( ),

.
ρ ( )

,  
and nR = 44 removal times were obtained.

2.5.3. Simulation Study 2a
Different outbreak sizes are considered in order to assess 
goodness-of-fit and evaluate the performance of model selection 
tools as epidemic size increases. Simulations are performed to 
obtain n = 30 realizations for each epidemic size category of [6, 
10], [11, 15], [16, 20], [21, 25], [26, 30], [31, 35], [36, 40], and 
[41, 45]. For each realization, a data set of detection times was 
recorded. For each randomly selected incursion event, the spread 
of the disease was simulated using kernel transmission function 
K1 with the same parameterization used in simulation study 1a. 
Considering only small (≤45 infected farms) completed epidem-
ics, we subsequently inferred all parameters of interests (as well as 
posterior distributions of infection times for infected premises), 
and computed all three measures of goodness-of-fit (DIC1, DIC2, 
ILR) under the hypothesis that the spread of the disease follows 
a kernel transmission function with a shape either K1, K2, K3, or 
K4. For each scenario, coverage properties (i.e., the number of 
times the true parameter values fall within their respective 95% 
credible intervals) are recorded for each size category described 
above.

2.5.4. Simulation Study 2b
To evaluate the resilience of our conclusions given to the shape of 
the kernel transmission function of the data generation process, 
an analogous procedure to that described for study 2a was car-
ried out considering data generated using K2 (i.e., instead of the 
kernel transmission function K1) with the same parameterization 
as used in simulation study 1b.

2.6. Field Data
In 2000, the UK experienced an outbreak of CSF across the region 
of East Anglia (44). Unlike in the Netherlands where the CSF 
outbreak has been detected in various areas of the country (58), 
the UK outbreak was only detected in the region of East Anglia, 
with n = 16 farms found infected in the 3 month-long outbreak. 
Records of the pig population at the time show that N = 1,703 pig 
farms were present in the affected area and were considered at risk 
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TaBle 1 | computed Dic1 and Dic2 values and the proportion of p-values 
less than 5% obtained from testing the distribution of ilrs when fitting 
model variants K1, …, K4 to simulated data from scenarios 1a (a) and 1b 
(b).

(a) simulation study 1a: true kernel, K1

Dic1 Dic2 Pr(p < 5%)

K1 266 761 6.42%
K2 274 23,741 36.88%
K3 285 630 90.99%
K4 273 39,486 39.29%

(b) simulation study 1b: true kernel, K2

Dic1 Dic2 Pr(p < 5%)

K1 239 371 34.79%
K2 227 494 4.43%
K3 252 362 89.61%
K4 394 489 4.64%

Bold font indicates the smallest values for the DICs and Pr(p < 5%) bringing out the 
selected model by each tool.
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(44). This represents an approximate average population density 
of 6.08 per 102 km2. Although all pig farms in the UK could be 
considered at risk, inferred transmission distances are small 
relative to the area occupied by the above subpopulation, and 
all infected premises are contained comfortably in the defined 
region and the risks for farms outside the subpopulation consid-
ered are considered negligible given their distances to the infected 
farms and the inferred transmission kernels (see Results section), 
unless sources of infection exist other than those considered in 
the modeling framework used here. The inferences presented 
below would therefore be essentially unchanged by accounting 
for a larger at risk population.

All parameters of interest including infection times were 
inferred using data describing farm locations and the time 
at which each premises was detected and reported infected. 
Control interventions consisted of depopulation of infected 
premises within 24 h of reporting of disease detection. Inference 
was conducted, and all model selection criteria and measures 
of goodness-of-fit computed, under the hypothesis that spread 
of the disease was described by the spatial SIR model described 
above with each of the kernel transmission functions K1, K2, K3, 
or K4. Although CSF is highly contagious and may result in the 
death of young animals, clinical sign are non-specific and can 
result in failed diagnosis and a long period of undiagnosed spread 
(59). Consistent with the literature (20), we therefore assumed 
that a minimum of 8 days was required for infected premises to be 
detected. Therefore, during the fitting procedure, the infectious 
period was assumed to follow a left-truncated gamma distribu-
tion. Full details are available in Section S1.1 in Supplementary 
Material.

3. resUlTs

3.1. Testing inference Methods with 
simulated Data
We first make use of simulated data to assess the performance of 
inference and model selection procedures and risk assessments 
based on them. Initially the focus is on inference from individual 
epidemics, but latterly we explore coverage properties, as a func-
tion of outbreak size, by considering performance on data from a 
representative ensemble of epidemics.

3.1.1. Inference from Single Epidemics
Posterior means for model K1 parameters, under simulation study 
1a, were 0.396 (95% credible interval 0.169, 0.761), 6.251 (2.638, 
11.631), 0.00771 (0.00540, 0.01031), and 4.907 (1.986, 9.190), 
respectively, for β0, γ, τ, and α. All 95% credible intervals overlap 
with the underlying parameters values used to generate the data, 
suggesting our inference framework is able to recover appropri-
ate parameterizations when there is no mismatch between the 
data-generating mechanism and fitted model. This is also the 
case for simulation study 1b which replaces kernel K1 with K2 
and inference for β0, γ, τ, α, and d yields estimates 714.576 (59.319, 
2,809.770), 7.931 (3.298, 13.429), 2.016 (1.639, 2.411), 5.567 
(2.228, 9.782), and 2.237 (0.699, 4.717), respectively. Assessments 
of convergence of the outputs of the MCMC sampler reveal no 

evidence of lack of convergence as shown by the auto-correlation 
functions in Section S2.1.1 in Supplementary Material.

Table  1 shows the values obtained for each of the model 
selection tools implemented when assessing the fit of model vari-
ants based on each of the four transmission kernels. The correct 
kernel was identified when considering the ILRs making use of 
the measure Pr(p < 5%), the proportion of p-values less than 5% 
based on the latent residuals, and using DIC1. It is also worth not-
ing that analysis of the residuals suggests an equally good fit for K2 
and K4 in simulation study 1b. By contrast, DIC2 led to selection of 
the incorrect kernel in both situations, preferring K3 rather than 
either K1 or K2. This finding is consistent with previous studies 
(40) and highlights that using DIC2 may generate selection bias.

To evaluate the implication of such miss-selection on predicted 
risk associated with different premises, we construct posterior 
predictive probabilities of infection under all kernels (corre-
sponding risk maps are shown in Section S2.1.4 in Supplementary 
Material). Comparing across kernels there are clear differences in 
risk levels predicted for many locations. K3 predicts highest risk 
of infection for all farms while predicted risk under K2 and K4 
decreases for extreme locations, whereas the predicted risk under 
K1 falls off much faster with distance from the index case.

Figure 1 shows separately for both small and large outbreaks, 
how the average proportion of infections, i.e., the total number of 
cases divided the total number of farms within the area, evolves 
through time under different kernels. Small (large) outbreaks are 
defined as those less (greater) than the posterior mean epidemic 
size (see methods). The between kernel differences in the poste-
rior predicted average proportion of infected premises through 
time, are very noticeable for small epidemics, and still visible, but 
to a lesser extent, for large epidemics.

We also evaluated the posterior predicted risk of a small as 
opposed to a large outbreak. Under simulation study 1a small 
epidemics occur 61.87% of times for K1, 58.59% for K2, and 
52.88% and 59.12% for K3 and K4, respectively. Similar propor-
tions are obtained under simulation study 1b except for small 
difference in K3 with 57.18%, while other proportions are 60.39%, 
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FigUre 1 | Posterior predicted average proportion of premises infected as the epidemics evolve in time (days). On each graph, the lines correspond to 
the results obtained when kernels K1 − K4 are fitted to data. The column on the left shows results using data from simulation study 1a and is divided into predicted 
outbreaks that are (a) small or (c) large. The column on the right shows results from simulation study 1b, stratified for (B) small or (D) large predicted outbreaks. 
The size of outbreaks was classified as either small or large based on final outbreak sizes being smaller or larger than the mean of the final size distribution (see text 
for details).

Gamado et al. Inference for Small Scale Epidemics Data

Frontiers in Veterinary Science | www.frontiersin.org February 2017 | Volume 4 | Article 16

K3 produced the most extreme predictions of risk. However, this 
was also the model least favored when testing model assumptions 
using the ILRs, but was not consistently ranked by DIC1. In simu-
lation study 1b, analysis of ILRs leads to selection of two models, 
i.e., with kernels K2 and K4, and these models produced almost 
identical posterior predicted risk profiles in terms of expected 
proportion of infected farms. This similarity is not evident in their 
DIC1 scores. These results suggest that model selection based on 
the ILRs may be better able to identify differences in posterior 
predicted risk profiles than DIC.

3.1.2. Coverage Properties and Effect of  
Outbreak Size
To generalize our findings, we considered epidemics generated 
with either a K1 or K2 kernel function and evaluated how inferences 
(description in section Bayesian Inference) and model selection 
tools (details given in section Model selection) considered may 
perform as a function of the epidemic size and across multiple 
realizations of the epidemic process (see sections Simulation 
study 2a and Simulation study 2b). Coverage properties of our 

59.03%, and 58.83% for K1, K2, and K4, respectively. It is also worth 
noting that in both simulation studies 1a and 1b, the observed 
epidemics on which inference is based are classed as small, but 
these lie at the upper end of the final size distribution for small 
epidemics according to the outbreak size classification used here. 
Inference from these single outbreaks therefore captures the true 
underlying bimodal nature of the outbreak risk associated with 
the SIR dynamic (see Section S2.1.3 in Supplementary Material). 
In terms of assessment of risks associated with future incursions 
this means that the probability of obtaining an outbreak similar 
in size to the observed outbreak is relatively low.

The posterior predicted estimates of future outbreaks produce 
rather different risk assessments depending on the kernel used 
to fit the data, suggesting that reliable model choice is of key 
importance.

In assessing the model selection criteria studied here several 
key points are noteworthy. First, the ability of DIC2 to identify the 
correct model is poor, whereas DIC1 and the ILRs do so in both 
simulation study 1a and 1b. Second, different kernels lead to dif-
ferent predicted risk. For example, the model variant with kernel 
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FigUre 2 | Probabilities of correctly selecting the right model using latent residuals (lr), Dic1, and Dic2 in the case of (a) simulation study 2a (using 
K1 to simulate the data) and (B) simulation study 2b (using K2 to simulate the data). Both graphs show that the LR perform better (higher probabilities) in 
selecting the right kernels than the DICs as the epidemic size increases.
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inference procedure from multiple realizations are explored and 
available in Section S2.2 in Supplementary Material. The cover-
age rates obtained show that the true parameters are contained 
approximately 95% of the time in their corresponding credible 
intervals. However, the rates are higher for the parameters of 
the infectious period distributions where informative priors are 
used on the shape parameter as in Kypraios (52) and Streftaris 
and Gibson (60). The uncertainty of the estimates reduces as the 
epidemic size increases.

For each epidemic size category, Figure  2 plots the pro-
portion of simulated data sets from which each of the model 
selection criteria successfully identifies the correct kernel. 
Figure 2 shows that, although inferences of model structure are 
reasonably accurate for small epidemics, increasing epidemic 
size increases the accuracy with which the underlying infection 
process is identified. However, this depends on which measures 
of goodness-of-fit are used. While the DIC measures contradict 
each other, the latent residuals typically distinguish between 
the kernels and select the correct model used to simulate the 
outbreak (e.g., Figure 2A). However, for the smallest outbreaks, 
DIC1 has the best record (e.g., Figure 2B), but as epidemic size 
increases, the reliability of the latent residuals quickly improves 
and outperforms both DIC1 and DIC2. For epidemic sizes 
greater than 20, ILRs identify the correct model in at least 90% 
of cases. In all situations considered, DIC2 provided contradic-
tory results to DIC1, maintained a low success rate in choosing 
the true model, which for scenario 2b actually declined with 
outbreak size.

Figure  2B illustrates the resulting patterns from simulation 
study 2b which uses models based on K2 to generate the data. This 
plot shows results for fitting only K1–K3, and K4 is not considered 
since as we saw above K2 and K4 are difficult to discriminate, but 
lead to similar risk assessments. Including both here, therefore 
gives a biased view of the model selection process (see Section S3 
in Supplementary Material). To better understand why these ker-
nels are not efficiently discriminated, we explored the effect of the 
density of the population at risk. Results (details shown in Section 

S3 in Supplementary Material) show that increasing the density of 
farms provides more information about short-range transmission 
(i.e., more short-range transmissions occur) allowing differences 
between K2 and K4 to be distinguished. For realistic range of 
parameters, K2 and K4 can have similar long-range behavior or 
similar short-range behavior, but not both and therefore can 
agree when fitted to data which largely excludes short-range 
transmission, as is the case when the population density is low. 
These results highlight the critical importance of population 
density in the local spread of disease. They also explain the effect 
seen here where we are unable to discriminate between kernels 
K2 and K4 using simulated data from a low density population 
(5 × 10−5 per 102 km2), but are able to detect differences between 
these kernels when fitting to field data below (see section Classical 
Swine Fever epidemic) where the density of farms is considerably 
higher (6.08 per 102 km2).

3.2. classical swine Fever epidemic
We now apply the inference and model selection methodologies 
described above to field data from a small scale outbreak of CSF 
in East Anglia, UK in 2000.

As described in section Materials and Methods, stochastic 
spatio-temporal models were fitted to the CSF outbreak field data 
(see section Field data for details) using each of the kernels K1–K4. 
This process yielded estimates of a number of quantities that are 
difficult to measure directly including the unobserved infection 
times, the infectious period distribution and the transmission 
kernel. In general, the inferred infection times agree well with 
the independent estimates obtained through contact tracing 
procedures during control activities as shown in Section S2.4 in 
Supplementary Material. The average infection times suggest that 
infections from first to last infected farm happen in an interval of 
approximately 65 days and around 9 farms were infected before 
the first detection.

As expected, the inferred transmission kernel functions all 
decay as a function of distance but vary according to the fitted 
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FigUre 3 | Posterior predicted average proportion of premises infected plotted as a function of time. On each graph, the lines correspond to the results 
obtained when kernels K1 − K4 are fitted to the CSF data with final sizes (a) smaller or (B) larger than the mean of the final size distribution.
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form. Posterior medians and their corresponding 95% credible 
intervals of the kernel transmission function are plotted on a 
log-scale under the four different kernels, with details on model 
goodness-of-fit and convergence in Section S2.4 in Supplementary 
Material. K1 seems to decay fastest with the widest 95% credible 
interval. As before K2 and K4 look very similar in terms of median 
shape and credible interval and seem to allow for close range 
transmission, while K3 decays very slowly and presents the small-
est 95% credible interval. By contrast, choice of the transmission 
kernel has little impact on the inferred infectious period (Section 
S2.4 in Supplementary Material).

We now evaluate the impacts of each kernel on posterior 
predicted risks. Figure 3 displays the mean posterior predicted 
proportion of infected farms as a function of time. Predictions 
of this risk measure under K3 anticipate a larger number of 
infected premises, both in the case of small and large outbreaks, 
when compared with predictions based on the other kernels. 
The predictions under the remaining kernels are similar, and 
once again the differences between K2 and K4 are particularly 
small. As before, small (large) outbreaks are defined here as 
those where the final epidemic size is smaller (larger) than the 
mean of the final size distribution. The similarity between K2 
and K4 and the relative difference of predictions under K3 also 
hold for the inferred probabilities of a small outbreak, which 
are 65.45%, 66.17%, 63.75%, and 66.17%, respectively, under 
kernels K1, K2, K3, and K4. As with the simulation studies, the 
observed epidemic was classified as small but with the propor-
tion of infections observed in the real epidemic greater than the 
average size predicted for small outbreaks (see plot in Section 
S2.5 in Supplementary Material).

Figure  4 further illustrates the importance of kernel choice 
by plotting risk maps of the probabilities of infection of each 
farm for a disease incursion. While farms close to the index case 
seem to present the highest risks of infection across all maps, the 
risk profiles of farms look different as we get further from the 
index case under each kernel. Figure 4 shows that predicted risks 
under K3 are the highest for farms situated at the largest distances 

from the index case because of its long right tail. At intermedi-
ate distances, the risks of farms under kernel K1 are actually the 
greatest, but predicted risk is the lowest and decreases quickly for 
long distances compared to the other kernels. Kernels K2 and K4 
predict visually similar risk with a consistent pattern of observed 
cases in terms of spatial extent and intensity of infection within 
the high risk area.

It is worth noting that most observed cases during the real 
CSF outbreak have a relatively high risk profile with an average 
probability of infection by t = 90 days of {0.52, 0.46, 0.46, 0.45} 
under K1, K2, K3, and K4, respectively, while the average risk across 
all farms is {0.41, 0.36, 0.40, 0.35}, i.e., a difference of {0.11, 0.10, 
0.06, 0.10}. The different risk predictions under the four kernels 
are further quantified in Table 2 which shows the number of farms 
with expected posterior probability of infection by t = 90 days less 
than 0.15, between 0.35 and 0.45, and greater than 0.45. Most 
farms showed probability of infection between 0.35 and 0.45 for 
K3 while predictions under K1 show more farms in this highest 
risk category. These figures also reveal relatively subtle differences 
in predicted risk under K2 and K4. The contrasting risk profiles 
explored above provide a further demonstration of the impor-
tance of kernel choice in predicting risk and therefore in terms of 
the design of disease control programs. Therefore, we now turn 
to our model selection methods.

As previously, we used DIC1 and DIC2 and the latent residual 
methodology to assess the suitability of the four kernel transmis-
sion functions in light of the available data. The latent residuals 
method gave a preference to K2, followed in order of choice by 
K4, K1, and K3, respectively, as shown in Table 2. From a purely 
model assessment perspective, there is some evidence against all 
the kernels using the latent residuals since Pr(p < 5%) is greater 
than 5% in all cases, but this is hardly surprising given the relative 
simplicity of the models used. However, in terms of model selec-
tion, K2 is preferred. DIC1 agrees with the latent residuals method 
in the choice of K2 as the preferred kernel but the assessments 
are not in the same order for the other kernels. By contrast, DIC2 
values do not show significant differences between kernels.
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FigUre 4 | comparison of the risk maps using K1, K2, K3, and K4 at time t = 90 days, corresponding to a length of time sufficient to capture the early 
phase and small scale epidemics’ behavior, based on the population from the csF data. The 16 cases detected during the real outbreak are shown by the 
“+” symbols, along with the index case shown as a red square. The x and y axes are in meters.
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4. DiscUssiOn

The potential for large scale livestock epidemics to give rise to 
significant economic, welfare, and social costs (see, e.g., Ref (4, 
5)) emphasizes the need for quantitative assessment (8, 9) of 
the risks associated with emerging and re-emerging pathogens. 
There is potential to use small localized outbreaks of emerging 
or re-emerging pathogens to inform such risk assessments before 
a large outbreak occurs. The key challenge addressed in this 
paper is to use data from small localized historic outbreaks (21) 
to inform quantitative risk assessment. We show that rigorous 
risk assessment based on small outbreaks can be achieved by 
combining state of the art methods for statistical inference in 
stochastic epidemic models. Moreover, this methodology was 

tested using simulated scenarios and by application to data on a 
small outbreak of CSF in East Anglia, UK (44).

We have shown that data-augmentation MCMC techniques 
(23, 25, 27) can be applied to continuous time models in order 
to generate Bayesian estimates of key characteristics of between-
farm epidemics using data from small outbreaks consisting of 
farm locations and times at which disease is detected on farm. 
These estimated characteristics, impractical or difficult to measure 
directly, include unobserved exposure times, the distribution of 
times between exposure and disease detection, and the so-called 
transmission kernel describing the nature of spatial spread of 
disease between farms.

Analysis of inferences based on simulated data scenarios 
shows that when the fitted model has the same form as that used 
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TaBle 2 | summary of model fit and risk assessments based on the csF data: the results are provided for each kernel K1 − K4 as indicated in the first 
column.

Dic1 Dic2 Pr(p < 5%) n(risk > 0.45) n(risk ∈ (0.35, 0.45)) n(risk < 0.15)

K1 429 156 27.78% 866 395 72
K2 317 157 10.67% 105 954 1
K3 353 156 32.83% 1 1,466 0
K4 411 158 19.47% 15 933 1

The next two columns indicate the computed DIC1 and DIC2 values with their smallest values under K2 and K3, respectively. The following column reports the proportion of p-values 
less than 5% (Pr(p < 5%)), resulting from testing the distribution of ILRs at each MCMC iteration, with the smallest proportion occurring under K2. The other columns show the 
number of farms falling in defined intervals of probabilities of infection at time t = 90 days under the four kernels.
Bold font indicates the smallest values for the DICs and Pr(p < 5%) bringing out the selected model by each tool.
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to generate the data, inferred parameter estimates are reliable 
even when using data from relatively small outbreaks, and the 
precision of such estimates increases with outbreak size. Fitted 
models can be used to conduct risk assessments of future outbreak 
scenarios that account for the uncertainty in parameter estimates. 
Such predicted risks are said to be drawn from a posterior predic-
tive density and can be used to inform disease control efforts, 
e.g., targeting high risk farms (18, 61). Therefore, the method has 
the potential to inform the design and implementation of control 
measures such as the size of control zones used as part of wider 
movement restrictions and the geographically targeted use of 
vaccine and removal operations (17, 50, 62).

However, when analyzing real disease outbreaks all imple-
mentable models are, to varying degrees, approximations of the 
underlying system (63). We therefore considered scenarios in 
which the data were generated using a known model, and then 
used as the basis of inference for a set of models which varied 
according to the functional form of the spatial transmission ker-
nel. Since the resulting risk assessments were found to be depend-
ent on the structure of the model being fitted, model choice has 
important implications for such disease control policies.

Although risk assessment could be based on a weighted 
average across the set of models considered, here we focused 
on criteria used to select a single best-fit model. In particular, 
we considered two forms of the Deviance Information Criteria 
(DIC) and model selection based on analysis of so-called latent 
residuals (see methods for details). DIC is not uniquely defined 
for inference problems involving latent variables, e.g., missing 
exposure times, and we considered two variants, DIC1 and DIC2 
(37). Latent residuals are designed to assess the fit of particular 
model components and we focused on Infectious Link Residuals 
(ILRs) to test the appropriateness of the form of the kernel 
density function (40). The set of fitted models included the data-
generating model thus enabling an objective assessment of these 
model selection procedures. Multiple simulated replicate data 
sets for a range of outbreak sizes were generated and fitted so 
that coverage properties of inferences could be determined and 
reliability of model selection procedures assessed as a function of 
outbreak size.

For the scenarios considered it was found that DIC2 was 
unreliable, but that model selection based on either DIC1 or ILRs 
achieved high levels of reliability even when using data from 
relatively small outbreaks. For outbreak sizes of 11–15 and above, 
model selection based on ILRs out performed that based on DIC1. 
For outbreaks with more than 20 cases, there is at least 90% of 

chance of selecting the correct kernel using ILRs, increasing to 
100% for outbreaks with 31–35 cases or greater. However, reli-
ability falls off with outbreak size and for data sets containing 
6–10 cases, analysis of ILRs identified the data-generating model 
in a little over 50% of cases. In this very low data regime, DIC1 was 
seen to give slightly more reliable model selection.

Ranking of models based on ILRs was more closely correlated, 
in comparison with DIC based assessments, with predicted risks 
under future disease incursion scenarios. For example, we found 
that two of the four transmission kernels considered in this study 
provided similar fits to the data especially when the density of 
farms was low and the number of short-range transmissions 
limited. In such scenarios, it was found that the kernel K4 and 
a generalized form of the Cauchy kernel K2 that captures short-
range spread, predicted very similar risk profiles. Moreover, this 
similarity was reflected in model rankings based on the infec-
tious link residuals, but not in DIC values. When farm density 
was higher a greater number of short-range transmissions were 
inferred and differences between K4 and K2 were evident in both 
rankings based on ILRs and in the posterior predicted risk pro-
files. In the case of field data on CSF, we found subtle differences 
in the risk profiles predicted under these two kernels, and this was 
flagged by analysis of the ILRs. However, the similarity between 
predictions under these models was not reflected in their DIC 
scores.

We have illustrated our approach using a particular set of 
between-farm epidemic models applicable to CSF outbreaks. 
However, the methodology is flexible and could be applied to 
a broad range of models, e.g., incorporating additional disease 
classes, multiple diagnostic tests, or the modeling of specific 
routes of infection. Here, we considered kernel transmission 
functions based on Euclidean distance and in many cases, the 
detailed information needed to parameterize more specific routes 
of infection may not be available. Euclidean distance-based ker-
nel transmission functions have been extensively used by many 
authors (48–52) and according to Savill et  al. (64), Euclidean 
distance is better predictor of transmission risk than shortest and 
quickest routes via road, and appropriate to most regions except 
where major geographical features intervene.

We tackled the challenging problem of extracting useful 
information from a knowledge of just the location of the sus-
ceptible population of farms and farm-level case detection data 
obtained from observations of small sized epidemic outbreaks 
(16 cases for the CSF epidemic). We have shown that using 
such limited data it is possible to perform reliable inferences 
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and quantify disease risks associated with individual farms. The 
work reported here focused on SIR epidemic models. In the 
case of CSF within individual animals, there is evidence of an 
exposed class, E, suggesting that for an individual level model an 
SEIR model would be more appropriate (20). However, in this 
paper the farm was taken to be the basic epidemiological unit 
since information was only available describing the infectious 
status of whole farms and following Stegeman et al. (58) farms 
were categorized according to an SIR framework. Definition 
of the exposed state at the whole farm level is somewhat 
problematic since exposed individuals may be moved between 
farms and therefore spread infection. We note that in modeling 
between-farm transmission, Boender et al. (43) do not consider 
an exposed farm state explicitly but do modulate for farm size. 
An interesting focus of future work could be a formal statistical 
assessment of SEIR versus SIR models of between-farm spread. 
However, in the small outbreak setting this would be challeng-
ing given the limited information available in the data. Other 
authors have sought to tackle limitations in observed case data 
by developing approaches that combine phylogenetic informa-
tion with the case detections to increase the power of estimates 
(65–67). However, the methods presented here are applicable 
in the many situations where suitable phylogenetic data is not 
available.

The underlying methods described in this paper are generic 
and could be applied to a wide range of disease scenarios includ-
ing other livestock diseases. However, while the methodology is 
generic it is critical to tailor models to the scenario of interest to 
represent key aspects of the disease dynamics and the available 
data. For example, such models could account for the role of 
wildlife in disease transmission, but in practice how this could be 
achieved is dependent on the extent to which data is available on 
the prevalence of the focal pathogen in the wildlife host (or hosts). 
In the absence of such data, it is likely that at best it may be possi-
ble to estimate a background infection rate from wildlife sources. 
Another interesting possibility would be to simultaneously model 
the spread of multiple pathogens including interactions between 
them, but again this would only yield meaningful estimates if 
suitable data were available.

In conclusion, we have developed a toolkit to reliably 
assess risks from potential future disease incursions using 
observational data from historic outbreaks that can be applied 
to support policy decisions relevant to contingency planning 
for emerging and re-emerging pathogens. We have shown 
that epidemic models based on discrete state continuous time 
Markov and semi-Markov processes and data-augmentation 
MCMC techniques enable reliable and rigorous statistical infer-
ences and probabilistic risk assessments based on data from 
relatively small between-farm outbreaks. Moreover, recently 
introduced model assessment methodology based on latent 
residuals (40) enables candidate models to be ranked, on the 
basis of their fit to the available data, in a manner that is more 
reliable than standard DIC approaches (35, 37). We tested this 
toolkit in the data limited regime using both simulated data 

and by application to a real world outbreak of CSF with only 
16 infected farms.

Our approach is designed to make the best possible use of the 
data available from even very small historic outbreaks. However, 
it is important to realize that such data may provide a biased 
view of future incursions. For example, if the region in which the 
historic outbreak occurred is not representative of the regions for 
which risk assessments are needed, then estimates obtained, e.g., 
of rates of transmission need to be applied with suitable caution. 
Nonetheless, our approach does provide a rational and statisti-
cally rigorous approach to extracting information on disease 
dynamics and transmission characteristics that are difficult, costly 
or impossible to measure directly. The quantification of such 
characteristics and associated uncertainty provides a practical 
and rational basis for the quantitative assessment of risks under 
future pathogen incursions.
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Wageningen University & Research, Wageningen, Netherlands, 3 Federal Food Safety and Veterinary Office, Liebefeld, 
Switzerland, 4 Department of Farm Animal Health, Utrecht University, Utrecht, Netherlands

Bovine udder health in Switzerland is of a relatively high level. However, antimicrobial 
usage (AMU) seems high in comparison to other European countries also. A new udder 
health and AMU improvement program could improve this situation but it is uncertain 
whether there is support from the field. This study aimed to quantify preferences of dairy 
farmers and veterinarians for the start and design characteristics of a new national udder 
health and AMU improvement program in Switzerland. A total of 478 dairy farmers and 
98 veterinarians completed an online questionnaire. Questions on their demographics 
and their mindset toward AMU were complemented with an adaptive choice-based con-
joint interview, a novel conjoint analysis technique to quantify preferences of respondents 
for characteristics of a product for which multiple trade-off decisions must be made 
(here a bovine udder health and AMU improvement program). The conjoint analysis was 
followed by a multivariate multiple regression analysis to identify groups of respondents 
with different program design preferences. Logistic regression models were used to 
associate covariates with respondents’ preference to start a new udder health and AMU 
improvement program. Most farmers (55%) and veterinarians (62%) were in favor of 
starting a new voluntary udder health and AMU improvement program, but the program 
design preferences agreed moderately between the two stakeholder groups. Farmers 
preferred an udder health and AMU improvement program that did not contain a penalty 
system for high AMU, was voluntary for all dairy herds, and aimed to simultaneously 
improve udder health and reduce AMU. Veterinarians preferred a program that had the 
veterinary organization and the government taking the lead in program design decision 
making, did not contain a penalty system for high AMU, and aimed to simultaneously 
improve udder health and reduce AMU. Differences between groups of farmers and 
veterinarians concerning their start preference were identified. Also, the magnitude of 
various program design preferences changed for farmers with different opinions toward 
AMU. The information obtained from this study may support the decision-making process 
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and the communication to the field afterward, when discussing national strategies to 
improve udder health and AMU in Switzerland.

Keywords: mastitis, dairy cows, adaptive choice-based conjoint analysis, multivariate multiple regression, animal 
disease program

inTrODUcTiOn

Bovine mastitis negatively affects milk quality (1, 2), animal 
welfare (3), the herd’s profitability (4), and farmers’ milking 
routine (5). Antimicrobial resistance (6, 7) and an increased risk 
of antibiotic residues in milk (8) are also associated with mastitis. 
Mastitis is the most common reason for applying antimicrobials 
to dairy cattle (9, 10). It therefore impairs the image of the dairy 
industry.

Bovine udder health in Switzerland is, from an international 
perspective, of a relative high level. Bulk milk and composite 
somatic cell counts are low and incidence rates of clinical mastitis 
are reported to be below estimates from other countries (11). The 
milk quality payment system in place largely explains this. Swiss 
farmers receive a penalty from their milk-processing company 
when their geometric bulk milk somatic cell count is ≥350,000 
cells/ml. Some milk-processing companies have set lower penalty 
thresholds. On the other hand, Swiss farmers generally receive 
a bonus from their milk-processing companies when bulk milk 
somatic cell counts are <100,000 cells/ml. Despite a relatively 
good udder health, national annual failure costs of mastitis are 
estimated to be approximately 129 Million Swiss Francs for farm-
ers, which equals to 198 Swiss Francs1 per average cow per year 
(12). Also, antimicrobial resistance of mastitis pathogens is not 
uncommon, especially of coagulase-negative staphylococci spe-
cies for which phenotypic resistance prevalence levels up to 47% 
were observed (13). Finally, approximately 70% of antimicrobial 
usage (AMU) in dairy cows is because of intramammary purpose 
(14), and there is evidence that sales of intramammary antimi-
crobials in Switzerland are high compared with other European 
countries (15). Switzerland has currently a federal strategy to 
improve antimicrobial resistance in the human and animal 
populations and the environment. However, a nation-wide udder 
health and AMU improvement program that could improve its 
situation in dairy herds, especially regarding production losses 
and AMU, is not existing yet. Similar programs have successfully 
been started in many countries, including Australia (16), Canada 
(17), Norway (18), and the Netherlands (19).

Designing a new national animal health control program is 
often a highly complex and political process in which trade-offs 
decisions are to be made between the epidemiological and cost-
effectiveness of proposed interventions on one hand, and time 
restrictions, financial resources, responsibilities, and stakehold-
ers’ interests on the other hand. Issues raised are, for example, 
adaptation of existing legislation or payment schemes, the 
program’s aims and tasks (what should it do?), its implementa-
tion (who should execute it?), and its financing (who should pay 
for it?). Designing a new animal health program is a complex 

1 This equals to €182 or $199 (currency at May 1, 2017)

task in which various stakeholders may have different program 
design preferences. A priori investigating these preferences offers 
a mechanism for shared decision making (20), provides under-
standing of stakeholders’ opinions, and can be a starting point 
when discussing the program’s final design (21). Incorporating 
stakeholders’ preferences into the decision-making process might 
improve their compliance when the animal health program is 
implemented afterward (22). This is expected to be especially true 
for multifactorial animal health issues, such as bovine mastitis 
and AMU, where the involvement of stakeholders from the field 
is crucial for the success of a control program (23, 24). It is cur-
rently unclear whether a new dairy health program to improve 
udder health and intramammary AMU in Switzerland would be 
supported by the field and which components should ideally be 
included when an udder health and AMU improvement program 
is constructed.

The aim of this study was to elicit preferences of Swiss dairy 
farmers and veterinarians for the start and design characteris-
tics of a new national udder health and intramammary AMU 
improvement program. It was also investigated whether groups of 
farmers and veterinarians with different start and design prefer-
ences could be identified.

MaTerials anD MeThODs

study Population and sample size 
estimation
Two questionnaires were conducted in this cross-sectional study; 
one aiming at farmers and one at veterinarians. The sampling 
frame for the farmer questionnaire consisted of 19,042 dairy 
farmers who were producing marketed milk, had ≥11 cows, and 
an email address deposited at the national milk quality payment 
organization in May 2014 (85% of all Swiss dairy herds; personal 
communication by TSM Trust Ltd., Bern, Switzerland). Seasonal 
communal pasture holdings and herds located in the Italian-
speaking Canton of Ticino were excluded. Furthermore, 1,296 
dairy herds randomly selected from the same sampling frame that 
were requested to participate in a parallel survey were excluded 
from the current study to avoid farmers receiving 2 questionnaires 
shortly after one another. The sampling frame for the veterinar-
ian questionnaire consisted of all 438 Swiss cattle veterinarians 
that were registered with the Swiss Society for Ruminant Health 
(Schweizerische Vereinigung für Wiederkäuergesundheit, Bern, 
Switzerland).

Since no prior information was available on the preference of 
farmers and veterinarians to start a new dairy health program, 
sample size calculations were estimated for the proportion 
with the largest variance (i.e., a proportion of 0.50). A higher 
level of precision was accepted for veterinarians (10%) than for 
farmers (5%) because lower levels resulted in sampling fractions 
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TaBle 1 | Description of demographic and motivation characteristics of Swiss 
farmers.

Variable category Frequency

N %

Age (years) 0–42 161 33.7
43–52 165 34.5
≥53 152 31.8

Language German 405 84.7
French 73 15.3

Education Certificate of competence 196 41.0
Agricultural entrepreneur 59 12.3
Professional degree 156 32.6
University (of applied sciences) 14 2.9
Other 53 11.1

Successor Yes 153 32.0
No 61 12.8
Do not know yet 242 50.6
I am the successor but have  
not taken over the farm yet

22 4.6

Production zone Lowland 189 39.5
Hilly region 96 20.1
Mountainous region 193 40.4

Stall system Free-stall 198 41.4
Tie-stall 214 44.8
Both 66 13.8

Production system Conventional 73 15.3
Environmental and  
animal friendly

345 72.2

Organic 49 10.3
Other 11 2.3

Dairy production is the main 
source of income

Yes 451 94.4

No 27 5.7
Crop production Yes 238 49.8

No 240 50.2
Fruit production Yes 91 19.0

No 387 81.0
Poultry production Yes 44 9.2

No 434 90.8
Pig production Yes 100 20.9

No 378 79.1
Veal production Yes 95 19.9

No 383 80.1
Herd size (number of cows) 0–20 171 35.8

21–30 153 32.0
≥31 154 32.2

Incidence rate of farmer-
reported treated clinical mas- 
titis (/100 cow-years at risk)

0–12.5 162 33.9

12.6–23.5 150 31.4
≥23.6 166 34.7

Do you think that anti- 
microbial usage is too high  
in Swiss dairy herds?

Yes
No
I do not know

164
195
119

34.3
40.8
24.9
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that were deemed unachievable. The sample size needed with 
95% confidence in the sample frames of 19,042 dairy herds 
and 438 cattle veterinarians was 385 and 79, respectively, using 
Winepiscope 2.0. Given an expected response rate of 30%  
(25, 26), 1,283 dairy farmers and 264 cattle veterinarians needed 
to be contacted. Using a stratified (by Swiss Canton) random 
sampling approach, 1,300 dairy farmers (with stratum sample 
sizes proportional to the cantonal dairy herd population) were 
eventually requested to participate. All 438 registered cattle 
veterinarians were contacted.

adaptive choice-Based conjoint  
(acBc) analysis
Elicitation of farmers’ and veterinarians’ preferences toward 
udder health and AMU improvement program characteristics 
was investigated using the computer-based ACBC analysis 
method (27) within SSI Web 8.4 (Sawtooth Software, Orem, UT, 
USA). In conjoint analysis, respondents make trade-off deci-
sions between different product characteristics allowing to elicit 
the relative preference for each product characteristic. ACBC 
originates from market research and is the latest conjoint analysis 
technique to elicit preferences of respondents for characteristics 
of a product (28). Alternative conjoint techniques have been suc-
cessfully applied in veterinary medicine and animal science to 
elicit farmers’ preferences for management strategies (29–31) and 
as a tool for disease prioritization (32, 33).

In conjoint analysis, products are characterized by attributes 
and levels (e.g., the attribute color may contain the levels red, 
yellow and blue for the product chair). Following conjoint 
analysis terminology, attributes and levels for the “product” 
udder health and AMU improvement program were defined as 
program characteristics that decision makers have to consider. 
Program attributes and levels were initially defined based on 
a literature review and the authors’ experience with national 
mastitis control programs. A draft list of program attributes 
and levels was then discussed with five experts involved in dairy 
cattle disease control in Switzerland, including two experts from 
the Federal Food Safety and Veterinary Office, two researchers 
from the Faculty of Veterinary Medicine, University of Bern, 
and one experienced practicing cattle veterinarian. The list of 
program attributes and levels was finalized after consulting an 
expert from Sawtooth Software to optimize methodological and 
statistical efficiency.

The two questionnaires consisted of four parts. The first part 
investigated the demography of respondents, their opinion on 
AMU in Switzerland (Tables 1 and 2), and their preference toward 
starting a voluntary udder health and AMU reduction program. 
This part included questions determining the herds’ current size 
and the number of treated clinical mastitis cases during the previ-
ous calendar year. The following three parts of the questionnaires 
concerned the ACBC interview. In the second part, respondents 
were offered all program attributes and levels from which they had 
to select their most preferred level for each attribute individually. 
The outcome of this part was brought forward by the software to the 
third part of the questionnaire. This screening section allowed the 
identification of program levels that were systematically avoided 

or preferred by respondents. Here, rather than making definite 
choices, alternative program designs were offered to respondents 
for which they had to indicate whether these were a possibility for 
them or not. Respondents were also asked whether such program 
levels were completely unacceptable or an absolute requirement 
for them. Program design alternatives showed after this screening 
section satisfied those requirements by either explicitly excluding 
or including program levels. Respondents were presented with 
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TaBle 2 | Description of demographic and motivation characteristics of Swiss 
ruminant veterinarians.

Variable category Frequency

N %

Gender Male 68 69.4
Female 30 30.6

Language German 92 93.9
French 6 6.1

Are you part of a joint practice? Yes 38 38.8
No 60 61.2

Number of vets working in practice 1 23 23.5
2 18 18.4
3 21 21.4
≥4 36 36.7

Percentage of time allocated to  
dairy cows

0–55% 22 22.5

55–99% 60 61.2
100% 16 16.3

Practice is also covering companion  
animals?

Yes 74 75.5

No 24 24.5
Practice is also covering horses? Yes 75 76.5

No 23 23.5
Practice is also covering pigs? Yes 73 74.5

No 25 25.5
Practice is also covering poultry? Yes 23 23.5

No 75 76.5
Practice is also covering exotic pets? Yes 11 11.2

No 87 88.8
Years working as a vet 0–10 26 26.5

11–20 14 14.3
21–30 34 34.7
≥30 24 24.5

Veterinary specialization National specialist  
or board certified

20 20.4

No or othera 78 79.6
Proportion of antimicrobial sales  
being injectors

≥10% 38 38.8

<10%
Yes
No, sometimes,  
or I do not know

60 61.2
Do you think that antimicrobial usage  
is too high in Swiss dairy herds?

37 37.8

61 62.2

aComplementary medicine, currently in education or other specializations (in other 
species for instance).
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subsequent choice tasks until the most preferred program design 
was identified. More detailed information on ACBC can be found 
in a technical paper of Sawtooth Software (28).

Data collection
Questionnaires were being conducted in German and French. 
Translation from German to French was conducted by a profes-
sional translator with a background in agriculture. Farmers 
received a personalized email explaining the purpose of the study 
and an individualized link to the online questionnaire in January 
2015. Cattle veterinarians were contacted by email by the Swiss 
Society for Ruminant Health with a description of the project and 
a general link to the online questionnaire the same day. Reminder 
emails were sent after 3 and 5 weeks. To increase response rates, 
vouchers for an agricultural and a veterinary wholesale were 
provided to 110 randomly selected farmers and 50 veterinarians. 
Participants were also informed that they would receive a sum-
mary of the project’s results at the end of the study.

statistical analysis
Start Preference
Preference of farmers and veterinarians to start a new voluntary 
udder health and AMU improvement program and their associa-
tions with potential covariates were evaluated first. Farmers’ and 
veterinarians’ start preference was assessed by a single question 
with three possible outcomes (“The government, scientists, and 
the dairy industry would like to improve antimicrobial usage and 
udder health in Swiss dairy herds. A new voluntary program that 
would support farmers with this should be started. Would you be 
in favor of such a program?” Answers: “Yes”, “I do not know,” and 
“No”). Covariates potentially associated with the start preference 
of farmers (Table 1) were therefore investigated using multino-
mial logistic regression models. Assuming a constant herd size, 
the herd level incidence rate of farmer-reported treated clinical 
mastitis was calculated as the number of treated clinical mastitis 
cases divided by the herd size and was expressed per 100 cow-years 
at risk. After a univariable screening, covariates deemed relevant 
(P  <  0.25, based on the Type 3 test) were retained for further 
investigation. When covariate pairs had an absolute correlation 
>0.50, the biological more meaningful covariate was selected to 
avoid multicollinearity. Multivariable statistical modeling sub-
sequently consisted of a stepwise backward elimination process 
until all covariates were significantly (P < 0.05) associated with 
the preference of farmers to start a new udder health and AMU 
improvement program or considered a confounder. Confounding 
was assumed to occur when effect estimates changed >25% upon 
exclusion of a covariate from the model. Interaction terms were 
not evaluated.

A similar model approach was used to associate covariates with 
the preference of veterinarians to start a new udder health and AMU 
improvement program. However, a low number of observations  
in the “No” category (n = 9) resulted in quasicomplete separation 
for several covariates. The outcome categories “No” and “I do not 
know” were therefore merged and start preference was modeled 
as a binary outcome variable using binary logistic regression 
models.

a maximum of eight screening tasks, displaying four program 
alternatives each. These udder health and AMU improvement 
programs were then taken forward into the fourth and final part 
of the questionnaire to identify the overall best udder health and 
AMU improvement program. This part consisted of a traditional 
choice-based conjoint interview but with a restricted number 
of choice options to choose from since systematically avoided 
program levels in the screening section were excluded from this 
part of the questionnaire. Respondents had to choose one out of 
three presented program designs with a maximum of nine choice 
tasks (the exact number was conditional on respondents’ answers 
in previous sections of the ACBC interview). This facilitated 
discrimination of slightly different alternative program designs 
from the respondents’ most preferred program design (i.e., the 
one created in the first part of the ACBC interview). Preferred 
program design concepts in each choice task competed in  
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Part-Worth Utility Estimation
In a conjoint analysis, and thus also in an ACBC analysis, 
preference of respondents is quantified by part-worth utilities. 
Individual-level part-worth utilities represent respondent’s 
relative preference for each level within an attribute. Part-worth 
utilities are zero-centered with higher values representing more 
preferred attribute levels (27). Individual and mean part-worth 
utility values were estimated using the Hierarchical Bayes estima-
tion procedure within Sawtooth Software (34). This estimation 
procedure borrows information from the entire population 
(prior) to determine how each respondent’s parameter estimate 
(posterior) differs from the upper-level population mean. It 
does this in an iterative manner, using a Monte Carlo Markov 
Chain procedure, to constantly update parameter estimates 
until convergence has achieved. A total of 40,000 iterations were 
computed, from which the first 20,000 were discarded, to obtain 
individual-level part-worth utility values.

The relative preference (RPi) of each attribute (Ai) for each 
respondent was subsequently derived according to:

 
RP Range 

Range 
i

i

ii

n

A
A

= ×
=∑ 1

100%,
 

where Range Ai represents the difference between the highest and 
lowest part-worth utility values of attribute i, with n being the 
number of attributes. The relative preference represents the pref-
erence each respondent has for this attribute. Preferred program-
levels result in larger part-worth utility values and therefore also 
in a higher relative preference. Sum of the relative preference of all 
attributes is 100% for each respondent. Mean relative preference 
values were calculated for each attribute to elicit their relevance 
in the farmer and veterinarian population.

Goodness-of-fit of the final hierarchical Bayes models was 
assessed by the percent certainty and the Root Likelihood. Both 
indicators reflect how well a model performs in comparison to 
a chance model alone and a perfect model. Percent certainty 
is 0% for a chance model and 100% for a perfect model. Root 
Likelihood is 0.33 for a chance model (1 divided by the number 
of program alternatives per choice task, which was 3 in this study) 
and 1.0 for a perfect model (34).

Program Design Preference
The preference of farmers and veterinarians for design charac-
teristics of a new udder health and AMU improvement program 
was investigated next. First, it was assessed whether farmers 
and veterinarians preferred certain design attributes more than 
others. The sum of relative preference of all attributes (eight for 
farmers and seven for veterinarians) for each respondent equals 
100%, implying that they would be equally preferred if the relative 
preference of each attribute would be 12.5 or 14.3% for farmers 
and veterinarians, respectively. Deviation from equal preference 
was determined using the Wilcoxon signed rank test. The most 
preferred attributes were defined as having a significant mean 
relative preference above the equal preference threshold value. 
Second, differences in mean standardized part-worth utilities of 
program attribute levels between farmers and veterinarians were 

assessed using the Wilcoxon rank sum test. A Bonferroni adjust-
ment was applied to correct for multiple comparisons.

Covariates associated with program design preferences were 
identified in three analytical steps. The first step was to identify a 
global (i.e., multivariate) association of covariates with the rela-
tive preference of the eight (seven for the veterinarians) program 
attributes simultaneously. The second step elicited the individual 
(i.e., univariate) program attributes responsible for rejection of 
the global null hypothesis. The third and last step was to inves-
tigate which levels within identified program attributes were 
associated with the covariates significant in the previous steps. 
Statistical modeling was performed separately for farmers and 
veterinarians.

Multivariate multiple regression models correct for correla-
tion between multiple outcome variables (one for each program 
attribute) and multiple comparisons, thereby reducing Type 1 
errors (35). Such multivariate linear regression models were used 
within the first step. Each potential covariate (Tables 1 and 2 plus 
respondents’ start preference) was tested one at a time against 
the relative preference of all program attributes simultaneously. 
The multivariate Wilks’ lambda F statistic was used to test the 
global hypothesis that all regression coefficients are zero across all 
program attributes for the evaluated covariate. Covariates deemed 
relevant (P < 0.25) were thereafter offered to a multivariate mul-
tiple regression in which a stepwise backward elimination process 
was conducted to identify all significant (P < 0.05) global associa-
tions between covariates and program attributes. Proportion of 
explained variance of the global model was derived as 1 − Wilks’ 
lambda, which is the multivariate counterpart of the univariate R2 
(35). In step 2, univariate associations of covariates with the eight 
(or seven) program attributes were identified for the global signifi-
cant covariates using the Type 3 test commonly used for univariate 
linear regression models. To correct for multiple comparisons, a 
Bonferroni adjustment was also made in this step. Proportions of 
explained variance of univariate models were reported by partial 
eta squared [η2

p (35)]. The first two steps revealed associations 
between covariates and program attributes. Associations between 
covariates and program levels of relevant program attributes were 
investigated in the third and final step. Mean part-worth utility 
values between covariate categories were compared using the 
Tukey–Kramer multiple comparison test for program levels of all 
univariate associations identified in the previous step.

Regression modeling to associate covariates with start and pro-
gram design preferences was performed using PROC LOGISTIC 
and PROC GLM in SAS 9.4 (Cary, NS, USA). Statistical signifi-
cance was set at P < 0.05, except when noted otherwise. To evaluate 
potential non-response bias, the number of reminders (0, 1, or 2)  
being sent before respondents filled in the questionnaire was 
evaluated separately in all models evaluating the start and design 
preference of farmers and veterinarians.

resUlTs

Demography
Of 1,300 farmers and 438 cattle veterinarians contacted initially, 
478 farmers (36.8%) and 98 veterinarians (22.4%) filled out their 
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TaBle 4 | Covariates in the final logistic regression model associated with the preference (yes vs I do not know and no) of veterinarians to start a new animal health 
improvement program.

covariate category Frequency Preference for starting a new program (%) Or 95% ci

lower Upper

Covering other species: poultry Yes 23 47.8 0.3 0.1 0.9
No 75 66.7 Reference

Proportion of antimicrobial sales being injectors ≥10% 38 73.7 3.2 1.2 8.6
<10% 60 55.0 Reference

TaBle 3 | Covariates in the final multinomial logistic regression model associated with the preference (yes or I do not know vs no) of farmers to start a new udder health 
and antimicrobial usage (AMU) improvement program.

covariate category Preference for a new program: i do 
not know vs no

Preference for a program: yes vs no P-value type 3 test

Or 95% ci Wald P-value Or 95% ci Wald P-value

lower Upper lower Upper

Do you think that AMU is too high in Swiss 
dairy herds?

Yes 1.6 0.8 3.1 0.17 3.2 1.8 5.6 <0.0001 0.0005
I do not know 1.6 0.8 3.2 0.16 2.0 1.1 3.7 0.02
No Reference Reference

van den Borne et al. Animal Health Program Preferences

Frontiers in Veterinary Science | www.frontiersin.org June 2017 | Volume 4 | Article 82

respective questionnaires completely and were included in the 
statistical analysis. Seventy-three farmers were French speaking 
(Table 1) while only six veterinarians filled out the questionnaire 
in French (Table 2).

A description of farmers’ demography is presented in Table 1. 
Farmers’ median age was 49 (range: 26–81), and many (50.6%) 
did not know yet whether they had a successor or not. Most 
herds were located either in the lowland or mountainous regions 
of Switzerland. The distribution of housing systems (free-stall 
vs. tie-stall) was approximately equal. Dairy production was the 
main source of income for almost all farmers but many (82.0%) 
had additional agricultural production systems in place. Median 
farmers-reported incidence rate of clinical mastitis was 18.1 
(range: 0–137.5) cases per 100 cow-year at risk.

Variables describing veterinarians’ demography are presented 
in Table 2. Most veterinarians filling out the questionnaire were 
male and working in a practice that employed multiple veterinar-
ians. Respondents dedicated most of their time practicing dairy 
health but most veterinarians (96.9%) worked in practices that 
serviced other species too. Median years working as a ruminant 
veterinarian was 25 (range: 1–43).

Preference to start
Farmers and veterinarians were offered the following question: 
“The government, scientists, and the dairy industry would like 
to improve antimicrobial usage and udder health in Swiss dairy 
herds. A new voluntary program that would support farmers with 
this should be started. Would you be in favor of such a program?.” 
Farmers (55.4%; 95% CI: 50.1–59.8%; n = 265) and veterinarians 
(62.2%; 95% CI: 52.4–71.2%; n  =  61) mostly agreed with this 
statement; 20.7% (farmers; 95% CI: 17.3–24.6%; n = 99) and 9.1% 
(veterinarians; 95% CI: 4.9–16.5%; n = 9) disagreed; and 23.8% 

(farmers; 95% CI: 20.2–27.9%; n = 114) and 28.6% (veterinarians; 
95% CI: 17.9–50.7%; n = 28) did not know. These proportions 
were significantly different (χ2 = 7.16; P = 0.03) between the two 
populations with veterinarians favoring the program more.

Table  3 reports the final multivariable multinomial logistic 
regression model for the preference of farmers to start a new vol-
untary udder health and AMU improvement program. Farmers 
who stated that AMU in Swiss dairy herds was too high or had no 
opinion on this had 3.2 and 2.0 times higher odds, respectively, 
for preferring to start a new national voluntary program than 
farmers that stated that AMU was not too high. Other covariates 
were not statistically associated with the preference to start a new 
voluntary udder health and AMU improvement program.

Covariates associated with veterinarians’ preference to start 
a new voluntary udder health and AMU improvement program 
in the final multivariable logistic regression model are presented 
in Table  4. Ruminant veterinarians belonging to practices that 
also serviced poultry farms had a lower preference to start a new 
voluntary program than veterinarians belonging to practices not 
servicing poultry farms. Veterinarians who stated that ≥10% of 
their antimicrobial sales were attributed to the sales of intramam-
mary antimicrobials had 3.2 times higher odds to prefer starting 
a new voluntary program compared to veterinarians that had 
<10% of their antimicrobial sales attributable to intramammary 
antimicrobials.

Model Fit of acBc
Percent certainties of the final hierarchical Bayes models estimating  
program design preferences of farmers and veterinarians were 
46.0 and 49.5%, respectively. Root likelihood of the farmer model 
was 0.63 and 0.65 for the veterinarian model.
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FigUre 1 | Boxplots displaying relative preference of 478 farmers for attributes of a new Swiss animal health improvement program. The dashed line at 12.5% 
represents an equal preference.
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relative Preference of Program  
attributes and Part-Worth Utilities
Relative preference of program attributes would have been 12.5% 
if farmers preferred them equally (the “equal preference value”). 
Farmers therefore preferred the program attributes “Bonus” 
(22.2%; 95% CI: 21.6–22.8), “Herd” (14.9%; 95% CI: 14.4–15.4), 
and “Aim” (14.6%; 95% CI: 14.1–15.1) more than the other five 
attributes (Figure 1). These three attributes had a relative pref-
erence above the equal preference value. Variation in farmers’ 
relative preference for attributes was large though. Within the 
three most preferred attributes, farmers assigned the highest part-
worth utility values to levels representing a new program that did 
not contain a penalty system for high AMU, was voluntary for all 
dairy herds, and aimed to simultaneously improve udder health 
and reduce AMU (Table 5).

Veterinarians’ equal preference value of program attributes was 
14.3%. Veterinarians preferred the program attributes “Decision” 
(19.8%; 95% CI: 18.7–20.9), “Bonus” (18.9%; 95% CI: 17.6–20.2), 
and “Aim” (16.1%; 95% CI: 15.1–17.1) more than the other four 
attributes (Figure 2). Like farmers’ program design preference, 
variation in veterinarians’ preference for program attributes was 
large (Figure 2). Veterinarians assigned the highest part-worth 
utility values to levels representing a new program that had the 
veterinary organization and the government taking the lead in 
the program design decision-making process, did not include 
a penalty system for high AMU, and aimed to improve udder 
health and reduce AMU simultaneously (Table 5).

Except for program characteristics related to the aims and 
tasks of the new program, farmers and veterinarians valued 
most program attribute levels differently (Table 5). Ranking of 
levels within some attributes also differed between farmers and 

veterinarians. This included the attribute “Decision,” which was 
the most preferred program attribute for veterinarians. Ranking 
of levels did not differ within the other three most preferred 
program attributes (i.e., “Aim,” “Bonus,” and “Herd”).

respondent characteristics and 
Differences in Program Design 
Preferences
The final multivariate multiple regression model investigating 
farmers’ relative preference of program attributes is presented 
in Table 6. Farmers’ opinion on AMU in Swiss dairy herds was 
the only covariate globally associated with the relative prefer-
ence of program attributes (P = 0.007). Further investigation of 
the univariate associations identified that farmers’ opinion on 
AMU was associated with the attributes “Bonus,” “Decision” and 
“Payment” (Table 6). Proportions of explained variance were low, 
being 0.08 for the multivariate model and a maximum of 0.04 for 
the univariate models.

Subsequently associating farmers’ opinion on AMU with the 
program levels of each identified univariate program attribute 
revealed some significant relationships (Table 7). Farmers who 
had the opinion that AMU was too high in Switzerland were 
still not favoring the introduction of a penalty system for high 
AMU but their oppositions were less strong than those from 
farmers disagreeing with the statement that AMU was too high. 
Moreover, farmers agreeing with the statement that AMU was 
too high were slightly more in favor of the farmer organiza-
tion, rather than the breeding organizations, to take the lead 
in decision making when designing a potential new program. 
Still, both groups of farmers favored the dairy industry for this. 
Finally, farmers who had the opinion that AMU was too high 
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TaBle 5 | Program attributes and levels evaluated in the adaptive choice-based analysis and comparison of standardized part-worth utilities for farmers and 
veterinarians in Switzerland.

attribute Description and levels Farmers Veterinarians P-value

Mean sD Mean sD

aim Which aims should the program have?
Improve udder health status and reduce AMU 50.9 28.0 54.7 26.0 0.18
Reduce AMU while keeping udder health status constant 26.7 26.5 20.6 20.7 0.03
Improve udder health status, no AMU improvement −32.0 34.6 −42.0 30.9 0.004
Reduce AMU, no udder health improvement −45.5 25.3 −33.3 23.1 <0.0001

Bonus should the program additionally include a bonus/malus system for aMU?
No 69.6 54.0 52.3 42.4 0.0005
Bonus low AMU 61.0 36.3 43.2 32.6 <0.0001
Bonus low AMU and penalty high AMU −54.2 36.2 −39.9 29.5 <0.0001
Penalty high AMU −76.5 31.7 −55.5 21.7 <0.0001

Decision Who should have the lead in decision making when designing the program?
Dairy industry 23.4 26.2 2.0 42.0 <0.0001
Breeding organizations 4.1 26.6 −29.0 22.5 <0.0001
Farmers organization 0.3 24.3 −59.3 30.2 <0.0001
Veterinary organization −1.1 28.9 34.3 39.8 <0.0001
University −13.2 21.2 22.9 36.0 <0.0001
Government −13.5 27.2 29.0 38.0 <0.0001

execute Who should execute the program?
Dairy industry 11.9 24.8 −9.9 21.9 <0.0001
Independent center of expertise 1.1 22.3 36.9 24.7 <0.0001
Breeding organizations 0.8 25.3 -32.8 20.0 <0.0001
Veterinary organization −3.8 26.0 2.7 35.8 0.09
Government −10.0 21.1 3.2 21.0 <0.0001

herd Which herds should the program target?
Voluntary for all herds 46.8 45.5 12.9 39.6 <0.0001
Compulsory for problem herds, voluntary for other herds −2.1 40.4 9.6 31.7 0.001
Compulsory for all herds −44.7 35.2 −22.5 40.2 <0.0001

Payment Who should pay for the program?
Government 21.5 29.3 5.9 27.9 <0.0001
All three 11.7 23.7 23.1 18.1 <0.0001
Government + dairy industry 3.6 16.4 3.5 15.9 0.85
Government + breeding organizations −4.9 14.0 −4.3 16.0 0.78
Dairy industry −6.9 28.0 7.9 21.1 <0.0001
Dairy industry + breeding organizations −8.2 17.8 −5.0 18.8 0.08
Breeding organizations −16.8 22.0 −31.1 19.3 <0.0001

Task What should be the main task for the program?
Offering consulting for individual farmers 22.0 21.7 19.9 21.2 0.57
Develop new knowledge 9.9 17.9 8.8 17.7 0.93
Further education 5.0 20.1 8.3 18.5 0.14
Honoring well-performing herds −16.3 29.6 −12.9 18.7 0.02
Mass communication −20.6 27.3 −24.1 22.9 0.19

contribute Mastitis in switzerland costs on average chF198 per cow per year. how much are you willing to contribute to the costs of the 
program (chF per cow per year)?a

CHF 0 31.7 44.3
CHF 1 4.3 25.7
CHF 2 −36.0 35.5

Statistically significant values (after Bonferroni adjustment; P < 0.0015) are presented in bold.
AMU, antimicrobial usage.
aThis program attribute was only offered to farmers.
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in Switzerland opposed the option that breeding organizations 
should pay for the program stronger than those that did not 
share this opinion.

The final multivariate multiple regression model for veterinar-
ians’ design preferences identified one borderline significant asso-
ciation (P = 0.05; 1 − Wilks’ lambda = 0.13) between the covariate 

describing whether veterinary practices were also servicing pig 
herds and veterinarians’ relative preference of program attributes. 
However, further investigation of the univariate associations did 
not reveal any significant relationship when applying a Bonferroni 
adjustment (data not shown). Associations of this covariate with 
program attribute levels were therefore not further scrutinized.

102

http://www.frontiersin.org/Veterinary_Science
http://www.frontiersin.org
http://www.frontiersin.org/Veterinary_Science/archive


FigUre 2 | Boxplots displaying relative preference of 98 veterinarians for attributes of a new Swiss animal health improvement program. The dashed line at 14.3% 
represents an equal preference.

TaBle 6 | Model output of the final multivariate multiple regression model 
investigating farmers’ program design preferences.

F P 1 − Wilks’ lambda η2
p

Global model: AMU opiniona 2.68 0.007 0.08
Univariate models
Attribute: aim 2.95 0.05 0.01
Attribute: bonus 8.91 0.0002 0.04
Attribute: contribute 1.42 0.24 0.01
Attribute: decision 5.24 0.006 0.02
Attribute: execute 4.50 0.01 0.02
Attribute: herd 0.94 0.39 0.00
Attribute: payment 7.01 0.001 0.03
Attribute: task 1.20 0.30 0.01

Significance in the univariate models was set at P < 0.006 to correct for multiple 
comparisons.
aDo you think that antimicrobial usage is too high in Swiss dairy herds?

TaBle 7 | Mean (and SE) standardized part-worth utilities of program attributes 
and levels for groups of farmers with a different antimicrobial usage (AMU) 
opinion.

attribute level Do you think that aMU is too high 
in swiss dairy herds?

Yes i do not 
know

no

Bonus No 51.5 (4.3)a 73.2 (4.6)b 82.7 (3.7)b

Bonus low AMU 62.1 (3.1) 66.0 (3.0) 57.0 (2.5)
Bonus low AMU and 
penalty high AMU

−45.0 (3.0)a −56.8 (3.1)b −60.3 (2.5)b

Penalty high AMU −68.7 (2.7)a −82.4 (2.7)b −79.4 (2.1)b

Decision Dairy industry 25.0 (2.2) 22.1 (2.3) 22.8 (1.8)
Farmers organization 3.4 (2.0)a −4.2 (1.9)b 0.5 (1.7)ab

Breeding organizations 0.6 (2.2)a 3.6 (2.6)ab 7.5 (1.7)b

Veterinary organization −0.8 (2.4) −1.0 (2.7) −1.5 (1.9)
Government −13.8 (2.3) −9.0 (2.6) −16.0 (1.7)
University −14.3 (1.7) −11.4 (2.0) −13.4 (1.4)

Payment Government 20.0 (2.6) 24.2 (2.7) 21.0 (1.9)
All three 14.7 (2.0) 11.6 (2.0) 9.1 (1.6)
Government + dairy 
industry

4.5 (1.4) 3.9 (1.5) 2.7 (1.1)

Government + breeding 
organizations

−5.3 (1.1) −5.2 (1.3) −4.3 (0.9)

Dairy industry −6.0 (2.3) −8.8 (2.5) −6.6 (2.0)
Dairy industry + breeding 
organizations

−8.0 (1.6) −9.1 (1.6) −7.7 (1.1)

Breeding organizations −19.9 (1.8)a −16.6 (2.0)ab −14.2 (1.5)b

Mean part-worth utilities within a row with various superscripts differ significantly.
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non-response Bias
Farmers’ preference to start a new udder health and AMU 
improvement program was 64.3% for respondents not receiv-
ing an email reminder (early respondents) and significantly 
(P  =  0.04) decreased to 49.4% for farmers receiving two 
reminding emails (late respondents). Such an association was 
not identified for the veterinarian dataset (P = 0.55). The num-
ber of reminders being sent was not globally associated with 
farmers’ (P = 0.33) or veterinarians’ (P = 0.96) program design 
preferences either.

DiscUssiOn

This study identified that more than half of the respondents 
favored starting a new voluntary national udder health and AMU 
improvement program. Approximately every fourth respondent  

was undecided and 10 (veterinarians) to 20% (farmers) disap-
proved of this idea. There does seem to be support from the field 
to initiate a new voluntary udder health and AMU improvement 
program when the current Swiss strategy to improve AMU and 
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antimicrobial will be extended to dairy herds. It is unclear, however,  
whether these proportions are high enough to warrant an actual 
start of a new program. Its acceptance is likely to improve if it 
is accompanied with a communication campaign promoting its 
potential benefits (36). Moreover, the new national udder health 
and intramammary AMU improvement program referred to a 
voluntary program in which farmers would be supported with 
their activities improving udder health and AMU. Respondents 
may have been less positive if the program would have involved 
compulsorily activities or a more restrictive legislation. Also, 
only 37% of farmers answered the questionnaire, and some 
indication for non-response bias was found when evaluating 
farmers’ start preference but not for their program design pref-
erences. The response rate was in agreement with other studies 
(25, 37), and demographics of farmers agreed with two previous 
studies investigating the same target population (25, 38) with 
one exception. The median farmer-reported incidence rate of 
clinical mastitis was higher than observed previously (11). The 
latter may have been a result of farmers becoming more sensi-
tive to the topic of udder health and AMU because of a higher 
awareness in the farming community and society in general. 
They, therefore, may diagnose CM more often. Controlling 
bodies may have become stricter also, resulting in a potential 
higher reporting rate.

Response rate of veterinarians was lower at 22%, but years of 
experience and proportion of male respondents were in agree-
ment with a previous survey conducted among Swiss cattle 
veterinarians (26). Moreover, the range in years of experience 
working as a dairy cattle veterinarian indicated that there was 
no age bias and that also older generations were reached by the 
online questionnaire. Indications for non-response bias were 
not identified in the veterinarian dataset either. It is therefore 
believed that the responding veterinarians represented their 
target  population well.

Preferences of farmers and veterinarians for program design 
characteristics agreed moderately. Both stakeholder groups 
preferred a program that aimed to improve udder health and 
AMU simultaneously and did not include a penalty system for 
high AMU. These aims are in line with the strategy of the Federal 
Food Safety and Veterinary Office to intervene on farmers and 
veterinarians with a high antimicrobial consumption. Moreover, 
such achievements can potentially be made through the qual-
ity payment system existing in Switzerland. Farmers generally 
receive a bonus for their milk price when their bulk milk somatic 
cell count is below 100,000 cells/ml. There are no such thresholds 
on AMU currently. Incorporating such a threshold (after setting 
up a national database to register AMU on herd level) as an extra 
criterion for farmers to receive a financial bonus is expected to 
result in an improvement on AMU. Previous research has shown 
that farmers are more sensitive to penalties than to bonuses, as 
investigated for bulk milk somatic cell counts in the Netherlands 
(39). A penalty system might therefore be more effective in 
improving udder health and AMU. Nonetheless, stricter criteria 
for farmers to receive a bonus are also expected to result in an 
AMU improvement because it would take away the financial 
incentive to use antimicrobials to achieve a better milk price. 
Moreover, they are expected to be perceived less negative than 

receiving a penalty for high AMU (40) but this was not evaluated 
in the current study.

Besides a change in the milk quality payment scheme or 
another change in legislation, there are also other means to 
improve both udder health and AMU. This is evident by examples 
from national mastitis control programs successfully conducted 
elsewhere (16–19). Unfortunately, improving udder health on a 
voluntary basis has been proven difficult for Swiss dairy herds 
as identified in a recently conducted multiarm randomized 
field trial (24). The intervention in which farmers formed peer 
study group meetings to study mastitis-related topics was able 
to reduce AMU though while keeping the herds’ udder health 
status constant (24). A more realistic aim of a potential new 
national udder health and AMU improvement program would 
therefore be to reduce AMU while keeping the country’s udder 
health status constant. This was only the second preferred aim of 
both farmers and veterinarians but such achievements are feasible 
(24, 41). AMU and udder health are highly correlated (9, 10, 14), 
and any efforts to control mastitis by enhancing prevention and 
non-antimicrobial intervention strategies are therefore assumed 
to result in a decrease in AMU. Reducing AMU in dairy herds and 
improving its udder health status should therefore not be seen 
separately and be targeted simultaneously in a national control 
program. The program should then, however, only be evaluated 
on its improvement in AMU and not on its udder health improve-
ment other than keeping it constant.

Farmers and veterinarians differed in their preferences con-
cerning other program design characteristics. Farmers preferred 
a program that is voluntary. That agreed with the preference of 
veterinarians but this stakeholder group deemed this attribute to 
be of less importance. Veterinarians, on the other hand, preferred 
a program that had the veterinary organization and the govern-
ment taking the lead in the program design decision-making 
process whereas the farmers preferred the dairy industry to 
have the lead. However, farmers generally gave a lower relative 
preference value to this attribute, implying that this attribute was 
less important to them. It is therefore believed that they would 
not mutually exclude each other. A voluntary program with the 
veterinary organization and the government having the lead in 
the decision-making process would still satisfy the preferences of 
both stakeholder groups. Other preference differences between 
both stakeholder groups were also identified. But those con-
cerned again program attributes and levels that were preferred 
less. Not much opposition from these two stakeholder groups is 
therefore expected if these aspects are not fully met during the 
decision-making process. Moreover, incorporating these aspects 
in the communication of the final program design is expected to 
take away some of the opposition.

Farmers’ mindset toward AMU, as assessed by one single 
question, was the only covariate associated with farmers’ prefer-
ence for starting a new udder health and AMU improvement 
program and for their preferred program design characteristics. 
None of the demographic variables explained any of the varia-
tion in start and program design preferences of farmers. Also, 
explained variation of the final multivariate multiple regression 
model was low. It can thus be hypothesized that farmers’ start 
and program design preferences for a new udder health and 
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AMU improvement program may be more explained by their 
mindset toward udder health, AMU, or national disease control 
programs in general than by their demographic characteristics. 
Further research is needed to scrutinize this underlying socio-
psychological construct. Nonetheless, some differences in start 
and program design characteristics between groups of farmers 
with various mindsets toward AMU were identified. Farmers 
had a stronger preference to start a new voluntary udder health 
and AMU reduction program when stating that AMU was too 
high in Swiss dairy herds or when they had no opinion on this. 
Those farmers, an approximate 60% of the population, therefore 
not only acknowledged the problem of high AMU (or were indif-
ferent) but also supported national strategies to improve it. This 
included a less strong, but still existing, opposition toward the 
introduction of a penalty system for high AMU. Current debates 
in society and other strategies facilitating the recognition of high 
AMU could further contribute to a less strong opposition of 
stricter milk quality payment legislation. There were also some 
subtle, but significant, differences in preferences for sectoral 
organizations that should have a lead in decision making and 
that should pay for the new udder health and AMU improvement 
program between groups of farmers with various mindsets of 
toward AMU. The identification of such associations adds to the 
communication to the field after decision makers have discussed 
program alternatives.

For veterinarians, on the other hand, differences in their pref-
erence to start a new udder health and AMU improvement pro-
gram according to their demographics were identified. First, the 
observation that veterinarians, who are earning ≥10% from their 
antimicrobial sales from intramammary antimicrobials, are more 
motivated to start a new udder health and AMU improvement 
program than veterinarians earning less sounds contradictory 
at first. An improved on-farm udder health and AMU, resulting 
from implementing preventive mastitis management measures as 
advised by a new program, are expected to result in a decreased, 
rather than an increased, sales of intramammary antimicrobials 
at the veterinary practice level. However, herd health manage-
ment is not commonly applied by Swiss cattle veterinarians, 
and practices selling more intramammary antimicrobials are 
therefore assumed to have such high sales because they attempt 
to improve udder health in their dairy herds by treating more 
(e.g., subclinical) mastitis cases to lower the infectious pressure 
within the herd (42, 43). Increased AMU levels in Swiss dairy 
herds trying to improve udder health have been observed before 
(24). Considering the second covariate, there are only very few 
veterinarians servicing poultry farms in Switzerland given the 
small but highly organized nature of this production system. The 
proportion of veterinarians working at practices also servicing 
poultry farms (23%) therefore should be interpreted as the pro-
portion of veterinarians working at practices servicing backyard 
flocks rather than specialized poultry farms. Such veterinarians 
may thus be less specialized in cattle health, resulting in a lower 
motivation to start a new national udder health and AMU 
improvement program. However, interpretation of both covari-
ates identified in the final logistic regression models remains 
speculation, and no causal conclusions can be drawn either from 
this study given its cross-sectional study design. Interpretation 

should therefore be cautious. No global associations between 
covariates and veterinarians’ program design characteristics were 
identified, which is probably a result of the smaller sample size of 
this dataset (35).

Adaptive choice-based conjoint analysis was used to elicit 
respondents’ preferences for design characteristics of a new 
udder health and AMU improvement program. ACBC is a novel 
quantitative methodology in the field of veterinary medicine 
and animal science. The novel aspect lies in the adaptive nature 
of the interview in comparison to a standard choice-based 
conjoint interview (27). Respondents participating in an ACBC 
interview first select program characteristics that they consider 
most important. This consideration set is then brought forward 
in the remaining part of the interview in which they are jointly 
evaluated with alternative program designs (28). In a standard 
(non-adaptive) choice-based conjoint interview, a fixed number 
of program alternatives are offered to respondents including pro-
gram attributes that may not be relevant to them (27). Results of a 
choice-based conjoint interview subsequently may not reflect the 
information that is relevant for the respondent’s situation when 
evaluating program design alternatives because the latter may not 
be close to the respondents’ ideal (28). Because ACBC interviews 
are more personalized than choice-based conjoint interviews, it 
makes them more engaging for respondents (28).

This study was limited by its cross-sectional design. Prefer-
ences of farmers and veterinarians were assessed once but may 
change over time resulting from discussions in society and actions 
implemented by governmental bodies, industry, and others. 
Moreover, this study assessed stakeholders’ preferences for start-
ing a new udder health and AMU improvement program and its 
design. Stakeholders’ preferences of potential interventions, e.g., 
the creation of peer study group meetings, financial support for 
culling mastitic cows, more affordable diagnostics, etc., were not 
scrutinized. Further research is thus needed to investigate stake-
holders’ preferences for the actual implementation of a program. 
Moreover, it was not the aim of this study to identify the perceived 
monetary and non-monetary benefits or disadvantages of a new 
udder health and AMU improvement program. Preferred design 
characteristics of the new udder health and AMU improvement 
program may thus differ from the most beneficial or practical 
design. Nonetheless, the results of this study facilitate discussions 
among decision makers. It should be noted also that this study 
investigated the start and design preferences of stakeholders in 
the Swiss context (e.g., concerning legislation and the sectoral 
organization of the dairy industry). Results may therefore be dif-
ficult to apply in other countries or regions, except when having 
a similar dairy industry. This study serves as an example on how 
to assess stakeholders’ preferences for new national animal health 
control programs.

In conclusion, most farmers and veterinarians enrolled in this 
survey preferred starting a new voluntary udder health and AMU 
improvement program in Switzerland. Particularly, they preferred a 
new program that aims to improve udder health and AMU simulta-
neously, does not contain a penalty system for high AMU, is volun-
tary for all dairy herds, and have the veterinary organization and the 
government taking the lead in the program design decision-making 
progress. Differences between groups of farmers and veterinarians 
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concerning their start and program design preferences were also 
identified. The results of this study were not communicated with 
decision makers, yet they may support the decision-making process 
and to its communication afterward, when designing a new udder 
health and AMU improvement program for Switzerland.
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